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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the first World
Computer Congress held in Paris the previous year. A federation for societies working
in information processing, IFIP’s aim is two-fold: to support information processing in
the countries of its members and to encourage technology transfer to developing na-
tions. As its mission statement clearly states:

IFIP is the global non-profit federation of societies of ICT professionals that aims
at achieving a worldwide professional and socially responsible development and
application of information and communication technologies.

IFIP is a non-profit-making organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees and working groups, which organize
events and publications. IFIP’s events range from large international open conferences
to working conferences and local seminars.

The flagship event is the IFIP World Computer Congress, at which both invited and
contributed papers are presented. Contributed papers are rigorously refereed and the
rejection rate is high.

As with the Congress, participation in the open conferences is open to all and papers
may be invited or submitted. Again, submitted papers are stringently refereed.

The working conferences are structured differently. They are usually run by a work-
ing group and attendance is generally smaller and occasionally by invitation only. Their
purpose is to create an atmosphere conducive to innovation and development. Referee-
ing is also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP World
Computer Congress and at open conferences are published as conference proceedings,
while the results of the working conferences are often published as collections of se-
lected and edited papers.

IFIP distinguishes three types of institutional membership: Country Representative
Members, Members at Large, and Associate Members. The type of organization that
can apply for membership is a wide variety and includes national or international so-
cieties of individual computer scientists/ICT professionals, associations or federations
of such societies, government institutions/government related organizations, national or
international research institutes or consortia, universities, academies of sciences, com-
panies, national or international associations or federations of companies.
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Preface

The IFIP International Conference on Product Lifecycle Management (www.plm-
conference.org) started in 2003 and since then it has been held yearly around the world
and has facilitated the exchange and discussion of the most up-to-date information on
product lifecycle management among professionals from academia and industry. This
is the official conference of the IFIP Working Group WG 5.1 “Global product
development for the whole lifecycle” (www.ifip-wg51.org), and IFIP PLM 2015 was
held in Doha, Qatar, October 19–21, 2015.

Product lifecycle management, also known as PLM, is an integrated business
approach to the collaborative creation, management, and dissemination of engineering
data throughout the extended enterprises that create, manufacture, and operate engi-
neered products and systems.

IFIP PLM 2015 marked the 12th anniversary of the conference, which continues its
progress at an excellent rate both in terms of quality and quantity. The topics covered in
the program include languages and ontologies, product service systems, simulation and
virtual environments, future factory, knowledge creation and management, sustain-
ability and systems improvement, configuration and engineering change, assessment
approaches, and education studies.

One of the objectives of the conference is to provide a platform for experts to
discuss and share their success in applying advanced concepts in their respective fields.
The IFIP PLM 2015 conference included an outstanding technical program, with
distinguished keynote speeches on current development and future visions from NIST
and other renowned universities as well as an insightful tutorial on “Data Cleaning and
Machine Learning from QCRI” (Qatar Computing Research Institute). The conference
also offered a great opportunity to young and aspiring researchers to present their
research proposals and on-going work during a dedicated PhD Workshop on the pre-
conference day. This regular workshop is designed to support students in their net-
working activities and help them build their future community.

In line with the conference scientific sessions, IFIP PLM 2015 aimed at encouraging
innovation and exchange with industry and market sectors. A full day was dedicated to
industry applications, highlighting some international innovation initiatives and Qatar’s
efforts to foster incubation and entrepreneurship.

This book, organized in 15 chapters, is composed of selected enhanced papers
presented at the IFIP PLM 2015 conference. It is part of the IFIP Advances in Infor-
mation and Communication Technology (AICT) series that publishes state-of-the-art
results in the sciences and technologies of information and communication.

In addition to this conference, the International Journal of Product Lifecycle
Management (IJPLM) is the official journal of the WG5.1 (www.inderscience.com/
ijplm).

http://www.plm-conference.org
http://www.plm-conference.org
http://www.ifip-wg51.org
http://www.inderscience.com/ijplm
http://www.inderscience.com/ijplm


On behalf of the conference, we thank all the authors, sessions chairs, reviewers, and
keynote speakers for their help and support in achieving a great conference. Our
gratitude goes to H.E. Dr. Mohammed Saleh Abdulla Al Sada, Minister of Energy and
Industry, for his interest and presence during the conference days; to the QNRF Qatar
National Research Fund for its support and sponsorship; and to the College of
Engineering of Qatar University for its great support.

We hope this book serves as a step forward in this exciting area of PLM and we look
forward to meeting you at the next PLM conference in South Carolina, USA, during
July 11–13, 2016 (www.plm-conference.org).

March 2016 Abdelaziz Bouras
Benoit Eynard
Sebti Foufou

Klaus-Dieter Thoben
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Abstract. Today’s usage of supporting technologies like RFID, condition moni‐
toring or further embedded systems provides a huge amount of data to the oper‐
ation and maintenance (O&M) phase of complex technical systems. While
analyzing this data for the purpose of more efficient operation is already exten‐
sively adopted, the transfer of data to other lifecycle phases is most often lacking.
This paper will analyze the obstacles and requirements for information and data
provision from the usage phase in order to support the development of next
generation products. This is carried out by analyzing sub-aspects of data provi‐
sioning for product development purposes thus leading to a comprehensive
framework for the reorganization of information backflows from the O&M phase.
The findings are discussed in the case of a windfarm. The paper gives a valuable
insight regarding the derivation of targets and action fields for information and
data provision to improve the product development process.

Keywords: Product lifecycle management · Internet of things · Operation and
maintenance · Maintenance concepts · Data mining · Wind turbines

1 Introduction

In increasingly more complex technical systems, a broad range of supporting technol‐
ogies nowadays characterizes the operation and maintenance phase of such systems.
These include for instance condition monitoring, RFID or embedded controlling units:
Condition monitoring to measure and access the operational conditions, RFID to identify
components and record service actions as well as further embedded technologies to
capture data from the field level of industrial I/O systems, often referred to as Supervi‐
sory Control and Data Acquisition (SCADA) [1]. Besides the technical systems, also
service protocols of the maintenance staff are most often available in digital form. All
sources in total lead to a huge set of structured and unstructured data that is directly
related to the use phase of an individual product and provide in general a good impression
about the individual operational environment and purpose.

© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing Switzerland 2016. All Rights Reserved
A. Bouras et al. (Eds.): PLM 2015, IFIP AICT 467, pp. 3–12, 2016.
DOI: 10.1007/978-3-319-33111-9_1



Industrial investment goods face a shift from a product perspective to an integrated
perspective on product service systems, which brings the entire product lifecycle of
individual products into focus of improvements [2]. With regards to the development
of new product generations or the continuous improvement of existing machinery
designs, it should be of uppermost interest for the designers and manufactures to deduce
‘lessons learned’ by letting data and information of actual products flow back to the
design teams. Referring to the term ‘Internet of Things’, technological prospects to
enable ubiquitous access to operational data exist and are recently on the way to
emerging markets [3]. However, to reorganize the general design methodology by means
of encompassing operational data, the framework presented in this paper shows an
overall approach addressing relevant fields of action.

The remaining parts of the paper are organized as follows. Section 2 states and anal‐
yses the overall objective, which is generally requested by design departments and
breaks it down into sub-aspects. Section 3 sketches a general framework approach to
solve requirements and accordingly discusses concepts for the sub-aspects. Section 4
briefly describes the application of the approach to the case of wind turbines, while
Sect. 5 finally sums up the findings and outlines possible further research.

2 Research Motivation and Fields of Action

From the perspective of product development, the deviated challenge of data provi‐
sioning of operational data is to transform data into information and action-oriented
knowledge to support the development process. According to the considered case of
improving next generation systems or topical designs, the objective encompasses that
data of the individual product lifecycle will be stored and processed in order to link the
information to the individual tasks.

2.1 The Product Design Process in the Context of Data Provision

For the question how designs are created in the field of mechanical engineering, a variety
of prescriptive models has been investigated [4]. According to [4] a general under‐
standing of the design process is an iterative process encompassing the steps illustrated
in the following Fig. 1.

The recognition of needs describes the general and partly undefined idea of a product
or technical solution to face a problem or challenge. A subsequent question for data
provision of operational data accordingly addresses a possible support for finding new
ideas for new designs or adaptive designs. It can be assumed that essentially systematic
problems in topical designs are investigated so that these trigger ideas to adapt or vary
designs.

Derived from that, the specification of requirements is a far more detailed description
of required properties, which the later system should have. Again, the subsequent ques‐
tion for the data provision is: Does operational data of topical products help to deduce
concrete requirements for future designs? The strength of material, the accessibility in
case of maintenance actions or the causing of unexpected high operational costs, to name
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just a few examples, could be possible results of operational data analytics and directly
address tasks under the considered step.

With a concept formulation, first technical solutions are generated which face the
general need under consideration of the stated requirements. A broad range of tools
support this tasks, namely solution catalogs, modelling software, 3D-CAD software, etc.
By fulfilling the tasks summarized under this step, tasks have a particular context which
might be “strengthening a mounting”, “finding a locking mechanism”, “lowering
production costs”, “substituting material” and much more. From the perspective of data
provision, a highly aggregated key performance indicator for existent designs - taking
into account the collected data - should support and simplify the selection processes for
design principles. Aggregated and context-related information has to be integrated
seamlessly in the engineering tools (i.e. engineering desktops, software or the like).

In particular regarding this sub-aspect of data and information provision, also the
concept selection profits form an underlying fundamental experience for different design
principles. Again, the challenge from the design perspective is to extract experience and
practical knowledge from data and link it to design principles.

The exposition of design details addresses detailed requirements on calculations,
computations or further verifications. The output of this step should be a concrete tech‐
nical design. Anyway, verification methods even if done with modern methods like
Finite Element Method (FEM) are still based on load assumptions or the like. An idea
of data provisioning from operational use is also to have more realistic assumptions
regarding loads or operational environments, as those are continuously monitored refer‐
ring to the general concept.

Production, sales, and maintenance are the classical transition from the beginning
of life phase to the middle of life or usage phase. While the design process is an iterative
process, a continuous target-performance comparison should be intended essentially in
this phase by means of comparing aggregated key performance indicators.

To sum up the individual sub-aspects, by and large a knowledge infrastructure has
to be built in order to acquire, convert, process, apply and also protect the operational
data, which was captured by the mentioned supporting devices. The capabilities of a
data provision framework should include (a) reporting on systematic problems, (b)
support on selecting appropriate design principles, (c) support for realistic verification
and (d) continuous target/performance comparison. To establish this derived knowledge

Recognition 
of need

Specification
of require-

ments

Concept
formulation

Concept
selection

Exposition 
of design 

details

Production, 
sales, and

maintenance

Fig. 1. General iterative steps of the design process (according to [4])
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concept with design departments, technology, structure, and cultural or organizational
acceptance is required [5].

With respect to the latter, from the practical perspective, it is required to translate
relevant issues to key performance indicators (KPIs) so that a continuous monitoring
can take place. These could be ‘new product introduction time’, ‘new products failure
rate’, ‘new products success rate’, etc. and should be significantly improved with respect
to data provisioning. Furthermore, a crucial point includes the support on selecting
appropriate design principles which could reach from manual design principles to deci‐
sion support systems like case based reasoning (CBR).

2.2 Closed-Loop PLM as a Concept for the Technical Infrastructure

The concept of closed-loop product lifecycle management underlines essentially the
challenges form the technical perspective. Closed-loop in this sense defined by [6]
describes “as strategic approach for the effective management of product lifecycle activ‐
ities by using product data/information/knowledge which are accumulated in the closed-
loops of product lifecycle […]”. This is further illustrated in the following Fig. 2. The
system, which is operational in the field, works additionally as permanent test rig and
shares information driven from captured data all over the product lifecycle. Stakeholders
from the design departments or the lifecycle engineering have the possibility to access,
manage, and control the related information. Furthermore, when adopting the concept
of closed loop PLM, information can also flow from the first life-cycle phases to the
usage phase, which could be for instance 3D-models, failure mode analysis or simula‐
tions which could support service technicians in their work [7]. Jun et al. [8] describes
an approach for a system architecture that enables the concept.

Fig. 2. Closed-loop PLM as technical concept for data provision for the product development
process
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2.3 The Concept of the Product Avatar for Context-Specific Information
Provision

A further concept encompasses the digital or cyber representation of the real product by
means of the so called “Product Avatar”. To manage the communication between the
intelligent system and the different stakeholders in the design department, the stake‐
holder-specific digital representation called “Product Avatar” was introduced by [9].
The core idea of the “Product Avatar” implies that each product has a digital counterpart
by which it is represented. The different involved stakeholders are able to gain access
to the information acquired within the lifecycle [10]. Consequently, suitable interfaces
have to be provided, which are for instance a common messaging interface, service or
agent. For the design engineers these interfaces are for example dedicated desktop
applications or plugins in existing software, web pages or mobile “apps” tailored to the
specific information and interaction needs [10]. In general, the concept of the “Product
Avatar” promises to establish a greater acceptance in the organizational structure of
design departments.

2.4 The Cyber-Physical System as the Vision for Autonomous Data Exchange

Acquiring and using data by the systems mentioned above is already practicable today.
Regarding the technical progress on supporting technologies or enabling technologies
for the concepts described before, so called “Cyber-Physical Systems” play an important
role. The first definition was introduced by Lee [11] and later replenished by Broy [12].
According to this, a cyber-physical system could be understood as a physical object, e.g.
a wind turbine, which is equipped with sensors, a data processing module, a communi‐
cation module as well as actuators, which determine and control physical processes and
communicate with other systems [11, 12]. These modules are highly integrated and
embedded into the product. The products detect their own status and their environment
through sensors. The data processing module stores these data and the communication
unit transfer the aggregated information, to the SCADA system for instance. Human
actors or other technical systems analyse the data. They are able to effect the environment
via actuators, e.g. actuate an axis, reset a system, change parameters, etc. Regarding the
detailed technical challenges for the data analytics, i.e. to provide information and
knowledge rather than raw data, integrated concepts are a not solved issue in research
and practice. Anyhow, broadly investigated individual methods and tools include stat‐
istical techniques, artificial intelligence like fuzzy logic or neural networks, complex
event processing, and others.

3 Framework for the Data and Information Provision

In order to reorganize the product development process in a way that topical system
behavior of operating products is considered, we propose a general framework, which
addresses fields of actions in three main pillars. These pillars are driven from the
requirement statements as well as from known approaches described in the previous
section.

Information and Data Provision of Operational Data 7



Figure 3 illustrates the three main pillars, which are technological prerequisites,
methodical concepts and procedural implications. The sub-aspects are described in the
remaining parts of the section.

Fig. 3. General framework approach for the reorganization of the product development process
by means of data and information provision of operational data

3.1 Technological Prerequisites

The fundamental basis of the complete intention is that products or complex industrial
systems gain “intelligence”. Intelligence in this sense means, that physical products have
the ability to act in an intelligent way. McFarlane et al. define the Intelligent Product as
“a physical and information based representation of an item […] which possesses a
unique identification, is capable of communicating effectively with its environment, can
retain or store data about itself, deploys a language to display its features, production
requirements, etc., and is capable of participating in or making decisions relevant to its
own destiny.” [13] The degree of intelligence may vary, but supporting technologies
mentioned before generally provide products with this decision-making responsibility.

Storage and access of raw data ranges from decentralized to centralized approaches,
while centralized Internet-of-Things platforms to store and exchange the acquired data
build today’s state of the art [3]. They serve for a ubiquitous access to the data and
accordingly are also required for the further data processing in the product development
context. The same platform concept should be aware of integrating further data and
information and providing a uniform access to these. As mentioned before, service
protocols could be from great interest regarding the designer’s requirements but are
typically stored in other IT systems.
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At least, today’s most challenging part is to provide processing capabilities for the
data analytics. As discussed before, rather information and knowledge instead of raw
data is requested, so that a problem-specific toolset for data processing is required.
Anyway, from the IT infrastructural point of view, the state of the art is prepared for the
big data challenge in this context [14].

3.2 Methodical Concepts

The central point of the methodical pillar is the design process itself. Referring to the
general requirement analysis in Sect. 2, it is necessary to adopt the general approach to
the companies’ individual design processes. This means, that starting a data provision
project for the design department requires a deep analysis on the particular design steps
and tasks of the individual design process. In each of these, one should raise the question,
which is the expected output of the data analysis that supports und simplifies the consid‐
ered task.

Following this argumentation, another relevant aspect includes the context-aware‐
ness of information. We propose to consider and develop a semantic model that classifies
design principles in order to link data categories as well as calculated results to product-
related design principles. This is a necessary step to make designs comparable and to
use data for enhanced verification procedures.

While this consideration of the context is focused on the considered technical system,
the components or design principles, the general product avatar concept as described
in Sect. 2 is necessary for filtering information for the different stakeholders. As design
tasks for complex systems differ from engineer to engineer, a product avatar-like stake‐
holder concept will be a success factor for the acceptance of a data provision project.

3.3 Procedural Implication

By trying to focus more on experience in the design process by means of data and
information provision, the design process itself will slightly change. Our general frame‐
work addresses three aspects in two categories. The first category implies the building
of a specific application-oriented know how for the data processing tasks. While a broad
range of algorithms from statistics or artificial intelligence are present in the scientific
literature, design teams will need an aligned toolset for processing tasks and essentially
for aggregation tasks, which are in general derived from the first processing.

The second category of implications focuses on human-machine interfaces, which
means that information should seamlessly be integrated in the known working environ‐
ments, e.g. the CAD software, so that the engineers do not have the trouble to use further
tools. The aspect is referred to as context-specific interfaces and is essential for the
acceptance and success of a data provision project.
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4 First Pilot Implementation: The Case of Wind Turbines

In order to support the idea of the general concept described above, the application on
the case of wind turbines is described briefly in the following.

According to Fig. 4, mainly raw data from the turbine itself is collected, but also
further context-related data is part of the input. The following step has to encompass the
processing of data to gain information for the design department and the life-cycle
management. The maintenance team itself is an additional stakeholder but not consid‐
ered further in this context.

Fig. 4. Illustration of the case of wind turbines for data provision

More detailed, the flow of data throughout this case is described regarding three
pillars, namely input, processing and output.

4.1 Input

The main data sources are the SCADA system and historical data from past maintenance
measures, e.g. orders, checklists, feedback forms, etc. Other known and also isolated
data sources are historical weather data, weather forecasts, general and statistical relia‐
bility data, functional interconnections and possible failure modes.

To answer questions that focus on interlinked aspects of the different data sources,
a uniform data access is necessary to enable joint queries. Exemplary questions are for
instance:

• Are there specific patterns in the input data of a wind turbine that announce future
failures in advance?

• Are there specific designs that show a significantly higher failure probability?
• Are the simulated or anticipated loads and the derived wear comparable to the meas‐

ured situations in reality?
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4.2 Processing

In order to process data, a centralized data cloud concept is proposed according to
Fig. 4 and known IoT platforms [3, 14]. The cloud enables further processing according
to the requirements of the design process. To do so, transforming raw data to information
requires

• methods that interlink data sources in the sense of data mining in order to search for
conspicuous patterns (such as statistical techniques, clustering and pattern recogni‐
tion, artificial intelligence like neural networks and fuzzy systems, etc.) and software
tools for an uniform data access of different data sources,

• methods that predict future developments through an algorithmic processing which
encompasses pattern recognition, classification, time-series prediction, statistical
residual life prediction, etc. also in the sense of an integration of several individually
applied methods (e.g. scoring via TOPSIS, analytical hierarchical process or similar),
and

• methods that are able to apply above mentioned procedures on continuous data
streams again taking the complexity of different data sources into account (i.e. aspects
of complex event processing [15]).

4.3 Output

The information pool that derived from the processing is not specific to context or
stakeholders. The described concept of the “product avatar” could filter information and
provide communication channels and user interfaces according to the stakeholder’s
requirements. Each product avatar representation of the wind turbine is a tailored virtual
representation of the real turbine.

5 Managerial Implications and Discussion

The paper described challenges and a general approach so that companies can deal with
the question of integrating data and information from real products in the product devel‐
opment process. The lifecycle of a wind turbine reflects today’s state of practice and
illustrates the application of the conceptual frame.

While the motivation to share information along the lifecycle for the design depart‐
ments was clarified, data- and information-driven concepts like the “product avatar” will
show further progress on applicability to real-world scenarios. There are still obstacles
in many companies, but it is necessary to change the access to product-related data so
that information processing can take place.

Within ongoing projects the technically related challenges (e.g. big data, processing
times, etc.) of implementing the described concepts are currently investigated and lead
to first prototypes. Having a functional proofed framework and performing infrastructure
for data processing is the first step for further investigations. So as to be able to give an
example, great effort is needed for experiments that deal with the tailored integration of
all this information in the existing workplaces.
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Abstract. Cyber-Physical Production Systems (CPPS) and Smart Products are
considered key features in the development of the fourth industrial revolution.
To create a connected environment in manufacturing based on CPPS, compo-
nents must be able to store and exchange data with machines, and with other
components and assemblies along the entire production system. At the same
time, Smart Product features require that products and their components be able
to store and exchange data throughout their entire lifecycle. Therefore, the aim
of this paper is to present a preliminary integrated component data model based
on Unified Modeling Language (UML) for the implementation of CPPS and
Smart Product features. The development of the data model is based on
requirements gathered both from the literature review and from corporate
interviews with potential users. The results are still preliminary since the
research results are part of a bigger research effort under an international col-
laboration network.

Keywords: Cyber-Physical production systems � Product lifecycle
management � Data model � Smart products

1 Introduction

The competitive situation for the manufacturing industry is marked by increasing
product and process complexity associated with volatile markets and continuous
shortening of innovation cycles. Both the increased complexity and the shortening of
innovation cycles affect the development of new products, as well as the development
of product related services. This scenario requires the development and management of
more efficient and versatile production and logistic systems [1]. These current demands
are driving the development of what is being called the fourth industrial revolution [2].

The world has already experienced three industrial revolutions. The trigger for the
first one in the 18th century was the widespread industrial use of steam engines. Less
than 100 years later, manufacturing faced a second industrial revolution through the
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introduction of mass production systems. In the second half of the 20th century, the
introduction of programmable logic controllers in production inaugurated the third
industrial revolution.

Recently, acatech (Deutsche Akademie der Technikwissenschaften – the German
National Academy of Science and Engineering) proposed a program called Industrie
4.0 in order to lead the developments towards the fourth industrial revolution [2].
Industrie 4.0 considers the introduction of the Internet of Things and Services
approaches in manufacturing environments in order to establish production networks
integrating products, production processes, production resources, and logistic systems
in the shape of Cyber-Physical Systems (CPS).

The aim is to enable the production of Smart Products within Smart Factories,
which are capable of exchanging information autonomously, to trigger actions, and to
control each other partner independently. Thus, Smart Factories shall employ com-
pletely new approaches to production, driven and controlled by Smart Products. This
way, Industrie 4.0 challenges companies and research institutes to direct their efforts in
the implementation of three key features [2]:

• Horizontal integration through value networks;
• End-to-end digital integration of engineering across the entire value chain;
• Vertical integration and networked manufacturing systems.

CPS will support the necessary collaboration among cyber environment and the
surrounding physical world and its processes, constituting Cyber-Physical Production
Systems (CPPS) [3].

The manufacturing industry is already in the midst of a globalized economy sce-
nario, which requires companies to shorten the time to market for new products, reduce
costs and cater to customer requirements by offering a wide variety of product cus-
tomizations. Adaptability and innovation potential are becoming vital factors to
improve competitiveness within the demanding environment of today’s ever-changing
markets [4]. However, the challenges arising from the fourth industrial revolution, such
as the developments considered in the scope of Industrie 4.0, have brought about not
only new requirements to be met, but also tremendous opportunities for research as
well as for the introduction of new commercial solution that can give rise to completely
new markets. The key question is how fast research institutes and the industry can react
to this scenario.

Planning to be prepared for the challenges and opportunities of the fourth industrial
revolution, Brazilian and German partners started a collaborative research project
called “Smart Components within Smart Production Processes and Environments -
SCoPE”, supported by the BRAGECRIM (Brazilian-German Collaborative Research
Initiative on Manufacturing Technology) Program. The project started in August 2014
and this paper aims to present the initial efforts in the development of an Integrated
Component Data Model (ICDM), which should represent the necessary product and
process information to support the communication of Smart Products within a Smart
Production Environment.
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This paper is structured in five sections. Section 2 presents requirements for the
ICDM gathered from literature review while Sect. 3 discusses empirical requirements
gathered from the industry. Section 4 presents the features of the ICDM preliminary
version. Finally, Sect. 5 discusses conclusions and presents future research efforts.

2 Data Model Requirements – Literature Review

Industrie 4.0 is a new approach to the manufacturing chain that aims to integrate
factory systems and to create a self-controlled, intelligent environment [5]. A controlled
environment can provide lifecycle information and close the product information
lifecycle loop [6]. It requires a flow of information connecting both the physical aspects
of the factory floor and the data related to it, making up what is called CPPS [2].

In a CPPS, the components communicate with assembly stations and other com-
ponents [7]. However, a CPPS is not about the union of the physical and the cyber. It is
about the intersection of these worlds by transforming the physical into cyber and the
cyber into physical [8]. Data is collected by the CPS at different levels resulting in a
massive amount of information that needs to be structured in a model [9]. The com-
ponent data model is a key element of models in CPPS [7].

The data model defines the component features and their relationships. It aggregates
all relevant information of the product design [10]. The data model is not just about the
product memory, but it also can influence production planning [7]. However, the link
between design and process planning remains a main issue [11].

To cover different aspects of the literature on data models, a literature review was
conducted. First, keywords were defined in relation to previous knowledge on the
subject and the concepts of Industrie 4.0 and integrated manufacturing. The keywords,
“Data model” and “CPS”, were searched in the “Web of Science” and “Science Direct”
databases considering a first filter that selected only articles of the manufacturing and
computer science areas. This search resulted in approximately 6.000 articles.

A second filter was applied considering the similarity between the keywords of the
database’s articles and the present article keywords. The second iteration produced a
total of 750 articles that required a third and deeper study of the article’s abstract
resulting in a total of 10 articles that were thoroughly analyzed. Considering the
methodology proposed, it was possible to gather different data model propositions.

According to Dipper et al. [12], a data model should contain definitions of machine
features in implicit terms such as depth, width, and length. Besides that, all features
have an ID, the workpiece it belongs to and the related machine operations. Ramana
et al. [10] suggest a geometric data model containing, besides ID, item coordinates, and
item tolerance.

The inconsistency between the final component and the information available in the
CAD database is a key issue to create an integrated platform [11]. Based on that,
Zhou et al. [11] propose an integrated data model containing not only geometrical
information, but also control data (key property, category, etc.), process data (hardness,
roughness, etc.), function data (purpose, behavior, etc.) andmanagement data (constraint,
authority, etc.).
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Following the premises of Zhou et al. [11], Piccard and Anderl in [13] propose an
integrated data model that aims to reduce the gap between product model information
and specific component data. Piccard and Anderl [13] include general management
information, identification, product structure and assemblies, requirements and func-
tionality, geometry, product manufacturing information, product configuration, product
status and presentation as essential parts of a data model.

A data model certifies that the decisions are based on individual information. To
ensure that, Strang and Anderl [7], propose a data model containing single part ID,
single part dimension, single part tolerance, assembly ID, assembly station, assembler,
assembling date, tools, order name, order specification and due date.

According to Kiritsis [6], it is fair to say that the connection between the product
and the manufacturer is lost at the moment it is delivered to the customer. Identifying
products individually helps to create a sustainable supply chain controlling product
information at any time of the lifecycle. To close the Product Lifecycle Management
(PLM) loop, Kiritsis [6] indicates that a data model should have the serial number,
product type, product structure in addition to lifecycle phase and geometric
information.

Companies spend a considerable amount of time trying to understand and apply the
PLM approach. The correct representation of product information is a key factor in the
implementation of PLM, according to Barbau et al. [14], who propose that a data model
should include not only geometry information but also different aspects of the product.
Considering these aspects, Barbau et al. [14] suggest that a data model should include
function, behavior, structure, geometry, and material, assembly features, tolerances
besides generalization, grouping, classification, and aggregation.

Information technology systems are used to deal with product data from the
beginning of the development phase to the end of life. The majority of problems
regarding the integration of data are caused by differences in the format of the infor-
mation. Data models are employed to facilitate the portability and translation of
information, according to Wang et al. [15]. To promote systematic communication, a
data model should possess function, behavior, structure, geometry, and material,
assembly features, tolerances in addition to generalization, grouping, classification and
aggregation [15].

Analyzing the literature review, it is possible to define three main types of data
model: manufacturing and assembly; integrated data model; and PLM data model.
Manufacturing/assembly data model provides geometrical and process information in
order to aid complete product manufacturing. The integrated data model provides
information considering geometrical and management information aiming at mapping
product status. PLM data model, on the other hand, proposes a data model containing
information over the entire lifecycle of the product, from design to discard. Considering
this classification, Table 1, summarizes the results and findings of the literature review.

Following the literature review, empirical data was gathered in order to provide
companies view on data model requirements.
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Table 1. Data Model characteristics according to literature review

Author Data model characteristic Data model types

T. Dipper, X. Xu, and
P. Klemm [12]

Depth, width, length, ID,
workpiece, machine
operation, cutting strategies
and cutting parameters.

Manufacturing/Assembly
Data Model

P.V.M. Ramana,
K.V. Rao [10]

ID, coordinates, and
tolerance.

Manufacturing/Assembly
Data Model

D. Strang and R. Anderl [7] Single part ID, single part
dimension, single part
tolerance, assembly ID,
assembly station,
assembler, assembling date,
tools, order name, order
specification and due date

Manufacturing/Assembly
Data Model

X.V. Wang and X.W. Xu [15] Geometry, features, sketches,
manufacturing,
information, assembly
information, and drawings.

Manufacturing/Assembly
Data Model

X. Zhou, Y. Qiu, G. Hua,
H. Wang, and
X. Ruan. [11]

Geometrical information,
control data (key property,
category, etc.), process data
(hardness, roughness, etc.),
function data (purpose,
behavior etc.) and
management data
(Constraint, authority, etc.).

Integrated Data Model

A. Piccard and R. Anderl [13] General management
information, identification,
product structure and
assemblies, requirements
and functionality,
geometry, product
manufacturing information,
product configuration,
product status and
presentation as essential
parts of the data model.

Integrated Data Model

D. Kiritsis [6] Serial number, product type,
product structure besides
lifecycle phase and
geometric information.

PLM Data Model

R. Barbau, S. Krima, S.
Rachuri, A. Narayanan, X.
Fiorentini, S. Foufou, and
R.D. Sriram [14]

Function, behavior, structure,
geometry and material,
assembly features,
tolerances besides
generalization, grouping,
classification and
aggregation.

PLM Data Model
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3 Data Model Requirements – Field Study

Initial informal consultations with industry partners have shown that there is growing
interest for Industrie 4.0 technologies, in general, and components as information
carriers, in particular. However, there are many reservations regarding feasibility, data
security, and protection of intellectual property. These issues will be discussed in more
detail in this section to derive the industry-specific requirements for the ICDM.

It should be noted though that this is still a matter of investigation and more
detailed and formalized results can be expected in the future. At the time of writing two
industry-oriented studies are being prepared for publication by Anderl et al. within the
project “Effiziente Fabrik 4.0” [16] and in collaboration with the Verband Deutscher
Maschinen- und Anlagenbau (VDMA, German Engineering Association) [17], which
should provide additional information about industry requirements for smart compo-
nents to the SCoPE project.

3.1 Centralized and Distributed Data Storage

It will possibly remain prohibitively expensive to embed significant amounts of data
within every individual component in the near future. Therefore, centralized storage
solutions for component data need to be investigated to enable quick adoption within
the industry. On the other hand, mechatronic or cyber-physical components might
already possess data handling capabilities and could easily accommodate additional
component data (e.g. for maintenance purposes). Consequently, the ICDM needs to
support centralized as well as distributed storage of component data.

3.2 Multiple Means of Component Identification

To connect centrally stored component data with the physical component, each com-
ponent needs to be assigned a unique identifier (UID). Smart Production Units and
Environments need to be able to retrieve automatically the component’s UID. The
consulted companies have expressed interest in enabling component traceability across
the whole value creation chain. This might include physically demanding environments
(e.g. hardening processes). Thus, the component identification technology must be
suited to the production environments (e.g. Data Matrix codes instead of RFID for
high-temperature environments).

3.3 Infrastructure Integration

Components as information carriers need to be integrated into the existing production
and IT environments. This includes shop-floor systems such as Manufacturing Exe-
cution Systems (MES), field bus systems, and interfaces to programmable logic con-
trollers (PLC) as well as office-floor systems like Enterprise Resource Planning (ERP),
Product Lifecycle Management (PLM) and commercially available off-the-shelf
databases.
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3.4 Data Security

A potential area of conflict for many companies is the fact that while the smart com-
ponents are produced and owned by the manufacturing company, external companies
supply the equipment used in the manufacturing process. Since both parties have
justified interest in ICDM data, the manufacturing company for improvement of their
products and the equipment suppliers for the fine-tuning of production parameters,
access controls must be implemented within the ICDM to enable collaborative use.

Especially if ICDM data is embedded into components in the future, strong
encryption is mandatory to protect sensible data from unauthorized access.

4 Preliminary Data Model

Based on the literature review and industry’s requirements it is possible to design a
preliminary component data model considering that product information is gathered
over the entire lifecycle. A component data model should contain, for instance, a
unique identification, geometric information, process information, tolerance, product
family and lifecycle phase. In addition, it should be able to integrate all the information
coming from a wide range of sources over the lifecycle.

UML models provide stereotypes and constraints, together with syntax and
semantics of the elements [18]. Considering the requirements gathered both from the
literature review and from the field study, a preliminary ICDM is presented in Fig. 1.
The ICDM is organized in five packages: The core model that handles basic admin-
istrative tasks also provides an extension interface for the additional partial models
order, privileges, production, and specifications (Fig. 1).

Thus in the ICDM, a component is represented as an aggregation of its design
specifications (specifications), production characteristics (production), access limita-
tions (privileges) and customer’s request (order) connected by an identification number
as a primary key (core) to connect information over product lifecycle.

The product lifecycle starts with the properties provided by the design specifica-
tions such as the material characteristics, dimensions, and the production process plan
that defines the planned activities to be executed within production. The specifications
model is completed by requirements and simulation results from systems engineering
contexts. The model is initialized with data obtained by interfacing with product data
management (PDM) systems.

The order partial model captures the information contained in enterprise resource
planning (ERP) systems, including the customer for whom the component shall be
produced and shipment information. Most importantly though the order data model
captures customer-specific specifications and, therefore, enables customized production
of the component within a smart production environment.

Throughout the physical production processes including manufacturing, assembly,
and testing the production partial model is populated with data originating from man-
ufacturing execution systems (MES). Process data such as responsible worker, utilized
machines, workstations, and tools together with testing data such as measurements are
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captured to constitute observed production activities. This enables traceability of the
component’s production history and allows the optimization of future products and
production processes.

To ensure that only authorized parties can access and modify the data within the
ICDM the privileges partial model tracks all user (human users and smart systems) and
user groups (departments, organizations, etc.) of component data together with their
respective privileges.

Apart from integrating the aforementioned partial model, the proposed core
package, detailed in Fig. 2 handles administrative tasks including the provision of the
unique component identification through technologies such as RFID or QR code and
physical storage of the ICDM data.

Fig. 1. Component data model using UML

Fig. 2. Core package of the ICDM
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5 Conclusions

The research initiative Industrie 4.0 aims to be a driving force of the 4th Industrial
Revolution. Its purpose is to create an intelligent production chain connecting the
physical product with data collected over the product lifecycle and turning this data into
information. The connection between physical and cyber is achieved through the uti-
lization of Cyber-Physical Systems. To create value from the collected data, it is
structured within the Integrated Component Data Model.

The component data model aims to create a representation of the communication
between the component and its surrounding environment over its entire lifecycle. At
the same time, it has to fulfill the requirements suggested by the literature review
together with the main concerns of the industry. Based on these characteristics, the
ICDM with its partial models is proposed linking the designed specifications (materials,
dimensions, process plan, etc.); the production characteristics (process, testing, tool,
observed activities, etc.); access privileges; and order details such as customer speci-
fications. Additionally, the proposed model provides unique component identification
and technology-agnostic data handling.

This paper represents the initial effort on the development of the ICDM within the
collaborative research project “Smart Components within Smart Production Processes
and Environments - SCoPE” supported by the BRAGECRIM Program. Next steps in
this research stream include further development of the ICDM, prototypical imple-
mentation, and advanced scenario testing.
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Abstract. In this paper, we present a novel approach to estimate the maximum
pressure over the foot plantar surface exerted by a two-layer shoe sole for three
distinct phases of the gait cycle. The proposed method is based on Artificial
Neural Networks and can be utilized for the determination of the comfort that is
related to the sole construction. Input parameters to the proposed neural network
are the material properties and the thicknesses of the sole layers (insole and
outsole). A set of simulation experiments has been conducted using analytic finite
elements analysis in order to compile the necessary dataset for the training and
validation of the neural network. Extensive experiments have shown that the
developed method is able to provide an accurate alternative (more than 96 %)
compared to the highly expensive, with respect to computational and human
resources, approaches based on finite element analysis.

Keywords: Artificial neural network · Foot plantar pressure · Mechanical
comfort

1 Introduction

During the last decades, one area that has attracted considerable attention by researchers
in biomedical and sport-related applications is the analysis of foot plantar pressure
distribution and its relation with mechanical comfort. Mechanical comfort is the inter‐
action of the foot with footwear and the ground, mainly related to the upright stance and
gait mechanics [1]. Plantar mechanical comfort is concerned with interactions between
footwear sole geometry and materials with the plantar side of the foot and the ground,
for different environmental conditions and activities. On the other hand, dorsal mechan‐
ical comfort is limited to fitting and stability [2]. A formal definition and a review of
measurement methods of footwear plantar mechanical comfort can be found in [3].

In this paper, we focus on measuring the maximum foot plantar pressure, which is
the pressure that acts between the foot and the support surface, in our case the shoe’s
sole. Information derived from such pressure measures is important for diagnosing lower
limb problems, improving design for casual and professional footwear, determining
sport biomechanics, estimating planar mechanical comfort, etc. [4].
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Traditionally, the systems which are used to measure plantar pressure vary in
sensor configuration to meet different application requirements. Typically, the
sensors’ configuration is one of three types: pressure distribution platforms, imaging
technologies with specialized image processing software and in-shoe systems. In
designing plantar-pressure measurement-devices the key requirements are: spatial
resolution, sampling frequency, accuracy and sensitivity [5].

Generally, platform systems can be used for both static and dynamic studies but in the
most cases they are restricted to research laboratories. Furthermore, the main disadvantage
of these systems is that the patient requires familiarization to ensure natural gait because it
is important for the foot to contact the center of the sensing area for an accurate reading.

On the other hand, the in-shoe sensors are flexible and embedded in the shoe such
that measurements reflect the interaction between the foot and the shoe. These systems
are flexible and allow a wider variety of studies with different gait tasks, footwear
designs, and terrains [6]. Their main disadvantage is that the sensors should be suitably
secured to prevent slippage and ensure reliable results. A further limitation is that the
spatial resolution of the data is low compared to platform systems due to the limited
number of sensors.

Recently, new methods are moving towards numerical and simulation techniques in
order to determine plantar pressure distribution. Finite Element Analysis (FEA) is one
of the most popular techniques for analyzing complex structures by combining different
materials, loading and boundary conditions. Accuracy of these methods depends on the
quality of the geometric models, initial and boundary conditions, material properties and
meshing density. FEA has been used for calculating stress-strain relationships on tissues
due to the interaction of the foot with the sole and the floor [7]. Despite the fact that FE
analysis using detail biomodels provide high accuracy in estimating various parameters
affecting foot planar mechanical comfort, these calculations are very time consuming
and require intervention of experienced users.

In this study, an Artificial Neural Network (ANN) is introduced to estimate the
maximum plantar pressure on the foot surface exerted by the sole structure for each one
of the three main phases of gait cycle (i.e., heel-strike, mid-stance and toe-off). Although,
more gait phases can be considered, the above three phases result to high maximum
plantar pressures and therefore are of primary importance in biomechanical analysis.
The input parameters of the proposed ANN are: (i) the material properties of the insoles,
and (ii) the thickness of each insole layer. The output is the maximum plantar pressure.

ANNs are a family of statistical learning algorithms inspired by biological neural
networks that have the inclination for storing experimental knowledge and making it avail‐
able for applications. Usually, an ANN consists of simple processing units, called
“neurons”, which are linked to other units by connections of different weight. The neurons
are typically arranged in a series of layers. The network receives one or more inputs and
sums them. The output is generated by passing that sum through an activation function [8].

ANNs have been introduced to biomechanics data-mining as an alternative approach to
mapping and simulating the relationship between a set of input and output variables [9].
They have been applied successfully to various areas such as: (i) gait classification [10],
where ANNs has been employed to classify people’s movement. A typical task is the clas‐
sification of healthy and pathological gait pattern on the basis of kinematic knee angle
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parameters. (ii) Biomechanical modelling [11], where the sequence of input and output
variables of ANNs follow common biomechanical ideas about movement control without
having deterministic relationships of these variables on hand, like the force relationship. (iii)
Estimation of gait variables and parameters [12], where the ANNs are used to estimate gait
parameters about the patients’ walking ability which are useful in many clinical applica‐
tions (e.g., to diagnose impairments in balance control or to monitor the progress in reha‐
bilitation) [13]. However, there is a limited number of works focused on the foot-sole system
for the purposes of computing footwear comfort during gait.

A recent work related to the use of ANNs in footwear comfort can be found in [14],
where an ANN is developed to estimate the dorsal pressures of the foot surface while
walking. To accomplish this task, a model based on multilayer perceptron is constructed
[15] due to its capacity to model the exerted pressure for most of the materials used for
the shoe upper. The input of this ANN includes the properties of the shoe upper material
and the positions during a whole step of 14 pressure sensors placed on the foot surface.
In [16], an ANN is used as a model to estimate the slip resistance. In [17], the authors
compare the effect of two insole materials using neural network analysis. In [18], an
ANN is used to estimate the traction forces for any combination of stud variables within
the limits of the training data. Although the above works are related to footwear design,
none is focused on estimating the foot plantar pressure, which is of significant impor‐
tance in many types of footwear.

The rest of the paper is outlined as follows. Section 2, describes the data-collection
method for the training and validation purposes of our approach. Section 3, presents the
proposed ANN, while Sect. 4 presents and discusses the results achieved by the intro‐
duced approach. Section 5 provides some conclusions and ideas for future work.

2 Data Collection

For the purposes of this work an extensive dataset of plantar pressure measurements is
required in order to comply with the training and validation needs of the proposed ANN.
This dataset is developed by running several analysis tests using different combinations
of material properties and thicknesses with FEA software. The two thirds of the data are
used for training while the rest one third is used for validation purposes.

2.1 The Data-Collection Method

The data used for this study are provided by performing FE analysis using a detailed
foot biomodel [20]. Foot data are based on a set of CT scans taken on a foot of a healthy
male subject with a resolution of 0.5 mm. The solid models created by the reconstruction
process are imported into the ANSYS commercial software. Using the macro-language
of ANSYS, a parametric model of a flat sole is developed. The bone and soft-tissue
structure as well as the sole are discretized using tetrahedral elements (SOLID285), as
shown in Fig. 1. The model is able to handle sole structures consisted of one to three
layers, with the thickness and material of each layer being the input parameters.
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Fig. 1. The foot model and the two-layered sole.

Another parameter of the FE analysis is the gait position of the foot relative to the
sole. Since the transfer of forces is done only at the regions of contact between the sole
system and the floor, it is easier to assume that the sole system remains unchanged during
walking and to rotate the foot according to kinematic data. In this way, three FE models
are created to simulate the three major gait phases during walking, i.e., heel-strike, mid-
stance and toe-off (Fig. 2).

(a) (b)

(c)

Fig. 2. The three gait phases examined: (a) heel-strike, (b) mid-stance, and (c) toe-off.

In this work, bones are assumed bonded together and to the soft tissue. Constant
linear material properties are assumed for the bones (Young’s modulus of 7.3 GPa) and
the soft tissue (Young’s modulus of 1.15 MPa). Contact elements are being used between
the foot and the upper sole layer. The upper part of the foot is fixed and a step-wise
displacement is applied at the lower sole surface. The two layers of the sole are assumed
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perfectly bonded. Young’s modulus is a mechanical property of linear elastic solid
materials that measures the force (per unit area) required to stretch (or compress) a
material sample [19].

The results of the analyses are the applied force (reaction force) and the plantar
pressure distribution. Typical plantar pressure results are shown in Fig. 3 for the mid-
stance phase. Maximum plantar pressure is observed at the heel and metatarsal regions.
Similar distributions are observed for all material and thickness combinations. For the
case of the heel-strike phase, maximum plantar pressure is observed at the heel region
and is much larger than in the case of the mid-stance phase. The analyses of the toe-off
phase shows maximum plantar pressure at the metatarsal region.

Fig. 3. Typical distribution of plantar pressure.

3 The Proposed Artificial Neural Network

This section summarizes the basic steps that have been followed to model and train the
proposed ANN using the aforementioned described dataset.

3.1 Overview

A Multi-Layer Perceptron (MLP) [21] has been adopted to estimate the maximum
plantar pressure on the foot surface. The MLP is the most widely used ANN due to its
high capacity on relating an input space with an output space. Generally, the MLP is a
feed forward artificial neural network model which is composed of successive layers
which communicate through synaptic connections.

The structure of a multilayer network contains: (i) an input layer which is made of
a number of perceptions equal to the number of data attributes, (ii) intermediate layers
which are considered hidden and (iii) an output layer which includes one perceptron in
the case of regression or more when it is a task of classification [22].

The inputs of each neuron are multiplied by adaptive coefficients called synaptic
weights, which represent the synaptic connectivity between neurons. The output of a
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neuron is a function (an activation function) of the linear combination between the inputs
and the synaptic weights [22]. Back-propagation has been used for the network training.

3.2 Experimental Setup of ANN

The input parameters of the proposed neural model are Young’s modulus and the thick‐
ness of the material of each sole layer. Thus, the overall number of input parameters is
4. The output is the maximum plantar pressure. Input and output parameters are normal‐
ized in the range [−1, 1]. This resulted to small training sizes and greater accuracy [23].

The proposed ANN is trained using the two thirds of the dataset collected as
explained above. The remaining subset has been utilized for validation purposes and for
determining the generalization capabilities of the developed model (cross-validation
technique) [22]. The goal is to develop a model that works appropriately not only for
the cases used to train the model but also for new cases that can involve new materials
as long as, their Young’s modulus is within the range of the current training dataset.
Otherwise, new materials can be included without changing the ANN architecture as
long as there is an appropriate dataset for training.

Furthermore, in this approach, we make use of incremental pruning [24]. This
enables the ANN to autonomously select the optimal hidden layer structure based on its
capacity to learn best. In this approach, the number of input and output layers is prede‐
termined while a range of minimum to maximum numbers of hidden neurons and layers
is provided. The algorithm incrementally increases the size of the neural network and
retrains at each increment until it reaches the maximum limits. Then the best trained
network is considered as the optimal network configuration.

An important element of the network structure is “the activation function” [25]. In
general, the activation function introduces a degree of nonlinearity that is valuable for
most ANN applications. Due to the fact that the predicted output of our ANN is in the
range [−1, 1] the hyperbolic tangent function is selected as an activation function for
the hidden and output layers [26].

A number of training algorithms has been tested including Back Propagation, Resil‐
ient Propagation and Levenberg Marquardt Training. Best training times were achieved
with “Resilient back propagation” (RPROP). RPROP is based on the traditional back
propagation method with just one difference: weight updating is done by evaluating the
behavior of the error function. With RPROP, the value of the weight update is calculated
by evaluating the partial derivative sign from one iteration to another, improving the
learning process, eliminating some problems encountered in the back propagation algo‐
rithm and making the proposed method faster than the traditional one [27].

4 Results

Table 1, shows the Young’s modulus of the sole materials used to train the proposed
ANN. We have selected two of the most popular materials used in shoe industry for sole
making. Using a varying Young’s modulus it is possible to cover a large range of existing
materials. The thickness of each layer takes a value in the interval [1, 14] mm.
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Table 1. The materials’ Young’s modulus

Material Young’s Modulus (MPa)
EVA 10–40
PU double density 4–12

To assess the effectiveness of the proposed approach, we have conducted experi‐
ments with data drawn independently from known distributions. For each of the three
gait phases, there is a corresponding dataset produced using FE analysis as it is described
in Sect. 2. Incremental pruning resulted to a structure with one hidden layer with 6
neurons. After training is completed, each ANN is evaluated by feeding it with the
validation data.

For the evaluation of the proposed ANN we have used three different error metrics:
(a) the mean error (ME), (b) the mean-absolute error (MAE), (c) the root mean square
error (RMSE) and (d) correlation coefficient (r). ME is used as a measure of bias. Positive
values mean that the predictor tends to yield maximum pressures lower than the actual
ones while negative values stand for an over-biased predictor. Therefore, desired values
for ME should be as close to zero as possible. On the other hand, since MAE uses
absolute values, negative errors in the prediction do not compensate positive errors, and
hence, MAE gives a fair idea of the accuracy of the predictor. In addition, the use of
RMSE is often preferred to MAE as an accuracy measure. Finally, the correlation coef‐
ficient (r) between the desired plantar pressure and the predicted one is used as a measure
of fit, since it gives the linear similarity between the two measurements. A value of r
equal to 1 means that the desired plantar pressure and the predicted one contain the same
information, whereas a value of r equal to zero means that no information is shared by
the desired pressure and the predicted one.

Fig. 4. The actual and the estimated results of 40 random runs for the phase heel-strike.
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Fig. 5. The actual and the estimated results of 40 random runs for the phase mid-stance.

Fig. 6. The actual and the estimated results of 40 random runs for the phase toe-off.

Figures 4, 5 and 6, show three sets of examples of 40 random runs for the heel-strike,
mid-stance and toe-off phase, respectively. In all cases, the actual maximum plantar
pressure is represented with red color and the estimated result is represented with blue
color. For these runs, the thickness of EVA layer takes the discrete values {5, 6} and the
thickness of the PU layer takes the discrete values {9, 10}. The obtained results provide
more than 96 % accuracy in terms of maximum value deviation compared to the original
FEA results. A more detailed analysis of the results obtained for each foot phase is shown
in Table 2. All three accuracy indices show a very accurate evaluation of maximum
plantar pressure (e.g., MAE ≤ 0.053; ME ≤ 0.041 and RMSE ≤ 0.069). In addition, the
correlation coefficient is close to unit (e.g., r ≥ 0.953) confirming that the proposed
approach is a reliable predictor of the maximum plantar pressure and can be used as an
accurate alternative to the time consuming and tedious process of FE analysis.

Table 2. Error measurement

MAE ME RMSE r
Heel-strike 0.051 0.037 0.063 0.963
Mid-stance 0.049 0.041 0.061 0.961
Toe-off 0.053 0.028 0.069 0.953
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The computational time required for training the proposed ANN was approximately
20 min and it is considered as an offline stage of the proposed approach. The actual run
time for the calculation of the maximum plantar pressure for each trained model is about
0.1 s. In contrast, the time needed for FEA to calculate the corresponding value is about
20 min using the same i5 CPU.

All the above results confirm that the proposed ANN is able to estimate the maximum
plantar pressure in all three foot phases with high accuracy.

5 Conclusions

This paper has proposed the use of an estimator based on neural networks for use in the
selection of shoe’s sole materials. Given the properties and the thickness of the material of
each sole layer, the maximum plantar pressure can be estimated with high accuracy for each
one of the three gait phases. This reduces considerably the time and cost involved in the
calculation of this comfort parameter compared to FE analysis approaches.

The research will be further extended to incorporate more input variables to the ANN
model in order to address more parameters related to plantar mechanical comfort.
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Abstract. Nowadays, in the era of Internet of Things, people tend to be more
tied to connected products seeking to ease and improve quality of life and find
new ways to make things such as daily tasks differently. In this context, the
world of clothing has noticed a big advance that transformed the life of cus-
tomers. Customers are no longer looking for a simple piece of garment, but more
the services that they can benefit from. Wearable Meta-Products are intelligent
hybrid products made of garments, sensor networks and applications, interacting
with users and the environment capable of real time data processing and storage,
with capabilities to extend functionalities by communicating with other things.
The development of Meta-Products is complex and requires close collaboration
of the multidisciplinary team. This work proposes the Set-Based Concurrent
Engineering (SBCE) specification applied to Meta-Products supported by PLM
system an innovation enabler.

Keywords: Meta-Product � PLM � ALM � New product development � SBCE �
Collaborative design

1 Introduction

Nowadays, in the era of Internet of Things, people tend to be more tied to connected
products seeking to ease and improve quality of life and find new ways to make things
such as daily tasks differently. At the same time, the expansion and high availability of
sensors and electronic components with new features covering increasingly users’
requirements enable the development of smart products with new capabilities. This
expansion makes the development of such products more complex than the traditional
ones due to the difficulty to find rapidly the right match of components. Nevertheless, a
plethora of smart products were released during these last years, with a high interest in
healthcare, sport and games.

This paper addresses the intelligent wearable Meta-Products, main focus of the
European FP7 project “EASY-IMP” (Collaborative Development of Intelligent
Wearable Meta-Products in the Cloud). Meta-Products consist of products to which we
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add network of sensors that enable them to connect to the Cloud, allowing the user to
capitalize on the collected data through specific applications. Meta-Products require
more complex elements than generic products and need the involvement of teams with
interdisciplinary skills (garment designers, sensor networks designers and application
developers). We have previously established a high-level generic methodology of MP
development to describe an overview of the phases, methods and tools in EASY-IMP
project [1].

This paper focuses on the details of Set-Based Concurrent Engineering (SBCE)
which is practiced to tackle the design and testing of the alternatives. SBCE is applied
for dealing with complexities of products and multi-disciplinary of involved stake-
holders. It allows actors working in parallel to discover set of feasible MP designs and
select the compatible set of feasible components to establish MP prototype. Customer’s
requirements, technical solutions, and manufacturability are considered as constraints
for evaluating and selecting feasible alternatives. This paper provides the specification
of SBCE from theoretical concept and principles to concrete (practical) specifications
adapted to Wearable Meta-Products leading to a prototype implemented on top of a
PLM system.

Next section explains the notion of “Wearable Meta-Product”. A review of SBCE is
given in Sect. 3. Section 4 presents the SBCE specification for Meta-Products and
implementation is specified in Sect. 5. Finally Sect. 6 concludes the paper.

2 What Is a Wearable Meta-Product?

The product is shifting nowadays from a physical thing to a smart thing capable of
sensing, processing, storing data and communicating with the environment. This ten-
dency has led to a rapid growth, especially in the field of wearables technologies where
the customer is no longer looking for a simple piece of textile but to have services in
addition to that. These innovative products made companies to change their thinking to
make a shift of trend from product-centric to service-centric and gave birth to a set of
names to designate these products. Several names are available in the literature related to
“Smart” [2], “Intelligent” [2], “Smart, Connected Products” [3], or “Meta-Wearables”
[4]. However, these terms refer to the same range of products with sensing, computing,
storing and communication features.

The term “Meta-Product” was introduced first by S. C. Rubino et al. in 2011 as
“web-enabled product-service networks” [5]. Meta-Product comprises physical and
digital elements. The physical element consists of sensorial and actuating functions.
The sensorial function can communicate with user or environment and serve input
information to the digital element. The actuator function is initiated by the digital
elements for notifying the user. The digital elements accomplish actions such as data
computing, storage, and visualization [5].

In this sense, we define Wearable Meta-Products as intelligent hybrid products
made of garments, sensor networks and applications, interacting with users and the
environment capable of real time data processing and storage, with capabilities to
extend functionalities by communicating with other things.
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The Product Lifecycle Management (PLM) is used to manage the products during
all the phases of the lifecycle “from cradle to grave” [6]. As any product, the lifecycle
of Meta-Products consists of three phases during which information must be tracked
and knowledge capitalized:

• The Beginning-of-Life (BOL) phase comprises all the phases of development of the
MP defined by T. Elhariri et al. [1], from the concept definition to production and
delivery to the customer.

• The Middle-of-Life (MOL) phase mainly consists of the use of the MP by the
customer, and eventually the maintenance, repair and overhaul (MRO). Also, the
evolution and upgrade of the components of the MP (as instance: the change of a
sensor by another one more accurate) or updates of related software or applications.

• Finally, the End-of-Life (EOL) phase includes the re-manufacturing or disassembly
of the MP into parts, and the reuse, refurbishing or recycling.

3 Set-Based Concurrent Engineering Review

The traditional Point-Based Concurrent Engineering (PBCE) is dealing with a single
solution qualified as the best one [7]. The process of PBCE is iterating on one solution
until reaching the expected result, otherwise another solution is selected (Fig. 1–A).
This practice generates a lot of waste due to exhaustive investigation of failing solu-
tions that are spread apart.

Unlike the PBCE, the Set-Based Concurrent Engineering (SBCE) is considering
multiple alternatives simultaneously (Fig. 1–B). The SBCE is characterized to develop
set of alternative designs depending on an effective decision process which is signif-
icantly important. It focuses on the design convergence among set of design alterna-
tives through using a variety of tools and techniques to eliminate weaker solutions and
save time on a project development. The evaluations of alternative designs set gives a
clear idea about each alternative solution and facilitate communication and selection of
final design. Finally, alternative solutions are kept in the set until enough knowledge is
gathered to eliminate them.

Fig. 1. Comparison between PBCE and SBCE [8]
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The SBCE rely on three principles (Table 1) derived from an industrial company
(Toyota) by Sobek et al. [7]. The principles constitute the framework for product
development where all the involved stakeholders work concurrently to develop new
products. However, these conceptual principles need to be adapted to company’s
specific product to practice effective SBCE.

4 Application of SBCE for Wearable MPs

To apply SBCE to the development of Meta-Product, we need to adapt its theoretical
principles to the specificities of this new kind of smart product combining a physical
part (garments and network of sensors) and a service part (applications and software).
These specifications should ease the work of the multidisciplinary team aiming to
develop the Meta-Products, by eliminating wastes, facilitating collaboration, maxi-
mizing value and delivering high quality Meta-Products that meet the customers’
expectations.

The challenge at this level is to propose specifications based on the theoretical
SBCE principles by proposing a strategy to manage a Meta-Product the project using
the SBCE, by defining processes to pragmatic application and having in mind the PLM
system support. By providing an effective solution, the development team will put
more efforts on innovation at Meta-Product level.

The process to develop Meta-Products is presented as a sequence of activities
targeting a high level of collaboration between the teams in charge of the development
(Fig. 2).

Table 1. Principles of Set-Based Concurrent Engineering [7]

Principles of Set-Based Concurrent Engineering
1. Map the design space:

• Define feasible regions
• Explore trade-offs by designing multiple alternatives
• Communicate sets of possibilities

2. Integrate by intersection:
• Look for intersections of feasible sets
• Impose minimum constraint
• Seek conceptual robustness

3. Establish feasibility before commitment:
• Narrow sets gradually while increasing detail
• Stay within sets once committed
• Control by managing uncertainty at process gates

Fig. 2. Meta-product development process
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4.1 Preliminary Design

The Meta-Products consists mainly of assembled parts and components produced by
various suppliers, thus it is recommended to apply the Design for Assembly
(DFA) approach for the design. The preliminary design of the Meta-Product gives a
first idea about the Meta-Product expected design and the main required parts. Based
on the technical requirements extracted in the second phase of the MP Development
methodology [1], the designers are able to breakdown the Meta-Product into
sub-subsystems (i.e.: garment, sensors, computation unit…) and start the design. The
design of mobile applications can also start at this level to identify what are the needs of
the new Meta-product in terms of software. It can rely on such existing application by
releasing an update or develop a new application with new features and capabilities to
communicate, gather, and process the data to give accurate information to the user.

4.2 Technical Solutions

In this second phase of the process, we need to identify the parts corresponding to the
sub-systems identified previously. The parts database is the main data source of the
available parts from the suppliers’ catalogue. It should be kept updated and store all
technical specifications of the parts. Starting from this database, we identify for each
sub-system the parts that fit their needs. Based on the parts technical specifications and
the knowledge captured during the previous MPs development, the stakeholder can use
the compatibility matrix with the maximum of information about the compatibility and
combination dependencies without imposing further constraints based on “guesses”.

The parts compatibility matrix as shown in Fig. 3, visually represent the relations
between the all the Meta-Product candidate parts. For instance, the matrix shows that
ECG1 is not compatible with GPS3, while it can be assembled with GPS1 and GPS2.

4.3 Technical Alternatives

Once the compatibility between the identified parts is established, the Meta-Product
alternatives can be generated and Investigated in parallel. Decisions and constraints
should be delayed as much as possible till enough knowledge is gathered through

Fig. 3. Parts compatibility matrix
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testing, simulations, and integrations. The set of alternatives will be gradually narrowed
by discarding the alternative combinations that are infeasible and in conflict.

Each Meta-Product alternative item can be linked to several objects and
information:

• CAD design
• Bill of Materials (Engineering BOM and Manufacturing BOM)
• Manufacturing process
• Virtual Prototypes
• Physical Prototypes
• Testing results and Information

To manage the technical alternatives progress and evaluation, we propose the
lifecycle illustrated in the following figure (Fig. 4):

Description of the technical alternatives lifecycle states:

New: This first state assigned to an alternative when created.

Assigned: In this state the alternative is assigned to a team (Design, Manufacturing or
testing…). The work on the alternative has not yet begun.

Design Engineering: This phase is assigned to the alternative when there’s a need in
designing the MP, changing, or detailing. The results of this phase are the CAD
(Computer Aided Design) design and eBOM (Engineering Bill of Material) of the
Meta-Product.

Manufacturing Engineering: This phase consists of the manufacturing feasibility
analysis and the generation of the MBOM (Manufacturing Bill of Material) required for
the physical prototyping of the MP.

At this level the design of the Meta-Product should be evaluated by taking into
account the manufacturing constraints. Starting from the eBOM that describes “What” is
needed and using the Manufacturing Process Management (MPM), the manufacturing
team can investigate the feasibility of the Meta-Product from a manufacturability

Fig. 4. MP alternatives lifecycle
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perspective, plan for the manufacturing process and generate the MBOM that represents
the “How” the MP will be produced and assembled [9]. The manufacturing process is
also investigated by the manufacturing team by defining a Bill of Operations (BOO) that
contains all the steps to assemble the Meta-Product.

Virtual Testing: In this state the virtual prototype is created and tested before going
deep in the design or manufacturing feasibility study of the Meta-Product.

It will be necessary to conduct for prepared testing activities, in terms of virtual
prototype and Virtual Reality (VR) simulations to meet the production metrics and the
level of customer satisfaction, when the Meta-Product design finishes.

In this Easy-Imp project, VR simulator is a stand-alone application with
user-friendly interface that allows to select and position sensors, make simulations,
obtain visualization of the results and make records (images and videos). Virtual reality
simulations are used to evaluate the behavior of the designed Meta-Product configu-
rations (interplay between garment, sensor network and Application) under different
simulated real-life conditions following different test scenarios and helping to optimize
sensor positioning. The test managers will take charge of the whole process of virtual
testing and provide feedback. The results of the VR simulations (e.g. error character-
istics for motion/activity capture) will be stored in graphical form or as videos for being
reviewed by the MP development team.

Physical Testing: In this state the physical prototype of the Meta-Product validated
virtually is now physically assembled and tested.

At this level, the Meta-Product prototype is assembled using the parts from the
mBOM, and following the BOO defined the manufacturing team. Real testing scenarios
will be performed to confirm the efficiency of the final design configurations. The
evaluation results will be analyzed and validated by respective experts (e.g. sensor/
application experts) who can also help during the testing phase.

Validated: This state means that the resulting MP has succeeded in the physical
testing phase. The alternative is then validated.

Rejected: This state means that the alternative has failed in one of the steps before
(Design engineering, Manufacturing engineering, Virtual testing, or Physical testing).
The Project manager needs in this case either to re-assign the alternative to explore
other solutions or to abandon it.

The change of states will be followed by the sending of notifications to project
members to inform them about the progress of the alternative. Sharing new results and
data about the alternative with work teams enables to get quick and useful feedback.
While the alternatives are going through the defined lifecycle, the project manager is
more and more able to make decisions to narrow the set of alternatives. The alternatives
will be gradually narrowed based relevant information and additional constraints from
the project stakeholders until reaching the best solution.
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4.4 Final Design

The best Meta-Product alternative is found; all the parts are clearly identified and the
MP success through the testing phase proves that the results meet the customer
requirements. Finally, the mobile application can be developed and tested with the real
MP prototype. The Application Programming Interface (API) of the Meta-Product can
be developed to offer to the mobile applications developers the opportunity to develop
new applications. The knowledge from this experience should be capitalized and used
for upcoming MP projects.

5 SBCE Prototype

To implement the SBCE prototype, we have decided to use PLM systems, which are
largely considered as innovation enablers and best candidates to support product
development methodologies. The development of this new kind of products is not
supported by actual PLM systems [2].

ARAS Innovator has been selected by the Easy-Imp project after the scoring of
different PLM systems available in the Market, considering functional, technological,
methodological, and commercial criteria. ARAS Innovator relies on SOA architecture
with a web-based client, offers extensive functionalities, is fully customizable and
exposes an API to ease integration with other systems. For this prototype, we have used
the version 10 SP4 of ARAS Innovator with Microsoft SQL Server 2012 database.

The process explained in the previous section will be implemented within ARAS
Innovator and automated using the workflow feature. Before that, the standard PLM
data-model needs to evolve to support the complex Meta-Product data structure and
handle the Meta-Product project using SBCE. A Meta-Product data-model was
established in order to have a common Meta-Product in all systems used during the
product development. However, this data-model will not be discussed in this paper.

Fig. 5. Meta-product project data-model
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Figure 5 is the Meta-Product project data-model implemented. The data-model
includes all the necessary items to handle the Meta-Product project using SBCE and
technical alternatives with related prototyping, testing and manufacturing information.

Figure 6 is a screenshot of the Meta-Product project in the PLM, the grid lists the
alternatives linked to this project with information such as the status, progress, current
team in charge and related KPIs. Figure 7 depicts one of the validated alternatives with
all the associated information and tested prototypes.

6 Conclusion and Outlook

This paper provides the SBCE specifications related to the High Level Generic MP
Development Methodology. This specification presents a transformation process
towards Meta-Product development by defining the relying activities and the associated
tools that implement the principles of SBCE. Therefore, this paper provides a novel
approach to shift from SBCE theoretical principles towards a pragmatic (practical)
application to Wearable Meta-Products and help the multi-disciplinary team to deal
with the complexity of Meta-Products, find the best design solution that fits customers’
requirement and lower the time to market.

The automation and use of PLM system to implement the SBCE approach will
contribute for a better understanding avoiding confusions and enable the stakeholders
to focus on the level of innovation of Wearable Meta-Products.

The Product Lifecycle Management (PLM) is intended to manage the whole life-
cycle of products. Meta-Products require a PLM that supports both the Hardware and
Software. Since actual PLM systems are not managing software, our future research
will concern the integration of PLM and Application Lifecycle Management (ALM) in
order to offer a complete PLM solution that manages efficiently the whole
Meta-Product throughout the lifecycle.

Fig. 6. Meta-product project in PLM Fig. 7. Meta-product alternative in PLM
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Abstract. Logistic flows, business process management and collaboration
remain a major problem in the supply chain. In this article we are going through
this issue to propose an integrative and collaborative approach. More precisely,
we develop a cloud-based and service-oriented bus for business interoperability
for logistic flows. Though the bus, we define protocols and standards allowing
the integration of data formats which are for the most proprietary and heteroge‐
neous. The bus also allows data sharing between processes and actors involved
in the flow. Key features of this bus are event handling and processing from the
physical flow and real-time notification to stakeholders.

Keywords: Internet of things · Collaborative platforms · Demand Driven Supply
Network (DDSN) · Enterprise Service Bus · Publish/Subscribe pattern

1 Introduction

Business process collaboration is one of the main problem enterprises are facing today.
The reason is that each enterprise has its own business standards and Information
Systems (IS) and its own infrastructures. Also, data format and communication protocols
between supply chain actors are largely heterogeneous. With the development of Internet
of Things (IoT), another problem is how to securely collect and make available real-
time events, data and information from supply chain objects or physical flows. The
scientific problem stated here is the integration of multiple technologies in a cloud-based
bus to enhance collaborative supply chain inspired by DDSN strategy.

We suggest an integration approach of the Supply Chain IT Communication Infra‐
structure, based on cloud service bus and Service Oriented Architecture principles to
facilitate interoperability and data sharing between business actors. We also are dealing
with Internet of Things concepts, FI-WARE middleware. We use a complex event
processing engine to handle events and flows of data from supply chain objects and
services in real time, process and notify them. The engine allows data and information
availability and sharing, event triggering and processing and leads to collaborative
supply chain, improves responsiveness and fast decision making. It also facilitates
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business interoperability, a significant challenge for the innovative supply chain and
business process management.

2 Overview

In this section, we give an overview of basic concepts and technologies of business
process management and collaboration.

Scientists have already proposed solutions based on the integration of technologies
to meet the requirements of collaborative supply chain [17, 18]. Most of these solutions
are inspired on Enterprise Service Bus (ESB), web portals coupled with database server
(DBMS), or ERP’s model. In these cases, SC partners are connected to the gates and
have a view of the logistics unit for which they have access right [16]. For models based
on web services, each actor in the supply chain requests web operations from its collab‐
orator to get the desired information. This situation creates a mesh of point-to-point
communication architecture between SC partners. The problem here is how supply chain
partners will share data with all their partners, how to deal with confidentiality, security,
access right, service level agreement, and reliability of the collected data, how to merge
proprietary protocols to a common uniform protocols among partners. Many existing
platforms didn’t have a cloud-oriented data storage strategy (i.e. NoSQL, cloud storage,
AWS). Moreover, these architectures rarely mention the notion of notifications and real-
time event processing. How to enable real time data access from everywhere (PC, tablet,
iPhone), from any platform (Windows, Linux, IOS, Android) and anyhow while
ensuring the same level of security, reliability and availability? All these questions lead
to rethink about existing solutions based on ESB integration, enterprise websites, ERP’s
and WMS. To sum up, we could say that one solution to address DDSN strategy is to
propose a cloud base service bus as a middleware for the overall supply chain collabo‐
ration purpose. The given bus has to enable data and event sharing and notification
between supply chain actors and could be based on Publish/subscribe pattern, Event
Driven Architecture and all the above mentioned technologies as a response to the limits
of existing solutions and platforms.

• Internet of Things: the IoT is an evolution in computer technology and communication
that aims to connect objects together through the Internet. By object we mean everything
that surrounds us and can communicate or not [1]. The main objective of the IoT is to
make these objects more intelligent and communicating. The flow of information and
events generated by the interconnection of these objects is used to facilitate their
tracking, management, control and coordination, logistics flows in the supply chain [2].
The integration of heterogeneous technologies and concerns are some of main chal‐
lenges to achieve in order to take advantages of this new paradigm [3].

• Complex Event Processing (CEP): Events are messages indicating that something has
happened and could change the state of affairs [6]. Complex events are the combination
of multiple events from heterogeneous sources, in a given time interval [5]. In Event
Driven Architecture, Complex Event Processing consists of event handling, patterns
matching, in order to produce result events or actions [7]. CEP could be used for collab‐
orative business process, for example, initiating the order process to a supplier when a
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stock reaches some levels [4]. It can be used also for aggregating events and applying
predefined business rules or patterns to extract key information for business analysis and
for real time decision making. Another usage of CEP is business monitoring by trans‐
forming events into key performance indicators (KPI) [4].

• Publish/Subscribe Patterns: Publish/Subscribe pattern differs from other message
exchange patterns because only one subscription allows a subscriber to receive one
or more event notifications without sending request to service producer [8]. Publish/
Subscribe pattern seems to be the right candidate for processing events in the context
of multiple event producers and consumers using several heterogeneous sources [8].
The pattern can be used in business process management systems where a customer
could act as a service by subscribing to supplier service and publishes orders or inputs.
The supplier service sends notifications event to customer service [9].

• Service Bus: service bus is an evolution of Service Oriented Architecture (SOA) in
the field of Enterprise Architecture Integration (EAI). Among other enterprise system
architectures, the Enterprise Service Bus (ESB) provides loose coupling, reliability
and large flexibility. Furthermore ESB facilitates the interactions of services and
applications, business activity cooperation and interoperability regardless on their
heterogeneous protocols, data sources and format [10, 11]. Publish/Subscribe pattern
from Event Driven Architecture enhances SOA: a service consumer can subscribe to
one or more services once a time, making an “Advanced SOA”. The ESB main role
is to provide interoperability by enabling consumers to call services providers supply
[12]. Its features include connectivity, data transformation, intelligent routing,
security, reliability, service management and administration tools.

• Demand Driven Supply Networks: Traditional supply chain and business manage‐
ment systems have lackness because suppliers didn’t have a global visibility on
customers’ orders and market demand. DDSN is an IT approach for business-to-
business collaboration and interoperability. DDSN recommends data sharing on
inter-company supply chain. By applying this approach, instead of responding indi‐
vidually to isolated customers’ orders, it would be better if suppliers could reorganize
themselves and work together by sharing more data in order to better respond all
market demands [13]. DDSN uses the pull technique, i.e. the supply chain is driven
by customers demand by reacting, anticipating, collaborating and orchestrating [14].
According to the scenario, the out of stock level (OOS) is about 8 % and could go up
to 30 %. Reliable information sharing could lower OOS-rates and improve Demand
Chain Management [15].

3 Service Bus Architecture

The Fig. 1 shows the global architecture of the developed bus. Event producers and
consumers publish real time events through the cloud using the bus. Event subscribers
are notified automatically, regardless of the protocols used. The features and internal
structure of each component of the bus is detailed in the next paragraphs.
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Fig. 1. Bus global architecture

3.1 UDDI Register

The UDDI Register is a directory for service registering, discovery and subscription.
This component specifies how web services (WS) and other legacy applications register
and what they provide. It can be business entities or business services (WS for instance).
The protocol we describe here is based on the UDDI registry description, Google APIs
Discovery Service and Google OAuth 2.0. We describe three basic methods as key
functionalities of the service registry on the provider side, four operations on the client
or service consumer side. These seven methods are key functionalities of our cloud Bus.
Hereafter we detail each operation.

– registerService(serviceUri, serviceName, serviceDescription, providerLogin, provi‐
derPwd): This method allows a service provider to register to a service in the share
registry. Here, we assume that the provider is already registered with an account
(providerLogin, providerPwd). When the provider sends request for service regis‐
tering, the Data/Event Handler forwards the request to the UDDI registry. The
registry stores the information about the service provider: the Uniform Resource
Identifier (URI) of the service, the name, the description, and the provider name.
Then, the UDDI registry notifies the provider by sending the service Id and the
response code (200). Otherwise, the error code 400 (bad request) is sent and the
reason of the failure (network problem, wrong parameters…). After the service
registration, it is made available for discovery and subscription. The Data/Event
Handler is one main component of the bus and will be detailed in what follows.

– unregisterService(serviceId,providerLogin, providerPwd): To unregister a service,
the provider must send a request with login and password and the service unique
identifier (serviceId). After receiving the request, the Data/Event Handler notifies all
the subscribers, shuts down the service and removes it from the registry.

– updateContext(serviceId, providerLogin, providerPwd, contextParam): When the
service is registered, it can be updated when the context changes, using the update‐
Context method. When receiving this request, the data/Event Handler checks for
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service context and updates parameters accordingly. The request variable context‐
Param is a map of (keys/values) pairs, where key denotes the name of the attribute,
and value the new value of this attribute.

– discoverService(filteringCriteria): This method is used to search services matching
given patterns. The Event Handler uses the filtering functionalities of the service bus
to find services that correspond to the criteria (filteringCriteria).

– subscribeService(serviceUri, subscriberLogin, subscriberPwd): Service consumer
can subscribe to a service by sending the subscribeService request to the Event
Handler. Note that we didn’t manage Service Level Agreement between the service
subscriber and consumer. This functionality is not in the scope of this work. So we
suppose that the subscriber has access rights to subscribe and consume the provided
service. When receiving the request, the Event Handler checks for arguments to avoid
bad URI, login or password. Then, the Event Handler registers the client as a service
consumer and notifies the requester that everything is correct by sending the status
code 200. Otherwise, the error code 400 is sent back to the client.

– updateSubscription(srviceUri, updateParams): When subscriber information
changes (login or password), the updateSubscription request is sent to the Event
handler which updates the local database accordingly.

– unsubscribeService(serviceUri, subscriberLogin, subscriberPwd): Consumer can
request for service unsubscription. The Event Handler will remove it from the list
and will no longer receive notification when the service context is updated.

3.2 Data/Event Handler

The Data/Event handler is one of the main parts of the bus. It aims at managing data/
event handling, the user’s database for bus administration and security purposes. The
data model behind this component is based on the FI-Ware business entity model
(Figs. 2 and 3).

Fig. 2. Data/Event Handler architecture

The business entity denotes a service, IoT objects serving their context or legacy
system (ERP, WMS…) sharing objects from their internal database. Our data model has
three main concepts and three relationships. The first concept is the BusinessEntity (BE).
The Business Entity represents a business object (pallets, goods, transport facilities,
container…), as well as any object in the flow of goods. A Business Entity has a unique
identification number in the platform (BEId) and a collection of key/values pairs
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representing data related to the BE. Business entities can be served by business service
(BS). Let’s consider a web service providing goods or transport facilities or just data
from a proprietary database. This service (BS) acts as an interface for this business entity
to be well managed and shared by the bus. The Business Service has a unique identifier
and a URI for binding. The Business User (BU) is an organization sharing data and
service for collaboration purpose. BU can be also an operator hired in the flow of goods
that needs information for business coordination. The user has a unique identifier, a login
and password for security and bus administration. The service bus also manages a hash-
map for storing services provided by business operators. For each business operator, the
bus stores a userId as an entry key and a list of business service Identifier (BSId) as
values (see Fig. 4).

Fig. 4. Hash map for providedBy relationship

The subscription relationship allows to know who subscribes to a given business
service, and notifies them when necessary. This relationship is also implemented by a
hashmap structure to facilitate access and reduce search time. In this map, keys are
business service identifier and values are a list of service subscribers represented by their
UserId, as illustrated in Fig. 5.

Fig. 5. Hash map for Service Subscription relationship

Fig. 3. Internal Data structure
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The last relationship allows a service subscriber to access business entities. Using that,
the list of business entities served by business operators is stored temporarily (Fig. 6).

Fig. 6. Hash map for ServeBy relationship

3.3 Protocol Adapter

The protocol adapter is the intermediate layer between the bus and provider/consumer
of services. It is composed of multiple protocols transformation. It is designed to support
a large part of Internet of Things and web services protocols. A client sends a request
with its own protocol and the adapter transforms this request into a unique format. The
bus protocol is independent from the request and should be understandable by all the
bus users. Our choice is focused on the MQTT (Message Queue Telemetry Transport)
protocol for several reasons: MQTT protocol supports publish/subscribe operations,
TCP-based, asynchronous and payload agnostic. Furthermore, this protocol is build for
the Internet of Things. Conversely, when the bus responds to a client, the adapter trans‐
forms the bus response into the client specific protocol. The Protocol Adapter architec‐
ture is given in the Fig. 7.

Fig. 7. Protocol Adapter Architecture

3.4 Complex Event Processing Engine

In this part, we use a CEP Engine to provide collaboration between customers and
suppliers. Customer’s orders are considered as complex events to be triggered by the
CEP engine. The CEP engine analyzes each message, and notifies suppliers about the
published order. When the supplier didn’t have the product in stock, an event is generated
by its front-end to the broker and then triggered by the CEP. When the CEP completing
all lines Items, a notification event is sent to the customer.
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As illustrated in the Fig. 8, the CEP module has three main components: the Event
processing agent, the patterns matching and the local event storage database. When the
events producers send requests to the service bus, after converting the request with the
protocol adapter and making some security checks by the Event handler, it forwards the
request to the Event processing agent. This component stores the event in the local
database, and activates a pattern matching process. Pattern matching matches Event
Condition Action rules (ECA) to event stream. When the event stream matches the ECA
rules, the Event Processing Agent notifies business actors who registered the business
rule in the database. To do so, the event storage has a Hash map that stores a set of
associated ECA rules for each Business entity. For these last operations, we have iden‐
tified three potential use cases.

– 1st use case: Count the customers orders in a certain time window (e.g.: a week). If
the total amount reaches a defined level or limit the bus notifies the provider of these
goods. So the provider can start the manufacturing of goods or a delivery process if
goods are available in stock. This leads to the following ECA rule:

When customersOrderEvent 
Total = count (ROItems) 

If ((timeWindows) and (total> Limit)) 
Then notifyProvider (total)

–
2nd use case: We consider a case where the supplier has loyal customers. Customers
and vendor registered earlier on the bus. Customers should notify supplier hotlines
their level of stocks through the inventory management WS. When the aggregate
amount of customer inventory reaches a defined level, the CEP must notify the
supplier. After receiving this event the supplier can start a products manufacturing
process, or undertake a procurement process for all affected customers.

Fig. 8. CEP Engine Architecture

4 Application to Collaborative Supply Chain

– Event Triggering for Filling and Shipping a Container: The scenario we present here
is the one where a container has to be filled and shipped. A Fourth Party Logistic (4PL)
operator has a container to fill with a list of goods. The container is galvanized and
shipped when all goods are filled in. When the container arrives at the distribution hub,
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goods are unbundled and delivered to end-customers via terrestrial transport operator.
Goods come from different suppliers and operators whose transport modes are as
different as end customers and are not in the same geographic area. The scenario shows
the complexity of coordinating logistic flows and supply chain by triggering events
generated by the flow of goods. We want to apply our cloud-oriented service bus archi‐
tecture to manage and share information between all involved actors. The service bus
(SB) also handles all events emitted by the flow of goods and the actors in real time.
Furthermore, the bus notifies automatically all SC partners. This leads to facilitate the
coordination and monitoring of the flow of goods. The CEP Engine incorporated in the
SB help the 4PL operator to search service providers using the registry. Providers ensure
the various phases of the process: filling the container, shipping, distribution of goods to
the final client. We divide the process into three sub-parts: filling the container, shipping
the container and goods delivery to end customers.

– Delivery Sub-process: When the container is unloaded from the vessel, unloading
slip is signed and containerUnloaded(containerId, boated,unloadingDateTime)
event is sent to the service bus. The container is transported to the distribution hub
and containerArrivedAtHub(containerId,DateTime) event is sent. At the end, goods
are distributed to end customers. When final customers receive their goods, the event
goodsReceived(goodsId, deliveryDateTime) is sent to the 4PL operator. Finally,
when all goods are received, the 4PL operator is notified by the event allGoodsDe‐
livered(DateTime), that ends the business collaboration process. The scenario we
describe (Fig. 9) is represented with a BPMN diagram.

C
L
O
U
D
 
B
U
S 

Fig. 9. Shipping a container business process (with BPMN annotation)

5 Conclusion

In this paper, we bring our contribution about the interoperability between business
actors. We focus particularly on Demand Driven Supply Network as IT approach for
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business collaboration. Going through this issue, we propose a cloud-based, service
oriented and event-driven bus, as we learn from Enterprise Integration Architecture. It
hides protocols heterogeneity and multiple messages exchange format. As a result, it
enables data sharing, service providing and subscription, real time event handling,
filtering and automatic notification. Therefore, the solution enhances collaboration
between stakeholders in the supply chain and improves logistic flows coordination.
Obviously, this architecture may be combined to cloud platform and big data, improving
Business Intelligence and Business Activities Monitoring.
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Abstract. Life cycle assessment (LCA) can help enterprises evaluate their
product’s environmental impacts through the entire product life cycle (PLC). On
the basis of the evaluation result, phases which need to take activities to reduce
the environmental impacts can be found out. However, the activities taken in a
phase may influence the environmental impacts in other phases, so the effect of
the activities should be re-evaluated. Under the pressure from the market,
enterprises need to assess the effect of these activities quickly. Nevertheless,
re-evaluate by using conventional LCA is a time-consuming work. This paper
proposes a novel approach to re-evaluate the environmental impacts of product
based on LCA and Pareto rule which can reduce the time of assessment.
A printed circuit board (PCB) case study is conducted using this approach. The
outcome shows that the new approach can re-evaluate the environmental
impacts more efficiently without influence the validity.

Keywords: Product Life Cycle � Printed Circuit Board �Life Cycle Assessment �
Life Cycle Impact Assessment �Material Flow Analysis � Life cycle inventory �
Pareto rule

1 Introduction

As any improvement activity taken in a phase may make the environmental impact
reduce in a phase but increase in other phases. This so called environmental burden
shifting phenomenon forces analysts to collect all the related data in every time when
assess the activities’ environmental effects. Then the re-evaluation is similar as evaluate
again and still time-consuming. In order to make the re-evaluation more efficient and
without influence the validity of the result, this paper proposes a novel approach based
on LCA method to re-evaluate environmental impacts after some improvement
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activities taken. The Pareto rule is used to make the re-evaluation only focus on the
materials which have most significant contribution to the special environmental impact.
A graph-based model is proposed to make the environmental burden shifting analysis
more intuitive and comprehensive. On the basis of the data collected at the first time
before activities taken and the data after activities taken, the variation of the concerned
materials between two times can be calculated. By checking databases or measure on
site, the emission factors of each material in each phase can be acquired. Multiple the
value of variations with the value of emission factors and then add the original envi-
ronmental emissions, the new environmental emissions of these materials can be
calculated out.

This paper is organized as follows: Sect. 2 describes the related works. Section 3
focuses on the main proposed model and approach. A case study is provided in Sect. 4
to illustrate the approach. Finally, some conclusions are presented.

2 Literature Review

Many methods have been proposed to evaluate the environmental impacts of products.
Such as the Ten golden Rules (Luttropp and Lagerstedt 2006), MET-matrix (Materials,
Energy, Toxic emissions) (Knight and Jenkins 2009) in terms of qualitative; the
Environmentally Responsible Product/Process assessment matrix (ERPA) (Graedel
et al. 1996), Environmental Product Life Cycle Matrix (EPLC)(Gertsakis et al. 1997),
Product Investigation, Learning and Optimization Tool (PILOT)(Wimmer et al. 2004),
in terms of semi-qualitative; The LCA (ISO14040 2006), material flow analysis
(MFA) in terms of quantitative. As the qualitative and semi-qualitative methods cannot
provide precise result of environmental impacts of product to satisfy the enterprises’
requirements, this research focuses on the quantitative study and the literatures related
with LCA.

LCA is more accepted in industry because it can assess product’s EIs associated
with all the phases of the product’s life from cradle-to-grave (Rebitzer et al. 2004). The
importance of different life cycle phases and environmental releases can be evaluated
by LCA (eHertwich and Hammitt 2001). The ISO 14040 standard defines the main
stages of LCA as shown in Fig. 1 (ISO14040 2006).

MFA is an excellent tool to analyze material flows and stocks, it is can also used to
evaluate the results of analysis and control material flows in view of certain goals such
as sustainable development (Hendriks et al. 2000). It can be divided into two basic
types of material flow-related analyses as shown in Table 1 (Bringezu and Moriguchi
2002). The type I can be called as substance flow analysis (SFA), the result of it can be
applied to control the flow of hazardous substances. The procedure of MFA usually
comprises four steps: goal and systems definition, process chain analysis, accounting
and balancing, modeling and evaluation. The systems definition illustrate the formu-
lation of the target questions, the scope and systems boundary. The process chain
analysis defines the processes for which the inputs and outputs are to be determined
quantitatively by accounting and balancing. The fundamental principle of mass con-
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servation is used in this step. Modeling may be applied in the basic form of “book-
keeping”. The evaluation of results is related to the primary interest and basic
assumptions.

The LCA and MFA can both support enterprises reduce EIs of products from the
review of existing works. LCA can find out the main issues through the entire PLC,
while it is not suitable for a quick re-evaluation because it is a time-consuming method.
MFA can find out the main material flows or stocks which can bring severe EIs, yet it
cannot illustrate the EIs of product directly.

Fig. 1. Stages of an LCA

Table 1. Types of material flow-related analysis

Type of
analysis

I
a b c

Objects of
primary
interest

Specific environmental problems related to certain impacts per unit flow of:
Substances
e.g. Cd, Cl, Pb,
Zn, Hg, N, P, C,
CO2, CFC

materials
e.g. wooden products,
energy carriers,
excavation, biomass,
plastics

products
e.g. diapers, batteries, cars

within certain firms, sectors, regions
II
a b c
Problems of environmental concern related to the throughput of:
firms
e.g. single plants,
medium and large
companies

sectors
e.g. production sectors,
chemical industry,
construction

regions
e.g. total or main throughput,
mass flow balance, total
material requirement

associated with substances, materials, products
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3 Graph-Based Model Considering Environmental
Burden Shifting

The traditional LCA can provide useful information either to identify which phases of
the product lifecycle have significant environmental impacts or to compare the envi-
ronmental performance of two alternatives. Both of these objectives require the col-
lection of massive amount of data from different enterprises involved in the whole
product life cycle. (Loijos 2013) points out that at least 70 h are needed to collect
primary data in traditional LCA. Even for some simplified LCA methods, 1-20
person-days of work are required (Hochschorner and Finnveden 2003). The
time-consuming data collection is a big issue for enterprises to re-evaluate the envi-
ronmental performance of a product. Any change at a specific phase may influence the
environmental impacts of other lifecycle phases due to the burden shifting phe-
nomenon. Moreover, a totally new data collection is required to re-evaluate the envi-
ronmental performance of the updated product lifecycle.

Some researchers claim to consider the environmental burden shifting problem
(Suyang and Liu 2010; Yang et al. 2012; Kanth et al. 2011). However, this phe-
nomenon has been avoided thanks to the re-collection of all environmental data after
each change. In this section, a graph-based model is proposed to truly consider the
burden shifting phenomenon, which leads to a new evaluation model of the environ-
mental performance for product lifecycle. An activity impacts directly the amount of
materials/energies used in a phase and impacts indirectly other lifecycle phases. On the
basis of the variation of the mass of materials or energy used in a phase after an activity
occurred, the new environmental release can be computed thanks to a simple reverse
engineering. The reverse engineering using in this paper refers to the environmental
release of a material or energy can be calculated by multiple the mass of the material or
energy with the emission factor (Eilam 2011; EPA 1995). Finally, the environmental
impacts of each phase can be calculated and aggregated to determine the environmental
performance of the whole product lifecycle.

Before describing the new model, some definitions are required. An “Activity”
corresponds to the changes made by the user in order to reduce the environmental
impacts. Activity can be described in terms of 5W1H (WHEN, WHERE, WHO, WHY,
WHAT, and HOW) (Matsuyama et al. 2013), as shown in Table 2. For example, the
upgrading process for a personal computer is defined in Table 3 (Suesada et al. 2007).

An “Impact” is the relationship between different phases due to an activity at a
specific lifecycle phase. Impacts between lifecycle phases are illustrated by dotted lines
in Fig. 2. The variations of energy and materials are used to quantify the impact. The
proposed model considers direct impacts between two lifecycle phases as well as
indirect impacts, which correspond to the secondary impacts generated by the direct
consequences of an activity.

Figure 3 illustrates the graph-based model, based on the scenario in Fig. 2. Each
node in the graph represents a lifecycle phase. Each phase is characterized by mass of
materials and energy. dnij represents the variation of mass of materials and energy in
phasej due to the activityn occurred in phasei. The direct impacts and the indirect
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impacts are respectively depicted by doted arrows and dashed arrows. Each impact d
has to be defined specifically between each pair of phases.

In practice, many activities may occur at same time, each activity may have impacts
on a specific phase. Then the model can be depicted as Fig. 4. As shown in Fig. 4, the
final variation of mass of materials and energy in phasej is the sum of the variation of
mass of materials and energy caused by different activities occurred in different phases.

Table 2. Definition of 5W1H of a lifecycle activity

5W1H Definition
WHEN Name of an lifecycle activity
WHERE Location of an lifecycle activity
WHO Stakeholder, who treats a product or its components
WHY The application of the activity
WHAT A product or its components treated in an lifecycle activity
HOW Treatment means in an lifecycle activity

Table 3. Example of description of lifecycle activity

5W Content 1H Content
WHEN Upgrading

HOW

WHERE Retail shop
WHO Retailer
WHY To upgrade PCBs
WHAT Personal computer

Fig. 2. The characteristic of interaction among different lifecycle phases
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The mass of materials or amount of energy used in different phases can be directly
acquired by companies. The variation of materialk or energy used in the influenced
phasej caused by activityn can be calculated thanks to Eq. (1):

dnjMk
¼M

0
jMk

�MjMk

dnjE ¼M
0
jE �MjE

ð1Þ

dnjMk
and dnjE represent the mass of materialk and amount of energy changed by the

activityn in the phasej respectively. M
0
jMk

and M
0
jE denotes the mass of materials and

amount of energy in the influenced phasej after the activity is taken in a phase
respectively. MjMk

and MjE represents the original mass of materialk and amount of
energy consumed in the influenced phasej respectively.

An activity taken in a phase can make a material/energy change in different phases.
Therefore, when calculate the variation of a material/energy in the specific phase,

Fig. 3. Graph-based model considering the environmental burden shifting caused by one
activity

Fig. 4. Graph-based model considering the environmental burden shifting caused by multi
activities
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all the activities which have influence in the specific phase must be taken into account.
The total variation of a material/energy in the specific phase corresponds to the
accumulation of each variation due to different activities. It can be expressed by
Eqs. (2) and (3):

djMk ¼ d1jMk
þ d2jMk

. . .þ dnjMk
ð2Þ

djE ¼ d1jE þ d2jE. . .þ dnjE ð3Þ

djMk
/djE denotes the total variation of materialk/energy in the specific phasej.
From the existing databases or statistic data, each material/energy has its own

environmental emission factor. Enterprises can estimate the environmental emission
factor of each material/energy used in their own phase based on their process and
statistic data. For example, 2.56 kg carbon dioxide is released by combustion 1 kg
gasoline (International 2011). The value of the carbon dioxide emission is called the
environmental emission factor of 1 kg gasoline. Then the variation environmental
emission can be calculated by multiple the variation of material/energy used in the
specific phase with the corresponding environmental emission factor as formula (4).

emdjMk ¼ djMk � factorjMk

emdjE ¼ djE � factorjE
ð4Þ

The emdjMk
and emdjE denote the variation of environmental emission of materialk

and energy in the specific phase respectively. The factorjMk
and factorjE denotes the

environmental emission factor of the materialk and energy in the specific phasej
respectively.

Since the original environmental emission of materialk and energy in the influenced
phasej is already existing, the new environmental emission of materialk and energy can
then be acquired by adding the original value with the variation value as shown in Eq. (5).

em
0
jMk

¼emjMk þ emdjMk

em
0
jE ¼emjE þ emdjE

ð5Þ

emjMk
and emjE represent the original environmental emission of materialk and

energy consumed in the influenced phasej respectively. em
0
jMk

and em
0
jE represents the

environmental emission of the materialk and energy consumed in the influenced phasej
after activities are taken in several phases respectively.

Then the new environmental emission of the environmental impact category in the
influenced phasej can be calculated by summing all materials and energy which belong
to the special environmental impact category.
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em
0
jCi
¼
Xn

k¼1

em
0
jMk

þ em
0
jE ð6Þ

The em
0
jCi

denotes the environmental emission of the special environmental impact
categoryi in the influenced phasej after activities taken in other phases.

After the environmental emissions of each environmental impact category are
calculated, users can choose different LCIA (Life Cycle Impact Assessment) methods
to calculate the environmental impacts of the influenced phase.

In order to improve the efficiency of the environmental performance re-evaluation
process, the time required to collect all data must be reduced, without affecting the
validity of the results. The “Pareto principle” (also known as the 80–20 rule) provides a
theoretical guide to achieve this objective. This rule states that only 20 % of the time
normally required to collect all data is sufficient to get 80 % of these data (Halog and
Manik 2011). This Pareto principle can be applied to environmental impact assessment
problems. For example, even if a user is interested in the global warming issue of a
product, he does not need to collect all the environmental data related with this issue.
Indeed, since the global warming is mainly caused by the greenhouse gases
(GHG) such as carbon dioxide (CO2), methane (CH4), and Nitrous Oxide (N2O), a
user only needs to collect the data of materials and processes which have significant
contributions to these GHG emissions. In the practice, the Pareto principle can be
introduced in our model during environmental burden shifting analysis.

4 Conclusion

Enterprises take some environmental friendly activities in their own life cycle phase to
improve the environmental performance of their product. However, through the entire
product life cycle, any activities taken in a phase may bring some influences in other
phases and make the environmental burden shift from one phase to other phases.
Therefore, an approach is needed to evaluate the environmental effects of these
activities. In the traditional LCA, the environmental burden shifting issues are dealt by
re-collect all the related data every time in each phase. This make the traditional LCA
becomes a time-consuming method. The approach proposed in this paper uses the
Pareto rule to deal with the data collection issues. The time of data collection is
decreased by only focuses on the most significant materials/energies which contribute
the special environmental impact category. In order to make the environmental burden
shifting analysis more intuitive and comprehensive, a graph-based model is proposed to
help users analyze the interaction between different phases. On the basis of the existing
data of input materials/energies before and after activities taken in some phases, the
variation of these materials can be calculated. By multiple the environmental emission
factors of these materials/energies in each phase, the new environmental emission in
each phase is acquired. In the future, a case study will be conducted to test this new
approach.

An Environmental Burden Shifting Approach to Re-evaluate 63



Acknowledgements. This project has been funded with support from the European Commission
Project (EMA2-2010-2359) and Hubert Curien Partnership with Cai Yuanpei China program
2012-2014. This publication reflects the views only of the author, and the Commission cannot be
held responsible for any use which may be made of the information contained therein.

References

Bringezu, S., Moriguchi, Y.: Material flow analysis. In: Ayres, R.U., Ayres, L.W. (eds.) A
handbook of Industrial Ecology, pp. 79–90 (2002)

Hertwich, E.G., Hammitt, J.K.: A decision-analytic framework for impact assessment part I:
LCA and decision analysis. The Int. J. Life Cycle Assess. 6(1), 5–12 (2001)

Eilam, E.: Reversing: Secrets of Reverse Engineering. John Wiley & Sons, New York (2011)
EPA. 1995. missions Factors & AP 42, Compilation of Air Pollutant Emission Factors. U.S.

Environmental protection agency. Accessed on 28 Feb. 2014. http://www.epa.gov/ttn/chief/
ap42/index.html

Gertsakis, J., Ryan, C., Lewis, H.: A guide to EcoReDesign: improving the environmental
performance of manufactured products Centre for Design. Royal Melbourne Institute of
Technology, Melbourne (1997)

Graedel, T.E., Allenby, B.R., Telephone, A., Company, T.: Design for Environment. Prentice
Hall, Upper Saddle River (1996)

Halog, A., Manik, Y.: Advancing integrated systems modelling framework for life cycle
sustainability assessment. Sustain. 3(2), 469–499 (2011)

Hendriks, C., Obernosterer, R., Müller, D., Kytzia, S., Baccini, P., Brunner, P.H.: Material flow
analysis: A tool to support environmental policy decision making. Case-studies on the city of
Vienna and the Swiss lowlands. Local Environ. 5(3), 311–328 (2000)

Hochschorner, E., Finnveden, G.: Evaluation of two simplified life cycle assessment methods.
Int. J. Life Cycle Assess. 8(3), 119–128 (2003)

International, P. LCA data bases. GaBi Software (2011). Accessed on 14 Feb 2014. http://www.
gabi-software.com

ISO14040 Environmental management—life cycle assessment—principles and framework.
Environmental Management 3 (2006)

Kanth, R.K., Liljeberg, P., Tenhunen, H., Wan, Q., Zheng, L : Insight into quantitative
environmental emission analysis of printed circuit board. In: 2011 10th International
Conference on Environment and Electrical Engineering (EEEIC). IEEE (2011)

Knight, P., Jenkins, J.O.: Adopting and applying eco-design techniques: a practitioners
perspective. J. Clean. Prod. 17(5), 549–558 (2009)

Loijos, A.: Making Primary Data Collection In LCA Faster And More Accurate. LinkCycle
(2013). Accessed on 13 Feb 2014. http://www.linkcycle.com/making-primary-data-
collection-in-lca-faster-and-more-accurate/

Luttropp, C., Lagerstedt, J.: EcoDesign and the ten golden rules: generic advice for merging
environmental aspects into product development. J. Clean. Prod. 14(15), 1396–1408 (2006)

Matsuyama, Y., Fukushige, S., Umeda, Y.: Proposal of a support method for identifying design
requirements on life cycle planning. Int. J. CAD/CAM 13(2), 73–79 (2013)

Rebitzer, G., Ekvall, T., Frischknecht, R., Hunkeler, D., Norris, G., Rydberg, T., Schmidt, W.-P.,
Suh, S., Weidema, B., Pennington, D.: Life cycle assessment: Part 1: Framework, goal and
scope definition, inventory analysis, and applications. Environ. Int. 30(5), 701–720 (2004)

64 X. Yu et al.

http://www.epa.gov/ttn/chief/ap42/index.html
http://www.epa.gov/ttn/chief/ap42/index.html
http://www.gabi-software.com
http://www.gabi-software.com
http://www.linkcycle.com/making-primary-data-collection-in-lca-faster-and-more-accurate/
http://www.linkcycle.com/making-primary-data-collection-in-lca-faster-and-more-accurate/


Suesada, R., Itamochi, Y., Kondoh, S., Fukushige, S., Umeda, Y.: Development of description
support system for life cycle scenario. In: Takata, S., Umeda, Y. (eds.) Advances in Life
Cycle Engineering for Sustainable Manufacturing Businesses, pp. 29–34 (2007)

Suyang, G., Liu, J.: Life Cycle Assessment on Autoliv’s Electronic Control Unit. Chalmers
University of Technology, Göteborg (2010)

Wimmer, W., Züst, R., Lee, K.-M.: Ecodesign Implementation: A Systematic Guidance on
Integrating Environmental Considerations in to Product Development. Springer, Heidelberg
(2004)

Yang, Y., Bae, J., Kim, J., Suh, S.: Replacing gasoline with corn ethanol results in significant
environmental problem-shifting. Environ. Sci. Technol. 46(7), 3671–3678 (2012)

An Environmental Burden Shifting Approach to Re-evaluate 65



Risk Probability Assessment Model Based on PLM’s
Perspective Using Modified Markov Process

Siravat Teerasoponpong(✉) and Apichat Sopadang

Excellence Center in Logistics and Supply Chain Management, Chiang Mai University,
Chiang Mai, Thailand

s.teerasoponpong@gmail.com, sopadang@gmail.com

Abstract. The management of the supply chain in presence of uncertainty is a
challenge task. This paper proposes a stochastic model for modeling both the
structure and the operation of the supply chain. Existing approaches for this task
are either deterministic or single level structure which might not be appropriate
to capture the essences of the supply chain. The proposed method employs the
Markov chain model as the foundation and incorporate the concept of multi-level.
The levels are used to model both the internal events and the external events. In
the proposed method, the product life cycle management is used as a guiding
principle to identify each component of the supply chain.

Keywords: Product life cycle management · Supply chain uncertainty · Modified
Markov process · Stochastic process · Risk assessment

1 Introduction

Dealing with such complex and uncertain environments, especially when you are the
company within a large supply chain, it is a very difficult task and it is also hardly
foreseeable for what would be coming onward every day. Today, supply chains or
companies have to deal with several types of uncertainty and of course, several kinds
of risk. Complex growth of supply networks, economic systems, globalization or natural
disasters for instance, have brought up new types of uncertainty that could put supply
chains or companies at risk. Several companies are put an effort to deal with the unde‐
sirable effects due to uncertainties by minimizing risks. The tool such as stochastic model
has been widely used to maximize profit and minimize risk [4]. For example, Markov
process, which is the one of stochastic modeling that use to model and analyze supply
chain, is used to develop discrete event dynamic systems (DEDS) to analyze the flow
of physical entities or resource traveling within manufacturing line with changing attrib‐
utes such as queues, destinations, inventory buffers, manufacturing speed, and customer
demands. The discrete nature of event-based processes are captured. However, due to
interlace occurrences of unforeseen disruptions in the real world (e.g. accidents, sick
workers, natural disasters, machine breakdown) and changing of others parameter value,
verisimilitude of using any optimization technique could be in questioned [7].
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Since Markov model is capable of model the systems consist of multiple state (like
manufacturing systems, supply chain network), it’s also used to study the dynamics of
systems based on probability of discrete time or continuous time events [13]. Two types
of Markov process, which are Markov chain and hidden Markov chain, have been widely
used in several analytics of dynamic systems including supply chain. However, the
presences of Markov chain applications shows limitations of using both Markov chain
and hidden Markov chain. Although Markov chain has visibility of the entire processes
through state transitions, it cannot handle all possible observations. For hidden Markov
chain, the output of each state might conditionally independence, but the processes ruled
by hidden Markov chain are not entirely observe. The conditional independence is not
always justified [3]. For example, the observed variables in the real world have both
direct and indirect interactions between each other and the states in these model could
have interactions interlacedly which would lead to one output. This instance would
require all possible observations and not a single process to justify the output. In order
to evaluate the output of the stochastic process such as uncertainties in the more realistic
way, this article has proposed the new method to evaluate the uncertainty in supply chain
using modified Markov chain. The method shall cover the advantages of both Markov
chain and hidden Markov chain. In this paper we focus merely on downside risks due
to changing of environment.

2 Literature Review

This section divided into two parts, the first part has presented the importance of product
life cycle management and its relationship to the supply chain management. The second
part is focus on applications of stochastic process in supply chain risk management.

2.1 Product Life Cycle Management and Supply Chain Management

Today, business environment and supply chain have grown complicatedly, the compa‐
nies themselves are inevitably in such surroundings. Due to an increasing of environ‐
ment’s complexity in which the products were developed, the Product Lifecycle
Management (PLM) concept emerged to cope with such complex environments by
guiding the firms through proper management over each period of product’s life. But to
be able to create a more effective management system such PLM, it’s necessary to
understand how the environment would change overtime during the life cycle of the
products. As the competitive success of the firms are rely on the success of their products,
PLM aims to coordinate the right information in the context at the right time to the related
processes through life cycle of the product and it’s all about “knowledge management”
[2]. Knowing how to manage supply chain in important, but knowing how to manage
change is even more essential. Supply chain is rather dynamic than static, environmental
changes also affect ordinary functions of supply chain and they have associated uncer‐
tainties and risks [9]. PLM has opened new management dimensions in quite a dynamic
way by managing products from the first idea until they disposed, this give the company
to take control both products and supply chain processes involved. Several supply chain
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management model using PLM are based on information management. For example of
a product information modeling framework [11], it’s extended to support full range of
information along product life cycle in order to gain full access product’s description
and design rationale. The other objective of this framework is to create a bridge for the
future computer aided system, e.g. CAD, CAE, and CAM, and to capture product’s
development trajectory. According to the objectives, these could lead to further devel‐
opment of efficient supply and production planning, and collaborations of others supply
chain activity involved throughout product’s life cycle. However, involvement of
complicated processes, systems and stakeholder, such as automotive assembly which
requires dynamic participations of several discrete systems, might risk malfunctioning
of product due to uncertainty and diversity of operations and environments [12]. Thus,
intelligent prognosis system is recommended in order to oversee the complex operations
and systems throughout product life cycle and supply chain management. The prognosis
system shall also include monitoring, analyzing, and diagnosis capability that would
help provide critical information when abnormal events occur along life cycle of product
or even at real-time supply chain operations.

Product life cycle management and supply chain management are both clearly a complex
task. They constitute of several complex participations of processes and involving systems
which latent uncertainties and risks lie under. Thus, they need more than just static manage‐
ment but rather dynamic way to cope with such changing environments.

2.2 Stochastic Model and Supply Chain Risks Management

The modern supply chain management paradigm, such as PLM, has been enabling key
technological and organizational approaches for effective managements [1]. However,
real industrial operations always involve changing of product environment, dynamic
systems and processes. Risk factors affecting management of product throughout its life
and management of supply chain can be found in both external sources and internal
sources [9]. Any risks associated with environmental changes along product lifecycle
and supply chain process are considered to be a stochastic process which state of envi‐
ronmental or process changes are assumed to occupy only one state at present time to
evolve to another state without effect of past history [10]. The examples of stochastic
process associated with supply chain risks such as, demand risk, exchange rate risk,
natural disasters, supply risk, and etc. [4], these risks capable of disrupting normal oper‐
ations of supply chain which represents transition of state from normal condition to
abnormal condition instantaneously. To represent such behavior of the system,
stochastic model is widely used for describing transition of state in mathematical
approach. Several applications of stochastic process have appeared in supply chain
management, it is frequently uses in risk management and optimization issue. For
instance of exchange rate risk hedging for multinational supply chain operations, a
stochastic dynamic programming is used to determine optimal operation option for
multi-product, and multi-stage supply chain. The results are operational flexibility that
could reduce financial risk and demand risk due to market and location changes [5].
Another example of stochastic modeling found in application for risk minimization –
profit maximization problem for multi stage supply chain [4] by providing general
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formulation of mathematical model for large scale supply chain network. The model
incorporate several kinds of supply chain risks, such as supply risk, demand risk,
exchange rate, and others disruption. In micro level application such as inventory control
system [6], stochastic model also used to determine material order policy based on
required stock level for multi-product and multi-production site of Hewlett-Packard
Company (HP). The model specifically attempted to achieve highest service level for a
pull-type, periodic, order-up-to inventory system which the operation associated with
uncertainties due to dynamic conditions, such as, change in market demand, change in
supply network structure, changes in production capacity.

In conclusion, PLM has shown benefits to supply chain management by providing
a more effective way. The PLM takes all of the factors of each process in the product
life cycle into consideration. Despite the advantage of the PLM, there are some problems
existed, risk and uncertainty. The stochastic process is a well-known tool that is widely
used to handle the problem. As a consequence, the further development of stochastic
modeling for uncertainty and risk assessment based on the PLM could enhance product
management capability.

3 Proposed Method

In this section, we endeavor to present a framework of stochastic model of a global supply
network using modified Markov Chain, consisting of as numerous uncertainties as possible.
The goal is to illustrate the idea of new methodology in an evaluation of supply chain uncer‐
tainty, to predict the possible changing situations based on giving circumstances. The idea
of the proposed method and also the inceptive model definition are presented.

3.1 Concept of the Proposed Method

The characteristics of dynamic and interlace environments in supply chains are often
not restricted to deterministic system because they are quite uncertain and consist of
several forms of risks [8]. Furthermore, the changing in actual business can be instan‐
taneously, which is means that changing of the system from one state to another require
zero time, and we’ve called it the “Transition of state”. The system could evolve over‐
time and the future state depends on only its current state without its past history
involved. Such a system can be represented by a “Markov Process” which can be found
the same property in several actual systems such as the business, engineering, biological,
physics, and social science [10]. In this paper, the proposed method could be divided
into three part. First, we use scope of PLM concept as the guideline for identifying
uncertainties in each phase of product life cycle management. Each phase of product
life cycle shall be clarified into sub-processes from manufacturer’s perspectives; that
would be easier to identify uncertainties and risks related to those sub-processes. Second,
Uncertain environments shall be identified and defined as a set of uncertain environments
regarding activities of product life cycle. Third, after the clarifications of uncertainties
and risks are completed, Markov process is getting involve, the transition probability
matrix of uncertainties and the transition probability matrix of all possible risks under
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each state of uncertainty are identified. This step requires the definition of relationship
between uncertainties and risks which would leading to deployment of multilevel tran‐
sition probability matrix. The 3 steps of proposed methodology is concluded in Fig. 1
and the conceptual framework of proposed method of risk’s probability assessment
model based on PLM using Markov process are shown in Fig. 2.

Fig. 1. Proposed methodology for risk’s probability assessment based on PLM.

Fig. 2. Conceptual framework of proposed method of risk’s probability assessment model based
on PLM using Markov process.

3.2 Model Definition

Unlike traditional Markov process, this proposed adapted Markov process using in the
research consists of multi-level Markov process, called Modified Markov Chain
(MMC). This is a memory-less, multi-level, stochastic process. The MMC employs the
downward causation to simulate the chain of events. In other word, the transition matrix
of the chain won’t be changed. Similar to the traditional model of Markov chain, the
MMC has a number of finite states,

S =
{

s1, s2,… , sn

}
(1)
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Moreover, the states of the model is separated into levels

L = L1 ∪ L2 ∪… ∪ Lm (2)

where

L1, L2,… , Lm ⊆ S (3)

Since the MMC has multi-level, the transition process of MMC has to be specified
in induction style. As a consequence, there are 2 types of transition process.

The first type of the transition process is the same as traditional Markov chain model.
This type is dedicated to the highest level of the model which change the states without
the influence of the other state except the previous one. Therefore, the transition process
is given by pij where j denotes the state at time t,i denotes the state at time t − 1 where

pij = P
(
Xt = j|Xt−1 = i

)
(4)

The second type of the transition process is for the states that has a higher state which
will be referred as super state. The lower state will be referred as sub state. In other
word, this type of transition process is for the state resided in the level that is not the
highest level. The transition of state of this type can be assigned by pij,k where j denotes
the state at time t,i denotes the state at time t − 1 and k denotes the state of the super
state (which current level is l),

pij,k = P
(
Xt+1 = j|Xt = i, Xl+1 = k

)
(5)

Normally, the states in the lowest level is the estimated event and the state in the
higher level is the environment. For example, the manufacturing is a process in the
production. Thus, it is the state in the lowest level. On the other hand, the reduction of
currency value is the environmental factor. As a consequence, it should be modeled as
a state in the level beside the lowest level.

4 Discussion and Conclusion

In this paper, the MMC has been proposed by extending conventional Markov modeling
to support a more complex changing of state. Inspired by interlaced changing environ‐
ment in the real world, MMC supports multi-level characteristics of state transitions
found in supply chain, product life cycle or any other dynamic systems which incur
downside risks capable of disrupting the systems in both direct and indirect ways. Each
level of MMC can be easily described as the level of events, from the highest level which
represents main causes of uncertainties (e.g. natural disasters, economic crisis, or polit‐
ical crisis) and the lower levels which are caused by higher state (e.g. destruction of
facility, company bankruptcy or worker strike). These can be formulated into transition
of states of each level and the transition probability matrix shall be able to develop
regarding the relationship between each level of uncertainty and PLM sub-process.
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To illustrate the multi-level uncertainty, suppose that the laptop manufacturer has
ordered parts form its supplier located within another continent. The parts will be deliv‐
ered by sea freight across Pacific Ocean. Unfortunately, there is great hurricane formed
in Pacific Ocean and the ship that responsible for parts delivery has to be delayed for at
least 1 week. This instance has caused the aggregate production plan of the company
delays for at least 3 weeks and product launching delays for a month. Given example
has illustrate the interlacement of changing environments which aren’t directly caused
negative impacts on supply chain or production cycle but the impacts are caused by the
collateral damages from those changing environments to the process of production
within phase of product realize of product life cycle. For products with a short life cycle
such as electronic devices, delaying in product launching, especially not a day but a
month, could have made the company risk losing a huge amount of sale revenue, or even
worse. MMC could add up both relevant and irrelevant issues regarding PLM context
into the model along with their relationships based on probability of occurrence which
would lead to manufacture of transition probability matrix. Future research will adopt
this MMC into decision support system for predicting risks caused by uncertainties.
Possible outcomes shall be able to estimate time until any risk occurs. Decision support
system with MMC integrated shall provide information that helps the company to
foresee possible uncertainties and risks before they occur.
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Abstract. Aviation is a high competitive industry where actors should be first
adopters for leading market or following adopters to survive. Traditional manu‐
facturing techniques pass into the background, manufacturing systems require
using additive technologies for rapid adaptation to current demand and reduction
of production cycle duration. Many large mechanic and aircraft engineering
companies have already adopted additive manufacturing technologies in their
future production strategy. The general concept of 3D printer on the basis of e-
manufacturing principles is aimed at integration of computer models of physical
objects and processes. This change requires a deep transformation into enterprise
business model, affecting either core or support activities. For instance, additive
manufacturing could also change product lifecycle and supply chain management
practices. This paper aims to identifying how these new technologies could
improve support activities for aeronautical industry? Results show that additive
manufacturing triggers a paradigm shift for aircraft lifecycle management and
enable lean and agile practices for supply chain management.

Keywords: Additive manufacturing · Product lifecycle management · Supply
chain management · Agile · 3D printing

1 Introduction

Aviation is a high competitive industry where actors should be first adopters for leading
market or following adopters to survive. With a decreasing market size, aviation manufac‐
turers are competing more than ever to gain new contracts. Customer, such as airlines,
private and public organizations or civilian, are looking to spend less money and get the best
products possible (Franke and John 2011). These factors create an enormous challenge for
aviation actors to manufacture products with high performance, short production cycle time,
low cost and fierce competition (Witick et al. 2012). Within technology evolution, major
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manufacturing firms invest hundreds of millions of dollars in introducing new innovations
to improve their products or services to overtake their competitors.

Additive manufacturing AM seems to be the next hype technology driver for aviation
industry to improve manufacturing operations (Smartech Markets 2014). AM,
commonly known as 3D printing, could be adopted to manage aircraft production, char‐
acterized by low manufacturing volumes, personalization, complex geometries and
optimal balance between mechanical resistance of parts and weight (Hopkinson et al.
2006). McKinsey Global Institute (2013) estimates AM will generate up to 550,000
million of savings annually in 2025.

AM is considered as the real cornerstone of the industrial future for the most devel‐
oped countries (Gebhardt 2012). AM is often presented as an industrial revolution, based
on innovative technologies, challenging traditional manufacturing models and upsetting
the relationship between actors (Hopkinson et al. 2006). However, this transformation
cannot be reduced to the production activities, it could also require operational optimi‐
zation for the entire enterprise business model, including support functions such as
supply chain management or product lifecycle management. This paper aims to provide
information about this transformation.

The objective of this paper is to assess how AM could transform product lifecycle
management PLM and supply chain management SCM practices for aviation operations.
In the following section, we first discuss the employment of AM and the trends in
manufacturing. We then outline the basic features of aviation sector and its AM appli‐
cations. In the next section, we describe key transformations for PLM and SCM prac‐
tices. Finally, in the concluding section we state some implications of our study as well
as directions for future research.

2 Additive Manufacturing

2.1 The Third Industrial Revolution

In the last three decades, industries have experienced a transition to digital. This evolu‐
tion can be illustrated by technological changes, such as: offices have moved from paper
hand drawn design planes to parametric files, first in two dimensions (2D computer-
aided-design software CAD) and then in three dimensions (3D CAD); communications
have move from sending postal mail to the first appearance of the fax and then email.
Manufacturers are not immune to this phenomenon. Traditional manufacturing techni‐
ques passes into the background, manufacturing systems require using of additive tech‐
nologies for rapid adaptation to current demand and reduction of production cycle dura‐
tion (Fogliatto 2010). Indeed, several researchers consider this transition as the third
industrial revolution (Berman 2012; Rifkin 2012).

Digital capabilities allow high speed processing of data overcoming unknown limits such
as reliability and accuracy. For manufacturing industries, digital technologies could improve
operation by introducing data and control technologies such as computer-aided-design
(CAD), computer-aided-manufacturing (CAM) or computer-aided-engineering (CAE).
However, manufacturing processes remain basically the same: first digital design, then piece
production by material removal, cold or heat forming, casting or injection, and finally,
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surface finishing (Tiwary and Harding 2011). The above processes face several limits such
as high cost of tooling and machinery for complex geometries, long and complex supply
chain to lower tooling costs (Berman 2012), high “time to market” for new designs, loss of
flexibility in decision-making due to tooling cost and development time (Gebhardt 2012);
tooling collisions when complex geometries, curved cutting edges and drafting angle
constraints, design and manufacturing tools designed to use Design for Manufacture and
Assembly (DFMA) generating constraints for product design and, although not necessary
for geometries, use of solid pieces (Grimm 2004).

Furthermore, this manufacturing model is based on mass production (Fogliatto
2010). Standardized parts and processes made economies of scale achievable, but
limited design flexibility and personification. These limitations could block manufac‐
turers’ creativity and constitute a barrier for developing new products with high added
value or new functionalities (Fogliatto 2010).

E-manufacturing or “smart production”, the use of advanced and emerging informa‐
tion technologies to provide automated data-driven productivity optimization, takes
advantage of all knowledge developed in the digital age to overcome the above traditional
manufacturing limitations (Nyanga et al. 2012). At the heart of this new industrial revolu‐
tion is additive manufacturing AM, which enables manufacturing complex geometries for
several industries such as aviation, aerospace industry, power and healthcare.

2.2 Additive Manufacturing Definition

AM, more commonly known as 3D printing, is a process of creating a three dimensional
object or 3D-model from a digital model. Using an AM machine, or printer, successive
layers of material are very precisely laid down in arranged patterns and lines in accord‐
ance with the digital design. Wohlers and Caffrey (2013) defined AM as the direct manu‐
facturing of finished products with additives construction processes through a bottom-to-top
approach by combining materials without any traditional tool or equipment. AM is used to
produce models, prototypes, patterns, components, and parts using a variety of materials
including plastic, metal, ceramics, glass, and composites (Lyons 2014).

In traditional manufacturing processes, a complex geometry requires more sophis‐
ticated manufacturing process, which results in an additional cost (Gibson et al. 2010).
For AM, an elaborated geometry doesn’t generate complexity for the manufacturing
process; it enables material savings and time reductions. In addition, some complex
items require joining several pieces to form the final product (Campbell et al. 2011).
These elements are separately manufactured and they are integrating at the end of the
manufacturing process. Fortunately, AM allows manufacturing these complex items in
a single process enabling integration during design process (Wohlers and Caffrey 2013).

2.3 Additive Manufacturing Processes

Although the variety of different additive manufacturing techniques, they all follow the
same pattern. As shown in the Fig. 1, AM processes could be divided into three fixed
phases, namely digital phase, manufacturing phase and post-process phase.
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Fig. 1. Additive manufacturing processes

Digital phase: This phase included two main activities:

– Computer-aided design CAD: Object design is performed to get its digital design in
3D (Grimm 2004). CAD takes a series of digital images of a design or object and
sends descriptions of them to an AM industrial machine. 3D design enables
improving quality and reducing overall developmental time and costs by creating a
model that is precise, easily replicated, and easily conceptualized (Schindler 2010).

– Standard Tessellation Language STL: CAD software generates process files for AM
machine in STL format. These files should be verified to avoid errors that may affect
the total quality of the end product (Grimm 2004). Errors are identified and corrected
by STL repair program or returning the file back to the design stage.

Manufacturing phase: This phase included two main activities:

– Machine setup: STL files are transferred to the AM machine and raw materials for
object production are loaded.

– Production part: It is the process in which the AM machine uses the STL files to
create the item by adding material layer-upon-layer. Layers, which are measured in
microns, are added until a three-dimensional object emerges. AM machines could
operate 24 h a day without human intervention (Campbell et al. 2011). The only
labour involved is the machine setup, build launch, and the removal of the prototypes
or object upon completion. This phase can be directly last if the part does not require
a withdrawal of supports or better than that offered by the machine surface finish
(Schindler 2010).

Post-process phase: The part is then removed from the AM machine for post-
processing such as removal of sacrificial supports for any overhanging edges. Cleaning
and finishing of the object is the most manual, labour-intensive portion of the AM
process (Grimm 2004). Sometimes, object should go though other manufacturing proce‐
dures such as thermal operations or copper empty for improving its properties.
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2.4 Additive Manufacturing Applications

AM is industrially used for three main types of application: for developing prototypes
known as rapid prototyping, for manufacturing tooling known as rapid tooling and for
manufacturing functional mechanical parts known as direct manufacturing or rapid
manufacturing.

– Rapid prototyping is the main application for AM (Bibb et al. 2015). Prototypes
require no dedicated tools and are produced in small series, generating high costs for
industries. AM enables developing in short time prototypes with relatively low costs
and using different type of materials. Furthermore, a rapid prototype can be used
either for visual or functionality validation for final product reducing its development
time.

– Rapid tooling provides a significant increase in speed and reduction in cost for
complex tools (Campbell et al. 2011). This application allows replacing conventional
steel tooling by soft material such as epoxy-based composites with aluminum parti‐
cles, silicone rubber or low-melting-point alloys (Noble et al. 2014).

– Direct manufacturing is the latest application developed using AM processes. It
accounts a very small part of the market (Wohlers and Caffrey 2012). It used for low-
volume products for aerospace, automotive or medical sector. However, direct manu‐
facturing will also have implications for medium- to high-volume production as the
AM technologies improve (Hague et al. 2003).

2.5 Additive Manufacturing Benefits

Berman (2012) drew an analogy between AM effects and those observed during the
emergence of digital printing 20 years ago. Digital printing has completely transformed
the industry in a few years, since business change their model business to integrate digital
competencies. Based on 2D printing effects, we can anticipate what will happen with
AM in the world of manufacturing:

– Design benefits: AM technologies bring creativity and flexibility for product
design. AM machines can produce parts with almost any shape or complexity and
without geometric limitations as the conventional manufacturing processes. In
traditional manufacturing processes, there is a direct connection between
complexity and manufacturing costs (Wohlers and Caffrey 2012). A relationship
tying cost to complexity does not exist in AM. Furthermore AM technologies
permits to manufacture objects with any shape or branching for circulation chan‐
nels or with internal cavities (Campbell et al. 2011).

– Manufacturing benefits: AM does not require any type of tooling as conven‐
tional manufacturing processes. From this feature, two advantages could be iden‐
tified. First, investment in tooling for manufacturing parts is not necessary (Lyons
2014). Second, there are no manufacturing geometric constraints arising from the
use of tools, such as collision of pieces during machining or draft angles during
part injection (Lyons 2014). In addition, AM enables tools or pieces with 100 %
density (in the case of metal technology). These objects have no residual porosity
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generating excellent mechanical properties, unlike conventional powder metal‐
lurgical processes (Hopekinson 2006).

– Material benefits: AM permits maximum saving of material. The material is selec‐
tively added and not subtracted from a block. For some applications, wastes produced
from raw material, especially in the metal sector, are reduced up to 40 % when addi‐
tive manufacturing technologies are used instead of subtractive technologies
(machining). Thomas and co authors (2014) showed AM permits to reduce objects
weight by 21 %. In addition, between 95 % and 98 % of the material used can be
totally recycled (Reeves et al. 2011).

– Time benefits: AM enables reducing the time required for placing on the market
custom products (time-to-market). The introduction of new products is less risky than
before, due to the elimination of costly production tooling and to the development of
prototypes (Hopekinson 2006). This has a strong impact on the post-processing of
existing products. Changes in the design can be published to the market even faster.
Thomas and co authors (2014) studied AM impact on small innovative enterprises
and they showed that organizations could save 24 days in production time.

AM has a low production speed, therefore, it’s not used for large production volumes.
Therefore, AM should be used considering where its application is an advantage and
not for integral manufacturing (Reeves et al. 2011). In the last case, AM may be comple‐
ment with traditional manufacturing processes.

3 Additive Manufacturing in the Aviation Sector

Many large mechanic and aircraft engineering companies have incorporated or are
incorporating these technologies in their daily operations. AM is manly used for military
and civil applications, accounting for approximately 12.1 % of AM investment in U.S.A
(Ford 2014). For instance, Boeing uses 3D printings to produce 200 pieces that are
installed into 10 different aircrafts (Harris and Director 2011). A F-18 aircraft contains
more than 90 3D-printed-components such as air ducts and light pieces (Gibson et al.
2010). As well, Boeing has included 32 different components for its 787 Dreamliner
planes (Freedman 2012).

AM holds significant potential for driving down costs in the aviation sector by
enabling manufacturing objects which are lightweight, strong, and geometrically
complex and typically produced in small quantities (Smelov 2014). Given that aviation
products are mainly manufactured using expensive raw materials such as titanium,
plastic, and other lightweight materials, AM could decrease production cost by keeping
material amount used to a minimum. For instance, Airbus is assessing 90 separate cases
where AM could be adopted to produce tools and pieces with less raw materials (10 %
less compared to the traditional manufacturing) (Wood 2009). In addition, Airbus is
developing prototypes to manufacture most of its aircraft parts from ducts to turbine
blades with AM technologies (Gebhardt 2012).

Cost economies could also be observed for complex geometries. Manufacturing cost
increases within pieces’ complexity for conventional methods. In contrast for AM technol‐
ogies, there is not related complexity cost, resulting in a low cost strategy with higher added
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value. For instance, Turbomeca is employing AM technologies to manufacturing fuel injec‐
tors and combustion chamber turbines for helicopter engines, resulting in cost economies.

AM is also a driver to build a greener aircraft by reducing components’ weight. A
reduction of one kilogram in the weight of an aircraft could reduces carbon emissions
and save $3,000 US in fuel per year (Ford 2014). For instance, GE is manufacturing
20 % of its turbojet components for commercial aircraft using AM. These components
are 25 % lighter and as much as five times more durable than the existing model (Zaleski
2015). GE has also announced a $50-million investment to implement AM infrastructure
for its factory in Alabama (Zaleski 2015). As GE, Pratt and Whitney has produced more
than a dozen pieces of its PW1500G engine which is used in the new Bombardier C-
Series aircraft.

Aviation manufacturers and service providers could get advantage from AM tech‐
nologies to reduce their lead-time for either new or replacement parts. Smartech Markets
(2014) stated that lead-time for a part could by reduced by 80 %, compared with conven‐
tional manufacturing methods.” For instance, Kelly Manufacturing Company, the
world’s largest manufacturer of general aviation instruments, has reduced their produc‐
tion time “for 500 housing components from three-to-four weeks to just three days using
AM technologies” (Smartech Market 2014).

4 Additive Manufacturing Impacts for PLM and SCM

Many large manufacturers and system providers state that aircrafts configuration
frequently changed, generating complexity for PLM and SCM. In particular, complexity
could vary in function of customer’s requirements or internal factors that leads to a
delayed delivery or over budget. Furthermore, aviation organizations operate in a highly
reactive environment not favourable to supporting strategic planning. Thus, these
companies sometimes fail to improve product, its lifecycle and its supply chain.

4.1 PLM and AM

PLM, much more than a technology solution, is a strategy that contributes to share
product data within the organization and throughout its value chain. PLM goal is to
effectively and efficiently innovate, manage products and their related services from
upstream to downstream of their lifecycle (see topside Fig. 2), and finally, optimize
production processes. PLM also facilitates the continuous involvement and communi‐
cation of internal and external stakeholders. Aviation industry, investing in PLM, seeks
for mastering the full aircraft lifecycle, improving information and decision traceability,
facilitating information communication among stakeholders and developing an optimal
process flow.

AM could strengthen PLM competencies by enabling advances to improve aircraft
performance, such as innovation capacity, frequency and time to market, quality assur‐
ance and development costs and materials control. As showed in the Fig. 2, AM could
be used for rapid prototyping, rapid manufacturing and rapid tooling:
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• Rapid prototyping enables to improve mainly two aircraft lifecycle phases, namely
prefeasibility/feasibility and design. In this case, AM accelerates product develop‐
ment cycles from its design. In addition, 3D printers could be a wave for accelerating
time to market as prototypes can be launched in short time to assess its performance
or customer’s satisfaction.

• Rapid manufacturing could be adopted for three main phases: part and system
production, assembly and maintenance, repairing and overhaul MRO. AM has the
potential to reduce the costs of storing, moving, and distributing raw materials, mid-
process parts, and end-usable parts. The ability to produce parts on demand without
the need for tooling and setup could decrease production and MRO cycle times, as
well as their related cost.

• Rapid tooling could be implemented for three phases, namely aircraft assembly,
MRO and final disposal AM enables building tools when they are required. This
could bring several benefits for MRO and final disposal where service suppliers
should manage several types of aircrafts requiring different type of tools for disas‐
sembling, repairing and assembling aircraft systems, parts or pieces.

Fig. 2. Aircraft product lifecycle and AM applications

AM changes deeply PLM paradigm since aviation organizations could focus on
designing products with higher performance or functionality and without considering
assembly or manufactory constraints. Design for Assembly and Design for Manufac‐
turing methodologies aim to making products easier to manufacture and assembly based
on the characteristics of current manufacturing methods, however these characteristics
no longer apply when taking into account AM capabilities. Furthermore, piece design
is improved with AM since aviation professionals can exchange their vision for the
proposed solution into an easy common and visual language, accelerating analysis time
and decision making. A design paradigm shift is needed in order to “bring designers and
manufacturers to stop thinking in terms of limitations, but to think in terms of possibil‐
ities” (Rosenberg 2008).

Finally, aircraft product cycles are characterized by long periods of time for tech‐
nology maturity (between 10 to 20 years), for aircraft development (between 5 to 7
years), for aircraft production (between 15 to 20 months) and for MRO aircraft (between
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2 days to 2 months). For commercial planes whose average life expectancy is almost 30
to 40 years, circumventing the need to maintain and replace old tooling is a notable
inventory cost advantage for manufacturers. Airbus believes that AM holds the potential
to keep the turnaround for test or replacement parts as low as two weeks. These parts
can be rapidly shipped to and installed in a broken down plane to help get the plane back
into the air and making money for the airline.

4.2 SCM and AM

Constructors and services providers execute aircraft production and its maintenance into
extend supply chain frames, which result in increasing costs. Aviation industry must
manage different providers (see Fig. 3), different aircraft pieces and deal with the vari‐
ability of pieces and nomenclature. For example, an Airbus A380 requires more than
100,000 wires (Romero et Rodrigues 2013). Finally, with the pressure to increase
production pace, organizations should have the capacity to identify needs more quickly
based on the establishment of a collaborative relationship with its suppliers (ranks 1 and
2) and its customers.

Fig. 3. Aircraft development and production actors (adapted from Autodesk 2009)

AM could support SCM competencies by decreasing supply chain complexity. AM
applications made supply chains more elastic, bringing manufacturing closer to the
assembly, utilisation and MRO location. Following this approach, there will be fewer
requirements for part and components transportation, which alter the production and
MRO flow and will almost disappear logistics costs. AM enables industrial relocation
with important issues such as production deregionalization for pieces, economies for
import and export customs and environmental footprint reduction. Indeed, an aircraft
integrator would not need to bring all the pieces from remote countries (such as Airbus
which transports aircraft pieces from Spain, Germany, Portugal and England to France);
they can be manufactured on-site (in Toulouse, France).

AM enables production and MRO without stock, which implies a supply chain more
efficiently and less risky (Khajavi et al. 2014). For instance, MRO providers could have
minimum inventory level for each piece since they could manufacture them if required,
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thus this enables reducing the need of maintaining safety inventory. In this case, organ‐
izations don’t need to keep in stock high cost and long-lead parts such gear rotors because
they can print them when needed. Therefore, management of spare parts inventory
should require reorganization. Aircraft spare parts demand pattern follows a 20/80
Pareto curve: 80 % of the parts are needed frequently; but they only account for 20 %
of the supply chain expenditure (Liu et al. 2014). In this case, two different approaches
to integrate AM technologies could be adopted, namely centralized and distributed
supply chain (Holmstrom et al. 2010). The centralized is more suitable for parts with
low average demand; relatively high demand fluctuation and longer manufacturing lead-
time (20 % of the parts needed). The distributed one is suitable for parts with high average
demand or very stable demand and short manufacturing lead-time (80 % of the parts
demanded).

AM applications could also trigger lean and agile practices in the aviation supply
chain. AM enables a greater production flexibility, which is achieved by reduction of
time of new production launching and inventory, efficient capacity utilization, which is
provided through labour costs reduction, delivery of materials calculation depending on
the needs, special arrangement of production facilities.

5 Conclusions

Is AM a new industrial revolution? This paper has showed that aviation organizations
are rethinking their business model by adopting AM technologies. AM changes PLM
and SCM paradigm by eliminating manufacturing and assembling limits, by improving
product design and by reducing lead-time for aircraft development, production and
MRO. Therefore, aviation industry could become more agile and “lean”. AM enables
the elimination of waste in tooling, materials, labour and methods of production and
reducing time to improve efficiency throughout the aviation supply chain and aircraft
lifecycle.

Although the above improvements, there are limitations that make AM technologies
have not yet been widely adopted in the aviation sector. The current drawbacks are slow
print speed limiting AM use for mass production, technology costs, material quality
problems and reliability and reproducibility limits. Furthermore, SCM and PLM aviation
actors should integrate all together AM capacities to support 3D manufacturing flow.
The AM process is well known, but now they should overcome some manufacturing
constraints and explore new forms for 3D design. Such limitations are certainly
surmountable, and constitute challenges for research, technological development and
innovation.

New research issues emerge through our study. We have outlined how AM remodels
PLM and SCM for aviation sector. Important issues rise when an innovation is adopted
by an organization triggering important changes into core competencies. How should
aviation organizations manage this transformation? Are environmental, technology or
organization factors affecting AM adoption? Finally, from a marketing perspective,
effective ways to demonstrate AM impacts should be studied, in order to gain maximum
support from aviation actors.
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Abstract. Product lifecycle management (PLM) implementation and adoption
involves extensive changes in both intra- and inter-organizational practices.
Various maturity approaches, for instance based on CMM (Capability maturity
modeling) principles, can be used to make the implementation of PLM a better
approachable and a more carefully planned and coordinated process. However,
there are a number of different types of current approaches which can be thought
to fall under the concept of PLM maturity. The aim of this paper is to inves-
tigate, analyze and categorize the various existing PLM maturity approaches to
get an organized picture of the models and their background presumptions, as
well as their potential use domains, and to facilitate their proper use to better
implement PLM in different industry contexts.

Keywords: Product lifecycle management � Maturity approaches � Maturity
models � State-of-the-Art � Comparison

1 Introduction

The common aim of PLM adoption is to integrate people, processes, data, information
and knowledge throughout the product’s lifecycle, within a company and between
companies. PLM includes very extensive changes in intra- and inter-organizational
practices, and requires new types of skills and capabilities, and moreover, large cultural
and strategic changes.

Due to the magnitude of required transformations and coordination, a timely and
well-coordinated PLM implementation can be very challenging, and companies often
face difficulties when adopting it (e.g. [1]). Failures and long implementation times are
often a result of the technology driven approach: PLM implementations are often led by
IT investments, and other important management areas (e.g. company strategies,
business processes, or employee skills) are either lagging behind or are not properly
aligned with IT.
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One important rather recent solution for the above types of problems are various
types of maturity–related approaches. There has been a growing attention to research to
PLM implementation, adoption and maturity- related issues, as demonstrated by the
increasing number of papers in maturity issues in the field of PLM. However, thinking
of the broad definition of PLM maturity, as well as PLM adoption and implementation
issues, there are a number of different types of current approaches which can be thought
to fall under the concept of PLM maturity. The aim of this paper is to investigate the
maturity paradigm with regard to PLM domain specificities and discuss appropriate
approaches to tackle PLM maturity in a systematic manner.

Several papers have studied PLM maturity and related approaches (e.g. [1–5]) but
very few have tried to systematically interrelate and compare conceptually the different
existing PLM maturity- related approaches, except for Vezzetti et al. [5] and Stenzel
et al. [6]. Both of the articles focus on the benchmarking of existing models on a high
level of abstraction, for instance to allow for the selection of an appropriate model from
the existing PLM- related models at large, as well as creating a generic benchmarking
framework for PLM maturity approaches. They do not, however, go into a more
detailed comparison and the in-depth analyses of the basic foundations and the pre-
sumptions of the models, for instance their basic presumptions of what PLM and PLM
maturity really are. The current studies have not, in a broader sense, identified, com-
pared and categorized the various different types of existing approaches of PLM
maturity, and have not been able yet to analyze in more detail their most suitable use
domains (e.g. industry types, or other use domains). PLM maturity research is currently
fragmented, and should be made comparable from the larger PLM maturity
perspective.

In maturity model building, defining the scope and the focus (specific/generic), as
well as the more detailed intended domains of use of maturity approaches is important
[7, 8]. PLM maturity approaches’ domain specificity and the related presumptions have
not been researched in detail. These have not always been brought clearly up-front in
studies, but these may have a large influence on the applicability and usefulness of
maturity models. In recent studies of Vezzetti et al. [5] and Stenzel et al. [6], this need
has been noted, however. We will therefore aim to focus on the analyses of these
factors, and if necessary, try to interpret the models’ implicit aims and presumptions.

In this paper, therefore, not only CMM/CMMI–based maturity approaches will be
considered, but also other types of approaches addressing PLM maturity assessment
and development problems.

Then, the main research questions addressing the current research gap are:

1. Broadly speaking, what does “PLM maturity” concept mean, how has it been
defined, and what aims does PLM maturity strive for?

2. What do we know about the PLM maturity concept and approaches and their
underlying foundational assumptions? What important differences are there in the
existing maturity approaches, and how do they impact the potential domains of use
of the models?
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2 Defining PLM Maturity

2.1 Defining Maturity and PLM Maturity

In general, “maturity” can be defined as “the state of being complete, perfect or ready” [9].
Maturity thus implies an evolutionary progress in the demonstration of a specific ability
or in the accomplishment of a target from an initial to a desired or normally occurring
end stage [7]. Very broadly and briefly, “PLM maturity” can be seen to refer to the
concept of how far an organization is in its implementation of PLM, and how much it
still has to go to its targets in PLM implementation or “full PLM”. PLM maturity can
refer for instance to the maturity of PLM processes, objects (such as ICT systems,
documents, data structures), and people (e.g. skills, roles, responsibilities) (e.g. [1, 5]).
PLMMaturity can be defined more specifically for instance as “the ability to manage the
knowledge and capabilities of an organization to respond effectively to specific cus-
tomer needs, at any point in time” [14].

In order to meet the new requirements of innovative products, the PLM systems
should be improved to satisfy the new demands including faster and more convenient
information interaction, better information sharing, capability to detect the successful
features of new products, etc. More and more current PLM IT systems cannot fulfill the
needs of different companies, and yet, no perfect approaches have been proposed to
appropriately detect the drawbacks and the benefits of PLM in companies. In order to
help the company to select the optimum PLM and understand the AS-IS and TO-BE
situations, the PLM maturity approaches should be continuously studied to consider the
strengths, weaknesses and limitations of PLM maturity and maturity approaches, and
improve them accordingly. In addition, the range and the conception of PLM maturity
should be changed with the increasing of smart products. In practice, new PLM
maturity approaches should be, for instance, easier-to use, reduce the evaluation efforts,
and capable to reflect the correct maturity levels [10].

Instead of viewing PLM maturity merely from the perspective of IT and business
alignment perspective (e.g. [1]) or the technology adoption and staged capability
improvement perspective, PLM maturity assessment can be seen more from a mea-
surement perspective. When aiming to measure something, such as PLM maturity, and
aiming to build a consistent maturity model for PLM maturity assessment, several
things should be defined and aligned according to the maturity measurement objectives
(see Fig. 1 below). According to Mettler [11], it is very important to have a good
understanding of what is meant by “maturity” when designing (or using) a maturity
model approaches: for instance, having a process-focused understanding of maturity
implies to focusing on activities and work practices for designing more effective
procedures, while again, when the concept of maturity is focused to people’s skills and
proficiency, the emphasis of the model lies more on the softer capabilities (e.g. people’s
behaviour). By the clarification of the maturity concept, the goal function of the model
(i.e. the way how maturity is facilitated) is influenced, and thus, the goal function being
clear, the nature of the design process has to be determined in order to derive the
maturity levels, the metrics, and the corresponding maturity improvement
recommendations.
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PLM and its objectives should be defined explicitly enough, preferably in a mea-
surable way, in a manner that they help also the useful definition of PLM maturity and
its measurable objectives. Finally, the whole structure of the model, including PLM
maturity dimensions and individual maturity questions, should ideally serve strictly and
solely the purpose of well-defined measurable PLM objectives.

2.2 PLM from Maturity Perspective

First, PLM is often seen essentially as PLM software (either essentially a single PLM
solution, or a large group of different types of solutions, such as PDM, CRM, ERP,
excel sheets, various collaboration tools etc.), and thus, PLM maturity approaches may
for instance attempt to align the implementation of IT/PLM software with company’s
business goals. Commonly, however, PLM is seen as a larger PLM concept which
involves e.g. people, processes and technological solutions. It is thus important to
define and understand which of these are emphasized in PLM maturity approaches.
(e.g. [1, 12])

Second, PLM is quite seminally about data, information and knowledge, and about
getting these properly to serve a company’s business and product development (e.g.
[13, 14]). One important difference between these is that while data and information
can be managed and shared in a rather straight-forward manner, using e.g. traditional
PDM and CRM systems, the management and transfer of knowledge can be enabled
and supported but not essentially easily managed. PLM knowledge is partly explicit
knowledge, recorded for instance in documents. Other PLM knowledge relates to the
concept of tacit knowledge, present in people and derived from their experiences, but
often hard to explicate verbally or in writing. Current PDM techniques, for instance, are
still most suitable for managing explicit knowledge [14].

Third, PLM can be seen from functional or organizational viewpoints, but in many
industries, product lifecycle management is essentially about the concept of extended
enterprise and networks of companies, which have different roles in a product’s life-
cycle and the management of products’ lifecycle information. These emphases have
also important implication for PLM maturity approaches and their use.

Furthermore, depending on the overall business goals and strategy of a company, as
well as the type of business (e.g. project-based customer-oriented investment products
versus mass produced and mass-customized), PLM objectives can be very different,
either emphasizing strongly the efficiency of processes or the high satisfaction and
service-level of customers). This should be taken into consideration in PLM maturity
approaches, as well.

Fig. 1. Aligning the PLM objectives and PLM maturity objectives
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3 Maturity Approaches in PLM

To identify the most common different types of PLM-related maturity approaches, we
started off with the two recently published PLM maturity model benchmarking studies,
Vezzetti et al. [5], and Stenzel et al. [6]. These are to our knowledge, and according to
the carried out literature research, the only existing studies that have carried out an
academic research to identify the existing maturity approaches for PLM, and to
compare and benchmark them, as well as to create frameworks for the higher-level
comparison of PLM maturity models.

Vezzetti et al. [5] identified and compared six approaches [1, 12, 14–17], while
Stenzel et al. [6] recognized and evaluated ten approaches [1, 10, 14, 15, 18–22]. Three
doubles were omitted. Due to the fact that we wanted to identify and compare, in
essence, approaches that were directly PLM- related, we had to leave out Kulkarni et al.
[20], which is a quite generic knowledge management capability maturity model, and
CMMI-DEV [21] (a generic capability maturity model) and CM3 [22] (configuration
management maturity model; see e.g. Niknam et al. [23]). In addition, since, we wanted
to compare different types of models, we left out Zhang et al. [10], which was by its
basis rather similar to Savino et al. [18] model. Furthermore, due to accessibility and
language reasons, Frigerio et al. [17], unfortunately had to be left out, as well. This
produced 8 different types of PLM maturity- related approaches.

After making an additional literature search to verify potential missing models, we
were able to identify two additional PLM- related models, Sharma [24] and Stark [25].
Stark [25] model was essentially rather similar to Stark [16], but the newer model was
more oriented to PLM instead of PDM, and was also otherwise updated. Thus, the
older was omitted, this leaving us with one added model. Taking into consideration that
PLMIG proposes two different approaches for maturity evaluation, the other one being
more process-oriented and the other activity-oriented, this leaves us with altogether 9
models for our comparison and analyses:

Table 1. PLM maturity approaches analyzed in the study

Model Reference Year

1 Batenburg Batenburg R, Helms R, Versendaal J (2006) PLM roadmap:
stepwise PLM implementation based on the concepts of
maturity and alignment. International Journal of Product
Lifecycle Management 1(4):333–351

2006

2 Schuh Schuh G, Rozenfeld H, Assmus D, Zancul E (2008)
Process oriented framework to support PLM
implementation. Computers in industry 59 (2–3):210–
218

2008

3 Saaksvuori Saaksvuori A, Immonen A (2008) Product lifecycle
management.Springer, Berlin

2008

(Continued)

Different Approaches of the PLM Maturity Concept 93



4 Analysis and Comparison of Current PLM Approaches

Two experienced PLM maturity researchers with background also in the development
and testing of current PLM maturity approaches analyzed separately the different
identified maturity approaches. In case of differences in evaluations, the differences
were discussed, and on the basis of the consensus derived from the discussions, the
final evaluations were described.

On the basis of more generic comparison of identified different types of PLM
approaches (see Table 2 in Appendix), the papers reporting the approaches did not
clearly identify any specific domains or limitations of use for the approaches. This
would let us presume that the approaches are quite generic and can be used widely in
different companies implementing PLM for their business. The approaches were in
general designed, not very surprisingly, for mainly companies in the manufacturing
industry. However, through a more close analysis, we were able to recognize some
important differences with the approaches and their most suitable use domains. The
explicated purposes of the maturity approach use were also described at a rather large
level of abstraction. Mostly, the papers broadly stated that the models were to identify
the as-is and to-be situations of PLM, even if some studies, such as Batenburg et al. [1],

Table 1. (Continued)

Model Reference Year

4 Sharma Sharma, A. (2005) Collaborative product innovation:
integrating elements of CPI via PLM framework.
Computer-Aided Design 37, pp. 1425–1434

2005

5 Karkkainen Kärkkäinen H, Pels H, Silventoinen A (2012) Defining the
customer dimension of PLM maturity. In: Rivest L,
Bouras A, Louhichi B (eds) Product lifecycle
management. Towards knowledge-rich enterprises, vol
388. Springer, Heidelberg, pp. 623–634

2012

6 PLMIG-SB
(Structure-based
model)

PLMIG, PLM Maturity Reference Manual (Version 1.0),
PLM Interest Group, 50 pages (March 19, 2007)

2007

7 PLMIG-AB
(Activity-based
model)

PLMIG, PLM Maturity Reference Manual (Version 1.0),
PLM Interest Group, 50 pages (March 19, 2007)

2007

8 Savino Savino, M.M., Mazza, A., Ouzrout, Y.: PLM Maturity
Model: A Multi-Criteria Assessment in Southern Italy
Companies. International J. of Operations and
Quantitative Management 18(3) (2012)

2012

9 Stark Stark, J. Product Lifecycle Management – 21st Century
Paradigm for Product Realisation (2011). Springer
Verlag, London

2011
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for instance, mentioned the purpose to be also to the alignment of business and PLM
(IT) systems, Savino et al. [18] to identify right PLM system and tools for companies,
or Sharma [24] to enable the adoption of collaborative product innovation in PLM.

Explicated PLM objectives were in many cases explicated at least somewhat in
measurable terms, but in most cases, the PLM objectives were not directly and explicitly
linked to the development of the model or approach content, so we cannot be sure
whether the objectives were really used in the model design. Furthermore, the explicated
PLM maturity objectives were, somewhat surprisingly, expresses in rather abstract
terms, but we also tried to interpret the objectives from e.g. the higher level maturity
descriptions. Many of the models were dealing with PLM maturity mostly from func-
tional and/or organizational levels, but surprisingly few analysed PLM maturity taking
the extended enterprise concept into consideration. We will later analyse this organi-
zational focus in more detail. The more detailed objectives included e.g. PLM process
standardization and optimization, or faster and better response to customer needs.

Finally, we analyzed the approaches and the related papers for their special view-
points to PLM maturity, finding a variety of different types of approaches to PLM
maturity, despite the approaches mostly having not identified any specific use domains or
use purposes. For instance, somematurity approaches considered the process automation
and optimization to be the goal of the highest maturity levels (e.g. approaches 1 and 6),
while others emphasized on high maturity levels significantly the ability of companies to
connect to customers and partners and their processes on need-basis and in an ad-hoc
manner, making use of web-based approaches (e.g. model 4). These reflect very probably
different presumptions behind the ultimate goals of PLM, or the different types of
business logics behind the maturity model design. We will analyse in more detail the
above types of different emphases in the identified PLM maturity approaches.

On the basis of our analyses of identified and evaluated PLM maturity approaches,
we found several significant differences between the studied maturity models. The most
significant foundational differences were related especially to the organizational
development foci of PLM maturity approaches (Fig. 2), the focus on data, information
and knowledge (Fig. 3), and the different types of emphases on process automation vs.
ad-hoc and need-based process integration (Fig. 4). These emphases are analysed in
more detail in the next figures.

On the basis of our analyses (see Fig. 2), all the studied approaches, quite naturally,
put most of their emphases on the organizational level of PLM development, and the
maturity approaches seemed clearly to be mostly intended for the intra-enterprise
development of PLM maturity. Most of the approaches also took into consideration and
aimed to develop, at least on the lower levels of PLM maturity, the various company
functions related to PLM. However, somewhat surprisingly, even if PLM is commonly
understood to include the inter-organizational and extended enterprise aspect in the
development of PLM, at least on the more mature levels of PLM, only few of the
approaches took this important PLM aspect into a more in-depth consideration even on
the higher levels of PLM maturity. Of the approaches that took the extended enterprise
explicitly into consideration included, first, Batenburg’s approach (1), which evaluated
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and measured in all its five maturity dimensions the PLM maturity by the extent of PLM
developmental issues from ad-hoc to functional, organizational and inter-organizational
levels. On the basis of the maturity model structure and individual maturity questions, it
seemed to emphasize more the supplier-side of inter-organizational integration.

Second, Sharma’s model (4) emphasized on higher levels of maturity clearly the
inter-organizational collaboration (customers and partners), and the typical features of
such collaboration that would be expected from high-maturity companies. Third,
Karkkainen’s approach (5) emphasized the knowledge-oriented integration of the
customer direction, which is important for instance for engineer-to-order companies,
which are often based on the proper understanding of customers’ needs and the
business, and the proper transfer of customer knowledge to product development. In
the PLMIG’s approaches, the inter-organizational aspects seemed somewhat to be
considered, but this was not very explicitly emphasized in the described models.

Considering the viewpoint of data, information and knowledge (see Fig. 3), we
found that most of the maturity approaches emphasize strongly the management of data
and information by more traditional types of PDM and other information systems.
Several models were found to have data and information driven approach for PLM
implementation with an aim to prepare the organisation, people and processes to adapt
to the PLM Information Technology investment. Mature organizations were seen as
such to be capable of automating the data and formation flows, throughout the
organisation and even with partner organizations and customers. This approach also
assumes that PLM software handles standard workflows and procedures as well as
structured and mostly explicit information. Models 1, 2, 3 and 9 were most strongly

Fig. 2. Organizational development foci of studied PLM approach (1: Batenburg; 2: Schuh; 3:
Saaksvuori; 4: Sharma; 5: Karkkainen; 6: PLMIG Structurebased; 7: PLMIG Activitybased; 8:
Savino 9: Stark)
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focused on this IT aspect of PLM. This is understandable, because quite often the
management of structured data and information is at the core of PDM systems, and a
large part of manufacturing companies find problems in the lifecycle management of
structured data.

However, for instance customer focused and project-based engineer-to-order
companies find serious problems in their product lifecycle management in making use
of unstructured and tacit forms of knowledge from both customers and their partners, in
which traditional data systems are not at their best. The models with knowledge-
orientation had a people driven approach, making emphasis on experience and
knowledge of people, organisational learning, collaboration and integration within
inter-organisational networks. The role of activity-based tacit knowledge, interaction
and experience was seen as very important for the high PLM maturity of companies,
and therefore PLM software architecture can be considered as a tool for interaction,
knowledge processes (creation, sharing, retrieval, storage and reuse) and should be
flexible and adaptive to new situations and products. The approaches 5, 6 and 7 are
most strongly oriented into the knowledge management aspect – 6 and 7 have
specifically differentiated the data and knowledge aspects in PLM by dedicating a
separate management dimension for data and knowledge, and can be seen to consider
both aspects relatively well. Approach 5 emphasises e.g. co-creation of knowledge and
co-experimenting between customers and partners on higher levels from this
perspective.

As seen from Fig. 4, a larger part of the maturity approaches emphasise higher
levels of maturity to involve high levels of process standardization, automation and
optimization, many of them (e.g. 3 and 6) basing their approach to the principles of

Fig. 3. Data and information vs. knowledge foci of studied PLM approaches (1: Batenburg; 2:
Schuh; 3: Saaksvuori; 4: Sharma; 5: Karkkainen; 6: PLMIG Structurebased; 7: PLMIG
Activitybased; 8: Savino 9: Stark)
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CMM/CMMI, and e.g. 1 (basing additionally on COBIT approach principles) aiming
rather strongly to the implementation of PLM software as central part of PLM maturity.
Some of the others, such as 4, high levels of PLM maturity emphasize strongly the
adaptive and flexible nature of the larger PLM concept (not only PLM IT) to integrate
new partners, customers and their processes on need-basis to allow fast reaction to
changes in markets and customers’ needs. In this respect, the models describe mostly
what characteristics of PLM are broadly to be implemented, but they do not address in
more detail how to do this, thus emphasizing the descriptive instead of normative PLM
maturity viewpoint.

5 Discussion and Conclusions

On the basis of the PLM maturity approach analyses, it can be stated that in most of the
cases, the seminal presumptions behind the PLM maturity approaches and their design
have not been defined in detail, for instance: how they define the very central concept
“PLM” and its objectives, or how, in accordance with the previous definitions, the
concept of PLM maturity is defined, and what types of measurable benefits should be
expected from increased levels of maturity – efficiency of processes, flexibility of
market changes, or better responsiveness and even prediction of customers’ needs, and
how the maturity investments are presumed to be paying off in a more quantitative
manner. Most of the current maturity studies in the PLM domain contend to state that

Fig. 4. Process automation vs. ad-hoc process integration foci of studied PLM approaches (1:
Batenburg; 2: Schuh; 3: Saaksvuori; 4: Sharma; 5: Karkkainen; 6: PLMIG Structurebased; 7:
PLMIG Activitybased; 8: Savino 9: Stark)
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the purpose of their maturity approaches is to make the complex process of PLM
adoption a more coordinated and stage-like.

The above differences have implications for instance to the selection of the most
suitable maturity approaches for companies with different business logics and com-
panies coming from very different types of industries. For instance, engineer-to-order-
types of organizations might make use of models that are relatively knowledge-oriented
and enable the fast, flexible and need-based integration of the customers and their
knowledge to their own development processes, while companies that are
mass-production- or mass-customization oriented, might benefit from the process
standardization and automation-focused approaches. Companies should also, depend-
ing partly on their business and current maturity stage, take into consideration the
extended enterprise viewpoint to PLM, and select suitable approaches accordingly.
Companies that have merged with other companies might benefit from approaches,
such as the Batenburg approach, which enable the more in-depth measurement and the
benchmarking of the maturity levels, instead of approaches merely describing the
typical maturity characteristics on each maturity level, to align the PLM maturity and
related competences of their different business units.

This study carries some limitations and restrictions, because the authors have had to
make some interpretations concerning e.g. the objectives, focal emphases and the
limitations of the studied maturity approaches. The evaluations between the different
researchers were generally, however, quite unanimous. It is also possible that some of
the models have been further defined and refined in the case of e.g. the description of
their foundational presumptions and use domains. However, such studies were not
identified. However, broadly speaking, we can quite confidently draw the conclusion
that the different maturity approaches carried significant differences in their background
presumptions and goals towards PLM facilitation and focal domains of their use, even
if the related studies did not generally bring these implicit or explicit presumptions
forth.

Finally, the results of this study can be used by companies that want to facilitate
their PLM implementation in a coordinated and systematic ways supported by the use
of PLM maturity approaches. Also academically, this study provides avenues for
further research of PLM maturity, and for the more systematic development of existing
and new PLM maturity approaches, as well as for the testing of the benefits of current
maturity approaches in line with their implicit maturity objectives.

Appendix

See Table 2.

Different Approaches of the PLM Maturity Concept 99



T
ab

le
2.

D
es
cr
ip
tio

n
an
d
an
al
ys
is
of

th
e
us
e
do

m
ai
ns

an
d
re
la
te
d
to
pi
cs

of
PL

M
m
at
ur
ity

ap
pr
oa
ch
es

(1
)
B
at
en
bu

rg
(2
)
Sc
hu

h
(3
)
Sa
ak
sv
uo

ri
(4
)
Sh

ar
m
a

(5
)
K
ar
kk

ai
ne
n

(6
)
PL

M
IG

-S
B

(7
)
PL

M
IG

-A
B

(8
)
Sa
vi
no

(9
)
St
ar
k

E
xp

lic
at
ed

sp
ec
ifi
c

do
m
ai
n
of

us
e?

X (g
en
er
ic
)

M
an
uf
ac
tu
ri
ng

X (g
en
er
ic
)

M
an
uf
ac
tu
ri
ng

X (g
en
er
ic
)

M
an
uf
ac
tu
ri
ng

X (g
en
er
ic
)

M
an
uf
ac
tu
ri
ng

X (g
en
er
ic
)

M
an
uf
ac
tu
ri
ng

X (g
en
er
ic
)

M
an
uf
ac
tu
ri
ng

X (g
en
er
ic
)

M
an
uf
ac
tu
ri
ng

X (g
en
er
ic
)

M
an
uf
ac
tu
ri
ng

X (g
en
er
ic
)

M
an
uf
ac
tu
ri
ng

E
xp

lic
at
ed

pu
rp
os
e
of

m
at
ur
it
y

ap
pr
oa

ch
us
e

PL
M

In
fo
rm

at
io
n

T
ec
hn

ol
og

y
ad
op

tio
n
w
ith

he
lp

of
st
ep
w
is
e

ap
pr
oa
ch
,

PL
M

ro
ad
m
ap

an
d

IT
/b
us
in
es
s

al
ig
nm

en
t
in

PL
M

PL
M

fr
am

ew
or
k,

lin
ki
ng

pr
oc
es
s,
IT

an
d

kn
ow

le
dg

e,
is
ba
se
d
on

bu
si
ne
ss

pr
oc
es
s
re
fe
re
nc
e

m
od

el
s
an
d
pr
ov

id
in
g
a
te
n

st
ep
s
ro
ad
m
ap

E
va
lu
at
e
as
-i
s
an
d
pl
an

to
-b
e
in

PL
M

fo
r

su
cc
es
sf
ul

ne
go

tia
tio

ns
w
ith

PL
M

ve
nd

or
s

E
na
bl
e
th
e

ad
op

tio
n
of

co
lla
bo

ra
tiv

e
pr
od

uc
t

in
no

va
tio

n
M
ak
e
th
e

ad
op

tio
n
a

st
ep
-b
y-
st
ep

ap
pr
oa
ch

Fo
cu
s
m
or
e
on

cu
st
om

er
in
te
gr
a-
tio

n
in

PL
M
,

an
d
m
an
ag
in
g

“c
us
to
m
er

kn
ow

le
dg

e”
,
in
st
ea
d

of
ov

er
ly

co
nc
en
tr
at
in
g
on

cu
st
om

er
da
ta

an
d

in
fo
rm

at
io
n

E
va
lu
at
e
as
-i
s
an
d
to
-b
e
in

PL
M

E
va
lu
at
e
as
-i
s
an
d
to
-b
e
in

PL
M

A
s-
is
an
d
to
-b
e

Id
en
tif
y
ri
gh

t
PL

M
sy
st
em

an
d
to
ol
s
fo
r

co
m
pa
ni
es

D
es
cr
ib
e
as

is
an
d

to
-b
e
si
tu
at
io
n
in

PL
M
.
D
es
cr
ib
e

th
e
ty
pi
ca
l

ch
ar
ac
te
ri
st
ic
s
of

PL
M

ev
ol
ve
m
en
t

at
di
ff
er
en
t

m
at
ur
ity

le
ve
ls

E
xp

lic
at
ed

P
L
M

ob
je
ct
iv
es

(m
ea
su
ra
bl
e
if

av
ai
la
bl
e)

* Im
pr
ov

e
su
st
ai
na
bl
e

ad
va
nt
ag
e
th
ro
ug

h
ag
ili
ty

an
d

in
no

va
tio

n

** R
ed
uc
e
tim

e-
to
-m

ar
ke
t,

im
pr
ov

e
pr
od

uc
t

fu
nc
tio

na
lit
y

an
d
in
cr
ea
se

ab
ili
ty

of
cu
st
om

iz
in
g

*(
*)

M
ak
in
g

po
ss
ib
le

ne
w

bu
si
ne
ss

pr
oc
es
se
s
an
d
gr
ea
te
r

ef
fi
ci
en
cy

* A
llo

w
s
in
no

va
tio

n
vi
a
co
lla
bo

ra
tiv

e
m
in
d,

th
ou

gh
t

an
d

ex
pe
ri
en
ce

sh
ar
in
g
=>

in
no

va
tiv

e
so
lu
tio

ns
an
d

pr
od

uc
ts

*(
*)

E
na
bl
e
be
tte
r
an
d

fa
st
er

re
sp
on

se
to

cu
st
om

er
ne
ed
s

** H
el
p
co
m
pa
ni
es

ge
t
pr
od

uc
ts

to
m
ar
ke
t
fa
st
er
,
pr
ov

id
e

be
tte
r
su
pp

or
t
fo
r
th
ei
r
us
e,

an
d
m
an
ag
e
en
d-
of
-l
if
e
be
tte
r

** H
el
p
co
m
pa
ni
es

ge
t
pr
od

uc
ts

to
m
ar
ke
t
fa
st
er
,
pr
ov

id
e
be
tte
r

su
pp

or
t
fo
r
th
ei
r
us
e,

an
d

m
an
ag
e
en
d-
of
-l
if
e

be
tte
r

** A
ch
ie
ve

bu
si
ne
ss

go
al
s

re
la
te
d
to

co
st
s

re
du

ct
io
n,

qu
al
ity

im
pr
ov

in
g
an
d
tim

e
to

m
ar
ke
t
sh
or
te
ni
ng

*(
*)

T
yp

ic
al
ly
,
in
cr
ea
se

pr
od

uc
t
re
ve
nu

es
,
an
d

de
cr
ea
se

m
ai
nt
en
an
ce

co
st
s
(n
ot

m
en
tio

ne
d

in
m
at
ur
ity

m
od

el
co
nt
ex
t)

E
xp

lic
at
ed

ob
je
ct
iv
es

of
P
L
M

m
at
ur
it
y

(m
ea
su
ra
bl
e
if

av
ai
la
bl
e)
,
an

d
e.
g.

ob
je
ct
iv
es

of
hi
gh

er
le
ve
ls

of
m
at
ur
it
y

(*
)

W
id
er

an
d

m
or
e-
in
-d
ep
th

ad
op

tio
n
of

PL
M

so
ft
w
ar
e
(i
nt
er
-
or
g.

le
ve
l)
.
St
an
da
rd

pr
oc
ed
ur
es

ac
ro
ss

th
e
or
ga
ni
za
tio

n

X V
er
y
br
oa
dl
y,

be
tte
r

ad
op

tio
n

of
PL

M
(o
rg
.
le
ve
l)

* B
es
t
pr
ac
tic
e

le
ve
l
of

pr
oc
es
se
s;

op
tim

iz
at
io
n

an
d
au
to
m
at
io
n

of
pr
oc
es
se
s

(o
rg
.
le
ve
l)
.
C
on

tin
uo

us
im

pr
ov

em
en
t.

* Fa
st
an
d
ne
ed
-b
as
ed

co
nn

ec
tio

n
an
d

co
lle
ct
iv
e

op
tim

iz
at
io
n
of

lif
ec
yc
le

co
m
pa
ni
es

an
d
th
ei
r
pr
oc
es
se
s

(i
nt
er
-o
rg
.
le
ve
l)

* Fa
st
er

an
d
be
tte
r
re
sp
on

se
/

pr
ed
ic
tio

n
to

cu
st
om

er
ne
ed
s

(c
us
to
m
er
-d
ir
ec
tio

n
on

in
te
r-
or
g.

le
ve
l)

(*
)

O
pt
im

iz
at
io
n

(o
f
PL

M
pr
oc
es
se
s)

(m
ai
nl
y

or
g.

le
ve
l)

* C
om

pl
et
e

PL
M

en
vi
ro
nm

en
t,

or
m
ap

of
PL

M
en
vi
ro
nm

en
ts
,
to

be
ac
hi
ev
ed

w
ith

in
th
e
ex
te
nd

ed
en
te
rp
ri
se

(*
)

O
bj
ec
tiv

es
de
fi
ne
d
ca
se

by
ca
se
,
an
d
us
ed

in
pr
io
ri
tiz
at
io
n;

Se
le
ct

an
d
us
e
m
os
t
su
ita
bl
e

co
m
po

ne
nt
s
an
d
to
ol
s

fo
r
PL

M
(m

ai
nl
y
or
g.

le
ve
l)

(*
)

E
nt
er
pr
is
e-
le
ve
l
an
d

en
te
rp
ri
se
-d
ee
p
PL

M
,

w
ith

al
l
co
m
pa
ny

re
so
ur
ce
s
ad
dr
es
se
d
by

PL
M

(m
ai
nl
y
or
g.

le
ve
l)

A
na

ly
ze
d
sp
ec
ia
l

vi
ew

po
in
ts

to
P
L
M

m
at
ur
it
y

E
m
ph

as
iz
es

m
ea
su
ri
ng

an
d

be
nc
hm

ar
ki
ng

as
pe
ct

in
m
at
ur
ity

de
ve
lo
pm

en
t

N
o
tr
ad
iti
on

al
m
at
ur
ity

m
od

el
w
ith

m
at
ur
ity

st
ep
s
–
pr
oc
es
s-
lik

e
m
at
ur
at
io
n-
re
la
te
d

ta
sk
s
to

im
pl
em

en
t

PL
M

+
B
P
re
fe
re
nc
e

m
od

el
s
to

su
pp

or
t
th
e

pr
oc
es
s

U
se
s
C
M
M
I
an
d
ve
ry

pr
oc
es
s-
ce
nt
er
ed

ap
pr
oa
ch

(a
d-
ho

c
=>

op
tim

iz
ed
)

w
ith

pr
es
um

pt
io
n
th
at

al
l
PL

M
-r
el
at
ed

pr
oc
es
se
s
at

sa
m
e
le
ve
l

of
m
at
ur
ity

E
m
ph

as
iz
es

st
ro
ng

ly
th
e

co
lla
bo

ra
tio

n
fa
ci
lit
at
io
n
in

PL
M

C
us
to
m
er

m
at
ur
ity

in
PL

M
co
nt
ex
t
(b
et
te
r

co
ns
id
er
at
io
n
of

cu
st
om

er
s
in

PL
M

m
at
ur
ity

de
ve
lo
pm

en
t)

Fo
llo

w
s

C
M
M
/p
ro
ce
ss
-o
ri
en
te
d

ap
pr
oa
ch

(a
d-
ho

c
=>

op
tim

iz
ed
);

hi
gh

m
at
ur
ity

le
ve
l
se
en

fr
om

pr
oc
es
s

op
tim

iz
at
io
n

pe
rs
pe
ct
iv
e
an
d
a
fi
xe
d

“F
ul
l
PL

M
”

R
ec
og

ni
ze
s
th
at

PL
M

is
a

co
m
pl
ex

sy
st
em

,
N
O
T
a

pr
oc
es
s;

re
co
gn

iz
es

al
so

dy
na
m
ic

vi
ew

to
PL

M
de
ve
lo
pm

en
t
(“
Fu

tu
re

PL
M
”)
;
al
lo
w
s

de
ve
lo
pm

en
t
of

co
m
pa
ny

-s
pe
ci
fi
c

m
ea
su
re
s.

Pr
ov

id
es

a
fr
am

ew
or
k

to
bu

ild
co
m
pa
ny

-s
pe
ci
fi
c

m
at
ur
ity

m
od

el

L
ow

er
le
ve
ls
(0
-2
)
of

m
at
ur
ity

em
ph

as
iz
e

st
ro
ng

ly
PD

M
m
at
ur
ity

,
PL

M
em

ph
as
iz
ed

ex
pl
ic
itl
y
on

hi
gh

er
le
ve
ls
of

m
at
ur
ity

(3
-5
)

**
=
E
xp

lic
itl
y
an
d
cl
ea
rl
y
de
fi
ne
d
(o
r
m
ea
su
ra
bl
e)

in
so
ur
ce
;
*
=
So

m
ew

ha
t
de
fi
ne
d
(g
en
er
ic
/n
ot

ex
pl
ic
itl
y
lin

ke
d
to

ap
pr
oa
ch
/n
on

-m
ea
su
ra
bl
e/
et
c.
);
X

=
N
ot

de
fi
ne
d

100 H. Kärkkäinen and A. Silventoinen



References

1. Batenburg, R., Helms, R.W., Versendaal, J.: PLM roadmap: stepwise PLM implementation
based on the concepts of maturity and alignment. Int. J. Prod. Lifecycle Manage. 1(4), 333–
351 (2006)

2. Pels, H.J., Simons, K.: PLM maturity assessment. In: ICE 2008 The 14th International
Conference on Concurrent Enterprising: Concurrent Innovation: a New Wave of Innovation
in Collabarative Networks, Lisbon, Portugal, pp. 645–652, 23–25 June 2008

3. Silventoinen, A., Pels, H.J., Kärkkäinen, H., Lampela, H., Okkonen, J.: PLM maturity
assessment as a tool for PLM implementation process. In: PLM 2010 Conference, Bremen,
Germany (2010)

4. Kärkkäinen, H., Myllärniemi, J., Okkonen, J., Silventoinen, A.: Assessing maturity
requirements for implementing and using product lifecycle management. Int. J. Electr. Bus.
11(2), 176–198 (2014)

5. Vezzetti, E., Violante, M., Marcolin, F.: A benchmarking framework for product lifecycle
management (PLM) maturity models. Int. J. Adv. Manuf. Technol. 71(5–8), 899–918 (2014)

6. Stentzel, T., Niknam, M., Ovtcharova, J.: Comparison framework for PLM maturity models.
In: Fukuda, S., Bernard, A., Gurumoorthy, B., Bouras, A. (eds.) Product Lifecycle
Managment for the Global Market. IFIP AICT, vol. 442, pp. 355–364. Springer, Heidelberg
(2014)

7. Mettler, T.: Maturity assessment models: a design science research approach. Int. J. Soc.
Syst. Sci. 3(1/2), 81–98 (2011)

8. Pöppelbuß, J., Röglinger, M.: What makes a useful maturity model? A frame-work of
general design principles for maturity models and its demonstration in business process
management. In: Proceedings of the European Conference on Information Systems (2011)

9. Simpson, J.A., Weiner, E.S.C.: The Oxford English Dictionary. Oxford University Press,
Oxford (1989)

10. Zhang, H., Sekhari, A., Ouzrout, Y., Bouras, A.: PLM maturity evaluation and prediction
based on a maturity assessment and fuzzy sets theory. In: Fukuda, S., Bernard, A.,
Gurumoorthy, B., Bouras, A. (eds.) Product Lifecycle Managment for the Global Market.
IFIP AICT, vol. 442, pp. 333–344. Springer, Heidelberg (2014)

11. Mettler, T.: A design science research perspective on maturity models in information
systems. Working paper BE IWI/HNE/03, University of St. Gallen, St. Gallen (2009)

12. Schuh, G., Rozenfeld, H., Assmus, D., Zancul, E.: Process oriented framework to support
PLM implementation. Comput. Ind. 59(2–3), 210–218 (2008)

13. Schulte, S.: Customer centric PLM: integrating customers’ feedback into product data and
lifecycle processes. Int. J. Prod. Lifecycle Manage. 3(4), 295–307 (2008)

14. Kärkkäinen, H., Pels, H.J., Silventoinen, A.: Defining the customer dimension of a PLM
maturity model. In: Proceedings of PLM12 Conference, Montreal, Canada (2012)

15. Saaksvuori, A., Immonen, A.: Product Lifecycle Management. Springer, Berlin (2008)
16. Stark, J.: Product Lifecycle Management – 21st Century Paradigm for Product Realisation.

Springer Verlag, London (2011)
17. Frigerio, G., Rossi, M., Terzi, S.: Sviluppo Nuovo Prodotto-Benchmarking dei processi di

Sviluppo Prodotto. Sistemi e Impresa 3, 40 (2012)
18. Savino, M.M., Mazza, A., Ouzrout, Y.: PLM maturity model: a multi-criteria assessment in

southern italy companies. Int. J. Opera. Quant. Manage. 18(3), 159–172 (2012)
19. PLMIG, PLM Maturity Reference Manual (Version 1.0), PLM Interest Group, p. 50,

19 March 2007

Different Approaches of the PLM Maturity Concept 101



20. Kulkarni, U., Freeze, R.: Development and validation of a knowledge management
capability assessment model. In: Twenty-Fifth International Conference on Information
Systems (2004)

21. CMMI Product Team. CMMI for Development, Version 1.3 (CMU/SEI-2010-TR-033).
Software Engineering Institute, Carnegie Mellon University (2010). http://resources.sei.cmu.
edu/library/asset-view.cfm?AssetID=9661. Accessed August 2015

22. Niknam, M., Bonnal, P., Ovtcharova, J.: Configuration management maturity in scientific
facilities. Int. J. Adv. Robot. Syst. 10(404), 1–14 (2013). http://cdn.intechopen.com/pdfs-
wm/45992.pdf

23. Niknam, M., Ovtcharova, J.: Towards higher configuration management maturity. In:
Bernard, A., Rivest, L., Dutta, D. (eds.) PLM 2013. IFIP AICT, vol. 409, pp. 396–405.
Springer, Heidelberg (2013)

24. Sharma, A.: Collaborative product innovation: integrating elements of CPI via PLM
framework. Comput. Aided Des. 37, 1425–1434 (2005)

25. Stark, J.: Product Lifecycle Management-21st Century Paradigm for Product Realization.
Springer, Berlin (2005)

102 H. Kärkkäinen and A. Silventoinen

http://resources.sei.cmu.edu/library/asset-view.cfm%3fAssetID%3d9661
http://resources.sei.cmu.edu/library/asset-view.cfm%3fAssetID%3d9661
http://cdn.intechopen.com/pdfs-wm/45992.pdf
http://cdn.intechopen.com/pdfs-wm/45992.pdf


CLIMB Model: Toward a Maturity
Assessment Model for Product Development

Monica Rossi(&) and Sergio Terzi

Department of Management, Economics and Industrial Engineering,
Politecnico di Milano, Piazza Leonardo da Vinci, 20133 Milan, Italy

{monica.rossi,sergio.terzi}@polimi.it

Abstract. Product development (PD) becomes crucial for the competitiveness,
survival and prosperity of any organization. In order to deliver products suc-
cessfully, companies can choose between a vast amount of best practices to
apply in their innovation processes. However PD processes are still wasteful in
practice. With the aim of (i) creating awareness between practitioners on the
meaning of PD best practices, (ii) understanding how to measure the maturity in
the use of such best practices and in order to (iii) understand the real level of
application of these practices, the paper propose CLIMB: a maturity assessment
model based on prevalent PD best practices in literature able to measure the
maturity of companies in their PD activities. Also the paper proposes the results
of an empirical data collection in 2012–2013 within the GeCo Observatory
initiative in Italy, which gathered data through face-to-face interviews from
more than 100 companies using the CLIMB model. The results is that the tool is
effective and that more researches are needed to understand which circum-
stances lead the choice of certain PD best practices over others.

Keywords: Product Development (PD) � Product development assessment �
Product development maturity � Assessment tool � Benchmarking � Maturity
model � Best practice � Product development best practices � CLIMB model

1 Introduction: The Need of an Assessment Model
for Product Development

Product development (PD) is the mean by which companies innovate and introduce
new product to the marketplace; nowadays PD is becoming more and more crucial for
companies competitiveness, prosperity, and survival [1–6]. The success or failure of
innovation processes is drastically affected by the choice of engineering and design
practices to be implemented during the product development phase. In literature a large
number of such engineering and design practices (i.e. tools, methods, techniques) has
been explored and studied. Between those, some practices are recognized to foster
effectiveness and efficiency of PD and are acknowledged as best practices [7–14]. Both
in literature and practice, there is a constant and challenging research of those kinds of
best practices and many efforts have already identified a conspicuous number of
practices able to lead companies toward successful results [5].

© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing Switzerland 2016. All Rights Reserved
A. Bouras et al. (Eds.): PLM 2015, IFIP AICT 467, pp. 103–111, 2016.
DOI: 10.1007/978-3-319-33111-9_10



However, despite nearly 40 years of scientific research focused on improving PD
through the promotion of PD best practices, recent results reveal that these attempts
have failed to materialize as expected in practice [15, 16]. Several gaps are still open.
Between those: it is not always clear if practitioners are aware of the meaning of PD
best practices [7]; it is not known the level of diffusion of those best practices within
industries [5, 7]; and it is in doubt if practitioners are able to identify which practices
they could implement in their organizations [7, 13].

These open issues drive the rational of this paper, that aims at covering the existing
gaps by providing as a first extent a best practice framework able to create consciousness
of what constitutes a best practice in PD (in Sect. 3). The need of a framework is given
by the fact that PD is multi-dimensional, and any attempt in literature done to understand
the complexity in the variety of PD best practices tries to identify categories of best
practices at first. Moreover, basing on this framework, this paper proposes an assessment
model (named CLIMB) to be used to assess the maturity of companies in the use of the
identified PD best practices (in Sect. 3). The purpose is double: at the first place the aim
is to cover the literature gap of understanding the as-is situation in the diffusion of the
identified PD best practices in the industrial context. In the second place, as a managerial
implication, the authors want to provide companies with a simple and visual assessment
tool, to be used both for benchmarking and for self-assessment purposes within com-
panies. PD practitioners are keen to benchmark PD practices because identifying any
practice that is able to more efficiently and/or effectively deliver a new product could
represent the difference between success and failure [13]. The self-assessment leads to
the identification of PD weak areas where to direct improvement efforts. The ultimate
purpose of the CLIMB model is to concretely support top management, project man-
agers, and decision makers to identify and select which PD best practices to implement
with the hope that companies will manifest and sustain these to expand their PD efforts.

The paper starts from an in depth literature review that, together with several focus
groups with experts, have served to build the PD best practice framework and the
CLIMB model. Moreover the so-developed maturity assessment model has been used
to assess 103 companies in Italy and the results of the level of diffusion of the proposed
PD best practices is reported in session 4 of the paper, followed by further thoughts and
on-going and future researches in the final session.

2 State of the Art: Classifications of Best Practices
in Product Development

Any practice whether a technique, a method, a process, or an activity that enables to
deliver more efficiency and/or effectiveness than any other manner can be considered as
a best practice [13, 17]. Vice versa, we can define a poor practice.

Product Development is a multidimensional process, constitute of several different
but intercorrelated elements across multiple layers and facets. In literature more than
100 PD best practices have been identified, such as the adoption of multifunctional
teams, the use of modularization and standardization for parts and components, the use
of design for x techniques, the use of the PLM systems to support the data management
through the whole life cycle of a product, for example.
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Given the high number of these practices and the different level they operate, few
authors tried the effort of classifying PD best practices across different PD dimensions
[1, 10–13], however a unique classification is missing. Some scholars report different
grouping of practices at different levels of PD. Under the product development liter-
ature field, for example, Barczak et al. (2009) propose 8 different classes [14]: The new
PD process, The fuzzy front end (FFE), Portfolio management, Organizing for new
product development, Market research tools, Engineering design tools, and Technol-
ogy & organizational tools supporting new PD. Similarly to this classification, as a
consequence of complementary research activities run within the PDMA (Product
Development & Management Association), another arrangements is suggested as fol-
low [7, 13]: Strategy, Research, Commercialization, Process, Project Climate, Com-
pany Culture, and Metrics & Performance Measurement.

Another attempt of classify principles and practices in product development across
dimension, has been given by lean PD literature. The most acknowledged classification
is from Morgan and Liker (2006) and consists of the following three areas [1]: Skilled
People, Process, and Tools & Technology.

Despite those different dimensions, both streams acknowledge similar–and some-
times complementary-practices to foster successful product development that inspired
the development of the proposed best practice framework at the basis of the CLIMB
maturity assessment model.

3 The CLIMB Maturity Assessment Model

The CLIMB maturity assessment model aims at covering the above-mentioned gaps
(see Sect. 1) by:

(i) Creating awareness on the existing best practices in product development, thanks
to the PD best practice framework;

(ii) Providing a useful tool both for scholars - by giving an as - is picture of the
current usage and diffusion of PD best practices-and for practitioners - giving
them a powerful tool to evaluate their current situation and identifying possible
improvements actions based on the benchmarking with what is believed best in
literature and eventually with other industrial cases.

The CLIMB maturity assessment model starts from the properly developed PD best
practice framework. Then, it builds upon the categories of this framework a maturity
model that evaluates 5 different level of accomplishment of the considered categories of
best practice. Practically, CLIMB model is composed of (1) a PD Best Practice
framework, (2) a questionnaire, (3) a maturity evaluation scale, and (4) a radar chart for
a visual representation. All the components are described in the next sections.

3.1 The PD Best Practice Framework

Within this study, the authors have identified more than 100 prevalent best practices
proposed in literature by different scholars and basing on that, and on a series of focus
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Table 1. PD best practice framework, list and number of best practices (#BP) for each area

Area: PEOPLE
Sub-Area: Roles & Collaboration # BP
• Cross-functional team
• All actors are involved in the project team, even when globally distributed
• Clear definition of roles and responsibilities for each individual
• High flexibility on task execution
• There is an overall responsible (PM) with technical background
• Full customer involvement in development
• Involvement of experienced designers from the earliest stages of the projects

7

Sub-Area: Training # BP
• Formal programs to support multidisciplinary skills development
• One-to-one tutoring
• KPIs to assess training outcomes

3

Area: PROCESS
Sub-Area: Activities & Flow # BP
• Formal NPD model, properly followed and documented by the various actors 

involved
• Strongly collaborative development process
• Complex set of KPIs to measure NPD performance
• Frontloading the PD process
• Continuous Improvement Initiatives
• Many solutions are designed and inferior solutions are progressively 

discarded when new information becomes available
• Complete focus on customer value
• Formalized process for analyze competitors (Reverse Engineering)

8

Sub-Area: Decision Making # BP
• Lifecycle perspective vision. Consideration of the whole product life phases 

during PD (10 phases)
• Basing decision making process on strategic factors (12 factors)

22

Area: KNOWLEDGE MANAGEMENT
Sub-area: KM Process # BP
• Previous knowledge is retrieved by individuals at different PD stages (5 

stages)
• Formal overall knowledge management plan
• Main source of knowledge is coming from formal means, such as design 

rules defined by the company/stakeholders for ensuring the strategic factors 
are considered in the PD process (12 factors)

• Formal sources of knowledge are continuously update and reviewed (3 
formal sources)

• Rely on previous knowledge for PD projects

22

Sub-area: KM Techniques # BP
• Structured Tools and techniques formally used to capture, share and reuse 

knowledge (11 different techniques)
11

Area: TOOLS
Sub-Area: Methods # BP
• Formal engineering/design methods (11 methods) 11
Sub-Area: Computerization & Software # BP
• Product Development is strongly supported by software platforms (22 

softwares)
23

Total number of best practices 107
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groups conducted with experts, they propose a most update framework to collect and
categorize PD best practices. The focus groups were constituted by the members of the
advisory board of GeCo Observatory - an Italian research initiative created in the frame
of the Observatories of the Business School of Politecnico di Milano (http://www.
osservatori.net/progettazione_plm). In the specific, 25 practitioners have been con-
sulted together three times during the development and refinement of the framework,
and their experience’s based suggestions and feedback have been used to develop the
final version of the framework.

The framework categorizes 107 PD best practices, through 8 areas, (i) Activities &
Flow, (ii) Decision Making, (iii) Training, (iv) Roles and Collaboration, (v) Knowledge
Management Process, (vi) Knowledge Management Techniques, (vii) Methods, (viii)
Computerization and Software, respectively grouped into 4 dimensions: Process,
People, Knowledge Management and Tools, as summarized in Table (Table 1).

3.2 The CLIMB Maturity Model

After developing the proposed best practice framework, the authors developed a
maturity model able to associate to each of the practice and category of practice of the
framework, a level of accomplishment reached by the respondent.

The maturity model is made of a questionnaire, an evaluation scale made of 5
maturity levels, and a radar chart. The questionnaire is completely based on the
proposed PD best practice framework and each of the questions investigates one of the
best practices. The number of questions corresponds to the number of the investigated
best practices (Table 1). Each question, scored through a 5 points scale, is structured as
in the following example (taken from the area Training and Competencies):

Example: How does the company support skills’ development?

a. Everyone is personally responsible for developing and maintaining his/her own
skills (1)

b. A situation between a and c (3)
c. The company gives training on the job (5)
d. A situation between c and e (7)
e. The company promotes multidisciplinary skills with formal programs (i.e. training

plans, rotation between project teams) (9)

For each of the more 107 practice five different levels of accomplishment can be
selected by the respondent: he/she can choose whether his/her company states at a poor
practice level, at a best practice level, or somewhere in between. Those levels can
assume a score of 1 3 5 7 9, as reported in the blanks above. The lowest level of
accomplishment (a), scored with 1, corresponds to a poor practice in opposition to the
the higher level (e), which corresponds to a best practice, and it is scored with 9.
Additionally there are three middle levels, whose intermediate circumstance (c), scored
with 5, is described in order to facilitate the respondent to address his choice.
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A group of one or more questions concurs to describe each of the 8 areas of the
framework (Table 1). The score of a single area is calculated as an additive scale
(summing the single scores of the questions describing the area) then normalized in %.
The following formula defines how the score for each generic area (Ai) is calculated:

ai ¼
Pmi

1 qij
8 * mi

Where:
ai is the score corresponding to i-th area, expressed in %
i = 1…8, is the indicator for the areas
qij is the score of the answer to the question j, belonging to the i-th area
j = 1…mi, is the indicator for the questions, depending on the area the number of

questions changes
mi, is the number of questions of the i-th area
8*mi is the maximum score the area can assume in the case the respondent declares

to always reach the best practice level–scored with 9–for all the j practices investigated
within the i-th area.

Each of the eight areas expressed in %, and 5 possible stages of accomplishment of
a best practice condition are defined toward the i-th area. The 5 levels are 20 % width
intervals in the scale from 0 to 100 % and are namely: Chaos (0 %–20 %), Low (21 %–

40 %), Intermediate (41 %–60 %), Mature (61 %–80 %), and Best Practice (81 %–

100 %) (Fig. 1). From here the name CLIMB.

The level of accomplishment achieved within each of the 8 areas can be then
represented in a radar chart (Fig. 2). The radar chart gives an immediate and effective
picture of the level of implementation of the considered practices along the eight
areas of the framework (Table 1) and displays the positioning of the company within
one of the 5 CLIMB stages (Fig. 1). The proposed model could serve as basis for
empirical investigations, as the one run in 2012/2013 in Italy and described in the
next section.

Fig. 1. The 5 maturity levels in the CLIMB model
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4 The Diffusion of PD Best Practices in Italy: The Empirical
Research of the GeCo Observatory

In order to evaluate the level of diffusion of the identified PD best practices within
industry, and to understand the level of maturity reached by companies in their PD
activities, the authors have run an empirical research in Italy, from March 2012 to
February 2013. The study has been conducted within the above-mentioned GeCo
Observatory initiative on 103 Italian and multinational companies, with at least one
product development site in Italy. Each interview involved a project manager, a
technical director, and/or a team of engineers working in PD. An average of 2.5 h have
been spent in each company for each face-to-face interview.

The sample is constituted of both small and medium enterprises (SMEs), and big
enterprises. Details of the size of the sample are in Table 2. Companies belong to
different sectors, grouped into 4: Mechanics, Electrics, Electronics and Other Sectors
(such as Fashion, Chemical and Food). Table 3 summarizes the distribution of the
sample across the sectors.

Figure 3 depicts the radar charts resulting from the empirical research, according
respectively to the sectors and the size of the companies belonging to the sample.
Despite from one from one could expect, there are not significant differences in

Fig. 2. The radar chart of the CLIMB model

Table 2. Sample: size

Size (number of employees) N° of companies Class N° of companies

Micro (< 10) 4 SMEs 38
Small (10 > employees < 50) 13
Medium (50 > employees < 250) 21
Big (250 > employees < 1000) 29 LARGE 65
Macro (> 1000) 36
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behaviours between BIG and SMEs or between sectors. Areas such as computerization
& software, methods, and knowledge management techniques present the lowest level
of maturity within the interviewed sample.

5 Conclusion and Further Research

The paper aimed to develop a maturity assessment model, named CLIMB, able to
cover the identified gaps of creating awareness on the meaning of PD best practice and
creating a way to depict the as-is situation both for scholars and practitioners. The
model results effective for the purpose it was created for. Clarity on the meaning of best
practice in PD, together with a list and classification of PD best practices are given
through the PD best practice framework. The CLIMB model, based on a 5-levels
maturity scale, is a powerful tool, useful not only to gather data from companies in the
field, but also as a self-assessment tool for mangers. The managerial implications of
this piece of work are extremely relevant. From one side respondents become aware of
the gap existing between the real level of application of certain best practices in certain
areas of PD, compared to ideal practices available to be used. Also thanks to the GeCo
Observatory research, companies could benchmark themselves, not only with the best
case from literature, but also with the “rest of the world”. This is to be considered a first
important step toward consciousness on where direct PD improvement efforts.

However, despite the data collected so far don’t seems to demonstrate that size or
sectors affect the use of best practices in PD, it can’t be stated that all the 107 best practices
are suitable or ideal to be used in every circumstances and in every company. Logics

Table 3. Sample: sector

Sector N° of companies

Mechanics 44
Electrics 27
Electronics 18
Other 14

Fig. 3. Current situation of the sample by sector (left) and size (right)
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behind the use of proper set of PD best practices driven by contingency variables require
higher attention. Further studies should be taken in order to understand if the use of PD
best practices is context depended. The GeCo Observatory is going in this direction.
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Abstract. Maturity models help organizations to measure the quality of their
processes. These models are able to indicate how excellent business processes
(BP) can perform and how organizations can reach the expected and higher
performance. Maturity models aim at assessing and improving the capabilities,
i.e., skills or competences, of business processes. However, finding the most
appropriate maturity model is not an easy task especially for practitioners in
manufacturing industry. Hence, the purpose of this paper is to critically propose a
maturity model for the Collaborative Business Process (CBP) in a Service Ori-
ented Architecture (SOA). We observed in the literature a lack of the evolution
maturity over the time and its impact on the business process performance.

Keywords: Maturity � Collaborative business processes � Performance �
Execution traces

1 Introduction

Organizations face many challenges (globalization, higher competitiveness, customers’
needs, growing IT possibilities, etc.). These challenges lead organizations to perform
better, and thus to establishmature and excellent business processes. One of themost vital
aspects for organizations is to determine the level of maturity of their implemented
business processes. Their maturity analysis is important for business permanence,
improvement and sustainability of all organizations. A maturity model helps organiza-
tions to assess strengths and weaknesses of their business processes and make
improvements. Indeed, it is useful for organizations in term of understanding their current
level ofmaturity process and to draw amap for future development of their processes. The
maturity is considered as a key factor for the evaluation of the business process. The aim
of this study is to propose a maturity model of collaborative business process and to
analyze the impact of the evolution of the maturity on the performance level. In [1], the
authors considered that thematurity is a structured collection of elements that describe the
characteristics of effective processes at different stages of development. It also suggests
points of demarcation between stages and methods of transitioning from one stage to
another. The assessment of process maturity is to evaluate organization’s strength and
weakness and to enable organization to know which level the organization stays in [2].
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Variety of standards and frameworks has been introduced in the literature to define,
manage, assure, control and improve the maturity of processes. A maturity model
consists of a sequence of maturity levels for a class of objects. It represents an antic-
ipated, desired, or typical evolution path of these objects shaped as discrete stages [3].
In [4], authors demonstrated that the maturity models describe and determine the state
of perfection or completeness (maturity) of certain capabilities.

Several works discuss the basic concepts of maturity models and give clear defi-
nitions of the ‘maturity model’. According to [5], Maturity models describe the
development of an entity during the time. This entity can be anything of interest: a
human being, an organizational function, etc. In [6], a maturity model can be defined
like a structured collection of elements that describe the characteristics of effective
processes at different stages of development. It also proposes points of demarcation
between stages and methods of transitioning from one stage to another.

Maturity models describe and determine the state of perfection or completeness
(maturity) of certain capabilities. The application of this concept is not limited to any
particular domain. The progress in maturity can either be seen as defined evolution path
(lifecycle perspective) or potential or desired improvements (potential performance
perspective) [7].

Crosby proposed a quality management process maturity grid, which categorized
best practices using five maturity stages and six measurement categories [8]. In the same
context, Nolan was interested on the maturation of data processing by defining six stages
of growth (Initiation, Contagion, Control, Integration, Data administration, Maturity)
that have to be achieved until maturity is reached [9]. The Capability Maturity Model
Integration (CMMI) model was developed by Software Engineering Institute (SEI) [21].
It presents a framework that is based on best practices for developing or improving
processes and services that meet the business goals of an organization.

A Business Process Maturity Models (BPMMs) assesse and improve a business
process throughout its lifecycle by focusing on the necessary capabilities to perform
[10]. Moreover, BPMMs aim to gradually increase business process performance [15].
In [11], the authors presented 150 available models addressing one or more compo-
nents of BPM. Some models do not encompass all facets of BPM that are critical to
progression. Others models are relevant to the management of a specific process and
not to the management of all process. BPMMs present a sequence of maturity levels
and a step-by-step roadmap with goals and best practices to reach each consecutive
maturity level [12]. For example, the OMG models focused on the business process
optimization. For that, they considered five levels ‘initial’, ‘managed’, ‘standardized,
‘predictable’ and ‘innovating’ [13]. Other BPMMs prefer emphasizing business pro-
cess integration, such as McCormack and Johnson’s levels of ‘ad hoc’, ‘defined’,
‘linked’ and ‘integrated’ [14].

The rest of the paper is organized as follows: Sect. 2 focuses on the research gap in
the maturity model of BP. In Sect. 3, we first present our general framework for
evaluating the performance of CBPs, and then we describe our maturity model for
CBP. In Sect. 4, we illustrate how our proposed model is instantiated using a real case
study. Finally, Sect. 5 concludes the paper and gives some perspectives.
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2 Research Gaps

Maturity Models address a lot of areas, such as project, interoperability [17, 18],
Product Lifecycle Management [16], knowledge, business process [14], etc. Hence,
Business Process Maturity is an emerging research field. Certainly, the maturity is
important dimension for the assessment of business process. However, there are not
existing researches on the business process maturity models analyzing the evolution of
the maturity and its impact on the business process performance. Many researches treat
this issue but they don’t link the role of the maturity and the quality of business process
performance. In fact, there is no clear link between the maturity and the performance.
The main research questions include: What is the relationship between the maturity and
the performance? Does achieving each level of maturity allow an incremental and
lasting improvement in performance? Does a decrease in performance imply definitely
a decrease in maturity and/or vice versa?

To overcome this gap, our study presents a conceptual framework based on CMMI
levels to evaluate the maturity of collaborative business process over the time. We
choose the model CMMI because this latter presents guideline for developing and
improving processes that meet the business objectives of an organization. This model
offers an efficient framework for appraising and evaluating the process organization.
Our proposed maturity model is able to monitor the evolution of the maturity in order
to anticipate deviations and achieve the business performance.

In the next section, we discuss our assessment approach for the collaborative
business process that aims to analyze the performance trajectory of business process
regarding the business performance level over the time.

3 Proposed Framework

The following section elaborates our assessment architecture for the collaborative
Business process. In the sub-section, we explain our evaluation method based on
tracking the collaborative process execution traces to assess the business process
performance in the SOA environment. A knowledge repository based on ontological
model is presented in order to structure the semantics of business process performance.

3.1 Assessment Approach for Collaborative Process in Service Oriented
Architectures

The performance of an enterprise can be analyzed with top-down method and evaluated
with the bottom-up method, and the lower-level performance includes or reflects the
higher in principle. In this context, we created our assessment collaborative business
process approach containing two models (top-down and bottom-up) in order to cor-
relate two performance levels (illustrated in Fig. 1). The first model is based on some
Key Performance Indictors (KPI). These indicators are related to Business specifica-
tions and collaborative objective to evaluate the business performance. Companies use
the KPI to calibrate the collaboration between them. The measurement interval of these
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KPIs is so long such as year, etc. The second model is composed of a set of technical
indicators (TI). The TIs are linked to the business process execution and they are
measured at the run time. This second performance level is aggregated from TI to the
business level. Then, we aim to correlate between the behaviors of the execution of
collaborative business process and the evolution of the business indicators. Our main
objective is to estimate the performance trajectory of business process regarding the
business performance level. At the applicative side, it is important to measure and
evaluate the quality of deployed processes. At this level, we characterize applicative
tasks through two sets of technical indicators, discussed in Table 1:

– Functional Indicators: related to the running environment of each applicative task.
It’s about quantitative indicators characterizing input/output data, assigned orga-
nization role, the implementation type of the task (i.e., service task, user task, script
task, etc.) and duration. Some indicators, like implementation type, input/output and
role, are used and don’t have impact on the performance in order to define the
applicative task.

– Non-functional Indicators: related to the run-time aspects of Business Process those
are defined from the instance data collected from the environment of execution
(BPM, SOA, ERP System). This type of indicators helps to evaluate the evolution
of different performance criteria, such as maturity, availability, risk, interoperability
over the time.

Due to our aggregation model, these functional and non-functional indicators will
be calculated at the functional level and the business level using business rules and
ponderation. We create at the applicative level a reference analysis framework that will
exploit data collected from the business process execution environment (SOA/BPM)
given from IT infrastructure. In this reference, we identified our functional and
non-functional indicators. After that, we assume the following composition rules:

– The applicative level is composed of a set of applicative tasks,
– The functional level is composed of a set of functions,
– The business level is composed of a set of business activities,
– Each applicative task is a sub-class of a functional task,

Fig. 1. The collaborative business process evaluation framework
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– Each functional task is a sub-class of a business task.
– There is no consolidation between two Functional and Non-Functional indicators.

The collaborative business process is composed of several business processes
(external or/and internal). In the literature, the concepts of enterprise architecture
provide several decompositions of business process viewpoints. We identify in our
work 3 abstraction levels which are elaborated by [19, 20]:

– Business level: model created from business perspectives and specifications using
the Business Process Model and Notation 2.0 (BPMN). This BPMN representation
targets at structuring the business process. We define the objectives and require-
ments of the company. At this highest level, we want to answer to this question:
which basic steps compose the business process?

– Functional level: Further dealing the descriptive business process model with
business specifications to ensure the feasibility of the process execution. We want to
answer to this question: how to do the business process?

Table 1. The reference analysis framework

Technical Indicators (TI) Concept details

Functional Implementation
type

-User task: needs to be done by a human actor.
-Manual task: is external to the BPM engine, it

pass-through Activiti.
-Service task: is used to synchronously invoke an
external Web service.

Input Number of parameters
Output Number of parameters
Role Internal actor /External actor
Execution
duration

Time between start execution time and end execution
time of the task

Execution duration/average execution duration of the
same type of this task

Non-Functional Status Task completed (100 %) or uncompleted (0 %)
Maturity level of maturity: using CMMI (initial, managed,

defined, quantitatively managed and optimizing)
Risk % risk for success = Probability compared to status

(completed or not)* Gravity
For example: our CBP is composed of 8 parts
Gravity: part 1 ! 8

part2 ! 7
part8 ! 1

Frequency Number of Calls
Availability Number of successful answers (for service task)
Interoperability Number of exchanged data/total number of exchanged

data
% of Applicative task performance
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– Applicative level: It investigates where business processes are executed and run. At
this level, we can answer to these questions: Where we do that? Wherewith we do
that?

In addition, we need to collect and structure the performance knowledge, the
measurements and the related analysis in order to correlate it with the frequency
dimension and predict business performance degradation. For that, we developed on
ontological model (see Fig. 2) to better analyze and assess BP performance taking into
account the evolution of company events. Our ontological model enriches the
semantics of the evaluation BP models. In addition, ontology contains all details about
functional and non-functional aspects in order to annotate detected events from the
execution of the system and to correlate them to the performance level. Therefore, this
ontological model is able to capitalize on assessments of BP and analyzes tendencies in
order to anticipate deviations.

3.2 Maturity Model Based on Process Lifecycle Management

In this section, we present our proposed maturity model for the CBP. The analysis of
any process lifecycle allows identifying the following steps:

Fig. 2. Ontological model for collaborative business process assessment
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– Perception: the process has been selected,
– Business specifications: the stage where we answer to the strategic and business

objectives,
– Functional specifications: it is the adaptation stage where we define what is possible

to implement,
– Implementation of the application: we choose the technology of implementation

and execution of the process,
– Test the application: we make sure in this stage that our application is ready to be

deployed,
– Deployment: instances of the process are launched and ready to be used by the end

users,
– Use: the stage where process is used and runs,
– Test of performance: the stage where the process has been evaluated its perfor-

mance by using metrics and indicators,
– Detection of deviation: we identify events and degradation in the performance

trajectory of the process,
– Alignment Business/IT: the company’s strategy is in harmony with business pro-

cesses and systems that support them,
– Dissemination: the stage where the process doesn’t answer to any business /or

strategic objective and we should freeze it for revision.
– End of lifecycle: process is stopped.

For the specification of a business activity, we defined non-functional indicators at
the applicative level (maturity, risk, interoperability, agility, etc.). These indicators can
be considered as important criteria for the performance of business processes indica-
tors. In the remainder of this section, we will explain how to measure the maturity of
business process and we will analyze its evolution and its impact on the performance of
business process.

Our CBPs are assessed using the CMMI model (see Table 2): Initial, Repeatable,
Defined, Managed and Optimized. For each level, we associate the appropriate pon-
deration in order to facilitate the calculation of CBP maturity.

In the perspective of defining an assessment model for the maturity of CBP, we aim
to propose an analytic process model. The application of this model is expected to
supervise the evolution of the Business process maturity over the time and decide about
its impact/role on the performance of business process.

The correspondence between process lifecycle stages and CMMI maturity levels is
resumed in Table 3. Only the most relevant projections between business process
stages and maturity levels are considered. This matrix is able to supervise the evolution
of business process maturity during its lifecycle. The objective of this matrix model is
to achieve the process optimization and to improve business process throughout its
lifecycle. The CMMI is a basic foundational building block for achieving process
improvement and ensuring the process optimization.

The process is considered disciplined and managed when its business and func-
tional specifications are identified. Once the functional specifications are defined, the
process is able to be executable and used. The knowledge of process performance tends
to be more qualitative rather than quantitative up to Maturity Level 3 ‘define’. In this

118 M. Hachicha et al.



level, we can obtain measures that provide information about the status of the various
implemented processes, but they don’t provide the same type of knowledge that exists
at Maturity Level 4 ‘Quantitatively managed’.

In the third level (Define) where the process is deployed and used, several means
have been set up in order to supervise the evolution of business process maturity over
the time. When the process runs, we are able to assess its performance (the fourth level:
Quantitatively managed). The real use of the business process by its end users corre-
sponds to the Maturity level 4. In this level, the organization has collected various types
of data on process status and performance. It insists on managing process performance
and addressing the main causes and sources of process variation. These causes of
process variation can indicate a problem in process performance and may require

Table 2. Quantification of CMMI maturity levels

Maturity level Explanation Potentiality
quantification

Level 1: Initial No reliable process, no control, general
indiscipline

20 %

Level 2: Managed disciplined and modeled process, 40 %
Level 3: Defined Standardized processes, roles and tasks are

defined,
60 %

Level 4:
Quantitatively
Managed

Quantified, systematic application of
measurement processes

80 %

Level 5: Optimizing continuous improvement, control of change,
well managed process

100 %

Table 3. Process lifecycle management maturity

Initial Managed Define Quantitatively
managed

Optimizing

Perception X
Business specification X
Functional specification X
Implementation of the
application

X

Test the application X
Deployment X
Use X X
Test of performance X
Detection of deviation X X
Alignment Business/IT X X X
Dissemination X
End of lifecycle X
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correction and solution to maintain process performance during its utilization. At
Maturity Level 5, organization emphasizes on reducing the common cause of variation
and noise and it improves the process performance level.

The business process is considered optimized if:

– The Business Process is stable for a long time. There is no evolution of the means of
control and performance.

– On the basis of the BP history during a certain period, a deviation is detected. If the
process is not able to answer perfectly to business objectives, the issue of the
alignment Business/IT appears. For that, it should be return to the second or the
third level of maturity to redefine the specifications or it has to finish the process.

There are three possible scenarios of track the evolution of the maturity during the
business process lifecycle:

– The first scenario “No detected problem”: during a long period, the process runs
without problems and deviations.

– The second scenario “Detection deviations & resolution”: When the Business
process is evaluated using indicators and metrics, problems and deviations have
been detected. There is no alignment Business/IT. For that, the specification must be
redefined.

– The third scenario “Detection deviation & no resolution”: When the Business
process is evaluated using indicators and metrics, problems and deviations have
been detected. The process doesn’t answer to the objectives and needs of the
company. The process will be stopped.

There are two types of rules for the identification of the maturity for an applicative
task during the time:

– Evolution of the maturity: These rules explain how to move from one maturity level
to a higher or lower level.

– Qualification of the state: these rules present how to know the maturity of an
applicative task.

These rules are built based on the collected data of execution traces in the
applicative level. In addition, we adjust and regulate these rules on the basis of data
existing in our ontological model. For the calculation of the maturity of the whole
collaborative business process, we proposed the aggregation model (see Fig. 3) that is
able to evaluate the maturity of process from the Applicative level to the Functional
level and then from the Functional level to the Business level.

The aggregation model encompasses all the functional and non-functional indica-
tors, such as maturity, risk, interoperability, etc. This model contains a set of calcu-
lation rules in order to evaluate these indicators at the business level and correlate them
afterward with business indicators. The calculation rules and the reasoning rules are
introduced in the ontological model. The reasoning rules, which is based on the history
of evaluation and execution traces, help to estimate the behaviors of the process over
the time.
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4 Case Study

To validate this proposed framework approach, we extend an already accepted case
study which is a customer relationship management process in APR (Application
Plastique du Rhone) company, where the company’s goal is to implement the process
of creating quote in order to enhance the communication with the customer and save
information traceability of quotes. Traceability is necessary for the enterprise in order
to facilitate its sustainability.

The BPMN (Business Process Modeling and Notation) modeling language has
been used to model the proposed CBP “Create quote”. When the customer project is
uploaded, sales assistant is notified. She/he checks and validates the customer infor-
mation. After that, the account manager validates the product and checks raw material
needed. The purchase department consults supplier to take idea about the price and the
delay of the raw material and needs. Then, when this department receives answers from
suppliers, it sends all these answers to the industrial manager to complete the product
information and to validate the quote. The final quote containing the price will be
communicated with the customer.

The final model of our CBP is modeled with the business process modeling tool
Activiti in order to execute it. We collect from the execution traces in order to calculate
the Technical Indicators (Functional and Non-Functional). We focus mainly on the
maturity and we define maturity rules specific to our CBP ‘create quote’. We present in
the Fig. 4 the qualification of the state rules and in the Fig. 5 the evolution of the
maturity rules.

We can illustrate two scenarios of performance results at business level:

– First scenario presents the maturity at defined level: when the process is just
designed with BPMN. The actors, roles and tasks are defined. We have the capacity
to control the evolution of maturity in time. This scenario corresponds to the level of
business process learning and for that we define a set of learning rules (For example
if..then).

– Second scenario presents with maturity at quantitatively managed: when the
application is running and we able to assess using the KPI and TI. Indeed, using
historical trace and analysis on a specific interval, we can analyze the behavior of
BP and detect deviations.

Fig. 3. Aggregation model for CBP maturity
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Our proposed maturity model is able to define the Performance of APR Company.
In fact, this model allows to mitigate and to anticipate deviations. It lets to improve and
optimize the collaborative business performance. The first results obtained from our
assessment methodology show that we can bring closer the maturity with the perfor-
mance concatenated at the business level. Indeed, the company APR aims to assess
many KPI in order to calibrate the collaboration with its stakeholders (customers and
suppliers). The non-satisfaction of one of this stakeholder is related to the facility
provided by APR. In the framework of FITMAN project, we designed and analyzed its
collaborative business processes to accelerate this collaboration. For that, we imple-
ment these CBPs in a system (application) and we evaluate then the performance of this
system using our proposed assessment approach in order to accelerate the collaboration
at the application (execution) point of view. This methodology helps to evaluate the
evolution of different performance criteria over the time, such as the maturity. Using
our proposed approach, we can measure the maturity of business processes from
execution traces due to the aggregation model. The maturity is a key dimension for the
technical performance evaluation. In addition, the ontological model, containing all
events and deviations (performance evaluation at the technical level and aggregated at
the functional and business level) is able to correlate between the behaviors of the
business process execution and the evolution of business performance indicators

Fig. 4. Qualification of the state rules

Fig. 5. Evolution of the maturity rules
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selected by APR. The first results obtained from our methodology are encouraging.
Therefore, the experiments will be conducted on others different collaborative business
processes in order to enhance our outcomes in the future.

5 Conclusion and Perspectives

In this paper, we proposed performance assessment architecture and maturity model for
the collaborative business processes. The process analytic model identifies the process
lifecycle stages as well as the CMMI maturity level and the correspondences between
them in order to analyze the evolution of the maturity on the time. The metric model
measures the performance level at each applicative task from execution traces using
several technical indicators, such as Maturity. The technical indicators are aggregated
at the business level and correlated with the business indicators in order to estimate the
deviation and events of collaborative business processes.

Using our proposed approach and our maturity model, we can measure the maturity
of business processes from execution traces due to the aggregation model. The first
results obtained from our assessment methodology show that we can bring closer the
maturity with the performance concatenated at the business level. Accordingly, this
proposal is able to improve and optimize the collaborative business performance. In
addition, it enables to mitigate and to anticipate deviations. Therefore, the maturity is
an important key dimension for the technical performance evaluation.

Our future work concerns the analysis of all proposed technical indicators (risk,
interoperability, etc.) and their associations to processes’ events. By more tracking data,
we aim to refine further the learning processes in order to monitor the evolution of the
business process and to anticipate deviations. As a result, we expect to propose an
efficient decision making model based on the historic of KPI and the analysis of
execution traces at the applicative level.
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Abstract. The product design requires the interaction of several disciplines and
the use of a wide set of PLM tools. They are used both to design the product
elements and also, to manage product data and information that are generated.
For company working as ETO (Engineering To Order), the complexity
increases. Generally, customers requires a certification of the design process and
a clear and formalized workflow of approval and validation. The paper describes
a methodology for evaluating the use of PLM tools in the design process of
products. The proposed methodology aims to be an objective tool able to catch
information of the impact of ICT directly from the processes using them.
Techniques specific of the Business Process Management discipline have been
used. Phases and indicators of the methodology can be applied to analyze the
product design process in different context.

Keywords: PLM � Design process � Manufacturing company � Indicators �
Process simulation

1 Introduction

The design of product architecture and related physical components is very critical for
the development of a new product. Accurately design the product, its physical com-
ponents and how to assembly them in the architecture, it’s a critical activity for
companies. A worst design impacts on the product manufacturing. Changes in the
manufacturing phase requires higher cost for the companies.

The design of product is relevant to avoid errors in the next lifecycle phases. ICT
are used to support the design of each components and of the architecture along the
lifecycle. For the scope of the paper, all the software that can used in the lifecycle of a
product to manage and create data and workflow are specified as PLM tools.

Based on these premises, the study wants to propose a methodology to evaluate the
benefits and impacts of the PLM tools used in the product design process. The pro-
posed methodology aims to be an objective tool able to catch information of the impact
of ICT directly from the processes using them. The methodology combines business
processes modelling, data collection, statistical analysis and process simulation to
create a set of indicators able to provide a complete picture on the use of PLM tools.
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The results of the methodology aims to be used by managers to take decisions
about policy and changes to be applied in companies and also, by theoretical that can
apply parts or the whole methodology in other studies.

Background, research design and methodology steps are described in the paper.

2 Background

Ulrich and Eppinger [1] have defined the new product development process as “a
sequence of phases and activities executed by the company to conceptualize, design
and commercialize a product”. Many of these activities are mainly intellectual and
organizational more than physical or related to the product structure. In the detail
design is realized the complete geometrical specification and the materials and the
product tolerances are selected and specified. Furthermore, in those design phases, also,
the design of the manufacturing process is established.

The ICT plays an important role in the communication, information exchange and
integration leading the new product development process. The most advanced tech-
niques of management and design are not the only determinants to obtain performance
superiority in a new product, high performances in the whole organization and in the
management are needed. The competitiveness of a firm is based on how the products
are made in terms of quality, efficiency, speed [2] and cost [1].

The information is a fundamental element to manage a new product development
process. A new product is realized through a net of information among different actors
involved in different function and in collaboration with the network. In this view, the
innovation process and the new product development one become more intensive and
complex proportionally to the thickness of the relationships and information net. The
firms have to manage an increasing quantity of information, coming from different
actors that have to be aligned and integrated in a way to converge toward the final
objective that is to realize a new product [2].

The product model including its architecture and physical elements, is realized in
computer aided design (CAD) systems but also other systems (i.e. Computer Aided
Technologies, CAX) are used to define engineering, manufacturing or testing data. In
many companies, all the data generating by the CAD systems together with others
product data (e.g. the bill of material - BOM) are integrated and available in PDM
systems that store data and information about the product and its elements. They can be
simple repository of information and users manually search and access to the infor-
mation required or can provide workflows and other tools to manage the product data
[3].

In companies producing complex products and requiring the collaboration of
several external actors or separated plants of the same firm, the tendency is to use a
product lifecycle management strategy with the aim to trace and manage all the
activities and flows of information and data during the product development process
and later in the support activities [4]. The product lifecycle management (PLM) strat-
egy involves the integration among individuals, organization and ICT systems to reach
the best results [5] and all the external actors (i.e. customers, suppliers, partners etc.)
are involved and integrated during the product lifecycle.
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The role of processes in PLM is relevant as described in Schuh et al. [6] and Budde
et al. [7]. Through processes, products evolve along the lifecycle and feedbacks (e.g.
lesson learned and best practice) are diffused among the organizational practices.
Different researchers have studied the relevance of processes in the product lifecycle.
Messaadia et al. [8] have explored the System Engineering processes to model PLM
and concluded that this approach is complimentary to PLM to address the systems
technology. Etienne et al. [9] have proposed an interoperability platform based on
product processes organizations. Schulte [10] instead has proposed a methodology to
better integrate the customers’ requirements of actual or attended products in the PLM
functions, processes and metadata. As highlighted by Rangan et al. [11], PLM pro-
cesses need further exploration and a “cultural change management” is required in
order to optimize organizational processes rather than individual benefits.

Focusing on companies working in complex sectors, there are specific case studies
analyzing the aerospace and automotive sectors. For the aerospace sector, relevant
studies are: (1) Alemanni et al. [5], which propose a KPI framework to test the adoption
of a PLM tool, validated in an aerospace and defence company and (2) Lee et al. [12],
which discuss two case studies from the aviation MRO companies in Singapore that
stress the high potentiality of PLM applications. In the automotive sector, the study of
Tang & Qian [13] needs a citation: it illustrates the PLM implementation among an
OEM and its suppliers highlighting practices and characteristics.

Therefore, several researchers have argued on the relevance of product design
process and on the elements and tools characterizing its working and performance.

3 Research Method

Based on the previous background, the paper wants to describe the development and
application of an integrated solution for the evaluation of the use of PLM tools in the
product design process. The development and deployment of the solution is focus on a
BPM based methodology.

The aim is to provide an answer to the main research question:

• How to evaluate the use of PLM tools in the product design process?

To answer at the research question, the used technique analyze the business process
performance. Processes related to the product design have been chosen. The set of tools
used and data in input and output have been highlighted. BPM has been used as
reference. The study has required the collection and elaboration of data and information
that have been represented using the software ARIS Business Architect 7.1. This
software is suitable to design, analyze and simulate organizational processes.

The study is based on an action research led by an inductive approach in which
problems and solutions have been established participating to and observing the
organizational practices [14]. Research activities are carried out by an integrated team
of University researchers and industrial engineers. The integrated team has designed
the methodology and tested it in a company context.
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4 Study Results

4.1 Some Remarks

The study has been designed with the aim to evaluate the impact of PLM tools on
Detailed Design process performances. It has been carried out with the initial aim to
assess if the PLM Framework proposed by Angelo et al. [15] can be used as starting
reference for process and technology performances evaluation in the PLM domain.

In order to assess the impact that PLM tools can have on engineering process
performances, the study is focused on the design process.

In the development of the methodology, two programs have been selected. The first
one is mainly supported by an integrated PLM system (e.g. Enovia, Teamcenter), while
the second one is mainly supported by a set of legacy systems and manual workflow
approval.

The solution has been realized specifying and highlighting some common elements
between the two programs:

• Scope of the process and related outputs;
• Focus on the same product component;
• Competencies of the involved employees.

The two programs differ instead by maturity level, ICT technologies used and role
played by the companies in the supply chain. These differences affects the Detailed
Design process implementations with some specific activities and sub-processes respect
the whole process.

4.2 The Proposed Methodology

A methodology has been designed and tested to answer at the main research question.
It is composed of four areas and seven steps (Fig. 1):

The first area is “Process Scope and Definition”. The aim is to understand the
company environment and problems, to design the reference processes and to identify
the key users. For the modelling of the process is chosen the BPMN standard. The
second area is “Data Collection”. Data for the next steps are collected. The third area is
“Processes Evaluation and Monitoring” that sets and performs different types of
analysis useful to reach the study aims. Finally, the last area is “Reporting” for elab-
orating the final consideration on performance and comparing them.

In the next sub-sections, the attention is on the central areas of the methodology
(i.e. the second and third ones). The right implementation is fundamental and core to
reach the results.

4.2.1 Data Collection
Data are collected using an open-ended questionnaire administered in a group of
designers, analysts and heads of department. Data are about the time required for the
activities and the probabilities in the gateway. At the interviewees, it is presented the
model of the process in which are involved.
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The time collected for each activity has been shared in four types:

• Processing Time - Time necessary to process an activity;
• Orientation Time - Time required to become familiar with carrying out the activity.

Includes the times to retrieve information on each activity.
• Static wait time - This is the time that must elapse before an activity can be

processed (e.g. if a function cannot be processed until a work piece has cooled
down or a contract cannot be signed until an essential response has been received).

For each time type, it has been asked to declare the minimum, maximum and
average values.

Furthermore, specific questions have been asked to express the probability of an
event or a decision (e.g. approval rate). For each gateway, in fact, it has been asked to
state frequency indicators values for:

• % of positive results of a check
• % of negative results of a check
• number of checks

The total number of activities analyzed for testing the methodology are 76.

4.2.2 Process Evaluation and Monitoring
Based on the previous collected data, four type of analyses have been designed and
performed: complexity analysis of processes, statistical analysis of collected data,
process simulations and advanced analyses.

Fig. 1. Methodology Areas and Steps.
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Complexity Analysis of Processes. To compare processes, a quantitative indication of
the structural complexity is provided. This analysis can provide a measure of how and
how much the processes differ. These indicators are calculated observing the flow and
type of activities and provides a direct, immediate and simplified picture of the process.
Three sets of indicators are designed:

• Structure indicators provides a synthesis of structural features of the process.
• Degree of Computerization Indicators provides a synthesis of the use of IT systems

and paper-based documents in the execution of the activities.
• Co-Occurence Indicators provides a synthesis of the number of parallel flows

executed and represented in the process.

The details of the indicators for each sets are listed in the following table (Table 1):

The results of the complexity analysis are integrated with the results of the following
analysis, to have a complete picture on the Detailed Design process performance.

Statistical Analysis. The statistical relationship among the collected data is explored.
The statistical analysis aims to evaluate the relationships between the different types of
time that impact on a design process. These relationships can be used to suggest lines
of intervention and action to be applied for improving the design process.

Table 1. Complexity Analysis Indicators.

Id Indicators

Structure Indicators
1 N^ Activities and Sub-Processes
2 N^ Activities (no sub-processes)
3 N^ Linked Sub-Processes
4 N^ Decisional Gate (exclusive gateway)
5 N^ Roles of Internal Actors
6 N^ IT systems used
Degree of Computerization Indicators
High Computerization
7 N^ Activities enabled by an IT system
8 N^ Activities enabling an IT system
Low Computerization
9 N^ Activities with paper-based input
10 N^ Activities with paper-based output
Co-Occurence Indicators
12 N^ Activities Flow in co-occurrence (parallel gateway)
13 N^ Activities Flow in co-occurrence through an IT system
14 N^ Activities Flow in co-occurrence through multi-actors
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The analysis have been realized on two groups for each program:

• on the total of activities data (76 total activities)
• only on the data of the activities performed by the role designers (only 18 activities)

The considered variables are:

• Processing Time
• Orientation Time
• Static Wait Time

In the correlation analysis, the relationships between two variables is explored.
The Experimental Design, instead, evaluates the effect of a variable on another; in

particular, it evaluates if the existence of the independent variable impact on the
behavior of the dependent variable.

Finally, the multiple regression analysis evaluates the relationship (impact) of a
group of variables on another considered as dependent.

Process Simulation. The process simulation allows to forecast the process behavior in
advance respect the process implementation by analyzing performance of its virtual
representation (the process model). With the simulation, it is possible to explore and
evaluate new management policies, minimize a cost function or maximize perfor-
mances, properly allocate resources to tasks, identify bottlenecks and delay causes, etc.

Generally, to run simulation experiments, real data, statistical data or a mix of both
can be used.

In the study, data collected from interviews have been used for the process simu-
lation. The scope has been to get comprehensive information on performances of the
Detailed Design process on the basis of data collected from interviews.

For the simulation analysis, the module Business Simulator of ARIS Business
Architect has been used. The results of the simulation are based on a duration of the
Detailed Design process of 100 days. The run of simulation has been launched, setting
up a duration of 100 days.

The main quantitative indicators from simulation experiments are (Table 2):
Furthermore, graphic representation can be consulted on:

• Number of Detailed Design Process created and concluded in 100 days
• Distribution of Static Wait Time along the activities
• Distribution of Orientation Time along the activities
• Distribution of Processing Time along the activities
• Oltre agli indicatori precedenti sono stati grafici che rappresentano:

During the simulation design and run, feedbacks related to the use of the software
have been collected to support replication of the study.

Advanced Analysis. In order to evaluate the output quality of the Detailed Design
process we focused on the number of RRD (Drawing Change Requests) raised by
manufacturing in a specific time interval (the same interval taken into account for Event
Data Analysis) have been observed for each program. The number of RRD can provide
information about the quality of a design process. A low number of RRD means that
the design process is effective and efficient.
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The analysis of RRD requests give us a quantitative evaluation of the quality of
outputs in the design processes.

5 Conclusion

Based on an empirical application, the paper describes a methodology for evaluating
the impact of PLM tools on design process using BPM techniques. It is a conceptual
paper. A methodology is proposed and steps and indicators are described. The
methodology and its parts are very general and can be applied also in other companies
and sectors. In each application, the process features and flow will change because are
dependent from the context. Steps and indicators proposed with the methodology are
not dependent from the context and can be general used.

The methodology has been tested in two programs and some interesting results
emerge from the statistical analysis. In fact, a general observation has been that in the
first program where a PLM is used, the reduction of the static wait time has a positive
effect on the processing and also on the orientation time. For the second program, there
isn’t a dependency among these variables. Some results further statistical results are:
(1) the type of program doesn’t impact on the processing time; (2) the type of program
instead impacts on orientation time and static wait time because change the work
organization; (3) the static wait time impacts on the processing time.

An interested, observed result is also, that considering together the processing time
and the static wait time, if they simultaneously increase also the orientation time
increases. A possible meaning could be that long processing time (e.g. for complex
components) requires long static wait time to upload parts slowing down the retrieval
of information. The quantity of information (the orientation time) could be proportional
with the part complexity.

The management can use these results to act on a specific time for having the
desired consequence.

The dimension of the sample for the statistical analysis is perhaps not so big and
further validation on larger data sets can reinforce their applications.

Table 2. Simulation Quantitative Indicators.

Measure

Total duration time
[for design and final release of drawings/3D models] (man-hours)
Total design time
(man-hours)
Total approval time
[includes Configuration Control approval] (man-hours)
Configuration Control approval time
(man-hours)
Periodic Review Meetings
(man-hours)
Output quality (RRD number) (for the entire product)
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Future papers will describe the application of the methodology and the results for
each analysis. The following study will extend the validity of the methodology.
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Abstract. Large-scale 3D city building models have been widely used in urban
planning, intelligent transportation, military simulation and other fields. The
traditional ways of modeling generally have common problems such as low
efficiency, waste of manpower and time consumption. How to find a rapid
approach to automatically complete large-scale 3D modeling is a very hot
research topic. In this paper we propose a novel approach of procedural mod-
eling of buildings with CityEngine, which is combined with ArcGIS technology
for the geographic information. This approach produces extensive architectural
3D models with high visual quality and geometric details at low cost. It includes
following two contents concretely. At first, directly writing computer generated
architecture (CGA) shape grammar to complete procedural modeling of building
and other objects. Secondly, using facade modeling based on two-dimensional
images to generate architectural model as well as creating high geometry details.
It is validated that this novel approach of procedural modeling is a significant
step forward that reduces a lot of modeling times by CGA shape grammars.

Keywords: Procedural modeling � CGA � Facade modeling � CityEngine �
ArcGIS

1 Introduction

The creation of building models is a crucial task in the development of successful
three-dimensional (3D) virtual city. However, a large amount of blurry models in city
construction have been done with few details, the viewing experiences are often par-
ticularly disappointing and the costs of create process are also very expensive. Con-
sequently, In this paper a procedural approach is proposed which is based on the
parametric modeling, CGA modeling rules with high geometric detail and up to a
billion polygons in CityEngine. The key innovation of our approach is the introduction
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of procedural modeling by CGA shape grammar (Stiny 1982; Wonka et al. 2003) and
facade modeling based on images for both analysis and construction. Lastly the
approach is combined with ArcGIS technology for the geographic information to make
the city building models more realistic. In this paper we consider the campus buildings
of Shanghai University as an example for all the discussions and illustrations.

1.1 Related Work

The traditional modeling methods based on the CAD technology, such as AutoCAD,
3DS Max, Sketchup, (Xu et al. 2009; Lorenz 2012; Chen 2012) perform 3D models
that consist of one or more polygons model so as to express building geometric feature
in details. Those methods are of low efficiency, and difficult to appropriate to
large-scale rapid modeling.

Hungary biologist Aristid LinderMayer in 1968 proposed L-System (Lindermayer
1968). After that, more and more scholars get involved in it. As a result, procedural
modeling methods have been developed from L system. Extension division syntax
(Muller et al. 2006), with a new shape grammar syntax CGA can produce high quality
architectural model of the geometric details, interact and shape the rules, and perform
continuous block modeling for the volume of arbitrary orientation shape. Muller et al.
(2007) proposes a 3D model algorithm with high visual quality, derived from any
resolution facade image of the building. The algorithm will shape grammar type
modeling process and the process of building facade combination of image analysis to
derive a sense of layered facade segmentation. Watson et al. (2008) make a compre-
hensive review and pointed out that the CityEngine software is a procedural modeling
tool. And setting up random parameters can produce all kinds of stochastic model,
which generated a massive model of the city. Whiting et al. (2009) put forward a
procedural modeling method of stable masonry building, which plays an important role
in the analysis of the historical architecture. Vanegas et al. (2010) proposed a passive
computer vision method with existing maps and aerial data, which can automatically
generate3D building model. By using multiple aerial images, the method can generate
single coherent whole building geometric model. Jerry et al. (2011) put forward a
procedural modeling algorithm based on syntax, which by optimizing the possible
space to generate the corresponding construction. The algorithm has been used to
generate the procedural models, such as trees, buildings, etc. Su et al. (2012) studied
the technologies of procedural modeling of city, interactive procedural modeling of
streets, large-scale urban environment based on bottom of buildings in procedural
modeling method, which provides a new direction for procedural modeling in city
design. Nian et al. (2013) introduce 3D modeling method based on rules in CityEngine
platform. The method takes advantage of GIS data and rules to automatically and
rapidly generate models, improving the efficiency of modeling. Lienhard et al.
(2014) proposed a thumbnail system that can automatically generate, gather, arrange
and select a series of representative from rule set. The system allows the same set of
rules to derive different models for comparing, so as to find the best view of the
procedural models.
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1.2 Overview

For the construction of building models, we first need to prepare high-resolution
satellite image data of building, height information data, textures mapping data, and
facade images data and so on. Then, we should import the high-resolution satellite
image data of building to ArcGIS for the geographic information. Finally, we use
CityEngine software to establish three-dimensional model of the building. The specific
processes are shown on Fig. 1. as follow.

Rest of the paper is structured as follows: In Sect. 2 we will discuss how to acquire
high quality campus spatial data. In Sect. 3 we will introduce procedural modeling by
CGA shape grammar and facade modeling based on images. In Sect. 4 we will discuss
our contribution and disadvantages of the approach. Conclusions and future work will
be given in Sect. 5.

2 Acquisition of Building Spatial Data

Spatial data of building refers to the ground photographic image data: the height
information of buildings, texture mapping data and facade images data. Those basic
data of campus mainly comes from satellite imagery in Google Earth or images taken
with a digital camera.

Fig. 1. Flow chart of construction 3D virtual campus
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2.1 Ground Photographic Image Data

Google Earth provides the user a virtual earth, which integrates satellite images with
aerial data. Satellite images, mainly comes from the United States Digital Globe Quick
Bird commercial satellite and Earth Sat company. The aerial data results from the Blue
Sky Company and Sanborn Company. Using Google Earth, we can acquire the remote
sensing images containing coordinates and elevation information through plug-ins.

We should firstly find out the location of Shanghai University in Google Earth, and
display the map in its whole window (Fig. 2). Then we grab the view, and record the
corresponding coordinates of several appropriate points. There are four key points in
the image. Those coordinates showed in Universal Transverse Mercator respectively
are as following in Table 1.

2.2 Height Information of Buildings

Height information of the building is very important to the modeling of 3D building
models. Combined with the graphic data, using the height information of the building
can support the 3D modeling. There exist many methods for specification of building
height information. Using electronic total station to measure height information of
buildings is relatively simple and provides high precision.

Therefore, how to achieve the measurement? Measure horizontal distance and
inclination angle by the use of electronic total station, and then according to the
mathematical formula calculate the height of the building.

Fig. 2. The satellite image of Shanghai University in Google Earth

Table 1. The coordinates of four key points showed in Universal Transverse Mercator.

Name A B C D

Zone 51 R 51 R 51 R 51 R
Easting 346064.11 m 347058.08 m 347111.88 m 346127.99 m
Northing 3466319.63 m 3466524.51 m 3465459.98 m 3465408.36 m
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H ¼ L � tan a: ð1Þ

In the above mathematical formula, H is the height data of building, L is the
measured horizontal distance, and α is defined to the inclination angle measured by
electronic total station.

2.3 Texture Mapping Data and Facade Images Data

Texture mapping data and facade images data are acquired as pictures, these pictures
are taken by the high resolution digital camera from the different direction of each
building, and will be used as the texture maps of 3D modeling or the facade images for
facade modeling. At the same time, the roof texture maps can also be captured in
Google Earth to represent or express it successfully.

In order to get high quality pictures, it is better to take by the high resolution digital
camera. The better choice will be sunny day either morning or evening, or in cloudy
weather without rain. Under these weather conditions, pictures are not influenced by
the light to ensure that the clarity of pictures (Fig. 3).

For the roof texture maps, we acquire them in Google Earth. Target extraction from
images has become the important means of the space information updating. It has been
used extensively in the Chinese economic production and martial target detection
(Fig. 4).

3 Procedural Modeling of Building

3.1 Generation of the Geographic Base Map

ArcGIS Desktop is a complete set of GIS platform product developed by Esri Company
(www.esri.com). It provides the ability of powerful map production, spatial data

Fig. 3. Texture pictures of building in campus of Shanghai University.
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management, spatial analysis and spatial information integration, as well as publishing
and sharing. ArcGIS Desktop includes a set of application: the ArcMap and ArcCat-
alog, ArcGlobe and ArcScene, ArcToolbox and model builder. Through the use of
these applications and interface, you can perform any GIS from simple to advanced
tasks.

The high resolution spatial image of Shanghai University containing coordinates
and elevation information acquired in Google Earth is seen as the geographic base map
of procedural modeling. First of all, we should import the image into the software of
ArcMap with Spatial Reference Systems of PCS_WGS_1984_UTM_Zone_51 N.
Then, we can match them up after we have finished entering the spatial coordinates of
the four points mentioned above (Fig. 5).

Fig. 4. Facade image of building in campus of Shanghai University.

Fig. 5. Geographic base map generates in ArcMap.
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3.2 3D Modeling Based On CGA Rules

Esri CityEngine is a new member in 3D modeling software, which can create virtual
scene quickly based on 2D data. In addition, because of the fully support of ArcGIS,
the basis of the existing GIS data can be used without transformation. It allows not only
performing 3D modeling quickly and shorten the time for designing virtual citybut it
also enables reducing the cost of investment in the system.

CGA (Computer Generated Architecture) is a custom modeling rule of CityEngine
platform which defines a series of rules to create the 3D models creation automatically.
All models in CityEngine software are created by CGA rules. The benefits of
rule-based modeling are to define the rules with the repeated optimization, in order to
create more detailed data and to save as a rules file for information reuse. Especially,
when there is a lot of building model creation and design, rule-based modeling can
have greater advantages than the traditional modeling of labor intensive, with saving a
lot of time and cost.

The program code of CGA shape grammar is introduced here after Fig. 5 presents
the virtual model of building from Shanghai University campus created with CityEn-
gine using shape grammar of CGA rules (Fig. 6).

Lot --> extrude (Height) Building
Building --> comp (f) {front: FrontFacade | back : 
BackFacade | side : SideFacade | top : Roof}
BackFacade --> split (y) {groundfloor_height : 
Groundfloor | {~floor_height : Floor}*}
FrontFacade --> split (y) {groundfloor_height : Floor | 
{~floor_height : Floor}*}
SideFacade --> split (y) {groundfloor_height : Floor | 
{~floor_height : Floor}*} 
Roof -->  setupProjection (0,scope.xy,'1,'1)

projectUV (0)
texture ("roofs/flatroof4_day.jpg")

...
texture ("walls/stone/wall_stone_2.jpg")

SolidWall --> color (wallColor)
s('1,'1,0.4)
t(0,0,-0.4)
i("builtin:cube:notex")
setupProjection (0,scope.xy,'1,'1)
projectUV (0)
texture 

("walls/stone/wall_stone_2.jpg")

3.3 Facade Modeling Based on Images

The facade wizard is a handy tool which allows the user to create complex CGA facade
rule templates. The great advantage is that no actual CGA code has to be written by the
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user, but it is automatically produced in the background by the CityEngine. Very
complex structures can be generated very efficiently and easily. The beauty of the
process is that new CGA rules are resulting, which can adapt to any given facade
geometries. With the facade wizard, it is easy to create large pools of facade templates
that can always be reused. This model can be utilized in upcoming projects.

At this point, it is possible to separate the face by using the Separate Faces tool.
You can first start blocking out the main building masses into ground floor, upper floors
and roof part. In this facade tile, you can continue with horizontal and vertical splits to
isolate the every area (Fig. 7).

Fig. 6. 3D model of building created in CityEngine based on CGA rules.

Fig. 7. Horizontal and vertical splits separate the face with CityEngine.
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The final facade rule generated on its original mass model face is then reused to
generate the simple mass model buildings (Fig. 8).

3.4 Texture Mapping

The main goal of texture mapping is to apply as much as appropriate color definition to
the object and the environment according to the colors they really have. Some of these
color definition can be landscape’s grassy texture and vegetation, roads and parking
lots, as well as object walls and roofs.

Texture mapping can use the pictures already in the platform of CityEngine, or use
the texture image of acquisition, which only need to change the texture rules of the
CGA. Of course, these images of acquisition are pre-processed. Here we present an
image that result as the output from the CityEngine system as shown on Fig. 9.

4 Discussion

In this section we will compare our approach with the previous work, and determine the
advantages and characteristics of our procedural approach.

a. Combine with the geographic information
General building modeling methods often only focus on the architectural outline of
the buildings, which neglect the geographic data information of the real buildings,
such as geographic spatial coordinate and terrain elevation information. In this
paper we proposed the procedural modeling approach that combined with Google
Earth to acquire kinds of geographic data information, and processed the data
information in ArcGIS. The perfect combination of Geographic data information
and building models in CityEngine effectively guarantee the authenticity of building
models.

Fig. 8. 3D model of building created by using facade wizard in CityEngine
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b. Intelligent facade modeling based on images
For large-scale three-dimensional city building modeling, the traditional CAD
modeling techniques (Maya, AutoCAD, 3DS Max) will cost too much manpower
and time. The procedural modeling method in this paper, with the help of intelligent
facade modeling based on images, improve modeling efficiency and model quality,
and reduce the cost of modeling.

c. Useful for large-scale buildings modeling tasks
There are many 3D modeling software for buildings, such as Sketchup, 3DS MAX,
AutoCAD, Maya, etc., the software have a comparative advantage for a single
building, but for large-scale complex city buildings, such problems as low effi-
ciency, insufficient data update will appear. So the procedural modeling approach is
proposed in this paper. Through repeated use of CGA rules and structural parts
(such as door, window and ledge), the approach can effectively implement the rapid
modeling of large-scale city buildings, and can guarantee the quality of building
models.

Taking a 3D virtual campus as an application example to validate the approach of
procedural modeling, it shows the approach can take good advantage of existing GIS
data, can rapidly modeling based on CGA rule for the large-scale campus, and can
facade modeling to create complex building. The characteristics of the procedural
approach are high modeling efficiency, high degree of intelligence and good quality of
modeling.

Fig. 9. Buildings of Shanghai University created in CityEngine.
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5 Conclusion and Future Work

This paper has introduced the procedural 3D modeling method applied to design of
virtual city with CityEngine. It includes the modeling by CGA rules and the facade
modeling to create massive city models that have significantly more geometric details.
We believe that this work is a powerful adaption of shape grammar concept for
computer graphics and provides related people a new thought of 3D and virtual
modeling. Furthermore, our work will be combined with laser scanning for reverse 3D
modeling in the future.
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Abstract. Application of building information modeling (BIM), such as preview
design clashes and visualize project’s model increase effectiveness in managing
construction projects. However, its implementation in Malaysian construction
projects is slow in order to see and gain the benefits. Therefore, this paper aims to
explore on potential improvement that could increase BIM implementation in
construction projects. A literature reviewwas conducted in the history of BIM and
its effects on construction projects in Malaysia. This is further supported by semi-
structured interviews with construction players, consist of client, architect,
structural engineer, mechanical, electrical and plumbing (MEP) engineers as well
as contractor to discover potential improvement that could increase BIM imple-
mentation in construction projects. Encouragement from the government and top
managerial level in an organization were found as a way to increase BIM
implementation in construction projects. Highlighting the potential improvement
is expected to increase BIM implementation in construction projects.

Keywords: Building Information Modeling (BIM) � Construction industry �
Construction project � Improvement � Malaysia

1 Introduction

Building Information Modeling (BIM) is a method, which involves the use of tech-
nology to improve collaboration and communication of construction players as well as
documentation management [1]. Moreover, BIM is also known as a combination of
process and technology to improve efficiency and effectiveness of delivering a project
from inception to operation and maintenance [2]. BIM implementation in construction
projects had been used by architectural, engineering and construction or facility
management (AEC/FM) to manage construction project life-cycle. It also improves
communication and collaboration among construction players in order to increase
efficiency and effectiveness in managing construction projects. BIM implementation in
the construction industry has been spread widely in the United States of America
(USA), Hong Kong (HK), Australia, [3, 4] Singapore [5, 6] and Malaysia [6–8].
However, the implementation of BIM in the Malaysian construction industry is rela-
tively new [7, 9].
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There are many efforts undertaken by the Malaysian government in order to
increase BIM implementation in construction projects. The government sectors, which
is Construction Industry Development Board (CIDB) and Public Works Department
(PWD) have promoted and encouraged construction players to implement BIM [9, 10].
CIDB has organized several seminars and preparing BIM roadmap as well as guideline
as a way to promote BIM [8–10]. The purpose of organizing BIM seminars is to give
exposure on benefits of BIM implementation in construction projects. Meanwhile, the
purpose of preparing BIM roadmap and guidelines is to assist construction players to
implement BIM in construction projects [8–10].

Apart from that, PWD had established a group of BIM committee to identify
construction project process that involved with BIM implementation [9–11]. The
committee also prepared a BIM standard manual documentation as a guideline for
construction players reference in managing Malaysian government projects [9–11].
Moreover, there were several BIM pilot projects, which have been monitored by PWD
such as NCI project, Type 5 Clinic (KK5) Sri Jaya Maran, Pahang and Administration
Complex of Suruhanjaya Pencegah Rasuah Malaysia (SPRM) Shah Alam, Selangor
[6, 9, 12]. The purpose of running BIM pilot projects is to test the capability of the
PWD committee to manage projects using BIM [12].

Although there are many efforts done by the Malaysian government to increase
BIM implementation in construction projects [9] however, BIM implementation is still
slow and less favorable [7]. Therefore, this paper seeks to investigate barriers and
challenges to implement BIM as well as potential improvements from BIM practitioner
in Malaysia in order to increase BIM implementation in construction projects.

2 Methodology

Data for this paper is gained through literature review and semi-structured interviews.
Both methods were used to gather information on BIM implementation in Malaysian
construction projects. A Literature review was conducted to gather information on the
history of BIM and BIM effects on Malaysian construction projects. All information on
BIM was gathered from books, journal articles, international conference papers and
materials available on the internet. Moreover, the semi-structured interviews were made
with construction players, which all of them have been involved and currently involved
in projects using BIM in Malaysia. Due to insignificant number of projects using BIM,
limitation of BIM expertise, little evidence to show the percentage of construction
players have implemented BIM in Malaysian construction projects [7] and most of BIM
project has been monopolized by the same construction players, only (8) respondents
were involved in this paper. The respondents’ selection were based on their willingness
to cooperate and share their experiences in managing projects using BIM. The
respondents are client, structural engineer, mechanical and electrical (M&E) engineer
and contractor. Data from the semi-structured interviews revealed potential improve-
ments to increase BIM implementation in Malaysian construction projects. All data from
the interviews were recorded, transcribed and analyzed using content analysis. All
findings are represented through text, tables and expression so that the data are easily
understood. The next section will discuss on results and findings from the interviews.
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3 Results and Findings

This section discusses on data gained from the semi-structured interviews with con-
struction players, which are client, architect, structural engineer, M&E engineer and
contractor. There are five (5) parts in this section as follows:

3.1 Respondent’s Background

There were eight (8) respondents involved in the semi-structured interviews. The
respondents consist of BIM principal director, BIM coordinator, client, structural engi-
neer, M&E engineer as well as architect. Table 1 shows the respondent’s background.

Based on Table 1, the indicators of R1 to R8 is the representation of the respon-
dents. All respondents have more than 3 to 6 years of experience in managing project
using BIM. All respondents were responsible in managing project design in con-
struction project using BIM in more than 2 projects. Furthermore, all respondents also
responsible for residential and commercial building projects. Based on the respondents’
position and experiences in project using BIM, it is reasonable to conclude that all
respondents have knowledge on BIM implementation in construction projects. This is
because, personal experience is the essential element in knowledge creation [13].
Therefore, the longer the experiences of the respondents in projects using BIM, the
greater their understanding and knowledge on BIM implementation in construction
projects.

3.2 Understanding on BIM

The aim of this part is to discuss on knowledge and understanding on BIM among
construction players in construction projects. Generally, all respondents shared a

Table 1. Respondent’s background.

Respondent Position in project
using BIM

Experience in project using
BIM (Year)

No. of project
using BIM

R1 BIM principal
director

6 3

R2 BIM coordinator 4 2
R3 Contractor/Project

manager
3 3

R4 BIM coordinator 4 4
R5 Client 5 2
R6 Structural

engineer/client
3 4

R7 M&E engineer/client 3 2
R8 Architect/client 4 4
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similar understanding that BIM is a process to improve project design. BIM is used in
improving the process of managing project design. Table 2 shows understanding of the
respondents on BIM.

Based on the table, R1 understood that BIM can be used to manage construction
project life-cycle. R1 also explained that, BIM allowed all information in project design
to be used in whole project life-cycle. Moreover, it can also be referred by Quantity
Surveyor (QS), project planner and facility manager to manage their task.

Apart from that, three (3) respondents (R3, R4 and R8) explained that BIM is a
process, which consists of a parametric model. The parametric model is a 3D model,
which consists of all information regarding a construction project. They also mentioned
that, the model can be analyzed prior to the construction process in order to avoid
construction problems. All information in the model will be used to manage whole
project life-cycle.

Moreover, R2 and R7 understood that BIM is a method or process to manage con-
struction projects activities especially project design. R2 explained that, BIM imple-
mentation in project design includes all information regarding a project in one model,
which is a 3D model. The model then can be used and referred by whole construction
players involved in the project. Meanwhile, R7 also explained that BIM implementation
increases collaboration among construction players especially design team.

Table 2. Understanding on BIM.

Respondent Annotation

R1 ‘BIM is a process to manage construction project life-cycle. All information on
project design can be used for whole project life-cycle by construction
players’.

R2 BIM is a new method (process) in project design, which consists of all
information for a construction project. All the information can be obtained
from a 3D model, which can be used by all construction players involved in
the same project’.

R3 ‘BIM basically a process that brings all data or information on project design
(architecture, structural and M&E design) together in one parametric
model. That means, we do not have to produce the design separately’.

R4 BIM is an art for project model, and the model must consists of all information
on project design and the most important is the design team should know
how to insert, manage as well as use all the data or information in the
parametric model’.

R5 ‘BIM is a process to facilitate construction projects effectively. The usage of
BIM in construction projects has reduced problems in construction stage’.

R6 ‘BIM is a method or process to develop designs for a construction project. We
can detect design clashes earlier and reduce construction problems during
construction stage’.

R7 ‘BIM is a process to develop project design and increase collaboration among
construction players’.

R8 ‘BIM is a process, which involved 3D parametric model components,
parametric and can be analyzed’.
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Two respondents (R5 and R6) agreed that BIM is a process to facilitate con-
struction projects. Both respondents believed that BIM is an effective process in
managing construction projects by reducing construction problems such as design
clashes, design changes during construction stage, project delays, and construction cost
overruns. Therefore, it can be concluded that, BIM implementation in construction
projects has increased efficiency and effectiveness in managing whole project life-cycle
with the help of 3D parametric model. The 3D model will consist all information
regarding a project, which all construction players in a project can refer to same model
in order to execute the project. Therefore, it can increase communication and collab-
oration among them, where all construction problems, for example, design clashes
could be resolved earlier during pre-construction stage by visualizing the model.

3.3 Effect of BIM Implementation in Construction Projects

The aim of this part is to investigate effects of BIM implementation in construction
projects. All respondents gave a positive response on effects of BIM implementation in
construction projects. They agreed that BIM implementation in project design gives
benefits to construction projects in terms of time, cost and quality. The ability of BIM
to produce design clashes analysis during design stage helps design team to solve the
design clashes early in pre-construction stage. Therefore, it could avoid project delay
and construction cost overrun.

Moreover, all respondents agreed that the ability of 3D model to visualize project
design increases client satisfaction and understanding regarding project design.
Therefore, the client can make faster decision regarding the project design and avoid
design changes during design stage. The visualization is an abstraction of the object or
idea [14] and it could increase client understanding by viewing the project design
model. Apart from that, the semi-structured interviews revealed that, BIM could
accelerate the project design process 70 % faster than conventional process. As a result,
construction cost can be sustained as the project meets the deadline or shorter than it
should be.

Thus, all respondents explained that BIM implementation in construction projects
can increase effectiveness in managing project design and site coordination. The 3D
model helps contractor to manage site coordination effectiveness, where the 3D model
can visualize the actual site condition. Site engineer can arrange the site condition
clearly and orderly by using the 3D model. The arrangement of each material and
machinery in construction site became more organized by using a 3D model [15]. The
visualization from 3D model helps contractor to manage site coordination effectiveness.

Furthermore, a safety officer can also refer to the same 3D model to analyze
construction hazard by visualizing the site condition. It can helps safety officer to
prepare an effective safety plan in construction site in order to avoid construction site
accident. A proper safety plan is important in order to reduce the probability of con-
struction site accident [16, 17]. Table 3 shows the positive effects of BIM imple-
mentation in construction projects.
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The effectiveness of BIM in avoiding project delay and sustaining construction cost
had increased the quality of construction projects. This is because, most of construction
problems such as design clashes and data lost regarding a project had been solved earlier
in pre-construction stage and bring successful to the project during construction stage.

3.4 Factors Contribute to Barriers and Challenges to Implementing BIM

The aim of this part is to investigate factors that contribute to barriers and challenges of
BIM implementation in construction projects. There are several factors and causes
contributed to barriers and challenges of BIM implementation in construction projects.
All respondents agreed that, the main factors that contribute to the barriers and chal-
lenges to implement BIM in construction projects are people, process and technology.
This is in line with findings from literature review, which claimed that people, process
and technology can be the barriers and challenges in implementing BIM in construction
projects [18].

The first factor that contributes to barriers and challenges to implement BIM in
construction projects is ‘people’. ‘People’ here means construction players. All
respondents agreed that, most of the construction players refused to implement BIM
because they are comfortable with traditional or conventional process in managing
construction projects. Lack of knowledge and skill on BIM also one of the factors
contributing to slow implementation of BIM among the construction players. More-
over, lack of awareness on BIM and encouragement to implement BIM among clients
and top managerial in construction organizations contribute to the lack of knowledge
and skill on BIM among the construction players [3, 19].

The second factor which contributes to barriers and challenges of BIM imple-
mentation in construction projects is ‘process’. All respondents mentioned that a
guideline on BIM is important to assist construction players to implement BIM in
construction projects. Without a proper guideline, BIM implementation process could
be false and it causes the construction players fail to obtain benefits of BIM. Apart from
that, many construction players have developed their own version of BIM imple-
mentation guideline [7]. However, their own guideline somehow has resulted in

Table 3. Positive effects of BIM implementation.

No Factors Benefits

1 Time Faster decision making and producing project design.
Earlier clash detection in design stage.
Reduce construction time to complete project design.
Avoid data or information lost.

2 Cost Avoid cost overrun.
3 Quality Increases effectiveness in managing site coordination.

Increase communication and collaboration among design team.
Increases quality of a construction project by reducing construction problems.
Avoid accident in construction site.
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confusion among construction players, which render the construction players to feel
doubted to implement BIM [7, 8]. This matter led to the slow adoption of BIM in
construction projects because most of construction players refuse to implement BIM in
their next construction projects.

The last factor contributing to barriers and challenges of BIM implementation in
construction projects is ‘technology’. All respondents agreed that, to adopt a new
technology such as BIM requires high cost. The cost to adopt new hardware (com-
puter), software (BIM tools) and BIM training are expensive [3, 20, 21]. All respon-
dents agreed that, the total amount to implement BIM in a construction organization
could reach RM 15,000.00 to RM 90,000.00, which only large organizations can
afford. Construction players need to invest around RM 15,000.00 only to adopt BIM
tools, meanwhile to adopt new hardware such as computer to support BIM tools and
BIM training could reach to RM 90,000.00.

Combinations of all these factors results in the slow implementation of BIM among
the Malaysian construction projects in general. Table 4 shows the summary of barriers
and challenges of BIM Implementation in construction projects.

3.5 Potential Improvement of BIM Implementation in Construction
Projects

The aim of this part is to investigate potential improvement to overcome the barriers
and challenges of BIM implementation in construction projects. All respondents have
suggested several potential improvements in order to overcome barriers and challenges
of BIM implementation in managing construction projects. There are seven (7) poten-
tial improvements revealed from the semi-structured interviews.

All respondents agreed that early understanding on BIM among top managerial in
organization is important to increase BIM implementation in construction projects. Top
managerial plays a significant role in order to increase BIM implementation in con-
struction projects [3, 14]. The top managerial deserve the right in deciding to implement
BIM in an organization in order to manage their projects. Moreover, top managerial also
has full authority to encourage or to force their staff to implement BIM. Apart from that,
early understanding by top managerial could also facilitate their staff to undergo training
on BIM and also facilitate BIM implementation process in an organization.

Table 4. Barriers and challenges of BIM implementation.

No Factors Barriers and challenges

1 People Comfortable with traditional process made construction players refuse
to change.

Lack of knowledge of BIM.
Lack of skill on BIM.

2 Process No BIM guideline and specific model could assist construction players
to implement BIM.

3 Technology BIM tools are expensive.
New hardware is expensive.
BIM training is expensive.
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Apart from that, all respondents also agreed that, the Malaysian government should
provide a guideline on BIM to assist BIM implementation in construction projects
among construction players. The guideline will assist construction players the right
process to implement BIM in construction projects [7, 8]. Apart from that, all
respondents agreed that an approach model to implement BIM is required to assist
construction players especially for the beginner to implement BIM. A strategic
approach model to implement BIM is needed in order to assist construction players [7].

Last and but not least, all respondents explained that cooperation between BIM
practitioner, academia and researcher can give early exposure on BIM to undergraduate
and postgraduate student. Their cooperation could increase knowledge and skill on
BIM among the students. It can be done by creating one added syllabus on BIM in
academic menu. Hence, students will be familiar with the BIM process, its tools and
more prepared in their future career. This is because, BIM will become one of
requirement for students in order to get involved in the construction industry. More-
over, the cooperation among BIM practitioner, academia and researcher can increase
awareness on BIM by sharing information on BIM through publishing articles in
several publications. Table 5 shows the potential improvements stated by the
respondents.

4 Conclusion and Further Works

The findings from the interviews revealed that, BIM implementation in construction
projects is important to produce a better end product of construction project. Based on
the findings, the effects, barriers and challenges of BIM implementation in Malaysian
construction projects faced by Malaysian construction players were similar to others
countries such as the United Kingdom (UK) and Singapore [7]. Therefore, it can be
concluded that, each country will face the same issues in order to implement BIM in
their AEC industry.

Apart from that, potential improvement suggested by the respondents was also
found similar to others studies. For example, both countries (UK and Singapore)
highlighted that collaboration between BIM practitioner and government play an
important role in order to implement BIM in the construction industry [7]. Apart from

Table 5. Potential improvements of BIM implementation

No Approach

1 Early understanding by top managerial in an organization on BIM.
2 Awareness on BIM by undertaking training and attending seminars on BIM.
3 Encouragement from top managerial in organization to implement BIM.
4 Enforcement for implementing BIM by the government in construction projects.
5 Government should provide BIM guideline.
6 A strategic approach model is required to assist construction players to implement BIM

in construction projects.
7 Cooperation among BIM practitioner, academia and researcher to educate and expose

BIM to undergraduate and postgraduate students in any institutions.
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that, cooperation between both parties is also important to develop a standardize BIM
guideline, which could be used by all construction players in their country [7].
However, this paper also revealed that, the Malaysian construction players need to be
guided in order to implement BIM in construction projects or else they will refuse to
implement BIM in construction projects. Moreover, collaboration among BIM prac-
titioner, top managerial and government plays significant roles to increase BIM
implementation in construction projects. This shows that a synergy between the gov-
ernment and the practitioner is crucial in realizing the implementation of this amazing
tool in order to reap its full benefits and potentials in Malaysia and the AEC industry in
other countries generally.

All information stated in this paper is useful to the construction players in other
countries, which intend to implement BIM in their AEC industry. The information will
expose construction players the reality that must be faced by them in order to imple-
ment BIM. Moreover, it could also be their guideline in order to avoid any unexpected
circumstance along their way to implement BIM. Further work should be made in
exploring the approach that could improve the implementation of BIM in construction
projects. In order to do so, more interviews and survey can be conducted in order to
gain more in-depth information on BIM. The information will be useful to increase
BIM implementation in the AEC industry.

Acknowledgments. The authors would like to thank the Ministry of Education of Malaysia
(MOE), and the Office of Research, Innovation, Commercialization and Consultancy (ORICC),
UTHM, for supporting this research under the Exploratory Research Grant Scheme (Vote
No. E029) as well as to the respondents (public and private sectors), which willing to share all
information for this paper.

References

1. Ahmad Latiffi, A., Brahim, J., Fathi, M.S.: The development of building information
modelling (BIM) definition. Appl. Mech. Mater. 567, 625–630 (2014). www.scientific.net
06 Jun 2014. Trans Tech Publications, Switzerland (2014). doi:10.4028/www.scientific.net/
AMM.567.625

2. Ding, L., Zhou, Y., Akinci, B.: Building Information Modeling (BIM) application
framework: The process of expanding from 3D to computable nD. Autom. Constr. 46,
82–93 (2014)

3. Eastman, C., Teicholz, P., Sacks, R., Liston, K.: BIM Handbook: A Guide to Building
Information Modelling (BIM) for Owners, Managers, Designers, Engineers and
Constructions. Wiley, New Jersey (2011)

4. Monteiro, A., Martins, J.P.: A survey on modelling guidelines for quanty takeoff-oriented
BIM-based design. Autom. Constr. 35, 238–253 (2013)

5. Wong, A.K.D., Wong, F.K.W., Nadeem, A.: A government roles in implementing building
information modelling systems. Constr. Innov. 1(1), 61–67 (2009)

6. Ahmad Latiffi, A., Mohd, S., Kasim, N., Fathi, M.S.: Building Information Modeling
(BIM) application in malaysian construction industry. Int. J. Constr. Eng. Manage. 2(A), 1–6
(2013)

Potential Improvement of Building Information Modeling (BIM) 157

http://www.scientific.net
http://dx.doi.org/10.4028/www.scientific.net/AMM.567.625
http://dx.doi.org/10.4028/www.scientific.net/AMM.567.625


7. Zakaria, Z., Mohamed Ali, N., Tarmizi Haron, A., Marshall-Ponting, A.J., Abd Hamid, Z.:
Exploring the adoption of Building Information Modelling (BIM) in the malaysian
construction industry: A qualitative approach. Int. J. Res. Eng. Technol. 2(8), 384–395
(2013)

8. Construction Research Institute of Malaysia (CREAM).: Issues and Challenges in
Implementing BIM For SME’s in the Construction Industry. Malaysia. Construction
Research Institute of Malaysia (CREAM) (2014)

9. Ahmad Latiffi, A., Mohd, S., Brahim, J.: Application of building information (BIM) in the
malaysian construction industry: A story of the first government project. Appl. Mech. Mater.
773, 943–948 (2014). ISSN: 1660-9336

10. Ahmad Latiffi, A., Brahim, J., Mohd, S., Fathi, M.S.: Building Information Modelling
(BIM): exploring level of development (LOD) in construction projects. Appl. Mech. Mater.
(2014). ISSN: 1660-9336

11. Mohd, S., Ahmad Latiffi, A.: Building Information Modeling (BIM) application in
construction planning. In: 7th International Conference on Construction in the 21st Century
(CITC-VII), 19–21 December 2013, Bangkok, Thailand (2013)

12. Jabatan Kerja Raya (PWD), Unit Building Information Modelling (BIM). Information on
https://www.jkr.gov.my/prokom/index.php?option=com_content&view=article&id=
84&Itemid=43. Accessed 12 March 2013

13. Mendenhall, M.E., Oddou, G.R., Osland, J.: Global Leadership: Research, Practice, and
Development. Routledge, Taylor and Francis Group, New York (2013)

14. Kymmell, W.: Building Information Modeling: Planning and Managing Construction
Projects with 4D CAD and Simulations. Mc Graw Hill, New York (2008)

15. Azhar, S., Khalfan, M., Maqsood, T.: Building information modelling (BIM): now and
beyond. Australas. J. Constr. Econ. Build. 12(4), 15–28 (2012)

16. Carter, G., Smith, S.D.: Safety hazard identification on construction projects. J. Constr. Eng.
Manag. 132(2), 197–205 (2006)

17. Zhang, P.: The affective response model: a theoretical framework of affective concepts and
their relationships in the ICT context. MIS Q. 37(1), 247–274 (2013)

18. Haron, A.T.: Organisational readiness to implement building information modelling: A
framework for design consultants in Malaysia (Doctoral dissertation, University of Salford)
(2013)

19. Love, P.E., Matthews, J., Simpson, I., Hill, A., Olatunji, O.A.: A benefits realization
management building information modeling framework for asset owners. Autom. Constr.
37, 1–10 (2014)

20. Furneaux, C., Kivit, R.: BIM: Implications for Government. CRC for Construction
Innovation. Net Pty Ltd, Brisbane (2008)

21. Forbes, L.H., Ahmed, S.M.: Modern Construction Lean Project Delivery and Integrated
Practices. Taylor and Francis Group, LLC, USA (2011)

158 A.A. Latiffi et al.

https://www.jkr.gov.my/prokom/index.php%3foption%3dcom_content%26view%3darticle%26id%3d84%26Itemid%3d43
https://www.jkr.gov.my/prokom/index.php%3foption%3dcom_content%26view%3darticle%26id%3d84%26Itemid%3d43


Investigating the Potential of Delivering
Employer Information Requirements in BIM

Enabled Construction Projects in Qatar

Mian Atif Hafeez1(&), Racha Chahrour2, Vladimir Vukovic3,
Nashwan Dawood3, and Mohamad Kassem3(&)

1 Qatar University, Doha, Qatar
atifhafeez@qu.edu.qa

2 HOCHTIEF ViCon Qatar W.L.L, Doha, Qatar
Racha.Chahrour@hochtief.de

3 Teesside University, Middlesbrough, UK
{V.Vukovic,N.N.Dawood,M.Kassem}@tees.ac.uk

Abstract. Employer’s Information Requirements (EIR) is a key document for
the successful delivery of construction projects using Building Information
Modeling (BIM). EIR sets out the information to be delivered and the standards
and processes to be adopted by the suppliers as part of their project delivery
approach. The concept of EIR has been developed by the UK BIM Task Group as
a holistic framework for the UK construction industry to deliver the UK con-
struction client requirements in projects using BIM. It includes a set of
requirements and guidelines in three macro areas namely, technical,management
and commercial. EIR, which are specific to the construction industry in Qatar, do
not exist yet despite BIM is increasingly adopted across the Qatari construction
industry. However, construction projects using BIM in Qatar adopts various
aspects in technical, management and commercial areas. In this paper, we ana-
lyze the current BIM practice in Qatar and compare the findings against the items
of the three EIR’s areas. The overarching aim is to assess the potential of
delivering EIR in BIM based construction projects in Qatar. To accomplish this
aim, major construction industry players (clients, consultants, contractors), rep-
resenting a significant part of Qatar construction industry, were interviewed
about the three EIR’s areas and their items. The results showed discrepancies in
addressing EIR and varied levels of readiness in delivering the different EIR’s
areas and items. The paper has proposed general guidelines for delivering EIR in
Qatar which are informed by the survey and current international EIR standards.

Keywords: BIM � EIR � Information requirements � Lifecycle information
flow

1 Introduction

Employer Information Requirements (EIR), a terminology developed by the UK BIM
Task Group, is a “pre-tender document setting out the information to be delivered, and
the standards and processes to be adopted by the supplier as part of the project delivery
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process” [1]. The UK’s Publicly Available Standard (PAS 1192) series makes dis-
tinction between a ‘Client’ and an ‘Employer’. A client may appoint an employer who
is the legal entity named in the contract and responsible for procuring the asset [1].

The client is considered to be a body which incorporates the interests of the buyer
of construction services, prospective users and other interest groups [2]. The client’s
decision to commission a project is influenced by organizational factors (e.g. strategic,
operational, etc.) that add complexity to the process of defining the requirements of the
design phase and other project delivery phases [3]. Additional project related
requirements are related to site selection, environmental considerations, regulatory
framework, design specifications, construction process and life cycle performance [2].
The multidisciplinary and fragmented nature of contracted organizations makes it also
difficult for project stakeholders to work towards a consistent understanding of client’s
requirements.

The adoption of Building Information Modeling (BIM) concepts and workflows is
proliferating within organizations, through project teams, and across the whole con-
struction industry [4]. Strategic steps are taken by various governments including UK,
Singapore, Finland, USA, among others to encourage the adoption of BIM in their
respective AECO industries [5]. Client’s requirements should be processed and com-
municated properly to all project stakeholders throughout the whole project life cycle
from the early initiation phase to the handover and operation. Building Information
Modeling (BIM) can be a means for project stakeholders to communicate, manage and
deliver client’s requirements. However, this requires the clear definition of the EIR that
sets the processes and standards to be adopted by the suppliers throughout the project
life cycle.

While there are no explicit guidelines for defining EIR in Qatar, BIM is increas-
ingly adopted on construction projects. This paper aims to analyze the current BIM
adoption in Qatar against the EIR’s areas and their items as defined by the UK BIM
Task Group. The content outline of the EIR covers three areas and their items include:
technical (specification of software platforms, and definitions of levels of detail),
management (management processes to be adopted in connection with BIM on a
project) and commercial (BIModel deliverables, timing of data drops and definitions of
information purposes). More information about the items is included in the subsequent
literature review section. Following the literature review, the paper conducts the
comparison and discusses the findings.

2 Literature Review

Client requirements can be described in terms of the objectives, needs, wishes and
expectations of the client (i.e., the person or firm responsible for commissioning the
design and construction of a facility)” [6]. Client’s requirements tend to evolve along
the life cycle of the project either due to a change in the client requirements itself or due
to adaption of the project to an unintended use [7]. Therefore a requirements man-
agement system is needed to cater for these evolving client’s requirements. Require-
ments Management is also a well-researched area that has been applied to product
development industries. “Requirements management is the process of eliciting,
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documenting, organizing, and tracking requirements and communicating this infor-
mation across the various stakeholders and the project team” [8]. However much of
these studies are not BIM related.

It was proposed that management of requirements should extend beyond elicitation
and documentation and requires an approach that will enable changeability and impact
analysis, accessibility, traceability and communication to all stakeholders [7]. It was
further suggested that there should be a process for client’s requirements information
management across the whole life cycle and that the requirements and their impact
should be tracked throughout whole life cycle of project including Facilities Man-
agement (FM) [7].

While project requirements are essential for the physical delivery of the project,
with the recent advances in BIM and use of ICT in construction, the information
requirements, which present a part of overall client’s requirements, are gaining
importance. Information is the key component of BIM and needs explicit attention in
order to achieve the full potential of BIM across the whole life cycle. Therefore the EIR
was introduced to address the information requirements and deliverables the client
requires to make effective strategic and operational decisions across a project life cycle.
One of the prominent EIR are those proposed in the UK by the BIM Task Group [9].
They include three areas of requirements with several items as illustrated in Table 1.

To deliver the EIR, there are Publicly Available Specifications (PAS 1192-2:2013
[1], PAS 1192-3:2014 [10] and PAS 1192-5:2015 [11]), standards (BS 1192-2:2007
[12] and BS 1192-4:2014 [13]), protocols (i.e. CIC BIM Protocol [14]), classification
systems (Uniclass 2015) and technologies (the Digital Plan of Work) that are available

Table 1. EIR guidance notes by BIM task group

Technical Management Commercial

1. Software
Platforms

2. Data Exchange
Format
3. Co-ordinates
4. Level of Detail
5. Training

1. Standards
2. Roles and Responsibilities
3. Planning the work and Data
Segregation
4. Security
5. Coordination and Clash Detection
process
6. Collaboration Process
7. Health and Safety and Construction
Design Management
8. System Performance
9. Compliance Plan
10. Delivery Strategy for Asset
Information

1. Data drops and project
deliverables

2. Clients Strategic Purpose
3. Defined BIM/Project
Deliverables
4. BIM-specific competence
assessment
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for the entire UK construction industry. These specifications, standards, protocols,
classification systems and technologies address various aspects of the application of
BIM and related issues across the whole life cycle of a project. For example, the PAS
1192-2:2013 [1] specifies processes for information management for the capital/delivery
phase of construction projects using BIM starting with Plane Language Questions
(PLQ) to determine employer’s/client’s requirements through EIR and BIM Execution
Plan (BEP) that specifies collaboration processes along the project life cycle, from the
early design until the handover stage. Similarly CIC BIM Protocol [14] addresses issues
regarding BIModels including the handling of intellectual property rights (IPR) and
certain contractual requirements specific to BIModel at defined stages of projects.

BIM adoption is also increasing in Qatar and is being required by most of the major
procurers (e.g. Ashghal, the Public Works Authority, Qatar Rail, Qatar Foundation,
etc.). However, in Qatar there is a lack of EIR guidelines. This paper investigates the
potential of delivering EIR by comparing current practice against the EIR of the
UK BIM Task Group. The ultimate aim is to conduct a gap analysis and suggest
recommendations for a Qatari-specific Employer Information Requirements (QEIR).

3 Methodology

This research adopted qualitative survey-based research approach. Surveys are
designed to provide ‘a snapshot of things are at a specific time’ [15]. Surveys can be
conducted using either questionnaires or interviews. This research combines a
semi-structured interview approach with the observation of secondary sources such as
invitation to tender documentations. The interviews were conducted in two stages,
starting from a less structured first stage to a more structured second stage. Six inter-
views were conducted in the first stage. The questions evolved during these initial
interviews, resulting in a version restricted from further changes. The questions were
still kept open ended to allow for interviewees’ input beyond the given choices and
examples of possible answers. The final version of the interview questions was used to
interview additional 22 interviewees. Available invitation to tender documents were
also collected and analyzed for getting relevant requirements. United Kingdom
(UK) was selected as a benchmark as it is the only country where client’s requirements
are explicit and considered a cornerstone of the UK BIM policy.

The interviewees included stakeholders from Client (9, 32 %), Contractor (5, 18 %)
and Consultant (14, 50 %) organizations working on several ongoing projects in Qatar.
The information gathered from the interviews was structured in a way that information
can be compared against the areas and items of the UK EIR. Based on the comparison
performed and inductive reasoning that caters for the special circumstances of Qatar
construction industry (e.g. international companies of varying sizes, with origins from
different parts of the world bringing their own perspectives) recommendations were
made for a QEIR (Qatar Employer Information Requirements).
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4 Results

Tables 2, 3 and 4 summarize the results from the comparison against the items of the
three EIR’s Technical, Commercial andManagement areas respectively. The EIR items,
which were not addressed by the interviewees, are marked as N/A (Not Applicable). The
comparison provided in the three tables is detailed and self-explanatory. The first col-
umn in each table indicates the item of the EIR which is the subject of investigation. The
second column denotes the general requirements for that item as specified within the
UK’s EIR. The third column includes the finding about that item in Qatar. Finally, the
fourth column provides evidence from the interviews that support the finding. The result
from the comparison will be discussed in the next section where some general recom-
mendations for QEIR are made.

Table 2. Technical items of EIR

Item Employer
Information
Requirements
guideline UK

Client Information
Requirements in Qatar

Frequently Reported
issues by Interviewees

Software tools Should not be
Mandated except
those for
collaboration,
information
exchange and
Facility
Management
Requirement

Not prescribed in
most cases

Difficulty in
exchanging
information due to
interoperability
issues. The use of
specific tools is
prescribed in some
projects..

Data exchange
format

Define formats to
deliver data at data
drops

Mostly Specified Data Loss in exchange

Coordinates Adopt Common
Coordinate system
for spatial
coordination

Specified using local
systems such as
Qatar National Grid
(QNG) and QND
(Qatar National
Datum

Qatar National Grid
(QNG) and QND
(Qatar National
Datum are used.

Level of detail
/Level of
development

Levels of Details to
be aligned with
Stages

Required but
inconsistent with no
clear definition

Lack of common
understanding about
what LODs mean

Training Specify Training
Requirements for
bidders and from
bidders

Not Specified
explicitly. Mostly
Ad-Hoc.

There is more demand
for BIM training but
limited supply
(training providers)
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Table 3. Commercial items of EIR

Item Employer
Information
Requirements
guideline UK

Client Information
Requirements in Qatar

Frequently Reported
Issues by Interviewees

Data drops and
project
deliverables

Communicate the
content of data
drops and their
alignment with
work stages

Not clearly defined The information
deliverables or data
drops are not clearly
defined and cause
misunderstanding
among stakeholders.

Clients
strategic
purpose

Communicate the
purpose of
Client’s
information
requirements and
deliverables

The existing
information
requirements do not
clearly state the
purpose for which it
will be used

Clients require certain
BIM deliverables
without having clear
intention for those
deliverables

Defined
BIM/Project
deliverables

Define BIM
Deliverables
aligned with
project work
stages

BIM deliverables are
required but not
clearly defined.

BIM deliverables are
not always realistic.
Different suppliers
interpret them
differently on what
they need to deliver
and hence the client
does not receive
consistent
information.

BIM-specific
competence
assessment

Communicate the
competence
criteria for
bidders as part of
bid submission

Only relevant
experience is asked.

Insufficient
information to
objectively assess
the BIM competence

Table 4. Management items of EIR

Item Employer
Information
Requirements
guideline UK

Client Information
Requirements in
Qatar

Frequently Reported
Issues by
Interviewees

Standards Define BIM
standards
incorporated into
information
requirements

There are no Qatari
specific BIM
standards.
A combination of
international
standards is used
and is often

64 % of interviewees
reported BIM
standards are
required by
contracts.

Both clients and
suppliers have
different preference

(Continued)
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Table 4. (Continued)

Item Employer
Information
Requirements
guideline UK

Client Information
Requirements in
Qatar

Frequently Reported
Issues by
Interviewees

required by
contract.

for BIM standards
because of the
availability of several
standards and their
countries of origin.

Roles and
responsibilities

Allocate roles
associated with the
management of the
model and project
information

BIM specific roles
are required but
both role names
and responsibilities
are not consistently
used.

Lack of industry
wide agreement
over the job
description of a
BIM Manager. The
job profile for BIM
managers is not
known.

Planning the
work and data
segregation

Set out requirements
for the bidder’s
proposals for the
management of the
modeling process

N/A N/A

security Communicate Client
specific security
measures for data
security

N/A N/A

Coordination
and clash
detection
process

Define Coordination
process along with
quality control
requirements

Coordination or clash
detection is used
on almost all BIM
projects.

71 % of interviewees
reported use of
software for
coordination and
clash detection

Collaboration
process

Define how, where
and when
information will be
shared

Not available and
clearly defined
across the industry

29 % of interviewees
reported use of
BIM protocols for
collaboration.

Health and
safety and
construction
design
management

Define how BIM
based working will
support H&S and
Construction
Design
Management.

There are specific
requirements in
Qatar Construction
Standards (2014)
but are not related
to BIM

N/A

System
performance

Communicate
employer’s
requirements for IT
and systems

N/A N/A

(Continued)
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5 Discussion and Recommendations

The key distinguishing factors between the EIR guidelines of the UK and BIM current
practice in Qatar are in the degree of completeness or coverage of items; the clarity and
consistency in the definition of EIR items, and the project stage in which requirements
are embedded. In the UK, the PAS 1192-2 requires that design team and contractor
team include an outline BIM Execution Plan (BEP) in their proposals at the
pre-contract stage to demonstrate their approach to deliver the EIR [1]. After the award
of the contract, the responsible supply chain needs to develop a detailed BIM execution
plan aligned with the EIR.

The EIR items that are included in tender documents in Qatar mainly address a few
items of each of the EIR’s areas. However, such items are not consistently prescribed
and are often interpreted differently by the various project stakeholders.

Under the technical items of the EIR, the Level of Details (LOD) is specified
without referring to a specific methodology which sets the incremental development of
the LODs. LODs are also often misunderstood by some suppliers or mandated on
specific trades (e.g. architectural and structural) involved in a construction project.
Software tools are generally not prescribed. However, some large scale projects specify
the use of certain design authoring tools and collaboration networks. There are no data
exchange format (i.e. neutral format) prescribed across the whole industry but these are
usually specified within the protocols developed by the lead consultant or contractor on

Table 4. (Continued)

Item Employer
Information
Requirements
guideline UK

Client Information
Requirements in
Qatar

Frequently Reported
Issues by
Interviewees

Compliance plan Communicate
requirements for
model integrity and
other data sources

N/A N/A

Delivery strategy
for asset
information

Define information
exchange standard
for asset
information and
obtain proposals
with regards to
asset information
delivery to
employer Facility
Management
environment

Insufficiently defined
or absent
requirements for
asset or facility
management
information

Respondents
indicated lack of
BIM requirements
for Facilities
management;
COBie is required
in some cases but
there is a lack of
understanding of
how FM systems
can be populated
with that consumes
COBie data
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project. Much of the large-scale projects in Qatar require IFC (Industry Foundation
Classes) and 3dPDF.

Within the commercial area of the EIR, BIM capability of organizations is assessed
at the pre-qualification phase although they are no standards for BIM capability
assessment. It is often assessed based on the number of previous BIM projects
undertaken by the suppliers. There are no requirements for the generation of BIM data
drops or specific datasets at certain work stages. Several work stages are adopted within
Qatar’s construction industry including the RIBA Plan of Work, the AIA Phases of
Work, and their modified versions by large procurers such as Ashghal (Public Work
Agency). The respondents reported circumstances where suppliers working on the
same project referred to different project work phases resulting in conflicts and issues
that affected the progress of projects.

Under the management area of the EIR, similarly to the project work phases, a
combination of standards, protocols and specifications (BS 1192-2, PAS 1192-2,
AIA BIM protocols, etc.) are adopted depending on the country of origin of the lead
consultant or contractor. Some BIM deliverables such as design coordination (clash
avoidance) and 4D and 5D planning are increasingly specified. There are increasing
number of projects which require production and site drawings to be produced out of a
coordinated model. Also, site inspections, and the consequent authorization of pay-
ment, are increasingly conducted within and linked 5D environments. There are no
agreed upon definition of BIM roles and their responsibility. The role that is often
required by contracts is the “BIM Manager”. Finally, there are no clear BIM
requirements for the delivery of data to the facility management phase.

The definition of EIR as early as possible in projects, their shared understanding
among the supply chain, and the implementation of protocols to deliver them, are key
principle for achieving a whole life cycle approach in construction projects. It is clear
from the comparison that a whole life cycle approach in Qatar’s construction industry is
currently not possible. However, in each of the areas of EIR (technical, commercial and
management), Qatar’s construction industry exhibits capabilities in several items. To
build upon current capabilities and build the foundation for the industry to start moving
towards a more diffused and mature adoption of BIM, there is a need to develop Qatar
Employer Information Requirements (QEIR). The QEIR may require adjustments
depending on asset type, project stages, project needs, procurements strategy, IT
requirements, terminology, and detailed technical information requirements.

This is also important as several large employers and clients have started in recent
year hiring consultants to define their EIR and roll them out on their projects as it was
observed during the interviews. Over time this will result in several competing com-
mercial, technical and management requirements. Therefore, regarding the general
requirements for the definition of guidelines for QEIR, it is important to ensure that
they:

• Are adequately generic so that can be adopted across different projects and
employers and are un-biased towards current technologies or/and processes;

• Are defined based on sufficient knowledge of employer’s internal processes;
• Are related roles and responsibilities at employer’s organization or agree on a

specific changes to current roles;
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• Build up a BIM team at employer’s side to supervise the EIR compliance;
• Consider applicable standards in Qatar, e.g. QCS and to evaluate the applicability of

international BIM/information standards;
• Clarify the interactions with other management systems within employer

organizations;
• Clarify model ownership and intellectual property issues, and
• Include definition of BIM related terminologies to avoid misunderstanding among

project stakeholders.

In addition to above general guidelines, a self-explanatory list of recommendations
is included in Tables 5, 6 and 7 representing specific recommendations for the items of
the three areas of EIR Guidelines.

Table 5. Recommendations for the technical area of the QEIR

Item Recommendations

Software
platforms

Should not be dictated by the employer unless the project is at later stage
and models are already produced in specific software tools. However as
the employers in Qatar are often dealing with multiple mega projects, a
clear strategy is required to clarify how to deal with deliverables
prepared in various software packages. Viewer software at employer’s
offices may require specific exports format too. At minimum software
should be clarified in contractor’s BEP and is subject of approval. The
employer’s choice of document management system (DMS) should be
communicated to the supply chain to get consistent and seamless
submissions.

Data exchange
format

Beside the native format, neutral data formats should be made available
such as IFC or PDF. However the information content in case of IFC
should be verified. As several projects are infrastructure and utilities,
the Centre for Geographic Information Systems (CGIS) needs should
be considered in the QEIR.

Co-ordinates Qatar National Grid (QNG) and QND (Qatar National Datum), origin and
units as a minimum

Level of detail Level of Detail for geometry (LOD) and Level of Information
(LOI) including clarification on evolution along the project work
phases. A model element matrix should be requested for all project
phases to describe LOD and LOI in more detail. LOD should be
defined to serve the purpose of models as unnecessary detailed
geometry will affect the performance. LOI should be also planned
carefully to serve decisions along the project work phases and the
O&M requirements.

Training Areas of training covering different types of competencies should be
specified and suppliers should demonstrate their training plan in these
areas.
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Table 6. Recommendations for the commercial area of the QEIR

Item Recommendation

Data drops and project
deliverables

It is recommended to clearly define deliverables at specific data
drops. The latter should be also aligned with project stages and
linked to other projects deliverables. It should be also made
clear which employer’s processes the BIM deliverables are
supporting at each stage. A pre submission presentation or
workshop can facilitate and speed up the approval process.

Clients strategic purpose The overall purpose of the employer mandating BIM should be
made clear in the contract. Also the purpose of each required
BIM process should be addressed. This will help
contractors/consultant to understand the scope and utilization
of their deliverables.

BIM-specific
competence
assessment

There is a need to develop a competency based system for the
BIM roles (e.g. BIM Manager) in Qatar and a system to assess
the BIM capability of organization. QEIR could require the
project staff and their organizations with this system..

Table 7. Recommendations for the management area of the QEIR

Item Recommendations

Standards There is a need to develop BIM standards/guidelines and
protocols for Qatar’s construction industry. Such
standards should be structured by BIM use. A suitable
classification system should be adopted. National BIM
protocols or BIM Execution Protocols (BEP) and
templates should be developed. Also the
codifications/naming dictated by specific standards at
file level should be compared with existing CAD and
documents naming defined in DMS in case there is no
overall information requirements established. This is
very important in large scale projects.

Roles and responsibilities Specific roles and responsibilities related to BIM should
be included in the QEIR. Minimum qualification and
experience in previous projects for the key BIM
personnel is also recommended. A role specific
assessment system for assessing BIM personnel should
be developed.

Planning the work and data
segregation

The EIR should clarify model management, folder
structure and collaboration environment (Common
Data Environments) according to project needs. It is
recommended to define how and when models and
information will be published to the employer. This
should reflect the employer’s DMS and internal
processes, review, monitoring and reporting periods.

(Continued)
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Table 7. (Continued)

Item Recommendations

In mega projects, where several contractors are involved,
it is important that the QEIR defines a common model
breakdown and clear zoning strategy.

Security Depending on how information will be published to
employer, security requirements should be included.
There could be special security for certain data with
high level of confidentiality and the importance.

Coordination and clash detection
process

The QEIR should require the specification of software
involved, clash matrix and settings at different stages,
the coordination process workflow including
frequency, meetings and client presentations. Also the
description of quality procedure and the reporting on
clash status should be requested as part of QEIR.

Collaboration process Mandate that suppliers adopt a Common Data
Environment (CDE) and define how information will
be managed among them and shared with the employer

Health and safety and
construction design
management

It is recommended to collect H&S related information at
defined data drops. Specific presentations could be
requested to clarify safety issues or resolutions
strategies with BIM support.

System performance Employers could make restrictions according to their
specific in house applications, e.g. model size and
formats, software and versions and model viewer
capabilities.

Compliance plan QA/QC procedures should be mandated to ensure quality
of information and models.

Delivery strategy for asset
information

This area has not been addressed with adequate details in
the interviews. It was only identified that COBie is
mandated on many projects in Qatar. COBie could be
used as a data structure to convey data for the O&M
Phase. However, it respondents in Qatar reported
interoperability issues with their FMS and lack of
understanding in this area.

Management instruments Further management instruments should be addressed,
especially drawings and models registers that should
be submitted regularity to show status. Also clear
strategies on how to progress model elements between
project phases - i.e. design, construction and as built,
including ownership - is required.

Processes Further BIM supported processes e.g. progress
monitoring, payments procedures, cost control,
interface management, site logistics, etc. should be
addressed in the QEIR.

170 M.A. Hafeez et al.



6 Conclusion and Limitations

This paper analyzed the potential of delivering EIR in Qatar using the EIR guidelines
of the UK BIM Task group. The results showed that the construction industry in Qatar
has certain capabilities in several items under each of the three areas of EIR (technical,
commercial, management). However, there are significant challenges related to the lack
of Qatari-specific BIM standards, BIM dictionary, project work phases, capability
assessment, etc. Based on the gap analysis conducted, the research suggested the
development of Qatar Employer Information Requirements (QEIR) and some recom-
mendation for its various items.

The limitation of this study is related to the inconsistent coverage of all items of
EIR in the interviews. Also the interviews were conducted with relatively large
organizations working on large projects. Therefore, the results of the study may be
skewed towards larger stakeholders, which however, represent the largest share of the
Qatari construction market.

Finally, the outcomes from this research aim to instigate Qatar’s construction
industry stakeholders to work towards the development of QEIR by proposing this seed
of recommendations as the starting point for this discussion.
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Abstract. Building Information Modeling (BIM) has been implemented in
construction projects to overcome problems such as project delay, cost overrun
and poor quality of project. BIM enhances construction player to perform their
activities in effective and efficient through the development of three dimensional
(3D) model. However, BIM requires changes in current practices among con-
struction players in terms of the processes and technology that use for managing
projects. Therefore, this paper is aimed to discuss on roles and responsibilities of
construction players in projects using BIM. This is a review paper that discusses
on BIM, its definition, activities with roles and responsibilities of construction
players in managing projects. The findings revealed that roles and responsibil-
ities of construction players in projects using BIM are differ from conventional
practice by the use of BIM tool. The findings of this paper provide useful
information for construction players that considering implementing BIM in
projects.

Keywords: Building Information Modeling (BIM) � Roles � Responsibilities �
Construction player � Construction projects

1 Introduction to Building Information Modeling (BIM)

The concept of Building Information Modeling (BIM) has been introduced in the
Architecture, Engineering and Construction (AEC) industry to overcome problems in
construction projects [1, 2]. BIM is said as a new methodology to improve construction
projects by the use of BIM tool [3]. The use of BIM significantly has increased across the
projects life cycle from design to the operation and maintenance of the projects [1–4, 6].

Each of construction player uses BIM for different purposes. BIM helps client to
understand more on projects’ need [1, 7–9]. While architect and engineers use BIM for
analyzing and developing projects design. Meanwhile, BIM helps contractor to manage
the construction activities and scheduling by using four-dimensional (4D) model.
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Quantity surveyor (QS) uses BIM to produce an accurate project cost estimation [6, 10]
and facility manager uses BIM for managing the operation and maintenance of the
facility [6, 8]. In order to get the benefits offered by BIM, construction players need to
aware on the changes in current practices and the use of information needed in projects
using BIM. Therefore, this paper is aimed to explore on the roles and responsibilities of
construction players in projects using BIM.

2 Methodology

A literature review was conducted to explore and discuss on the roles and responsi-
bilities of construction players in projects using BIM. All information related to BIM
was gathered from journal articles, international conference papers, books and material
available from the internet. Results and findings from the literature review are now
discussed.

3 Roles and Responsibilities of Construction Players
in Projects Using BIM

Construction players use BIM to achieve better integration of project information,
construction process improvement and to enhance collaboration among them from the
early phase of projects [9]. Therefore, the use of BIM definitely changed the roles and
responsibilities of construction players [11, 12]. The literature review on roles and
responsibilities of construction players in projects using BIM identifies the activities
that need to be conducted by them. Table 1 shows roles and responsibilities of con-
struction players in projects using BIM.

Table 1. Roles and responsibilities of construction players

No. Construction Player Role and Responsibilities of Construction Players in 
Project using BIM

1 Client/Owner • Defining a suitable method of using BIM
2 Architect • To develop conceptual design.

• To develop detail design and analysis.
• To develop construction level information
• To develop construction documents.

3 C&S  and MEP 
Engineer

• To develop detail design. 
• To develop shop drawings with detail elements.

4 Contractor • Perform constructability analysis
• Scheduling and planning using 4D model
• Produce cost reliability

5 Quantity Surveyor (QS) • To extract quantities and produce cost estimation  from 
the 3D model

6 Facility Manager • To put the information of building into the 3D 
model for the purpose of FM.
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3.1 Client

Client or known as an owner is the person or organization that responsible for the cost
of projects and get the benefits from the completed projects [13]. In project using BIM,
client uses BIM to streamline the delivery of higher quality with better performing
building [1]. Therefore, BIM helps client to increase building performance through the
use of BIM-based energy and lighting design, reduce financial risk by obtaining earlier
and reliable projects cost estimates and improves collaboration of project team [1].

In order to get the benefits of using BIM, client should concentrate on the efforts to
define the process of using BIM in projects [1, 9]. This is important for determining the
success of using BIM in projects [1, 9]. Client should specify the method of using BIM
and the level of detail of the model in order to develop BIM requirement. This is
because, if the BIM requirement are too broad, the outcome from using BIM will be
broad and will not meet client expectation. Hence, it is vital for client to determine the
deliverables based on the requirement, so that the client could lead the process and get
the benefit of using BIM [1, 9].

3.2 Architect

Architect is the principal designer in most of construction projects [13]. Architect is
responsible to translate and develop the design concept based on the client’s require-
ment. The roles of architect in project using BIM are to develop conceptual design,
detail design and design analysis as well as to develop construction-level information
[1, 9, 14]. Conceptual design is a basic framework of design that brings all aspects of
the project in terms of its function, cost, construction methods, materials, environ-
mental impact as well as aesthetic considerations. The architect uses BIM tool such as
Revit Architecture to perform conceptual level design. Figure 1 shows the example of
conceptual design using Revit Architecture.

Based on the figure, architect develops conceptual design to explore early design
concepts before creating details of project model. Revit Architecture automatically
helps architect to build a parametric framework around the most complex forms and
giving greater levels of creative control, accuracy and flexibility [15]. In addition to
that, architect could convert any individual face of building masses into building

Fig. 1. Conceptual design by using revit [15]
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components such as walls, roofs, floors and curtain system [16]. Moreover, Revit
Architecture could also maintain the relationship between conceptual model geometry
with building component.

As soon as the conceptual design is established, the architect will develop design
analysis [1, 15]. It is a measure of physical parameters that can be expected in the real
building. It covers on the functional aspect of building performance, temperature and
ventilation air flow [1, 14]. The information regarding the building component in the
model is used to conduct an analysis.

Figure 2 shows the example of design analysis to determine whole building energy,
day lighting, water and carbon emission analysis based on the conceptual design [15].
By using BIM tool, it allows architect to analyze the location of building that could
contribute to the use of electricity and water usage cost. This activity is concerned with
collaboration and coordination of other construction players such as civil and structural
engineers (C&S Engineers) as well as mechanical, electrical and plumbing engineers
(MEP Engineers) as the analysis will be made by using technical information from
other players [1].

The role of architect in project using BIM also to produce construction documents.
This process involves the integration of design and construction. The architect should
determine the level of detail required in the model before proceeds for construction of
documents [1, 9]. The architect uses BIM tool for placement and composition rules so
that it can expedite the generation of standard construction documentation. Therefore,
the use of BIM tool helps architects to speed the production of documents in more
efficient.

3.3 Engineers

Engineers are also known as professional designer that design the projects [17]. The
engineers can be categorized into civil and structural (C&S), mechanical, electrical and

Fig. 2. Design analysis on sustainability of building using revit [15]
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plumbing (MEP) [14]. The C&S and MEP engineers use BIM tool such as Revit
Structural and Revit MEP to develop design analysis coordination process. Figure 3(a)
and (b) show example of design analysis for C&S and MEP engineers.

Based on the figure, C&S and MEP engineer use BIM tool to view different
structural systems and alternate design option within the same digital model. Any
changes made on the design will automatically coordinate the changes across other
representation of the projects. In addition to that, by using BIM tool, they could create
shop drawings, fabricate and installing C&S and MEP systems in more accurate [18].
The shop drawings also contain details of the items that will be manufactured, pur-
chased and installed [18].

Fig. 3. (a) examples of design analysis for C&S [15]. (b) examples of design analysis for MEP
engineers [15]
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3.4 Contractor

A contractor is a person that has a contract with a client and responsible for the
construction of a project [17]. In projects using BIM, contractor develops digital model
using BIM tool such as Naviswork for identifying any design issues before the con-
struction take place [1, 6, 7]. With the digital model, the contractor could simulate the
process; identify construction outcomes, any problems that affect cost, schedule and
quality of projects [9]. Figure 4 shows the construction planning and scheduling using
4D model.

Based on the figure, the contractor uses BIM to conduct an analysis to see the
performance levels and requirement such as structural loads, maximum shear and
moments [1, 19]. This analysis is vital to ensure the constructability of the projects
[6, 19]. The contractor could also prepare the schedule of work as well as to track the
progress of work [1, 6, 8, 19]. The status of each of component is added into a digital
model for easier coordination. Then, the model could perform sequence of the work
with and without appearance of facilities such as crane [1]. From the digital model, the
contractor also capable to extract counts of components, area, volumes of spaces,
material and quantities for producing project cost estimates [1].

3.5 Quantity Surveyors (QS)

Quantity Surveyor (QS) is a person that is responsible to perform financial control, cost
and contractual administration of project [10]. A QS uses BIM-based quantity taking
off to eliminate errors in conventional quantity taking off [1, 20, 21]. Figure 5 shows
taking off from the digital model.

By using BIM tool such as Vico [23], QS could perform automatic quantity taking off
with automatic extraction of visual information such as floor plan, elevation, 2D and 3D
sections including quantities, model analysis and simulation results [21]. BIM tool has a
feature that link to items and assemblies annotate the model as well as create a visual
takeoff diagram. However, this application requires collaboration of other construction

Fig. 4. Construction planning using 4D model [15]
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players such as architect and engineers while developing the model [24]. This is because,
the accuracy of project cost estimating, count and measurement are highly depending on
the developmental digital model by architect and engineers [23, 24].

3.6 Facility Manager

Facility Manager’s role is closely related to the project conception and planning for
future facility’s need [17]. Facility manager uses BIM to leverage facility data that
provide safe, healthy, effective and efficient work environment [25, 26].

Based on Fig. 6, the information in the building model associated with spaces,
masses, construction level details, scope of the model (such as architectural and details
of MEP elements) and facility assets [1]. The information is vital for future analysis,
assets tracking as well as future maintenance schedule. Facility manager will obtain the
information of the building from the contractor, so that facility manager could track any
components in the building, identify any inefficiencies of building operations. As a
result, facility manager could respond immediately to client based on the information in
the building model [26].

Fig. 6. Information of the facility in digital model [26]

Fig. 5. Taking off using Vico [22]
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4 Discussion

This paper is the fundamental for construction players to shows the roles and
responsibilities of construction players in projects using BIM and how it differ from
conventional practice. Figure 7 has been created based on the information on the roles
and responsibilities of construction players in projects using BIM which has been
discussed in this paper.

Figure 7 shows the similarity of roles and responsibilities of construction players in
conventional practice and projects using BIM. However, the difference of practices is
the use of technology, which is BIM tool for developing projects information into
digital models. The use of BIM tool helps construction players to conduct their roles
and responsibilities in more efficient and effective by overtake the traditional 2D
paper-based of managing project information into virtual digital model and also allow
to have collaboration and communication among construction players. Compare to
traditional way of working in conventional practice, construction players normally
working independently without coordination of their work with other players, prone to
errors in managing project information and lead to delay making a decision. By using
BIM, collaboration and communication among construction players could happen as
they work in a coordinate way in developing project information into digital models.
The construction players could give immediate feedback and decision regarding the
projects information. Consequence to that, they could improve project design, pro-
ducing accurate project cost estimation, better work integration and facilities.
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Fig. 7. Differences of relationship of construction players between conventional practice and
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5 Conclusion and Further Work

The use of BIM has given benefits to construction players in improving their roles and
responsibilities in construction projects. However, they should be aware on the changes
of practices so that they could gain the benefits. Further work will be conducted with
construction players that involves in projects using BIM to explore more on their
current practices in projects using BIM.
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Abstract. As a special kind of Product Life cyle Management (PLM),
Building Life cycle Management (BLM) is a centric activity for facil-
ity owners and managers. This fact motivates the adoption of Building
Information Modeling (BIM) approaches as a way to achieve smart BLM
strategies for cost reduction, facility knowledge management, and project
synchronization among the different stakeholders. Unfortunately, the cur-
rent BIM state of the art is tailored towards the management of new
projects, while ongoing and completed AEC projects could hugely ben-
efit from BIM integration for better BLM strategies. In this regards, it
is absolutely necessary to acquire knowledge about the dynamic facility
aspects (crowd movement, as-is updates, etc.). Up-to-date, 3D capture
appears to be the only reliable way to cope with such situation. In this
paper, we analyze 3D capture techniques, ranging from photogrammetry
to 3D scanning, with an emphasis on helping 3D capture practitioners
to make critical decisions about the choice of adequate acquisition tech-
nologies for a particular application. We discuss 3D capture techniques
by exposing their pros and cons, according to several relevant criteria,
and synthesize our analysis by developing a set of recommendations to
enhance the life expectancy of buildings via the integration of BIM into
Life Cycle Management (LCM) of the built environment and its buildings.

1 Why 3D Capture Is Essential to BIM?

3D capture techniques aim to generate virtual models through the usage of
different kinds of sensors in an environment of interest. Thanks to the recent
technological progress of computing devices and the rapid drop of their prices,
3D capture gained more popularity and became more accessible for professionals
and even amateurs. As a consequence, it is now easy to quickly generate large
amounts of very complex virtual models, ranging from unstructured point clouds
to meshes and surfaces, encoding the geometry, topology, texture, and other
physical properties of the surrounding world.
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3D capture finds applications in many domains, including BIM, robot motion
planning, life cycle analysis [11], and emergency preparedness [7,12]. It is essen-
tial as it constitutes the first step towards the development of suitable BLM
processes employing BIM models that greatly help practitioners by offering bet-
ter visualization and interaction means. BIM is a recent approach that aims to
complement or supersede traditional CAD design. The current state of the art
reveals that it is much easier to achieve BIM for new projects than for already
completed or in progress projects, complicating by the way the undertaking of
life cycle-related tasks on existing projects, e.g., maintenance, renovations, etc.
This is a big concern when one considers that many countries have realized
the importance of BIM and are initiating BIM reforms and pushing towards its
quick adoption. While initial CAD/GIS plans, if they exist for a particular scene,
represent a valuable source of information; acquiring knowledge about dynamic
scene aspects (human behaviour, construction and as-built differences) is a nec-
essary and relatively difficult task, making 3D capture unavoidable in our BLM
context, because it is the only way to deal with dynamic scenes information.

In this paper, we introduce, review, and analyze the usage of 3D capture
techniques, ranging from photogrammetry to 3D scanning. Contrary to prior
review papers which tend to summarize the literature or avoid discussing some
relevant capture aspects, our comprehensive analysis is oriented towards 3D cap-
ture practitioners who need to make critical decisions, by examining the relevant
aspects of each technology, the different pros and cons, and the potential appli-
cation domains. We conclude this work by providing a set of recommendations
for field practitioners, in order to enhance the use of such techniques in BIM
integrated life cycle management. We shall note that even if this work intro-
duces 3D capture techniques in general, the provided review focuses only on the
most prominent ones: photogrammetry and laser scanning.

2 3D Scene Capture Techniques

The current literature shows that 3D capture retained much attention in the
past decades. Even capture techniques cannot be strictly categorized, one
may broadly distinguish 3D scanning/modeling approaches and image-based
techniques.

Manual building surveying (manual geometry measurements and drafting
boards usage) represents the most basic and oldest capture technique. As a con-
sequence of computing devices emergence and the development of CAD tools,
CAD modeling became popular and allowed the generation of 3D models. The
aforementioned techniques are characterized by long modeling times, the inabil-
ity to encode fine architectural details, and the requirement for highly skilled
operators.

Based on the employed sensor underlying acquisition principles, one may clas-
sify 3D scanning techniques into different categories [20], such as passive/active,
reflective/transmissive, destructive/non-destructive, optical/non-optical, etc.
Active probing techniques capture the shape of 3D physical objects using Coor-
dinate Measuring Machines (CMM) composed of mechanical arms that probe
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Fig. 1. 3D scanning devices. Left: A contact-based MicroScribe device (photo taken
from [3]). Right: The Riegl VZ-400 terrestrial laser scanner.

objects’ surfaces along user-defined profiles (cf. Fig. 1 left) [3]. Although success-
fully used for reverse engineering, such a time-consuming and manually operated
technique does not provide consistent control on the sampling accuracy, does not
allow recording visual properties of objects, and doesn’t operate on soft or large-
size objects (destructive approach).

Non-contact 3D scanning techniques, whether optical (Lidar) or non-optical
(Radar, Sonar, or Computer Tomography (CT)) employ different sensing prin-
ciples and may also be classified into transmissive and reflective ones, depending
on the nature of the interaction of the emitted wave with the target objects.
These techniques do not intrinsically interfere with the scanned object and thus
reduce the impact of the capture on fragile objects. Lidar or laser scanning is the
most relevant in our context and consists in emitting laser beams, of frequencies
typically between 500–1500 nm [6], and analyzing their reflections, in order to
deduce the distance between the device (cf. Fig. 1 right) and the scanned objects.
One of the main reasons of the wide adoption of laser scanning is laser’s tight
focus allowing to capture large scenes, compared to other optical techniques.

As an image-based capture technique, photogrammetry has a long history [18]
but it is only recently that it has been used to model 3D scenes, thanks to the
recent popularization of high quality cameras (cf. Fig. 1 right). The principle
consists in deducing the 3D structure of a scene by examining a set of over-
lapping images, generated by positioning targets with known coordinates on
the scene objects to be captured, and then taking several image captures from
different positions and angles. By using such a priori information about the posi-
tion/orientation of the camera and the target points coordinates, the captured
images can be combined by using some principles of projective geometry, in order
to construct a 3D scene model [10]. Photogrammetry excels in extracting scene
colour and texture information under reasonable conditions.

3 Analysis and Usage of Capture Technologies

In the sequel and based on several criteria of interest, we will compare
photogrammetry and laser scanning, which are the most prominent capture
techniques among the two aforementioned broad categories. Variations of such
techniques qre discussed whenever relevant.
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Resolution, Precision, and Range. The quality of a capture device is usually
assessed through a set of objective measures defined as range, resolution, preci-
sion, and accuracy parameters. Compared to photogrammetry, whose accuracy
is unpredictable because of many parameters (e.g., the 2D image to 3D model
conversion errors), the accuracy of laser scanning may be easily estimated in
advance. Even if some previous work claims that recent photogrammetric devices
are able to achieve similar or even higher resolution/accuracy than laser scan-
ners, there is an agreement that laser scanning performs better in general and
can go below the millimetre accuracy. For complex geometry scenes and objects,
photogrammetric techniques are still unable to reproduce accurate details [20].
Furthermore, the fact that laser beams have tight focus implies that they are
more precise in capturing scenes at higher ranges, and even at very short ranges
at the level of molecules [9].

Environmental conditions represent an important factor that determines the
usability of capture techniques, as some of the latter are guaranteed to per-
form correctly only under some environmental conditions. Because of its emis-
sive nature, laser scanning is less affected by ambient light fluctuations and the
resulting acquisition data is relatively invariant with respect to climate condi-
tions, except that it is unable to operate on very shiny materials like water
surfaces. In contrast, photogrammetry is highly influenced by weather/lighting
conditions and the outcome deteriorates for large dark scenes. This concern rep-
resents one of the main cons of photogrammetric techniques.

Data and Operation Complexity. As laser scanning is the most advanced
data capture, it is predictable that it is the most efficient in data capture, while
millions of points can be captured per second and this rate is even increasing
with the progress of laser technology. In fact, laser scanners provide an auto-
mated way of scanning large 3D areas in 360 horizontal direction, allowing for
more capture density. In contrast, photogrammetry relies on several 2D image
captures followed by a heavy post-processing for 3D point cloud generation,
making it less efficient and constrained by the single image capture resolution.
Laser scanning operates in near real-time while photogrammetry is employed
in an offline fashion because of the aforementioned reasons. In the literature,
laser scanning has been reported to be slower than photogrammetry for high
resolution captures. However, this is an unfair conclusion as photogrammetry is
unable to reproduce the higher resolution captures of laser scanning and even if
it does, it becomes terribly slow.

A natural consequence of the high capture speed of laser scanners is the large
size of the captured data. According to the laser capture resolution, the more
laser beams are emitted, the more points are collected. For complex and large
scenes, typical point clouds may easily contain billions of points coming from
hundreds of individual scans. Even if large point clouds provide very detailed
information about a scene, such huge data amounts make the processing and
knowledge extraction tasks more involved and time consuming. On the other
hand, photogrammetric results are smaller, but the continuous progress of imag-
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ing devices and image processing algorithms gave rise to applications involving
tens of thousands of images and thus yielding to very large point clouds.

The most critical issue of photogrammetric approaches concerns the process-
ing or combination of the individual image captures into a unique model. Due
to the manual placement of targets for image registration and the manual choice
of camera positions/rotations, such a process becomes very time consuming and
tedious. The most time consuming sub-step in a photogrammetric process is the
combination of the individual 2D images into a unique 3D point cloud. For laser
scanning techniques, 2D-to-3D conversion is eliminated as the capture is already
three-dimensional and the registration of the individual 3D point clouds is rela-
tively easier. For more details about 3D capture complexity and processing cost
precise measures, the reader is referred to [2,16].

Safety and Autonomy. Photogrammetric techniques are safer than laser tech-
niques as the former require the use of conventional still cameras, while the latter
are harmful for the operator’s eyes. The recent trend going towards the usage of
LED light as a replacement of laser is an alternative that addresses the safety
concern of laser scanning, while presenting the advantage that LED light is as
accurate as laser for close range captures only. Regarding the capture auton-
omy and hence mobility, photogrammetry outperforms laser scanning as the
latter makes usage of power-consuming built-in amplifiers. It is worth noting
that recently, some hardware manufacturers successfully introduced handheld
and flexible laser scanners for small size objects capture, and that attempts
have been made to use them for large scenes capture.

Equipment and Operation Cost. Evaluating the capture budget is a cru-
cial factor from the a financial point of view. Photogrammetric techniques are
the most accessible ones as they employ still cameras whose prices are rapidly
decreasing and whose performance and specifications are continuously increas-
ing. In contrast, despite their commercialization since three decades, laser scan-
ners prices are still high. According to [20], laser scanners prices range from tens
of thousands of dollars to hundreds of thousands of dollars, depending on the
sophistication of the scanner, the included accessories/software, and the speci-
fications. In consequence, laser scanning is still restricted to companies or edu-
cational institutions with consequent budgets. Recently, scanner rental services
have emerged [1] as an alternative for institutions with lower budges. Another
factor influencing the cost of a capture process consists in the lifetime of the
capture device. While photogrammetric devices may be used for decades, laser
scanners have a much smaller lifetime (thousands of hours) because they are
quickly deteriorated by the operational temperature of the built-in amplifier [6].
When it comes to the operational cost of a capture process which is correlated
to the learning curve of that process, since still cameras can be found on almost
any private office, it is natural that they are the easiest to use, compared to the
non-public-friendly laser scanners which require specific trainings and thus an
additional operational cost.
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Applications. Whenever some geometric or physical information about a scene
is required or needs to be reconstructed, data capture enters into action. Pho-
togrammetry and 3D scanning have been interchangeably and successfully used
in many applications. On the one hand, Terrestrial Laser Scanning (TLS) has
been applied for interior building modeling, navigation, and exploration [23],
while Airborne Laser Scanning (ALS) has been used for 3D city/terrain mod-
elling and landslide volume computation in geology, in order to capture the
geometry of cities and terrains [21]. In transportation projects, it has been used
for acquiring design and construction data [16]. Cultural heritage and historical
buildings digitization is probably the most explored domain where laser capture
has been used for heritage documentation and preservation [23]. On the other
hand, photogrammetry touched similar application domains like for example in
bridge engineering [17], but the application domain that deserved most of the
researchers attention was cultural heritage preservation, where it has been used
for the digitization and reconstruction of photorealistic 3D models for many his-
torical sites [5,10], thanks to the ability of photogrammetry to better capture
visual aspects of scenes.

4 Life Cycle Management (LCM) Connection
to Sustainability Assessment (SA) in the Built
Environment (BE)

In order to understand and adapt LCM usage in the BE and hence interoper-
ability to BIM, sustainability and its assessment must be well understood and
scrutinized. In fact LCM goes in accordance with SA to determine its integra-
tion into any BIM model. In this respect, we elaborate on the most adequate
definition of sustainability and its rigorous assessment.

There are as many definitions of sustainability and sustainable development
as there are individuals and interest groups trying to define the term. All the
definitions however, share a common concern for: (i) living within the limits
(ii) understanding the interconnections between economy, society, and environ-
ment, and (iii) equitable distribution of resources and opportunities [13].

In 1981, Malcolm Wells suggested a matrix, which appears to be the first
attempt to use indicators to help achieve sustainability [22]. Although, Wells’
matrix was invaluable, it was still far from comprehensive. It did not either elab-
orate real complexity or recognize value shifts and differences in the sustainable
design process. In 1990, Kroner has further developed the matrix with categories
and sub-categories, while Salem enlarged it by adding a priority tab [8]. It was
further refined during the last decade but remained limited to environmental
factors mainly [13]. Assessments of sustainability can help inform the societal
discussion and influence the environmental governance towards the main objec-
tives of sustainability. The effectiveness of an assessment system in this regards
requires that it matches up well against a number of requirements, in such a way
that it can be seen to be: (i) hopeful, (ii) holistic, (iii) protective, (iv) Harmo-
nious, (v) Participatory, and (vi) habit forming [19].
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LCM-SA Interoperability into BIM Models. The recent decades have
witnessed a maturing of concern and interest in building performance that is
increasingly evidenced in building design. Sustainable or green design is not sim-
ply about attaining higher environmental performance standards or investing in
new values; it is also about rethinking “design intelligence” and how it is placed
in buildings. The distinction between the notions “Green”, “Intelligent”, “smart”
and “Sustainable” is critical in what underlies valid sustainable buildings. Sus-
tainability assessment is a procedure used to evaluate whether environmental,
economic and societal changes arising from man’s activities and use of resources
are decreasing or increasing our ability to maintain long-run sustainability.

During the last two decades, the science of “assessing sustainability in the
built environment” has flourished and the number of assessment tools exploded
dramatically to reach over 100 tools worldwide [14]. Local assessment systems
have developed in different countries and regions; responding to perceptions
of what is needed in their local conditions. These assessment systems and tools
share much in common but also evidence differences of scope, approach, reporting
and mitigation measures.

This study opened the door to new horizons in BIM integration
of LCM/SA and the use of capture techniques, in fact this would allow
the tools stated previously to include life cycle assessment and costing, energy
systems design and performance evaluation, productivity analysis, indoor envi-
ronmental quality assessment, operations and maintenance optimization, whole
building design and operations tools [15], and enable their apps into BIM ori-
ented platforms. Commonly-used tools worldwide are performance and/or pre-
dicted performance based systems. Each features a suite of tools developed for
different buildings and projects such as residential, commercial, industrial, retail
and educational and health buildings. Therefore this study will develop further
recommendations to enable the use by field practitioners.

5 Recommendations to Enhance Qualities
of the Built Environment

The conducted comparative study reveals that laser scanning technology repre-
sents the future of 3D capture. It is the most promising technique as it is the
most accurate one. Photogrammetric techniques provide less garbage than laser
techniques do, but photogrammetric data requires costly post-processing in addi-
tion to being limited by the image accuracy and the precision of the registration
process.

As predicted in [18], it is more interesting to combine different capture tech-
nologies, as each one comes with its own set of pros and cons. It is natural to
think that combining laser scanning and photogrammetry improves the accuracy
of photogrammetry and reduces or ideally eliminates the manual steps required
for generating 3D models. This observation is consolidated by the recent trends
of the combined usage of capture techniques. For instance, a progress reporting
application has been proposed in [11], where both photogrammetry and laser
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scanning have been combined to improve the accuracy and speed of collecting
data from a construction site. In cultural heritage digitization, laser scanning
and photogrammetry have been conjointly used in many works [4,5,24]. In robot
motion planning, laser and vision sensors were combined for the development of
a robot navigation system in indoor environment [25].

As a synthesis, an ideal and universal 3D capture technique doesn’t exist.
Our discussion shows that when the need arises for data capture in a particular
context, a good practice would be to start by carefully identifying the applica-
tion requirements, and then transposing these needs to each technique, in order
to find the most adequate capture technique for that context. As an advice,
one might consider using other techniques, in conjunction or complementation
of the primarily chosen one, in order to improve the capture process. In cul-
tural heritage, it appears that combining laser scanning (more precision) and
photogrammetry (better visualization) gives the best results, while in the emer-
gency preparedness context, laser scanning combined with other techniques (e.g.,
RFID) represents a good candidate.

6 Conclusion

In this work, we have conducted a comparative study of the most prominent
3D capture techniques as the capture process is unavoidable for developing a
smart BLM impementation through BIM. We have introduced 3D capture tech-
niques and compared them by exposing their weaknesses and strengths, accord-
ing to many relevant criteria for field practitioners like equipment/operation
costs, mobility, accuracy, precision and range, data complexities, etc. As 3D
scene capture is involved in a plenty of application domains, our study targets a
wide audience of professionals. It provides a set of recommendations and advice
that help data capture actors for the correct and critical choice of adequate
technologies that best suit the targeted application. Our study shows that an
ideal capture technology may not exist for a particular application domain, but
the usage of more than one technology is highly recommended for getting better
results.
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Abstract. Building Information Modelling (BIM), as an object-oriented tool,
has been the buzzword in Architecture Engineering and Construction (AEC)
sector in recent years. The buzz has created a lot of promise of an imminent
paradigm shift and productivity and lifecycle improvements in the AEC sector,
and plenty of benefits are cited in the literature. Consequently, the word has
reached the shipbuilding industry as well, which faces many similar productivity
and lifecycle challenges as the AEC industry, and which is seeking similar
advancements in digital tools that can bring around the change. As a result, the
Finnish shipbuilding industry expressed interest in exploring what are the BIM-
enabled best practices in the AEC sector, and which of these can potentially be
transferred to the shipbuilding industry. This research explored these issues.
Findings suggest that due to lack of mutual communication, the professionals
across each industry believe the other to be doing better.

Keywords: BIM · PLM · 3D CAD · AEC · Shipbuilding

1 Introduction

Building information modeling (BIM) provides not only an advanced design tool, but
also an efficient management tool for the Architecture Engineering and Construction
(AEC) sector. Consequently, BIM adoption in the AEC industry has significantly
increased in recent years (Lu and Li 2011), both globally as well as in Finland. At the
same time, the European (including Finnish) shipbuilding industry has undergone a
fundamental shift from a labor-intensive industry to a capital and know-how dominated
high-tech industry (Tholen and Ludwig 2006). A large number of software and CAD
tools are used in each stage of the design process to evaluate a variety of characteristics
and life phases (Whitfield et al. 2003; Li et al. 2011). Despite the demonstrated benefits
of 3D CAD tools, certain limitations of CAD tools have hindered the development of
the design process in shipbuilding industry, which is actively searching for better solu‐
tions. In such a scenario, given several similarities between the AEC and shipbuilding
industry (e.g., complex engineering processes, multidisciplinary team members, and
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long delivery times), the Finnish shipbuilding industry expressed interest in learning
from the AEC industry, especially given the buzz around BIM. Therefore, this research
mainly aims at: (1) exploring the realized practical benefits of BIM in AEC industry and
(2) studying whether BIM can be a potential solution to improve the productivity of
shipbuilding projects.

Although BIM has been widely promoted, it is agreed that there are gaps between
the potential benefits and what has been realized in practice so far (e.g. Lu and Li
2011; Barlish and Sullivan 2012). Therefore, in order to understand how BIM can
potentially benefit shipbuilding industry, it is important to understand how it actually
benefits AEC industry in practice. That is, rather than looking at potential benefits of
BIM reported in the literature, this research only focuses on BIM-enabled practices
(BEPs) that have already been demonstrated to be beneficial in AEC projects. In order
to assess which BEPs can be adapted to improve the productivity of shipbuilding
projects, it is important to understand (1) the current state of 3D CAD tools in ship‐
building industry, (2) the views of shipbuilding professionals, and (3) which BEPs can
potentially be transferred to improve the efficiency of shipbuilding process.

2 Background

Benefits of BIM in AEC Industry. There are numerous studies on the benefits of BIM
(CRC 2007; Azhar 2011; Barlish and Sullivan 2012; Becerik-Gerber and Rice 2010).
Some of key benefits include: faster and effective processes, reduced rework, visuali‐
zation, information sharing and reusability; better design; controlled whole-life costs
and environmental data; better production quality and sequencing; automated
assembly; better client service scheduling, sequencing coordination, etc.

The adoption of Industrial Foundation Class (IFC) as an open-data standard BIM file
format has increased the interoperability among AEC/FM software applications, and
promoted object-oriented 3D models that contain lifecycle information of building
elements. With an object-oriented approach, BIM extends the capability of traditional
3D CAD approach by defining and applying intelligent relationships between the
elements in the building model (Singh et al., 2011). The information management capa‐
bilities and inbuilt intelligence allow resolving conflicts, speed up solutions, and keep
projects on time and on budget. Continuous, accurate, and real-time information sharing
among project participants is the key, and BIM is seen as an enabler (Becerik-Gerber
and Rice 2010), both as a set of tools and processes (Succar 2009; Autodesk 2014;
NBIMS-US 2015). Several studies have reported economic benefits from the utilization
of BIM in AEC projects. For instance, Becerik-Gerber and Rice (2010) found that 55 %
of the respondents said BIM helped cut project costs; and 58 % found that overall project
duration was reduced by up to 50 %.

As with the AEC industry, and unlike other industries such as automobile or aircraft,
Shipbuilding has an individual nature. Mass production is rather seldom (Solesvik
2007), and ships are made according to the concept of “multi-kinds, small-amount
production” (Roh and Lee 2007a). Therefore, the design and production details are
almost different every time (Okumoto et al. 2009). Similarly, the ship manufacturing
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processes show complex patterns over a long period of time (Kim et al. 2002), and ships
are constructed using blocks. Each block is designed and then assembled in the assembly
shop near the dock. Large blocks (i.e., erection blocks) are made by joining several
blocks together. Finally, large blocks are moved to the dock and welded together to form
an entire ship (Kim et al. 2015). As noted by Roh and Lee (2007b) in their overview of
shipbuilding process, “essentially, the manufacturing process of ship is similar to that
of a large product by use of Lego blocks”.

A large number of software tools are used in each stage of the design process to
evaluate a variety of characteristics and life phases (Whitfield et al. 2003). CAD software
is used to increase the productivity of the designer, improve the quality of design,
improve communications through documentation, and to create a database for manu‐
facturing (Sarcar et al. 2008). Different CAD systems are used by different design stages
and departments (Tann and Shaw 2007; Baba and Nobeoka 1998).

Benefits of 3D CAD in Shipbuilding. In general, 3D CAD contributes to more efficient
ship design through, but not limited to 3D visualization, design simulation and inter‐
ference checking. 3D CAD is used to perform simulation analysis of such problem as
thermal, mechanical stress and vibration (Baba and Nobeoka 1998). Interference-
checking (i.e., collision detection) can also be carried out using 3D CAD tools (Okumoto
2009). Communication and coordination for collaborative design process and concur‐
rent engineering, including with manufacturing engineers (Solesvik 2007, Baba and
Nobeoka 1998), are also facilitated by 3D CAD.

Limitations of 3D CAD in Shipbuilding. It is argued that certain limitations of CAD
tools have hindered further development of shipbuilding design process. These include:
(1) The lack of interoperability among different CAD systems: While various data
formats (international standards) have been studied and discussed in the industry, there
is still no open standard widely shared by major CAD vendors in the shipping industry,
and (2) The inability of CAD tools to support initial design: While 3D models are used
in the detailed design stage, the early design stage is typically based on 2D drawings
(Alsonso et al. 2013).

3 Methodology

Following the literature review, more in-depth first-hand data on the benefits of BIM in
AEC industry and the current state of 3D CAD in shipbuilding industry were collected
through qualitative interviews. Seven BIM experts from AEC industry and seven ship‐
building professionals were invited to interviews. Professional backgrounds of the inter‐
viewees are shown in Tables 1 and 2. Notes were taken during all the interviews, as well
as recordings. Each interview lasted from 40 to 100 min. Each interview was transcribed
word by word and emailed to the interviewees for proof-reading before the analyses
started. In general, the following four steps were taken in the development of the empir‐
ical study:
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1. Seven Interviews with BIM experts from Finnish AEC industry were carried out to
identify BEPs.

2. Based on step 1, a list of best BEPs was identified, and the top four BEPs were studied
further.

3. Seven interviews with shipbuilding professionals were carried out to (1) explore the
current state of 3D CAD in Finnish shipbuilding industry, and (2) identify areas that
need further development.

4. Based on the results of the first three steps, discussion was carried out to identify
which BEPs could be potentially transferred to shipbuilding industry to improve the
productivity.

Table 1. Backgrounds of seven BIM experts and companies they represent

Interviewee title Company
1 General Manager, contractor A: a consultant and IT developer for building

industry, specialized in BIM services and
solutions

2 BIM process consultant & Chair of buil‐
dingSmart Finland

3 BIM software Specialist B: Distributor of BIM software
4 BIM Professor and researcher C: Finland’s second-largest university
5 Senior Vice President D: BIM software developer
6 Vice President, R&D E: Large construction group
7 Director, Innovation and Development F: Design and energy BIM models

The interviews were semi-structured. Same seven open-ended questions were asked
to all the interviewees to capture their understanding of BEPs. The 7 interview questions
are listed below:

1. What is your background?
2. What is your company’s basic information?
3. What is your company’s role in BIM industry?
4. What are the most important benefits of BIM that you have seen in practice?
5. What are the benefits of BIM that you have seen divided by each stage of a typical

AEC project (e.g., design, construction and operation)?
6. How do the successful companies realize these benefits through practices?
7. Which practices can be transferred to shipbuilding?

The second group of interviews were carried out in a similar manner as the first
group. Seven interview questions were formed, aiming at finding out whether these
identified BEPs could be transferred or not.

The 7 interview questions are listed below:

1. What is your background?
2. What is your company’s basic information?
3. What is your company’s role in shipbuilding industry?
4. Is there any integrated solution of different design models?
5. Is object-oriented 3D model used in shipbuilding?
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6. What are the benefits or practices enabled by the integrated solution or object-
oriented 3D model?

7. Which of these listed practices have been applied in shipbuilding already?

4 Results

BIM-enabled Practices in Finland. The top four most frequently mentioned BEPs
are: (1) Collision/Clash detection, (2) Visualization, (3) Quantity take-off, and (4)
Scheduling. These practices were commonly accepted and widely recognized by the
seven interviewees as the best and thus were studied further.

Clash detection has been widely understood as the main reason for companies in AEC
industry to start using BIM from the beginning. It is also one of the most extensively
used features of BIM. However, it is important to differentiate between clash detection
and collision detection. It was noted that during the interviews and often in reality, people
in AEC industry use collision detection and clash detection interchangeably. In contrast,
there is a subtle but important difference between these two concepts. Collision detection
is the process of identifying incongruous objects in different models that are found to
be occupying the same space in the master, whereas clash detection can also refer to
clashes in scheduling of activities, for example, order of assembly. Similarly, clashes in
rules can also be identified. In general, there are three types of clashes in a typical
construction project, i.e., hard clash, soft clash/clearance clash and 4D/workflow clash.

Table 2. Backgrounds of seven shipbuilding professionals and companies they represent

Interviewee title Specialized area Company
8 CAD and PLM Develop‐

ment Manager
HVAC engineering design

development
G: shipyard in Finland,

specialized in building
cruise ships, car-
passenger ferries, techni‐
cally demanding special
vessels and offshore
projects.

9 Designer, Electrical Design Electrical design, cable
routing, 3D administra‐
tion & 3D modeling

10 CAD Administrator, HVAC
and Catering design

3D modeling

11 Head of Design & Engi‐
neering

Naval architecture, PM,
operations management

12 Chief software adminis‐
trator

Shipbuilding design soft‐
ware administration and
training

H: leading European
consulting and eng.
company. Offers design,
engineering, PM services
to clients in the marine
industry.

13 Senior VP, business devel‐
opment

Naval architecture, project
management, project
engineering

14 Senior Sales Manager Ship & Plant 3D Design,
Project and Information
management solutions.

I: developer and supplier of
3D software for the plant-
and ship building indus‐
tries.
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Therefore, collision detection only refers to the detection of hard clash. In the context
of this research, the term clash detection is used to cover all three types of clashes.

BIM-enabled 3D visualization is the second frequently mentioned BEP during the
interviews with the AEC professionals. Besides design visualizations, since BIM
produces accurate and detailed building models, these models can also be used for
advanced visualizations, such as creating images for in process-design reviews, lighting
simulations, and highly polished marketing materials (Autodesk 2008). Accurate design
visualizations produced by BIM tools contributes to open communication within the
design team, facilitating shared understanding of designs. 3D visualization also contrib‐
utes to more efficient external communication with the client. During the construction
process, 3D visualization also benefits both site supervisor, and construction worker.

Quantity takeoff (QTO) was the third most frequently discussed BEP. It directly
influences the accuracy of cost estimation, including counting the number of items
associated with a particular construction project, determining the associated materials
and labor costs, and formulating a bid (or estimate) as part of the bidding process.

The fourth frequently mentioned BEP during the interviews was project sched‐
uling, which is one of the key processes during the development of construction projects.
This function of BIM is commonly called the 4th dimension of BIM. 4D BIM allows
the integration of traditional CPM Gantt chart visualization methods of schedules with
4D visualizations and line-of-balance visualizations (Rogier and Olofsson 2007) to
support location-based management (Kenley 2006).

3D CAD in Finnish Shipbuilding Industry: “One CAD” Solution. Based on the
interview results with the shipbuilding professionals, it can be concluded that ship design
is generally carried out through One CAD solution. It means that different ship design
disciplines are using the same CAD tool or CAD tools from the same software vendor.
There is no widely accepted standard like IFC in AEC industry. By using the same CAD
tool for different design disciplines, interoperability issues are reduced.

The situation in Company G is slightly different. Several designs tools are used by
different disciplines such as hull, outfitting and interior. Both hull and outfitting designs
are conducted in 3D. Since Company G is specialized in building cruise ships, interior
design is also one of the key design disciplines, but interior design is carried out with
2D CAD tool. Consequently, models built by different design tools (in different data
format) need to be first converted manually into one single format, once a week. Once
the hull model is integrated into the outfitting model, the rest of modelling work is carried
out in the integrated model.

Benefits of the One CAD Solution. Several benefits of the One CAD solution were
mentioned by the interviewees. In general, the benefits can be divided into two groups,
i.e., benefits of using advanced 3D CAD tools and benefits of using the same CAD tool/
CAD tools from the same vendor throughout the project (i.e., the One CAD solution).
By using contemporary 3D CAD tools, information-rich 3D models can be easily gener‐
ated. These models are not merely a 3D visualizations of objects, but also contains up-
to-date information relevant to the objects.
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3D models Enabled Better Design Coordination: The 3D models enable much more
direct comprehension of design intentions than ambiguous and complex 2D drawings.
Everyone involved in the project can get a clear view of the designs and avoid misun‐
derstanding. 3D visualizations also enable workers to better understand the relationship
between different areas/systems of the ship.

3D Models Enabled Better Work Planning: In shipbuilding, the main phases such as
detail design, procurement, production etc. are carried out concurrently. 3D models help
to improve work efficiency by enabling them to understand the status of ongoing work
and plan for work in advance. With 3D models, workers can better plan their work before
the actual work starts, and get familiar with the surroundings.

Easy and Accurate Quantity Takeoff: A bill of materials can be exported directly
from 3D models, which lists quantities of all the materials needed for assembly or
prefabrication.

Benefits of Using the Same CAD Software. The One CAD solution in Company G,
despite using several CAD tools at different design stages and disciplines, is achieved
after the hull model has been integrated into the outfitting model. The rest of the
modeling work happens in the integrated model. The key advantages of using this
approach in Company G are (1) Interoperability among different design models, and (2)
Comprehensive collision detection, where collision detection is firstly carried out auto‐
matically by CAD software and then performed by designers, i.e., the designers need to
find out the critical collisions among the ones detected by the software.

Limitations of the One CAD Solution. Despite the key benefits of using the One CAD
solution, the following limitations have triggered the interest of these shipbuilding
professionals in seeking insights from BIM usage in AEC.

No Open Standard: There is no open standard in shipbuilding industry. Although
the One CAD solution reduces the interoperability requirements, it can lock shipyards
to specific proprietary tools. This also reduces the ability of different shipyards to benefit
from the tools and technical developments developed by the others.

Interior Design Still in 2D: Currently, interior design is the only design discipline
that is carried out with 2D CAD tools. As explained by Interviewee 8, the lag of interior
design is mainly due to the fact that most of the ships constructed are not for cruising.

Integration with Other Software Applications in Finnish Shipbuilding Industry:
Interviewees reported that besides CAD software used for design, there are other soft‐
ware systems used for functions such as project management, document management,
material management, etc. and processes such as reporting and checking, scheduling,
and cost estimation. Therefore, it is important that these tools can smoothly integrate
with the 3D CAD tools, which is not the case currently.

5 Discussion and Implications

Four BEPs were identified through interviews with BIM experts, i.e., clash detection,
visualization, quantity takeoff and scheduling. Based on discussions with shipbuilding

Comparing BIM in Construction with 3D Modeling 199



professionals, it was found that there are already several similar or more advanced prac‐
tices enabled by 3D CAD in shipbuilding industry. Identified best BEPs and similar
practices enabled by 3D CAD include:

Collision Detection: In both AEC and shipbuilding industry, collision detection is an
essential practice to find out possible collisions between different models and thus to
ensure the integration of these models is carried out successfully. Although there are
three types of clashes that BIM software can detect, and collision detection only refers
to the detection of hard clash, it is likely that 3D CAD is at a more advanced stage of
collision detection than BIM. This is mainly because collision detection in shipbuilding
industry is more complicated than that in AEC.

Three factors have contributed to a higher degree of complexity of collision detection
in shipbuilding industry. First of all, there are usually higher number of systems in ships.
Secondly, ships have greater space constraints and the utilization of space is more
compacted in shipbuilding than in AEC. The third factor is that collision detection in
shipbuilding is carried out following stricter standards than in AEC, due to the higher
safety requirements of shipbuilding. This is quite understandable, as the damage can be
fatal when a ship fails when sailing.

Visualization is another practice enabled by both BIM and 3D CAD, which is
understood as a basic function. The benefits generated from utilizing 3D visualizations
are more or less similar in AEC and shipbuilding industries. Nonetheless, for ship‐
building professionals 3D is understood as a routine or a norm rather than a benefit. On
the other hand, 3D is now a trendy topic in AEC industry, indicating that the utilization
of 3D visualization in shipbuilding industry has already come to a mature stage, whereas
it is still an “in” topic in AEC industry.

Quantity Takeoff: The processes of generating quantity takeoffs in AEC and ship‐
building industries are very similar as well. In both industries, the process of quantity
takeoff is carried out computer-assisted. Accurate quantity information is incorporated
in 3D models and thus can be easily generated and reused. However, there is likely a
significant difference between shipbuilding and AEC industries regarding the accuracy
of cost estimates at the very early stage of the project. As shipbuilding industry has very
comprehensive data management systems, i.e., product libraries with rich historical data,
cost estimates at the early stage can be made with relatively high accuracy. On the
contrary, AEC industry is far behind shipbuilding regarding data management. As a
result, the cost estimates made at the initial stage of traditional construction projects are
rough estimates with low accuracy.

Scheduling: 4D BIM, i.e., 3D BIM models with scheduling information, including
location based management, was seen as a significant innovation in the evolution of
construction scheduling by the BIM experts. It creates the integration of design, location
and schedule data, which is one typical feature that differentiates BIM from conventional
3D CAD. With 4D BIM, schedule conflicts (i.e., the third type of clash - 4D/workflow)
can be easily detected.
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Perceptions of “the other” Industry. In addition to the identified BEPs, another inter‐
esting finding from the interviews is the perceptions of “the other” industry that these
professionals have. Although the research was originated from shipbuilding professio‐
nals’ interest in learning from AEC about BIM, it was found during the interviews that
BIM experts generally had the opposite idea, i.e., AEC industry should learn from ship‐
building. It was found through the interviews with shipbuilding professionals that BIM
is a relatively new topic in shipbuilding industry. It is likely that the active promotion
of BIM in recent years has greatly raised the awareness of it in not only AEC, but also
other industries such as shipbuilding. In other words, regardless of the technological
development of BIM, the positive image of BIM among shipbuilding professionals at
least proves that the marketing of BIM has been carried out successfully.

Research Scope and Limitations. The results of the empirical study mainly represent
the current status of BIM in Finnish AEC industry and the utilization of CAD software
Finnish shipbuilding industry. Due to the qualitative research method, geographical/
cultural influence, this research have following limitations: (1) Face-to-face interviews
enabled the collection of more in-depth information on the topic studied, but limited the
number of participants, and (2) Since the interviews were conducted within Finland, the
findings therefore may be influenced by the specific perception and culture of practices
in this region. For example, this research focused on benefits that have already been well
established in practice. Other potential benefits such as use of digital models for main‐
tenance and operations have been discussed in literature, but the practical realization of
such benefits of BIM in Finnish AEC has been rather limited. It is likely that the results
might vary slightly with a wider context.

Implications. In general, shipbuilding industry is more advanced than AEC at the
adoption of CAD tools for design related tasks such as collision detection and visuali‐
zation. Both BIM in AEC and 3D CAD in shipbuilding can generate easy and accurate
quantity takeoffs, initial cost estimates of shipbuilding projects can be made with higher
accuracy than AEC projects due to shipbuilding’s well-maintained historical data. The
only exception is scheduling. Although it is unclear whether the scheduling function of
BIM is better than that of the project management software adopted in shipbuilding,
AEC industry is at a more advanced stage than shipbuilding, especially with approaches
such as location based management systems (Kenley 2006).

In addition, there is a fundamental difference between the understanding of the roles of
BIM and 3D CAD from AEC and shipbuilding industries. In shipbuilding industry, 3D
CAD is only for design. Other tasks such as scheduling, estimating, and product infor‐
mation management are carried out with other specific software systems. On the
contrary, in AEC industry, BIM is much more than a design tool. Although 3D BIM is
essentially 3D CAD, multiple dimensions such as scheduling (the 4th D), estimating (the
5th D), and building lifecycle information (the 6th D) can be added to 3D BIM to make
a comprehensive building lifecycle management tool.
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Abstract. The enterprise level software application that supports the strategic
product-centric, lifecycle-oriented and information-driven Product Lifecycle
Management business approach should enable engineers to develop and manage
requirements within a Functional Digital Mock-Up. The integrated, model-based
product design ENOVIA/CATIA V6 RFLP environment makes it possible to
use parametric modelling among requirements, functions, logical units and
physical organs. Simulation can therefore be used to verify that the design
artefacts comply with the requirements. Nevertheless, when dealing with
document-based specifications, the definition of the knowledge parameters for
each requirement is a labour-intensive task. Indeed, analysts have no other
alternative than to go through the voluminous specifications to identify the
values of the performance requirements and design constraints, and to translate
them into knowledge parameters. We propose to use natural language pro-
cessing techniques to automatically generate Parametric Property-Based
Requirements from unstructured and semi-structured specifications. We illus-
trate our approach through the design of a mechanical ring.

Keywords: Functional digital mock-up � ENOVIA V6, CATIA V6 � Natural
language processing � Requirements � Parametric modelling

1 Introduction

1.1 ENOVIA/CATIA V6 RFLP for Integrated, Model-Based Product
Design

In 1990, Gero [1] proposed the FBS ontology where F stands for the set of functions, B
for the set of expected behaviours (Be) and the set of actual behaviours (Bs), and S for
the structure. In [2], Christophe extends the FBS ontology to RFBS by including the R
for requirements. Back in the nineties, in his theory of axiomatic design, Suh [3]
defined four domains of activities: the customer domain, the functional domain, the
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physical domain and the process domain. Stepping back and looking at these product
design methods, which could also be assimilated to the systems engineering process
[4], we notice that product design relies upon an iterative process among requirements,
functions, behaviours and structures.

The Dassault Système’s ENOVIA/CATIA V6 software solution proposes a similar
integrated product design model named RFLP [5]. The R is for ENOVIA V6
Requirements, a requirements management workbench. The F, L and P layers are used
to recursively break down the complexity of the design problem according to the
Functional, Logical and Physical viewpoints of the product. This design approach
follows from Descartes’ reductionism method that consists in understanding a com-
plicated problem by investigating simple parts and then reassembling each part to
recreate the whole. In RFLP, the functional layer (F) relies upon a Functional Flow
Block Diagram to design functional architectures in which functions transform mate-
rial, energy or information input flows into output flows whose consistency is ensured
by the matching of input and output typed-ports. The logical layer (L) is the beha-
vioural viewpoint of the product and is materialised by a logical architecture within
which each logical unit’s behaviour is equation-based modelled with the Modelica1

language. Modelica models are executable thanks to the Dynamic Behaviour Model-
ling workbench that is the integration of Dymola2 within CATIA V6. Finally, the
physical layer (P) is very similar to the CATIA V53 CAD modeller.

The integrated RFLP product design environment enables designers to define
implementation links between a pair of requirements, functions, logical units or
physical organs so as to trace implementation relationships thanks to a traceability
matrix. In addition to the traceability capability, the tight integration of ENOVIA V6
Requirements and CATIA V6 offers parametric modelling functionalities that can be
used to make sure that the design artefacts comply with the requirements.

1.2 Problematic

Among the product life cycle phases defined by Terzi [6], we focus on the requirement
analysis phase without addressing the management of the requirements during the
downstream detailed design and testing life cycle phases.

Nowadays, a set of requirements is usually very large. Indeed, with the
ever-increasing complexity of products and their relentless customisation, the mush-
rooming accumulation of legal documents, let alone the geographically dispersed teams
through whom products are developed, a supplier is faced with a staggering increase in
the number of requirements. For instance, at Mercedes-Benz, the size of a
system-of-interest (SOI) specification varies from 60 to 2000 pages and prescribes
between 1000 and 50 000 requirements [7]. In addition to the massive volume of

1 https://www.modelica.org/.
2 http://www.3ds.com/products-services/catia/products/dymola.
3 http://www.3ds.com/fr/produits-et-services/catia/.
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requirements, most specifications are unstructured documents – e.g. Word, PDF – and
79 % of requirements are written in unrestricted natural language [8].

For all these reasons, in a “buy approach” of a “make vs buy” decision, OEMs
struggle to deliver products that comply with the legal and contractor’s requirements.
Indeed, when an OEM collects the specifications and the applicable documents the
specification refers to, he has no other alternative than to go through the documents to
identify the applicable requirements so as to, in fine, provide a product that complies
with the contractor’s requirements. There are four standard verification methods:
inspection, analysis/simulation, demonstration, and test [9]. In this paper, we benefit
from the simulation method that the parametric modelling CATIA V6’s capabilities
offer in its integrated RFLP product design environment. Parametric modelling-based
verification can be very time consuming since designers have to: (1) read the speci-
fications, (2) identify the values of the performance requirements and the design
constraints, (3) model the values of the performance requirements and the design
constraints as requirements’ knowledge parameters, (4) design the behavioural and
structural artefacts using parametric modelling, and (5) define the knowledge verifi-
cation rules that map requirements’ knowledge parameters with design artefacts’
knowledge parameters so as to verify their compliance.

In a “make approach” there is no exchange of document-based specification.
Therefore, before designing, the company simultaneously prescribes the product’s
requirements and the requirements’ knowledge parameters into ENOVIA V6
Requirements. However, in a “buy approach”, the OEM has to move the requirements
from the unstructured specification documents to the ENOVIA V6 Requirement
database and manually build requirements’ knowledge parameters.

1.3 Literature Review and Proposition

According to Lash [10], modal verbs such as shall, must and should are key lexical
features for classifying sentences corresponding to requirement statements. In [11],
Coatanéa et al. use the Stanford Parser to apply natural language processing
(NLP) techniques such as sentence splitting, tokenization and POS-tagging so as to
create a binary rules-based classifier based on the presence or absence of a modal verb
in a sentence. Zeni et al. [12] propose GaiuST, a framework that extracts legal
requirements for ensuring regulatory compliance.

Few research studies attempt to extract text-based requirements (TBRs) from
unstructured specifications; however, none of them address the challenge of extracting
the values of performance requirements and design constraints to ease simulation-based
design verification.

To avoid the very time-consuming requirements’ knowledge parameters definition
process, we propose a NLP pipeline to extract TBRs from unstructured and
semi-structured specifications and to model them as Property-Based Requirements
(PBRs). PBRs are used to automatically generate Parametric PBRs (PPRBs) in
ENOVIA V6 Requirements. Finally, while designing with CATIA V6 RFLP, designers
define behavioural and structural design knowledge parameters that are manually
mapped to PPBRs thanks to parametric knowledge verification rules.
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2 From Unstructured Specifications to Design Synthesis

The model-based product design process that we present is twofold: (1) we extract
TBRs from document-based specifications and transform them into PPBRs in ENOVIA
V6 R2015X; (2) we exploit the PPBRs in an integrated, parametric, model-based
product design synthesis with CATIA V6 R2015X.

2.1 From Unstructured Specifications to PPBRs

Before presenting the NLP pipeline that generates the PBRs, we must present the
concepts of PBR and PPBR.

As Micouin introduces in [13], a PBR is an unambiguous formal definition of a
requirement as a predicate and is defined as follows:

PBR : When C ! val O:Pð Þ 2 D ð1Þ

This formal statement means: “When the condition C is true, the property P of
object type O is actual and its value shall belong to the domain D”. A relevant
characteristic of the concept of PBR is that it is grammar-free, i.e. a PBR does not have
any particular syntactic structure and can therefore be implemented with various
modelling language such as VHDL-AMS [14] and Modelica.

By combining the PBR theory with parametric CAD modelling, we coin the
concept of Parametric PBR (PPBR). A PPBR is a PBR that is implemented with a
parametric CAD modeller thanks to knowledge parameters and knowledge verification
rules. In ENOVIA V6, a PPBR is analogous to the formal combination of an Object
(O) – the subject in the requirement statement attribute – with one or several knowledge
parameters that define the boundaries of the constrained domain (D) of a property (P),
whereas the condition (C) is a CATIA V6 knowledge verification rule that is manually
defined by designers while designing behavioural and structural artefacts.

The generation of PPBRs from TBRs requires: (1) an NLP4 pipeline to generate an
XML specification that stores a set of PBRs derived from TBRs, and (2) to interpret the
XML specification of PBRs for creating PPBRs in ENOVIA V6 Requirements.

To derive PBRs from TBRs we implemented the following NLP pipeline:
Step 1 <Uploading>: The user uploads one or several specifications whose

extension is .doc(x) (Word), .odf (OpenOffice), .pdf (Portable Document Format), .xls
(x) (Excel), .xmi (SysML requirements diagram). While uploading, the file uploader
item gets the input stream of each specification.

Step 2 <Parsing>: We trigger a specific parser according to the file extension of
each specification. If it is a .doc or .odf, the parser uses the Apache Tika5 API to extract
each specification content and transform it into .html semi-structured data. We trans-
form the content into HTML because it makes the analysis of tables, lists, headings,

4 One should refer to [15] for further details on statistical natural language processing.
5 https://tika.apache.org/.
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etc. a lot easier. The headings of .doc and .odf help us to identify the sections. Sections
are used for multi-threading to run processing tasks in parallel. If the extension of the
specification corresponds to a .pdf, we use the native capability of Word to convert
from .pdf into .doc. Then, as for .doc, we use the Apache Tika API to convert from .doc
into .html. Once we get the .html specification, we verify whether the .pdf was gen-
erated with Word or OpenOffice by looking for the header, footer or table HTML tags,
which are not present in a .pdf that was created with another text editor such as LaTeX.
If we find that the .pdf was generated with Word or OpenOffice, then we call the .doc
parser; otherwise, we use the .pdf parser that relies upon the Apache Tika API and
various regular expressions. The second scenario is less accurate as we lose the
structures (tables, enumerations, footer, header, etc.). The .xls(x) parser uses the
Apache POI6 API to parse the textual content of each cell. We make the hypothesis that
each cell is a sentence. Finally, the .xml parser extracts the requirement statements
between the XML tags of a SysML requirement diagram.

Step 3 <Tokenization>: The Stanford CoreNLP [16] Tokenizer7 API iteratively
tokenizes each specification content, that is, it chops the textual content up into pieces
of a sequence of characters that are grouped together as a useful semantic unit for
processing, the tokens. We store the tokens in a term-sentence matrix whose rows are
sentences and columns are tokens that make up each sentence.

Step 4 <Lemmatization>: The Stanford CoreNLP Lemmatizer API iteratively
normalises each token by removing the inflectional ending and returns the dictionary
form, the lemma. For instance, lemmatization reduces the tokens “requires”, “required”
and “require” to their canonical form “require”. This enables us to increase the recall in
step 8 <Classification>.

Step 5 <POS-tagging>: The Stanford CoreNLP POS-tagger8 API iteratively POS
tags each token, that is, it annotates each token with its grammatical category (noun,
verb, adjective, adverb, etc.), the Part Of Speech (POS).

Step 6 <Sentence splitting>: The Stanford CoreNLP API iteratively splits each
textual specification content into sentences.

Step 7 <Sentences cleaning>: We use various regular expressions and analyse
HTML tags to clean the sentences. For instance, we rebuild sentences from enumer-
ations, get rid of the headings, headers, footers and informative sections (introduction,
scope, table of content, glossary, list of acronyms, etc.) that may generate false posi-
tives, and extract the content of .pdf tables.

Step 8 <Classification>: We use a knowledge engineering – a.k.a rules-based –

text classification approach [17] to binary classify each sentence into a “requirement”
vs “non-requirement” class. The algorithm iteratively traverses the matrix whose rows
are sentences and columns are lemmas. For each iteration, if the condition “tokeni of
sentencej = a prescriptive term 2 {shall, must, should, have to, require, need, want,
expect, wish or desire}” is true, the current sentencei is classified as a requirement.

6 https://poi.apache.org/.
7 http://nlp.stanford.edu/software/tokenizer.shtml.
8 http://nlp.stanford.edu/software/tagger.shtml.
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Step 9 <Dependencies analysis>: The Stanford CoreNLP Dependencies Analyzer9

[18] API iteratively analyses each requirement to generate a semantic graph within
which we identify the numeric dependencies and extract the source and target nodes of
each dependency. The source of a numerical dependency is a numerical token anno-
tated with the POS tag (CD), whereas the target is a word.

Step 10 <Classification>: While going through the dependencies list of each
requirement, we check whether the word stored in the target node of each dependency
is a physical unit such as N, °C, kg, Pa, etc. using a resource file that collects all
existing physical units under its abbreviated and expanded form – e.g. N and Newton.
Each time a given numerical dependency is classified as a physical numerical depen-
dency, we add a third attribute from our resource file that is the dimension of the
physical unit – e.g. Force for the unit N or Newton.

Step 11 <PBR Pattern Analysis>: A well-written TBR prescribing a functional
level of performance or a design constraint usually follows three distinct syntactic
patterns (Pattern 1, 2 and 3) [19]. Note that the condition is not always specified;
consequently, there is one more syntactic pattern (Pattern 4).

Pattern 1: <Prescriptive> <Domain> <Condition> - PDC
The Control_Subsystem shall open the Inlet_Valve in less than 3 seconds when the 
temperature of water in the Boiler is less than 85 °C.

Pattern 2: <Prescriptive> <Condition> <Domain> - PCD
The Control_Subsystem shall, when the temperature of water in the Boiler is less 
than 85 °C, open the Inlet_Valve in less than 3 seconds.

Pattern 3: <Condition> <Prescriptive> <Domain> - CPD
When the temperature of water in the Boiler is less than 85 °C the 
Control_Subsystem shall open the Inlet_Valve in less than 3 seconds.

Pattern 4: <Prescriptive> <Domain> - PD
The Control_Subsystem shall open the Inlet_Valve in less than 3 seconds.

Given a list of conditional terms (when, if, while) and a list of prescriptive terms
(shall, must, should, have to, require, need, want, expect, wish or desire), we know the
index of the conditional term and the prescriptive term by iterating through the tokens
of a given requirement. Thus, to identify the pattern associated to a given requirement
we use a set of rules that compares the index of the physical numeric dependencies, the
index of the prescriptive term, and the index of the conditional term. This set of rules
enables us to infer the Domain D and the Condition C.

A physical numerical value is sometimes followed by a tolerance. Thus, the pat-
terns 1, 2 and 3 give rise to four more patterns where the domain D and the condition
C are split into a nominal domain, a tolerance domain, a nominal condition and a
tolerance condition – e.g. pattern 5 follows from pattern 1.

9 http://nlp.stanford.edu/software/stanford-dependencies.shtml.
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Pattern 5: <Prescriptive> <Nominal Domain> <Tolerance Domain> <Nominal 
Condition> <Tolerance Condition> - PnDtDnCtC

The Control_Subsystem shall open the Inlet_Valve in 3 seconds +/- 1 second, when 
the temperature of water in the Boiler is between 70 °C and 85 °C.

To make sure that two consecutive physical numerical dependencies form the so
called <nominal, tolerance> pair of a domain D or a condition C, we check whether
their units belong to the same physical dimension. For instance, in the requirement
“When the temperature is less than 40°C, the pressure shall be less than 30 Pa”, the
consecutives physical numerical dependencies <40 °C> and <30 Pa> do not belong to
the same physical dimension since the former is a temperature (°C), whereas the latter
is a pressure (Pa). However, in the requirement “The system shall control a pressure of
30 Mpa +/- 5 Pa”, the physical numerical dependencies <30 Mpa> and <5 Pa> belong
to the same physical dimension – a pressure.

Finally, there are six more syntactic patterns according to whether there is a tol-
erance associated to the domain and/or the condition – e.g. pattern 7 follows from
pattern 1 and 5.

Pattern 7: <Prescriptive> <Domain> <Nominal Condition> <Tolerance 
Condition> - PDnCtC

The Control_Subsystem shall open the Inlet_Valve in less than 3 seconds, when the 
temperature of water in the Boiler is between 70 °C and 85 °C.

Step 12 < Tolerance Calculation>: The calculation of the minimum, maximum
and nominal values defining the tolerance of a condition C or a domain D relies upon
four patterns: (1) “X +/- Y” with X > Y, (2) “X more or less Y” with X > Y, (3) “from
X to Y” with X < Y and (4) “between X and Y” with X < Y. If there is no tolerance,
e.g. “the temperature shall be less than 50°C”, the maximum and minimum values of
the domain are identical. At present, there is a limit when the unit is not the same, e.g.
“1 daN +/- 10 N” or “from 10 Pa to 1 MPa”, because we cannot compute the tolerance
without using a unit convertor.

Step 13 <PBRs Modelling>: The NLP pipeline ends up with an XML specification
that lists the PBRs in a structure that complies with the PPBRs data model in ENOVIA
V6 Requirements. Thus, each PBR element has a statement, a nominal value, a minimal
value and a maximum value that specify a domain D that can be inferred from the
nominal domain and tolerance domain, a physical dimension and a unit attribute.
The XML specification can finally be imported into ENOVIA V6 Requirements so as
to automatically generate the PPBRs. This pure software development part of our
proposal has not been implemented yet.

Once the PPBRs have been generated in ENOVIA V6 Requirements, designers can
start the design synthesis thanks to the F, L and P layers of CATIA V6 RFLP.
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2.2 Integrated, Parametric, Model-Based Product Design Synthesis

Design synthesis is the translation of input requirements into possible solutions satis-
fying those inputs [20].

The design synthesis with the integrated CATIA V6 FLP product design envi-
ronment consists in translating the input requirements (R) into functional, logical and
physical solutions satisfying those inputs. In order to do so, designers recursively break
down the functional requirements into functions (F) that transform flows. Functions are
then implemented by dynamic logical units (L) that simulate the expected behaviour,
whereas non-functional requirements that prescribe design constraints are implemented
by inert structural organs (P). Once the design of a given hierarchical level is com-
pleted, we apportion the performance requirements of the current hierarchical level to
the functions of the next lower level by either sticking with the same physical
dimension (allocation) or by establishing new requirements resulting from specific
implementation choices (derivation).

Parametric modelling enables designers to not only create flexible CAD model, but
also to verify that the requirements comply with the design artefacts. When the PPBRs
are directly specified in ENOVIA V6 Requirements, engineers have to manually create
the requirements and the associated knowledge parameters. However, when require-
ments are imported from a document-based specification, the generation of PPBRs
results from the NLP pipeline. The knowledge verification rules that link the PPBRs
and the knowledge parameters of the design artefacts require domain-specific knowl-
edge; consequently, they are manually defined by designers.

In the next section, we illustrate the transformation of TBRs into PBRs so as to
generate PPBRs that drive the design synthesis of a mechanical ring. We use a
mechanical ring as a case study because its design changes frequently and because it is
a simple universally understood object.

3 Case Study

3.1 From Unstructured Specifications to PPBRs

First, we put ourselves in the shoes of a contractor who wants to acquire a mechanical
ring. We only write three requirements10 to ease the illustration of our proposition.
Each requirement is in a different specification (.doc, .pdf and SysML).

Then, we play the role of the OEM who receives the specifications. First, we upload
the specifications and send them through the NLP processing pipeline. Once it has
finished, the NLP processor generates the XML specification of PBRs.

In the XML specification, the data structure of the PBRs is defined in such a way
that the PBRs are interpretable by ENOVIA V6 Requirements. Therefore, we can

10 (Req 1.) The diameter of the Ring shall be 20 mm +/- 1 mm. (Req. 2) The length of the Ring shall be
between 35 mm and 37 mm. (Req. 3) The Ring shall weight less than 500 g.
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generate the PPBRs (Fig. 1) from the PBRs. Nevertheless, this functionality is not
integrated into ENOVIA V6 because the NLP pipeline is a single capability of a
broader on-going research project that requires Java EE as programming language.

3.2 Integrated, Parametric, Model-Based Product Design Synthesis

Now that the PPBRs are specified (Fig. 2(1)), designers can start the design synthesis of
the ring with CATIA V6 RFLP. We only have non-functional PPBRs that prescribe
design constraints, therefore they will be implemented by a structural design artefact,
the ring, and more precisely, the external diameter, length and weight properties of the
ring. By using parametric modelling, we define a design parameter for each property
(Fig. 2(3)). A design parameter is a triple <Name, Physical dimension, Unit> – e.g. a
parameter named <D> whose physical dimension is <length> and unit is <mm> that
drives the external diameter property of the ring.

After having associated the design artefacts’ knowledge parameters with the geo-
metrical features, designers define knowledge verification rules between the PPBRs and
the design artefacts’ knowledge parameters. For instance, Fig. 2(4) shows the knowl-
edge verification rule verifying that the external diameter property of the ring belongs
to the domain 20 mm +/- 1 mm. It consists in defining a conjunction between two
partial order relations “<” that constrain the design knowledge parameter <D> with the
maximum and minimum values of the external diameter property (Fig. 2(4)) defined in
the “Ring diameter” PPBR (Fig. 2(2)). As shows Fig. 2(5), a red light signals when the
design does not comply with a requirement. In our case, the design artefact’s knowl-
edge parameter that stands for the external diameter property of the ring does not
belong to the domain prescribed by the “Ring diameter” PPBR.

1

2

Fig. 1. Two ENOVIA V6 Requirements windows: (1) the attributes to define a PPBR (left) and
(2) the list of PPBRs that makes up the specification of the ring (right).
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3.3 Results and Limitations

We conducted experiments with both real industrial and handcrafted data sets. The
initial results that we obtained after analysing handcrafted specifications are encour-
aging. One key factor is that we wrote the requirements by following the requirements
writing best practices defined in [19]. Regarding the analysis of industrial specifica-
tions, the results are also promising, although we cannot fully validate the proposition
without including a units converter.

Our solution presents a few limitations, such as the detection of sections when the
headings functionality has not been used to edit .doc, .odf or .pdf. We were also
challenged by original writing-style that came across while we were testing. The
Stanford CoreNLP dependencies analyser relies upon statistics; consequently, it returns
few false positive and false negative numerical dependencies. Finally, as previously
explained, the translation of PBRs from TBRs is limited since the nominal and toler-
ance values must have the same unit.

4 Conclusion and Future Work

This paper presents a natural language processing pipeline to derive Parametric
Property-Based Requirements from textual requirements.

In the future we plan to continue testing our algorithm on various specifications and
integrate a unit converter to compute the minimum, maximum and nominal values
defining the tolerance of a condition C or a domain D when the nominal and tolerance
values do not have the same unit – e.g; 1 MPa +/- 10 Pa. We will also develop the
plug-in to load the XML specification into ENOVIA V6 Requirements so as to
automatically generate the PPBRs from the PBRs.

2

4

5

3

1

Fig. 2. (1) PPBRs, (2) external diameter PPBR, (3) design artefact’s knowledge parameters,
(4) knowledge verification rule, and (5) quantitative level of compliance.
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Abstract. Understanding how users formulate search queries can allow the
development of search engines that are tailored to the way users search and thus
improve the knowledge discovery process, a key challenge for Product Lifecycle
Management (PLM) systems.
This paper presents part-of-speech (POS) statistical analysis on two sets of

‘Top 500’ search query lists in order to compare Internet search with enterprise
search with the aim of understanding how enterprise search queries differ from
Internet search queries. The Internet queries were obtained from the keyword
research company WordTracker.com and covers the month of January 2015.
Enterprise search logs were obtained from a large multinational engineering
organization and represent the first six months of 2014.
The results show enterprise search users are far more likely to search using

nouns, with 97 % of queries containing at least one noun. This compares to
89 % for Internet users. 60 % of enterprise queries are single nouns compared to
38 % for Internet search users. In total, enterprise queries fell into 41 lexical
classes (noun-noun/adjective-noun/etc.) whilst Internet search contained 95
classes. Of those 41 classes only 12 % contained no nouns, compared to 21 %
for Internet search. 80 % of the enterprise search queries can be covered by just
four Lexical classes compared to 15 for Internet search. 90 % coverage required
11 classes for enterprise and 44 classes for the Internet.
These findings appear to support existing literature in that they show a

preference for enterprise searches for specific information using domain specific
terms. This paper concludes by considering the implications of these findings for
enterprise search systems and PLM in the context of a large engineering orga-
nization and in particular proposes two areas of future research.
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1 Introduction

Enterprise wide search systems are central facets of knowledge management and the
primary means for finding and re-finding information across the product lifecycle. This
is particularly true for large multinational engineering organizations where people,
information and expertise are dispersed across multiple sites and multiple countries.
Many of the tools and techniques employed in enterprise or intranet search were
originally developed for Internet search and while users expect the same level of results
as Internet search, their opinion of intranet search performance is that it often falls short
of Internet search [1, 2].

In this regard, there are comments in the literature on the difference between
Internet and intranet search systems, and specifically how users of intranet search
expect the quality of results offered by Internet search and are commonly disappointed
with the state of the art enterprise systems on offer. For example, in a small scale
qualitative study reported by [2] into the usefulness of enterprise search using
Microsoft SharePoint 2013 in an automotive engineering company, research found
issues with users being able to formulate queries for the required results; users having
difficulty in extracting information from the range of document types; inconsistent
usage of metadata and also the “…misleading built-in relevance model of the enterprise
search engine.” that leads to poor ranking of search results.

While both Internet and intranet search systems deal with finding information, the
differences between the two are important and must be studied and understood if the
utility of enterprise search is to be comparable to that of Internet search. It could quite
possibly be the case that some of the solutions to improved intranet search lie in the
aspects that make them different rather than those that are common.

To date, work in the area of improving enterprise search has focused on three main
areas: building knowledge organizational schemes (taxonomies and ontologies), per-
sonalized search using user characteristics and faceted search. Each of these aims to
improve search by applying structure to the dataset to make it more straight-forward to
process and use. Taxonomies capture the connection between terms and represent
domain data in a tree structure and ontologies capture the relationship between terms
and represent these in a network like structure [3]. Personalized search attempts to
understand the user and, through this, the context of a search, for example, a member of
a finance team is more likely to be interested in finance related documents while a
member of a design team is more likely to be interested in engineering related docu-
ments [4]. Faceted search stores the dataset in a number of faceted classifications,
effectively multiple taxonomies, that allows the navigation of the dataset through these
facets which can help to meet the different perspectives of users [5, 6].

One area that has seen some limited investigation in Internet search but to date has
not been seen in the field of intranet search, is that of linguistic analysis of search query
logs [7–9] and in particular, a comparison between how Internet and intranet users
construct their search queries. Understanding how queries are structured can be used in
both the term extraction process during indexing to improve precision of results
returned by the search engine [10] and in devising strategies for facetted classification
and/or taxonomies.
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Linguistic analysis of search logs involves the parsing of queries through a
part-of-speech (POS) tagger. POS taggers parse text and tag each word with its lexical
category or parts of speech class (e.g. Noun, Verb, Adjective, etc.). The goal of such
analysis is to align how users phrase queries with the term extraction process and
optimize the precision of results returned. Nakagawa in [11] states that 85 % of domain
specific terms are said to be compound nouns and uses this to improve the extraction of
domain specific terms using a combination of POS tagging to identify compound nouns
and statistics.

In a similar manner to Nakagawa in [11], this paper presents a comparison of
Internet and intranet search queries to better understand what makes intranet search
different to Internet search within a large engineering organization. Following a
detailed discussion of the results it then considers the implications of the findings for
improving enterprise search over the product lifecycle and within the context of PLM
systems.

2 Method

This section is divided into two subsections. The first discusses the data obtained for
the investigation and the second discusses the technique and tools used for part-of-
speech tagging.

2.1 Data

Obtaining accurate Internet search engine query logs is a relatively difficult task with
the large search engine giants only providing limited access to top-n (n < 25) results at
most. Hence, a ‘Top 500’ search query list was obtained from WordTracker.com, a
company specializing in keyword data collection that provides third parties with an
API, Keyword Research tool and Reports for the exploration of this data for purposes
such as search engine optimization. WordTracker.com provided a global Top 500
query report for the month of January 2015. The top 10 results from this set are shown
in Table 1. Intranet search query logs were provided by the Airbus Group and comprise
the top 500 queries submitted to their Business Search tool. Data was collected from
January 1st 2014 through to June 30th 2014 and covers nearly 1.1 million searches
with approximately a third of those being unique and executed by more than 68,000
unique users.

2.2 Part of Speech Tagging

Python’s Natural Language Toolkit (NLTK) provides an off-the-shelf POS tagger that
automatically parses text and tags words with their lexical categories or parts of speech
(noun, adjective, verb, etc.). For the purposes of this work, the default NLTK POS
tagger in NLTK version 2.0b9 and Python version 2.7.6 were used. Terms from both
datasets were parsed by the tagger one at a time and the resultant tagged term set
returned. Table 2 shows a list of all possible individual POS tags. Where queries
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Table 1. Top 10 Internet and Intranet Search Queries and Search Frequency

Internet Search Queries Intranet Search
Queries

Query Frequency Query Frequency

youtube 9924821 docmaster 8736
movies 8721604 icc 7186
facebook 8085544 lexinet 7022
google 6968440 webex 7012
entertainment 6067158 pwinit 6591
search 5186360 uvisit 3982
craigslist 4888389 airnav 3310
kinox 4828994 eds 2967
hood stars clothing 3735957 zamiz 2766
download 3006655 edms 2692

Table 2. List of POS tags and their corresponding description

POS Tag Description

CC coordinating conjunction
CD cardinal number
DT determiner
EX existential there
FW foreign word
IN preposition/subordinating conjunction
JJ adjective
JJR adjective, comparative
JJS adjective, superlative
LS list marker
MD modal
NN noun, singular or mass
NNS noun plural
NNP proper noun, singular
NNPS proper noun, plural
PDT predeterminer
POS possessive ending
PRP personal pronoun
PRP$ possessive pronoun
RB adverb
RBR adverb, comparative
RBS adverb, superlative
RP particle
TO to

(Continued)

Improving Enterprise Wide Search in Large Engineering Multinationals 219



contain more than one word both words are tagged, for example, ‘aeroplane wing’
would return (‘aeroplane’ NN), (‘wing’, NN) - a noun-noun (NN NN) bigram. For the
purposes of this paper, a combination of POS tags will be referred to as a Lexical Class.

3 Results

Figures 1 and 2 show the most frequent Lexical Class frequencies of the Airbus
Business Search and WordTracker.com Internet search top 500 queries respectively.
Comparing the two graphs, the most obvious differences between the two sets of data is
the variety in different lexical classes: Business Search contained 41 different classes
while the WordTracker.com dataset contained more than double the classes at 94.
Figure 3 combines the most frequent queries from both data sets and shows the most
popular lexical class for Internet and intranet are single nouns. Business Search

Fig. 1. Lexical class frequency of airbus business search queries

Table 2. (Continued)

POS Tag Description

UH interjection
VB verb, base form
VBD verb, past tense
VBG verb, gerund/present participle
VBN verb, past participle
VBP verb, sing. present, non-3d
VBZ verb, 3rd person sing. present
WDT wh-determiner
WP wh-pronoun
WP$ possessive wh-pronoun
WRB wh-abverb
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contains over a third more single noun queries than Internet search with 60 % business
queries being single nouns compared to 38 % of Internet queries. The Internet queries
contain twice as many plural nouns with 10 % compared to 4 % for intranet. For
noun-noun bigrams, the figures are closer with 10 % for business and 8 % for Internet.
The final significant result to mention is the percentage coverage per number of lexical
classes, 80 % of the business search queries are covered with just 4 lexical classes and
90 % coverage is achieved with 11 classes, these are far fewer than the Internet queries
where 15 classes are required to reach 80 % and 44 classes to reach 90 %. An important
note is those 4 lexical classes are all nouns: singular nouns, noun-noun bigrams, proper
nouns and plural nouns. Expanding this to the full set of queries, 97 % of business
search queries contain nouns compared to 89 % for Internet queries.

Fig. 2. Lexical class frequency of internet search queries

Fig. 3. Percentage frequencies of lexical classes for top 500 queries for the internet and airbus
business search
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4 Discussion

In the comparison of Internet and intranet search queries from a large engineering
organization it has been shown that there are some distinct differences between the two.
In summary, the differences show that intranet search queries are far more noun based
with less lexical variety in the way users construct their queries. The remainder of this
paper will discuss the implications of these findings within the context of PLM and
enterprise wide search.

[1] states the during intranet search users are more specific about their search
requirement and frequently search for documents they know exist, in the case of
intranet search a good result is generally perceived as the result with the right answer.
The findings presented here could be interpreted to confirm this; the higher use of
nouns within intranet search can be explained by the fact that Airbus contains a high
number of explicit Applications, Documents, Process, etc. and that users are searching
for these rather than using more general textual descriptions. As an example, the first
two non-noun queries in the top 500 Internet search queries are ‘2015’ (classified as a
cardinal number rather than the name of a year) and ‘generic’ compared to ‘unified
planning’ for the intranet queries.

To explore this result further and the proposition that nouns are more likely in
intranet search and that they relate to business systems and operations, the business
search queries have been classified by an Airbus user group. Table 3 shows the results
from the classification of the top 574 Business Search queries by Airbus staff and
influenced by the set classes outlined in [12]; each query can belong to multiple classes.
Incidentally, [12] discusses the development of a context based search platform at
EADS ((European Aeronautic Defence and Space) formally the parent company of
Airbus and has now been rebranded as the Airbus Group) and the classes highlighted
are used to represent search context. Of the top 574, 85 were classed as Unknown and
the highest top 5 classes were Applications, Documents, Activities/Processes, Orga-
nization and Product and these classes cover 78 % of business search queries. This list

Table 3. Intranet search queries classified by airbus users

Class Frequency

Application 172
Document 108
Activity/Process 99
Organization 81
Product 80
Project 25
Role 23
Devices 19
Discipline 17
Gate 2
Member 2
Unknown 80
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again confirms that intranet search users are predominantly searching for specific
business related information.

The question now is how does all this apply to PLM and improving enterprise
search? The results have shown that users search for real-world, business related
‘things’, things that are specific to the Airbus domain. The process of generating search
indexes, whether Internet or intranet, is to extract all ‘meaningful’ terms from a doc-
ument and index each document against the terms it contains. This works for the
Internet as everything is required to be searchable by anyone within any context but for
intranet search, if we can say that users are searching for domain specific things, then
we can hypothesise that the index does not need to contain terms outside of a list of
domain specific terms – a domain specific index. Removing unnecessary terms from
the index can cut down the noise in the data set and improve precision.

In addition to smaller indexes, once a list of domain specific terms is obtained the
indexing process can begin to move beyond pure term extraction. The challenge
becomes more akin to those addressed by the field of machine learning where tech-
niques like classification, multifaceted classification and case-based reasoning automate
the process of identifying relationship and similarities between documents based on the
characteristics of the document. This would for example result in a more intelligent
understanding of what makes a document aboutWebEx a document aboutWebEx using
additional meta-data (author, date of creation, location (stored) and (created) for
example). This would lead to the creation of more intelligent search systems returning
results of higher relevance.

The results also confirm that strategies to improve intranet search such as gener-
ating taxonomies and ontologies which add structure to data and attempt to ‘under-
stand’ the context and relationships of information within a domain are entirely
appropriate. This would help to align how search indexes are generated with how users
approach their searches.

The future of enterprise wide search requires domain specific search indexes that
are specific to the user requirements, well-structured and provide a higher precision of
results over the range of results returned. A system based on these attributes also opens
the door to reinventing the front end of search engines. [13] Introduces a strategy for
artefact-based information navigation, a system where documents are navigated within
a visual representation that captures the context of the search. A web-based 3D For-
mula Student racing car and student reports are presented but the approach is
extendable to data relating to other physical artefacts. The user manipulates the model
to locate the area of the object of interest. Documents are represented in the model as
Points-Of-Interest (POI). Looking at a POI generates a Google style list of results.
There is no reason why the top five query classifications from Table 3 (Applications,
Documents, Activities/Processes, Organization and Product) could not be visualized in
such a way and indexed in the method proposed above. Figure 4 is an example of what
such a system could look like, with an Airbus A380 representing the Product class.

Taxonomies and Ontologies are in essence textual representations of real world
relationships between objects and so the visualization of the classifications in Table 3 in
the manner depicted in Fig. 4 has the added advantage of showing these relationships in
a way that is more akin to the real world. For example, it is possible to see that the wing
connects to the fuselage and comprises of fairings, flaps, ailerons and nacelles which in

Improving Enterprise Wide Search in Large Engineering Multinationals 223



turn connect to the engines and so on. The representation of information in this way
could improve the way engineers find information and discover new knowledge as they
align the search system with the visual and functional nature that is inherent in the
engineering process, product architecture and the design representations used.

In terms of the method employed, the accuracy of the POS tagger will impact on the
results. Similar work outlined in [8, 9] take time to focus on improving the accuracy of
the POS tagger within the domain that they operate. The work presented here deliber-
ately used an off-the-shelf POS tagger and treated each list of queries equally rather than
attempt to improve the accuracy for both and then attempt a comparison. The first
non-noun query ‘unified planning’ is grammatically a non-noun query but in reality is an
Airbus system and therefore could arguably be treated as a single noun (a similar
example from Internet search would be ‘hood stars clothing’ – an organisation).

5 Conclusion

The paper compared the way user’s structure Internet and intranet search queries in an
attempt to better understand the difference between the two types of search and ulti-
mately improve intranet search. Literature has shown the usability and quality of
intranet search to be lacking when compared to Internet, and that intranet search users
require a higher level of precision from a search system rather than the balance of
precision and recall provided by Internet search. The results presented here go some
way to verify these findings and reveal that:

Fig. 4. Example a product artefact-based information navigation system
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1. Intranet users within Airbus are more likely to phrase their queries using noun, with
97 % of search queries containing nouns (compared to 89 % for Internet queries)
and use far less variety in how queries are formulated, with intranet queries falling
into 41 lexical classes with just four of those required to cover 80 % of queries,
compared to 94 for Internet and 51 to cover 80 % of queries.

2. The intranet queries could be classified into distinct business related classifications.
The top five of which are Applications, Documents, Activity/Process, Organization
and Product and these top five represent 78 % of business search queries.

This paper concluded with a discussion on the implications of these findings in the
world of PLM and summarized that the current strategies of adding structure around
search index terms appears to mirror the way users structure queries. Based on this and
the observation that users search with domain specific terms, two areas of future
research are highlighted.

1. The investigation of the creation of domain specific search indexes with machine
learning techniques like classification and case-based reasoning being used to
generate more intelligent search indexes than those created by pure term extraction
alone.

2. Changing search interfaces to represent the information search space via a visual
representation such as product, process or organizational structure. Further a
number of visual interfaces could be combined to support visual-multi-faceted
search and/or support different users/perspectives.
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Abstract. The existing information extraction approaches are generally ana-
lyzed and then categorized into several groups based on the superiority and the
intelligence of the approaches as well as their capability to solve complex
problems. Two practical approaches are provided to clarify how to use the
information extraction solutions to obtain the valuable information from
numerous reviews. The first approach is to support the front-end services in the
EASY-IMP project. The customer preference and the optimum interest of
customers is determined based on TF-IDF approach. Roughly 100,000 pages
have been analyzed and the customer preference is studied based on the most
relevant keywords. However, TF-IDF approach limits on the capability to
provide the personalized infromation, which can only obtain the restricted
information based on weights calcualtion. In order to extract more efficient
customerized infromation, an opinion mining algorithm is proposed. The pro-
posed algorithm aims to obtain sufficient information extraction results and
reduce the complexity and running time of information extraction by jointly
discovering the main opinion mining elements. The analyzed reviews show that
the proposed algorithm can effectively and simultaneously identify the main
elements.

Keywords: Information extraction � TF-IDF � Opinion mining � Dependency
relations � Part-of-speech

1 Introduction

EASY-IMP1 project is founded to develop methodologies, tools, and platforms for
design and production of personalized meta-products by combining wearable sensors
embedded into garment based on mobile and web-based technologies. A meta-product

1 http://www.easy-imp.eu/.
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means a customer driven customizable entity that integrates sensory and computing
units, leading to a paradigm shift from mass production to intelligent, over-the-web
configurable products. The widely used Web communication on mobile and web-based
technologies in this project has dramatically changed the way individuals and com-
munities express their opinions on meta-products. More and more reviews are posted
online to describe customers’ opinions on various types of products. These reviews are
fundamental bits of information to support both firms and customers for making correct
decisions. The features and attributes of a product extracted from online customer
reviews can be used in recognizing the strengths and weaknesses of the heterogeneous
products for firms. While customers do not always have the ability to wisely choose
among a variety of products in the market, they commonly seek product information
from online reviews before purchasing a new product. Moreover, the number of
reviews grows rapidly, which becomes impractical if analyzing the reviews by hand.
If features and the related opinions can be obtained from the massive reviews and then
firms will gain great benefits by using the extracted information to evaluate how and
where to improve the product through the product development process. Hence, in this
paper, we have studied the information extraction approaches to analyze the reviews of
meta-products.

The information extraction (IE) task is to identify the entities, relations between
objects, and obtain the relevant features of the identified entities. Based on (McCallum
2005), The IE tasks are categorized in five groups in terms of segmentation, classifi-
cation, association, normalization, and de-duplication. In order to extract the structured
data from haphazard, noisy, and unstructured data to complete the IE tasks, the research
works also adopt the previous techniques such as machine learning, data mining,
information retrieval, and computer linguistics to solve the IE tasks.

However, fully addressing IE is a tough problem that the existing proposed algo-
rithms can only solve a small part of IE tasks from the emergence of IE till now. In
order to better comprehend the advantages and the capabilities of IE, we will give two
practical applications by adopting IE solutions. This paper is structured in the following
way: A brief study and categorize the existing IE solutions in Sect. 2. Section 3 pro-
vides an application that comes from EASY-IMP project, which supplies end-user
services based on the TF-IDF (Information Retrieval) approach. In order to more
intelligently and more automatically extract the customer information from the reviews,
Sect. 4 proposed an opinion mining extraction algorithm to jointly extract features,
opinions, and feature-opinion relations to reveal the strengths and weaknesses of the
products’ attributes; meanwhile, some extracted information is given based on the
proposed algorithm. Section 5 concludes the work.

2 Literature Review

2.1 The Representative Approach of Information Retrieval: TF-IDF

The traditional techniques of IE mainly refer to information retrieval techniques, which
are based on key word searches to figure out the most likely document or term by the
searcher. In order to complete this task, the weights of the documents must be
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calculated to answer which one can best satisfy the searching query. The methods are
used to assign the weights of terms are Binary Weights (Salton et al. 1983), Raw term
frequency (Paltoglou and Thelwall 2010), TF-IDF (Term Frequency-Inverse document
frequency) (Hiemstra 2000), etc. Particularly, TF-IDF is the most commonly used
method for web search tasks that orders the documents or terms based on the relevance
to the searched query. Therefore, we will give a detailed explanation of TF-IDF.

Term frequency (tfxi) is used to measure the term density in a document (Dx), which
means the frequency of term Ti in document Dx. Inverse document frequency (IDF) is
used to measure the discriminating ability of a term, which means the rarity of the term
across the whole documents. Based on Aizawa (2003), the theoretical justification of
TF-IDF shows that the optimal calculation of IDF for document retrieval is:

idfti ¼ log n
df ti

� �
ð1Þ

Where, n is the total number of collected documents, dfxi is the total number of
collected documents (Dt) that contain searched term Ti. And then, the formula that is
used to express the term weights obtained by TF-IDF is shown as follows:

wxi ¼ tfxi � idfti ¼ tfxi � log n
df ti

� �
ð2Þ

For instance, the term frequency tables for two documents are shown in Table 1.
Then the calculation of tf-idf for two terms “Cricket” and “Grappling” is given in the
following:

wCricketðD1Þ ¼ tfxi � idfti ¼ 2� log
2
2

� �
¼ 1� 0 ¼ 0 ð3Þ

wGrapplingðD2Þ ¼ tfxi � idfti ¼ 4� log
2
1

� �
¼ 4� log 2 � 1:2040 ð4Þ

2.2 Morden Information Extraction Solutions

The modern information extraction solutions differ from the traditional techniques that
extract the most important facts about features, entities, and relations from various
documents (which may be combined by multiple languages). The obtained important
facts are usually used to analyze the changing trend of reviewers’ preference and

Table 1. Example data: term, term frequency and documents

Document 1 Document 2
Term Term frequency Term Term frequency

Cricket 2 Cricket 1
Rugby 1 Grappling 3
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recommendation, the summary of the document, and serve the new products
development. The main modern information extraction solutions are categoried in the
following:

– Statistical approaches (Dey and Verma 2013; Blei et al. 2003; Blunsom 2004):
supervised or unsupervised to learn the properties or attributes of text; classification
of content into various categories through analysis of human-tagged labeled sam-
ples; extraction of hidden topics or grouping similar content. One of the repre-
sentative methods is hidden Markov model (McCallum et al. 2000). This method
calculates the probability that from one state to another based on the theory of
probabilities, and hence obtaining the probabilities of several words emerging
together.

– Natural language processing approaches, which mainly contain three main
components are shown in the following: (1). Taggers: POS (part-of-speech)
(Tsuruoka et al. 2005), which is used to understand the structure of the sentences.
(2). Parses (McDonald et al. 2005; Nivre 2005; De Marneffe et al. 2006): Analyze
whole sentence structures and try to derive semantic relationships among the
components of a single sentence. To identify finer grained emotions like wish,
anger, fear etc. (3). Named Entity Recognizer (Nadeau and Sekine 2007), which is a
special category of NLP tools that employ pattern recognition techniques to extract
named entities from documents. Named Entities include names of people, places,
organizations, product models, time (money) -values, email addresses; telephone
numbers, etc.

– graph(or Tree)-based method (Litvak and Last 2008): The type approach mainly
has three parts that include sentence structure analysis, constructing graph database,
and graph similarity for merging.

– regular expressions (Li et al. 2008): Compile the regular expressions to explain the
sentence pattern.

– machine learning (Aggarwal and Zhai 2012): Define the specific rule or parameter
to automatically extract the information.

3 The Proposed Front-End Services for EASY-IMP Project
Based on TF-IDF Approach

A number of web-based services have been developed based on the EASY-IMP pro-
ject. The users can build the profiles, discover the most suitable Meta-Products
(MP) based on the related requirements, and then configure the MPs based on the
customer preferences. In order to overcome the challenges related to the complexity
and the creativity of the MPs, the front end services are provided to support customer
profile building and personalized recommendation based on TF-IDF approach. The
modules of the provided front-end services are briefly shown in Fig. 1.

The front end services focus on developing the parts of ‘user profiling’ and ‘MP
recommendation’. In order to more accurately reveal the user preference, the infor-
mation including user interests and product preferences should be obtained. Once the
basic user information has been retrieved, the user preferences are determined by the
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frequent items that have been predefined in a list of keywords with respect to a specific
subject. The keywords in the social media are automatically generated through analysis
of a large corpus of Facebook pages that related to the defined subjects, and the most
relevant keywords are identified and selected as the preferred. Roughly 100,000 pages
related to the topics of ‘Fitness’, ‘Exercise’, ‘Running’, and ‘Cycling’ have been
obtained by using the Facebook Graph API. Text processing approaches have been
used to do preprocessing. TF-IDF is adopted to calculate the relevance weights among
words.

In short summary, the EASY-IMP front-end services have been created to provide
the useful information about MPs development. The user profiling is built based on
basic user information and the inferred user interests. The analyzed 100,000 Facebook
pages has proved that the word weight determination base on TF-IDF approach can
provide a list of meaningful keywords for accurately classifying new pages based on
the predefined user preferences.

4 The Proposed Opinion Mining Extraction Algorithm
to Jointly Execute Opinion Mining Extraction Tasks

4.1 Information Extraction Sextuple

On the basis of keywords retrieval, in order to more intelligently discover the cus-
tomers’ preferences, more useful information will be obtained. The essential elements
of customer reviews contain the features, with the opinion it expresses, and the rela-
tions between features and opinion expressions. The necessary information of reviews
is defined as a quintuple in (Liu and Zhang 2012), we extend the quintuple into a
sextuple by adding the relations among features and opinions, which is shown as (ei, fij,
ooijkl, rijkl, hk, tl), where ei is the name of an entity; fij is a feature of ei; ooijkl is the

Fig. 1. The modules of front-end services
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opinion expression on feature fij of entity ei; rijkl is the sets of feature-opinion relation
extraction, feature-feature relation extraction, and opinion-opinion relation extraction;
hk is the opinion holder; and tl is the time when the opinion is expressed by hk. This
definition can provide a basis for transforming unstructured text to structured data in
the following sections. The added attribute rijkl can be used to summarize the overall
attitude of the whole review and reflect the opinions with respect to a specific feature.

4.2 Information Extraction Rules Defined Based on Dependency
Relations

The extraction is mainly between features and opinion words. For convenience, some
symbols are defined to be able to reuse them easily. The relations between opinions and
features are defined as FO↔Rel, between opinion words themselves are OO↔Rel, and
between features are FF↔Rel. Six basic extraction tasks are defined to separate
information extraction: (1). Extracting products’ features by using opinion words
(FO↔Rel); (2). Retrieving opinions by using the obtained features (OF↔Rel); (3).
Extracting features by using the extracted features (FF-Rel); (4). Retrieving opinions
based on the known opinion words (OO-Rel). (5). Extracting products’ features by
using both the extracted opinion words and the related features; (6). Extracting opin-
ions based on the extracted opinions and features. The added two more tasks focus on
implicit dependency relations especially for long distance dependency. Six catalogues
of running rules are clarified for the proposed six tasks and the detail analysis is
depicted in Table 2.

In Table 2, o (or f) represents for the obtained opinions (or product features). {O}
(or {F}) is the set of known opinions (or features) either given or obtained. POS (O/F)

Table 2. Simplified rules for features and opinion expressions extraction

Rule Input Representation Formula Output Example

R1 O
O �!Depend(O-Dep)

F;

where; O 2 Of g;O - Dep

2 MRf g; POS Fð Þ 2
NN; NNSf g

f = F;
{FO}

Canon PowerShot SX510 takes good
photos.

(good → amod → photos) (Fig. 2)
The images are excellent.
(excellent ← nsubj ← images)

R2 F
O �!O-Dep

F;

s:t: F 2 Ff g; POS Oð Þ 2
JJ; RB;VBf g

o = O
{FO}

Same as R11, photos as the known
word and good as the extracted word.

R3 F FiðjÞ�!F iðjÞ-DepFjðiÞ
s:t: FjðiÞ 2 Ff g; FiðjÞ - Dep
2 conjf g; POS FiðjÞ

� �
2 NN;NNSf g

f = F
{FF}

It takes breathtaking photos and great
videos too.

(photos → conj → videos)

(Continued)
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means the POS information that contains linguistic category of words such as noun and
verb.{NN, NNS, JJ, RB, VB} are POS tags to describe opinions or features. O-Dep
represents the opinion word O depends on the second word based on O-dep relation,
F-dep means the feature word F depends on the second word through F-dep relation.
MR = {nsubj, mod, prep, obj, conj, dep}, ‘mod’ contains {amod, advmod}, ‘obj’
contains {pobj, dobj}, which are dependency relations describing relations among
words. Finally, the rules are formalized (we only show the main rules in this paper) and
employed to extract features (f) or opinion words (O) based on the previously defined
six tasks.

4.3 Opinion Mining Extraction Algorithm

Table 3 shows the detailed opinion mining extraction algorithm. The initial values of
the proposed algorithm are shown as: opinions dictionary O, the opinion degree
intensifiers OD, and the review data RD. The opinion dictionary is based on Hu and
Liu (2004) and the opinion degree intensifiers are defined by the authors. This algo-
rithm adopts a single review from customers as the basic analysis unit. The products’
features should be unique, while the opinion words to describe the features can be
reused in each review. The algorithm stops when no more new features can be found.

In order to test the proposed algorithm, the raw customer opinion data were col-
lected by using publicly available information from the Amazon site. The experiments
were conducted in three domains that including Canon camera, Casio watch, and Nike
shoes. The test data included 3,458 customer reviews of 17 different type canon
cameras, 354 customer reviews of Casio G-Shock watch, and 252 customer reviews of
Nike woman shoes. Feature-by-feature comparison of the studied products is

Table 2. (Continued)

Rule Input Representation Formula Output Example

R4 O
OiðjÞ �!OiðjÞ-Dep

OjðiÞ;

s:t:OjðiÞ 2 Of g;

OiðjÞ � Dep 2 advmod;

conj

� �
;

POS OiðjÞ
� � 2 RBf g

o = O
{OO}

Canon PowerShot SX510 takes
significantly better indoor photos.

(better ← advmod ← significantly)
This camera is light and easy to hold.
(light ← conj ← easy)

Fig. 2. The dependency structure for the sentence: canon powershot SX510 takes good photos
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Table 3. Algorithm: opinion mining extraction algorithm
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conducted based on the extracted features, opinions, and feature-opinion relations.
Moreover, the strengths and the weaknesses of the studied products are given, which
has a beneficial effect on the new product development and customer personalized
recommendation.

5 The Extracted Results Comparison for the Proposed Two
Approaches

In order to demonstrate the differences between the proposed two approaches, we
analyzed 517 reviews about the product of Canon PowerShot SX280. The focused
keywords are ‘zoom’, ‘video’, and ‘battery’. The TF-IDF approach can obtain the
weight of each word in each document. The weights of studied keywords in seven
documents are shown in Table 4. The results reveal the facts that the first document has
the highest probability relevant with ‘zoom’ and the seventh document has the highest
probability relevant with ‘video’. The keyword ‘battery’ appears in most of the doc-
uments, which means the majority of customers have discussed the attributes related to
‘battery’.

The proposed opinion mining algorithm is adopted to extract information from the
reviews related to ‘zoom’, ‘video’, and ‘battery’. The important obtained information is
analyzed in the following. More than half of the obtained feature-opinion in the battery
dimension referred to a terrible battery quality, such as: ‘bad battery life’, ‘battery
died’, ‘battery drains’, ‘disappointed battery’, and ‘battery indicator issue’ (Top 5
extracted negative frequent terms). Negative frequency terms of extracted feature
opinion from the proposed algorithm are ‘video problem’, ‘video issues’, ‘video shuts
off’, ‘video not work’, and ‘disappointed video performance’. Moreover, 39.84 % of
extracted terms point to ‘short battery life’ and 21.48 % are obtained as ‘battery
indicators issues’. Battery indicator issues are mainly about the indicators misleading
the actual state of charge of the battery. The results also have 57 terms like ‘defective
firmware upgrade’ in battery dimension. Therefore, we report the poor battery
dimension, because of the battery life and the indicator problem; and the proposed
solution from the company cannot completely solve the problem. As for the video
dimension, the extracted results are more inconsistent and disorganized, such as: ‘video
camera died’, ‘minutes video battery shut(s) off’, and ‘zoom video mode battery shut
down’. We can deduce that the video problem is probably caused by a battery problem.

Table 4. Sample output of the TF-IDF approach

Document No. 1 2 3 4 5 6 7

Weight(‘zoom’) 0.1100 0 0.0204 0.0766 0 0.0464 0
Weight(‘video’) 0.0271 0 0.0151 0.0189 0 0.0229 0.0216
Weight(‘battery’) 0 0.0842 0.0197 0.0443 0.1010 0.0089 0.0112
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Based on above analysis, the TF-IDF approach can be adopted to obtain the
weights of studied keywords in reviews. The proposed opinion mining algorithm
complements TF-IDF approach, which can extract more efficient information based on
the content of reviews.

6 Conclusion

Information extraction is a tough problem that the existing approaches cannot obtain
the desired extraction results. This paper globally views the existing approaches and
then categorizes them into several groups based on the superiority and intelligence of
the approaches and their capability to solve the complex information extraction
(retrieval) problems. Two practical approaches are provided to demonstrate how to use
the IE solutions based on different objectives. The first application aims to provide the
front-end services for EASY-IMP project based on TF-IDF approach. The TF-IDF
approach is adopted to analyze the customer’s preference and determine the optimum
interest of customers. TF-IDF approach is used to discover the most relevant keywords
for the defined topics. Finally, roughly 100,000 pages have been analyzed and the
customer’s preference is determined based on the sets of selected keywords. In order to
be more efficient for extracting the useful information from customer reviews, the
opinion mining extraction algorithm is proposed. This algorithm can jointly identify
features, opinion expressions, and feature-opinion, which capable to determine opinion
boundaries and adopt syntactic parsing to learn and infer propagation rules between
opinions and features. The proposed algorithm allows opinion extraction to be executed
at the phrase level and can automatically detect the features that contain more than one
word by building kernels through closest words. Experimental evaluations are con-
ducted in 3,458 reviews and show that the proposed algorithm can complete the
expected IE tasks. In the future, we will concentrate on testing the proposed algorithm.
In order to obtain more accurate and efficient results, the proposed algorithm is con-
sidered as a supplement of TF-IDF approach when extracting information from various
reviews.
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Abstract. Data resources in PLM (Product Lifecycle Management) systems are
becoming more and more huge and complex. The heterogeneity of data type and
the dependencies among technical information make difficult for users in database
exploitation: to query and to share the data. In this paper, we present an ontology-
based approach as a promising solution to overcome this issue. An ontology
graph-based query interface has been developed with the aim to enhance the
knowledge sharing among different types of users (non-technical or coming from
diverse expert domains) and then to facilitate the database exploitation. An
example in Bio-Imaging domain will be presented as an application field.

Keywords: Product Lifecycle Management (PLM) · Bio-Imaging · Knowledge
sharing · Ontology graph

1 Introduction

Product Lifecycle Management (PLM) is a combination of solutions and techniques
which enable the efficient management of information through various stages of product
lifecycle. These solutions have also tackled the heterogeneity and complexity of data
and the challenges in tracking the evolution and the modification of information. Nowa‐
days, with the support of ICT (Information and Communication Technology), PLM
databases are becoming more and more complex: the amount of data, the diversity of
data types, and especially the dependencies among technical information [1]. Further‐
more, new data are always generated and added into database by users of PLM system
during their quotidian activities. Normally, these data are related to an individual and
created for a concrete purpose. Therefore, they cause the difficulties in data management
and knowledge sharing because of their heterogeneity and personality. As consequence,
in the context of complex, heterogeneous, and intertwined data resource, a major
requirement for an efficient PLM system is to provide users the ability to query data
from database and then to share them in community. In recent years, ontology has been
widely used in the scientific community as a promising solution for knowledge sharing.
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By definition, ontology allows expressing a conceptualization not only in natural
language but also in a format that can be interpreted and used by software agents.
Therefore, it enables the sharing and the reuse of knowledge. Our aim is to develop an
ontology-based knowledge sharing platform, where the understanding of changes and
evolutions in the dependencies and linkages among data will be assimilated to all users
(non-technical, coming from different areas…). The main objective of this platform is
to enhance the data exploitation: in data querying, in data visualization, in technical
information sharing and furthermore, in data mining. This article presents our first results
on an ontology graph-based query interface which allows performing queries. A case
of study will be illustrated in Bio-Imaging domain in which researchers need to have a
good understanding of data model as well as the dependencies among data in order to
interrogate the database. The rest of paper is organized as follows: In Sect. 2, we present
the literature in PLM systems as well as some techniques in the knowledge sharing.
Next, in Sect. 3, we propose an approach for ontological model construction. Section 4
describes an ontology graph-based query interface as an application in the context of
Bio-Imaging. Finally, Sect. 5 is reserved for discussion and conclusion.

2 Related Work

In this section, we firstly present some literatures about PLM systems in the context of
heterogeneous and dependent data resources, then some techniques in knowledge
sharing. Based on this work, ontology was chosen as the solution in our approach. The
methodology and demonstration will be presented in the next sections.

2.1 Product Lifecycle Management (PLM)

The concept Product Lifecycle Management (PLM) appeared some decades ago. This
acronym has been used in different communities such as data management software
vendors, academic community, end users… with slightly different interpretations [4]. It
is defined as a product centric-lifecycle-oriented business model, supported by Infor‐
mation and Communication Technologies (ICT), in which product data shared among
actors, processes and organizations in the different phases of the product and related
services [2]. PLM systems manage the increasing of the volume of generated and
processed data and information during product lifecycle as well as the traceability and
confidentiality issues [3].

Originating in the car industry, PLM has now been widely applied in various domains
including pharmaceutical industry or recently in Bio-Imaging domain [4]. [4] adopted
PLM concepts to handle the complexity, heterogeneity and characteristics of Bio-
Medical Imaging (BMI) data. However, traditional PLM systems are not flexible as
requires by research practices, a requirement of actual works is to enable non-technical
users (Bio-Imaging scientists) to query data from the database. In fact, to query database,
users need to understand the data model and the dependencies among data in the data‐
base. Furthermore, the complexity of the dependencies increases gradually because of
new added data. These new data are usually related to a predefined context and are the
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work results of a group of individuals, therefore, the others don’t understand the nature
of these data as well as relationships with existing ones. As consequence, it is required
to assimilate the understanding about data dependencies to all users of system for the
purpose of database exploitation. Knowledge sharing is therefore studied. We next
present some literatures in this aspect.

2.2 Knowledge Sharing

Knowledge is defined as information possessed in the mind of individuals which may
or may not be new, unique, useful, or accurate related to facts, procedures, concepts,
interpretations, ideas, observations, and judgements [6]. There are two forms of
knowledge: “tacit” and “explicit”. The former exists in the mind and therefore
belongs to an individual. The latter exists in the form of words, sentences, docu‐
ments and other explicit forms. Therefore, explicit knowledge can be better commu‐
nicated and shared than tacit one.

Knowledge sharing is one of the most important processes in Knowledge Manage‐
ment. It can be defined as activities of transferring or disseminating knowledge from
one person, group organization to another. Information Technology (IT) provides tech‐
niques to capture knowledge, search, extract content information and present it in a more
meaningful form across multiple contexts of use. Some authors [5, 6] have devoted their
efforts to construct platforms that enable knowledge sharing by using ITs. [5] used XML
Linking Language (XLink) as a method of describing the knowledge and proposed an
architecture for sharing this knowledge among users based on peer-to-peer technique.
[6] tried to re-define knowledge resources in the network by object-oriented thinking
and proposed three-layer knowledge sharing model.

In recent years, the Semantic Web [7] whose ontology is a key component has been
used widely as an efficient solution for knowledge sharing systems. Ontology is an
explicit, formal specification of a shared conceptualization, it therefore enables the
knowledge sharing and knowledge reuse. Next part of section presents some works
related to knowledge sharing in PLM based on ontology.

2.3 Ontology-Based Knowledge Sharing in PLM

Ontology has been used in to share knowledge in various domains [8, 9]. In the domain
of PLM, many authors have also used it as a solution to tackle the issues in technical
information interoperability, knowledge sharing and knowledge reuse. A knowledge
layer has been added to commercial PLM systems to solve semantic interoperability
problem of heterogeneous data and to fully utilize all available information [10]. In that
approach, ontology has been used as a common language across several domains and
information sources in manufacturing industries. An ontology model has been built to
explicitly define relationships among products, processes and resources, and make this
information accessible through a web services.

In the same way, MEMORAe [11] has been integrated in PLM system in order to
enable the knowledge sharing [12]. MEMORAe allowed users to construct a shared
understanding (tacit and explicit knowledge) through the use of ontologies. According
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to [12], “under certain conditions, a piece of information shared within a PLM leads to
one and only on interpretation, so that under certain conditions, sharing information
within PLM systems is sufficient to share explicit knowledge”.

[13] introduced an approach based on sematic relationship management to enhance the
knowledge management and reuse in collaborative product development. Figure 1 presents
the conceptual model of Relationship Manager in which Entity (E) is the key object and
it represents any type of product data used in Begin of Life (BOL) phase. ExpertEntity (EE)
and RelationshipEntity (RE) are generated from Entity. EE represents Resource: the
metadata, documents stored in CAx application, it is identified by its Uniform Resource
Identifier (URI). RE represents any entity used to link to other Entities.

From this conceptual model, Entity is defined as the main class of ontology and it
is divided into three subclasses: RequirementEngEntity, MechanicalDesignEntity and
SimulationEntity (Fig. 2). The Entity class defines two basic semantic relationships:
hasURI and hasResource, respectively to URI and Resource concepts. According to
this, every instance of Entity and subclass of Entity are characterized by an URI scheme
and associated with one or more Resource(s).

Fig. 1. The extended conceptual model of
Relationship Manager

Fig. 2. Main entities of the proposed product
BOL ontology

This ontology enables the capturing and sharing of any product knowledge generated
by user. The users can also reuse the available knowledge in order to perform their design
tasks.

In the next section, we present our work on the construction of an ontology in the
context of Bio-Imaging. This construction process is based on the approach of [13] with
a slight difference.

3 Methodology

We initiated by interviewing the scientists at GIN (Neurofunctional Imaging Group) –
a laboratory in domain of Bio-Imaging, where the growth and heterogeneity of data
resources have been handled by using PLM solutions in Teamcenter (Siemens). During
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the interview, the scientists have been provided a set of questions related to their quoti‐
dian activities. The purpose of these questions were to identify the difficulties of users
in manipulating with the information system as well as their need and requirements for
the new PLM platform. The interview showed that each researcher has his own indi‐
vidual studies which requires different dataset. Therefore, it is important to enable users
to query database themselves.

Furthermore, scientists generate data dynamically by themselves and they want to
store them in database. However, this task demands a deep understanding of complex
dependencies among data in database, and concepts in the data model. To assimilate this
understanding, we decided to use ontology as solution because of its formal expression
as well as extensibility and customizability capacity. Based on the approach presented
in [13], the construction of ontological model initiated by the data model analysis.

3.1 Data Model Analysis

Figure 3 presents the BMI-LM (Bio-Medical Imaging Lifecycle Management) data
model used in Teamcenter 9.1 [4]. By adopting PLM solutions in the context of BioI‐
maging, this PLM-oriented data model covered the whole stages of a BMI study from
specifications to publications and enabled the flexibility in data management. It contains
three types of objects: Result objects (Exam, Acquisition, Data Unit, Processing), Defi‐
nition objects (Exam, Acquisition, Data Unit, Processing) and Reference objects (Biblio‐
graphical, Data). “Definition” concepts defined the methods and processes to obtain
results, so they have been used for the purpose of data reuse. For example, all the
Processing results computed by using the same Acquisition device and Processing
parameter can be attached to the same corresponding Processing definition.

Fig. 3. BMI-LM data model implemented in Teamcenter 9.1 [4]

The classification (Fig. 4) has been built based on the data model. BMI data have
been classified into branch, classes and subclasses. The classification allows a specific
class to be added to a generic item (object in the data model). In comparison with the
data model, the classification and its attributes are easier to modify for user than objects
attributes, it therefore adapts the flexibility requirement of database.
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However, the low-level expression of UML schema and the complex relations
among classes in the classification bring difficulties for users in querying the database.
To overcome this issue, we build an ontology which bases on both of data model and
classification. This ontology provides firstly an overview of concepts in the data model
and the relationship among them but now represented in a nature language, and therefore
it allows end-users to create a query.

Fig. 4. Classification in TC corresponding with the BMI-LM data model

3.2 Ontological Model Construction

The ontology concepts have been identified form data model objects and classes in the
classification. We built a tree to represent the hierarchy of these concepts and a graph
to illustrate the relationships among them. Ontology concepts are categorized into four
major categories: Tools, Data, Process and Investigator (Fig. 5) corresponding with
acquisition/processing tools, personal information, acquisition/processing results and
acquisition/processing definition, bibliographical references. We believe that this hier‐
archy provides an understandable categorization for users beside of the existing classi‐
fication and specially when we notify that this ontology is identified from interviews
with scientists and it respects their work logic.

Then, in the graph of ontology (Fig. 6), we added the relationships among ontology
concepts that have been expressed by nature language in order to make them more
understandable. For example, An Acquisition Definition generates some Acquisition
outputs by following some Protocols.
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Fig. 6. Conceptual graph of ontology

Ontology graph can be developed in more detail by expanding each concept (node)
into it sub-concepts (sub-nodes). Sub-nodes inherit all attributes and have the same
relationships with their parent. For example: Tools class is divided into Acquisition tools
and Treatment tools (as illustrated in ontology tree), therefore, they have the same rela‐
tionship “isUsedBy” with Data and their parent class Tools.

In the next section, we deal with an application in Bio-Imaging domain where this
ontology has been used to help users in making a query to the database.

4 Application

We developed a query interface based on the data model, the classification and the
ontology. Our aim is to provide to users a multiple layer view, from conceptual level

Fig. 5. Ontology tree conceptual in Bio-Imaging domain
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(ontology graph) to low-data-level (data model, classification) in order to help them to
query database.

4.1 Ontology-Based Graph Query Interface

The ontology graph and the data model are represented in a graph while the classification
is presented in a tree (Fig. 7). Here we take an example of query frequently used by
scientists at GIN:

Fig. 7. Multiple layer view of query interface

“Querying all subjects (StudySub) who have certain characteristics (sex = “man”,
age <= “45”) and have passed an Acquisition (AcquisitionRes) (name = “AcqName”,
date <= “01.12.2014”) which suffers a Treatment (ProcessRes) (name = “Process‐
Name”, description contains “Description”)”.

In this example, we want to query all Subjects related to some Acquisitions and Treat‐
ments. Firstly, user chooses three concepts from the ontology graph. These concepts are
linked to the corresponding objects in the graph of data model (a representation of data
model UML schema but in a graph form): StudySub, AcquisitionRes, ProcessRes. User
then defines the value of each selected object’s attribute by using the tree of classification.
Figure 8 illustrates the process of objects selection from the query object StudySub to
ProcessRes. Finally, a query is generated from conditions defined by user.

4.2 Query Making and Query Execution Process

The query generated from the query interface will then be sent to and executed in server.
By now, we use TCXquery [14] as a Query Processor that makes PLM content in the
database as usable as XML document. Therefore, the query defined by users is trans‐
formed into XQuery language. An extract of query in xQuery language is cited as bellow.
The xPath (through all objects) is generated automatically by using a graph pathfinding
algorithm.
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return  
Teamcenter:Query($teamcenter,$query)[./F_IMAN_master_fo
rm/GIN4_StudySubMaster/@gin4_gender = "M" and ./F_IMAN_
master_form/GIN4_StudySubMaster/@gin4_datebirth >= 
"1970"]/F_GIN4_rel_ExamResIMA/GIN4_ExamRes/F_GIN4_rel_A
cquisition/GIN4_Acquisition[./@name = "AcqName" and 
./@examDate <= 01.12.2014]/F_GIN4_rel_ProcessingRes/
GIN4_ProcessRes[./@name = "ProcessName" and constain(.
/@description,"Description")]

The results of query will be sent back and visualized in the form of graph (Fig. 8).
Users can edit, do some analysis or save these results for further researches.

Fig. 8. Illustration of the objects selection process and the visualization of return results

5 Conclusion

In this paper, we presented an approach using ontology as a solution to overcome the
issues of database exploitation in the context of heterogeneous and distributed data. We
then implemented this ontology in a semantic query system, and as the first results, the
scientists at GIN can query database themselves without know previously the data
model. As future work, we will focus on the test of query interface proposed with various
sets of queries. For scientists at GIN, the return results need to be captured, represented,
saved, enhanced, shared and reused by other users and in a different context. Further‐
more, it will be necessary to link the data (instance) in the database with concepts in the
ontology model. The aim of this work is to enable the using of semantic query language
(SPARQL for example) to query the database. This implementation will enhance the
search performance of system.
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Abstract. Nowadays the knowledge reuse in product design is part of the main
challenging issues in product lifecycle management, especially in the earlier
stages. Indeed, over the last decade concurrent engineering principles have
introduced numerous constraints to be well balanced and considered in product
design regarding the whole product lifecycle. Designers need to be aware of
their decisions and require assistance in their routine activities. As such, the
authors propose to tackle this issue by introducing the concept of generating
predictions (future) so as to activate knowledge (past) in the design process
(present). Thus the fact of associating knowledge and prediction to ensure the
appropriate knowledge reuse in product design by designers will require the
capture of specific design context. A mechanical assembly as a case study is
presented to illustrate the approach.

Keywords: Knowledge reuse � Prediction � Product design � PLM

1 Introduction

Nowadays, knowledge reuse is part of the major stakes in product lifecycle manage-
ment (PLM), especially in the early design phases. Indeed, such issue requires an
appropriate process to ensure a full understanding of designer and an assistance in
product design. An interesting way to tackle this research issue consists in capturing the
past (knowledge) and generating future actions (predictions) so as to ensure awareness
in the present with an appropriate knowledge activation. The management of knowl-
edge, information and prediction can be seen as strategic in industry. Currently,
knowledge reuse leads to difficulties due to the complexity of the evolution of business
rules in the PLM. The cost of interoperability barrier between engineering and man-
ufacturing departments since several years is estimated to one billion/year in the US
automotive industry [1]. Moreover, the decision-making process in product design
requires the collection of constraints and knowledge in the appropriate context. As
such, designers are aided in their design activities with the support of models, methods
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and tools covering the product lifecycle. Here knowledge management assists users in
decision-making and data structuring, however right decisions need to be associated to
suitable business context [2]. A full understanding of the design context and intents is
needed to make a decision, as well as its impacts in the product lifecycle. At this stage,
an innovative investigation consists in generating the future in design, so as to define a
future-oriented design context and then improve knowledge reuse.

In this paper, a state of the art in the fields of knowledge reuse in PLM, concurrent
and proactive engineering and prediction generation is proposed. Built on this, the
authors introduces their efforts related towards a novel approach to like predictions with
knowledge in product design.

2 State of the Art

2.1 Knowledge Reuse in PLM

Knowledge can be described as tacit and explicit notions. Two concepts composed
knowledge (K), i.e. data (D) and information (I). Actually data, information and
knowledge are quite related, since “data is the raw material of information, and infor-
mation is the raw material of knowledge”. Data is a real and verifiable object, and is
considered as a quantitative and objective fact [3]. Song et al. described knowledge in
PLM as K = I.E.S.A or K represents Knowledge, I for Information, S for Skills, E for
Experience and A for Attitude. PLM systems is often associated to many applications
(e.g. Computer-Aided Design - CAD, Computer Aided Manufacturing - CAM, etc.) at
different phases of the product lifecycle integrated with information systems (i.e. Pro-
duct Data Management - PDM, Manufacturing Process Management - MPM, etc.) by
using knowledge bases. This is actually done with the support of interesting approaches
in the fields of Design for X and Design to X to name a few [4]. However deficiencies
have been identified with PDM procedures, particularly with the knowledge reuse
process [5], since engineers spend 60 % of their time to search the right information [6].
Indeed, 75 % in the design activities, includes the reuse of existing knowledge and this
explains why 30 % of designers spend of their working time in knowledge acquisition
and dissemination in the product development process [7]. This fact is the result of the
partial dissemination of appropriate knowledge representation into the earlier phases of
collaborative design [8]. To tackle this issue, it is important to improve knowledge reuse
by proposing a suitable set of knowledge consistent with design intents and design
context [9]. Knowledge reuse is therefore a challenging issue so as to ensure designers’
awareness in their activities.

2.2 Concurrent and Proactive Engineering

Concurrent engineering is considered as commonly used in industry, in order to
integrate knowledge and constraints from product lifecycle in product design. But
qualitative information and knowledge are not yet well exploited due to their rela-
tionships complexity. A novel philosophy, also called Proactive engineering, enables
the integration of downstream processes in the early design stages before product
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geometry is defined [10]. Intent can be described as a plan action based on two
mechanisms, causality and intentionality [11]. In product design, intent is often con-
sidered as a capture of a goal intention [12], which is incorporated in CAD systems
through geometric specifications based on functionalities of the product [13]. In
addition, design intent need to be well interpreted in PLM to ensure awareness of their
decisions as early as possible via contextualized design knowledge [9]. As a conse-
quence, collecting input and output data in CAD systems (i.e. parameters, behavior,
relationships, etc.) is based on the constraints network and the deduction of logic. In
general, the representation of parametric models is based on either disordered or
ordered collection of constraints in product design, and has a role to play in the
description of design intents. Besides, the definition of specific context in engineering
design, is considered as sets of constraints in order to influence the behavior of a system
embedded in a given task [14]. With the expression of explicit and formal represen-
tation of the design concept and its terminology through knowledge, the design plan
includes two aspects. One relates to the need, objectives and constraints in product
design (i.e. product relationships). By understanding the current design context, the
interpretation and representation of design intent in a formal manner can be done via
ontology models. A this stage, a context-awareness is got in a context situation so as to
reuse the right knowledge at the right time [15]. Here, context-awareness is a term
which provides relevant information and/or services to the user, and has the ability to
describe sense and act upon information in computer, about its environment such as
location, time, and temperature or user identity [16]. The fact of interpreting the context
and the intent, enable the generation of predictions in the early design stages in order to
activate knowledge and make awareness designers.

2.3 Prediction Generation

The fact of being aware of the future state in a given situation is defined as the ability to act
on the preparation of some effects or future states in the environment. The concept of
prediction can be referred with others such as anticipation, forecast, augury, prognosis, etc.
Prediction can be defined as “a representation of a particular future event” [17]. The
ambiguity of the anticipation word is described as a represented action in order to project
in the future the expected results through a cognitive action and/or strategic representation
of an implementation. Concept of prediction is considered as a view from experiments on
machine learning, especially in the field of the artificial intelligence. For example, esti-
mated by a probabilistic methods, events that may occur in a given state are used to
generate events, such as genetic algorithms, fuzzy logic, neural networks, constraint
satisfaction problems and Bayesian networks to name a few. All these methods are quite
different from a reasoning point of view, especially the resolution and ability to incor-
porate uncertainties. In engineering, two kinds of prediction can be identified, the
behavioral prediction process and the action prediction process [18]. The first one relates
the prediction of the product behavior (e.g. Finite Element Analysis), using simulation
tools like CAE (Computer Aided Engineering) in order to exploit and interpret design
data. Predictive engineering allows adjusting some parameters and characteristics of a
product by considering as a beneficial influence of anticipation. The capability to generate
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a partial future is considered as a strong benefit to select the prediction before acting [19].
Programmed obsolescence is the best example, which is able to predict in advance the
reliability of usury product. The second kind of prediction is the anticipation of design
activities to highlight the evolution or the robustness of product assembly [20]. For
example in a mechanical engineering, academic works evaluate the reasonableness of
tolerance allocation, with a method to manage extracted information of a CAD assembly
model, by generating automatically a 3D assembly dimensions chains with an ant colony
algorithm in a Geometric Dimensioning and Tolerancing (GD&T) systems [21]. The
evaluation of the allocation of tolerance is the next step to recognise “the acceptance of a
production percentage” [22], and evaluate the robustness of a design solution space,
tolerancing and the feasible geometry. In the field of maintenance, prediction is also used
to know the moment to change a physical part in order to anticipate and avoid potential
failure of product or machine. Thus prediction could be defined by the notion of alter-
native based on contextual information.

3 Clarification of Terms Around Knowledge and Prediction

The research objective aims at generating prediction from a specific design context so
as to activate and reuse knowledge in product design. [23]. This section therefore
clarify terms around knowledge and prediction In literature, different kinds of
knowledge are described, such as declarative, temporal, procedural, and causal [3, 24].

The Fig. 1 illustrates the representation such kinds of knowledge between the past,
present, and future timeline.

Fig. 1. General view of knowledge and prediction in a timeline
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Designers need to have appropriate knowledge during the product design process.
This firstly requires the capture and interpretation of designers’ intents from the early
design stages (Step ①) so as to generate predictions. Design intents are built upon
previous defined information (i.e. bill of materials, part-to-part relationships, etc.), to
evaluate admissible solutions (i.e. lifecycle planning) in order to propose a product
structure related to the design context (Step ②). Different kinds of knowledge are
checked (Step ③) and activated in order to ensure the reused of the right knowledge in
the right design context (Step ④).

To illustrate our research vision, different definitions of terms have to be intro-
duced. As such, Table 1 presents for each term a definition and related componants.

Table 1. Definitions

Term Qualitative & formal description Componant

Information Based on data that is often considered
as a quantitative and objective facts.
Information represents the data
context and which is considered as a
the structure of relationships
(requirements, objectives and
constraints)

• Context
• Relationships

Context Needs, objectives or constraints
interpreted for product design. “The
context is any information that can
be used to characterise the situation
of an entity. An entity is a person,
place, or object that is considered
relevant to the interaction between
the user and the application
including the user and the
application themselves” [25]

• Environment
• Task
• Activity
• Process
• Role
• Resource
• Expertise

Intent Design rationale by capturing and
interpreting the context in spreading
input/output data of design feature
like parameter, behavior, or
relationship

• Geometric constraint,
• Part-to-part relationship
constraint

Knowledge Contextualised information which is
deduced and integrated, based on a
set of a knowledge: Declarative
(Know-WHAT of designer’s
intent), Temporal (Know- WHEN
and Know-WHERE of temporal
event), Procedural (Know-HOW of
planner intent), and Causal
knowledge (Know-WHY of the
rationale)

• Information
• Context
• Set of knowledge:
• Declarative, Temporal,
Procedural, and
Causal
knowledge

(Continued)
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We propose to apply these terms into a framework which links predictions and
knowledge in product design hereafter.

Table 1. (Continued)

Term Qualitative & formal description Componant

Prediction Situated at the same cognitive level
than knowledge, the difference is
the generation of alternative
solutions (e.g. lifecycle planning).
The fundamental principle of
prediction is the determinist
(dependent on an initial condition to
an instant t) describes by the
principle of causality (evolving in a
dependent state of his past or his
present condition). Generate
predictions is based on contextual
information, by proposing
alternatives, where knowledge can
check and activate temporal
knowledge

• Information
• Context
• Alternative
(e.g. Assembly
sequence, Assembly
operation,
Manufacturing
operation, etc.)

Declarative Knowledge Recognised as a knowledge item that
describes rules and facts, laws. Such
knowledge requires an action and is
activated by procedural and
temporal knowledge

• Design rules
• Parameters
• Definition of
geometry entity

• Material details
• Business term

Temporal Knowledge Describes the context from a temporal
and location point of view. Without
such knowledge, declarative
knowledge are considered as
inactive and procedural knowledge
can be activated by representing and
understanding the evolution of a
temporal information based on
constraints

• Time of assembly
sequence, assembly
operation,
manufacturing
operation, etc.

Procedural Knowledge Description of a step for action.
Interpreted as a dynamic/action
knowledge following sequence in a
contextual situation

• Business process
• Design method
& technics

• Mathematical
Calculation

• Business experience
Causal Knowledge Relationships of events between cause

and effect, This kind of knowledge
infers new heuristics or updates an
existing one. Procedural knowledge
is activated into causal knowledge

• Use case
• New design rules
• Functional
requirement
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4 Approach to Link Knowledge and Prediction

The Fig. 2 introduces a proactive design framework based on causal design [10, 24].
This means that this framework aims at generating predictions of the future so as to
activate and reuse the appropriate knowledge of the past into product design stages
(present). This framework therefore allows understanding how designer lead its
activities by interpreting its intents, and ensure the knowledge reuse at the right time.

Step 1: Once the context (environment, task, activity, etc.) has been captured,
design intent (i.e. geometric constraints, part-to-part relationships) is interpreted in
order to generate prediction (Fig. 3).

Fig. 2. Framework of Prediction-Knowledge-Context association [10, 24]

Fig. 3. Capture of design intent through part-to-part relationships
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Step 2: Design intents are interpreted to assess alternative solutions (Step ① of
Fig. 2). Built on this, admissible lifecycle planning (i.e. assembly and manufacturing
sequence planning, etc.) are generated and evaluated as predictions from a design phase
point of view (Fig. 4).

Step 3: Selected predictions are transformed into temporal rules (Step ② of Fig. 2)
and temporal knowledge by checking design intents and therefore lead to the activation
of declarative knowledge (Step ③ of Fig. 2), with the appropriate knowledge (i.e.
design rules, parameters, etc.). Procedural knowledge (i.e. business process model,
design methods and technics, mathematical calculation, etc.) is then activated (Step ④
of Fig. 2) with the temporal and declarative knowledge, into a step/sequence of actions.
Logical inferences are based on procedural knowledge with the aid of ontology model,
in order to generate causal knowledge (Step ⑤ of Fig. 2). In the causal network,
effect/impact on other knowledge relationships, are activated in order to find alternative
knowledge, new knowledge or hidden knowledge useful for the designer (i.e. use case,
etc.) (Figure 5).

Fig. 4. Generation of predictions related to assembly planning phase
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Step 5: Designer interprets this set of knowledge (Step.⑥ of Fig. 2) (i.e. data
structuring, design support, verification and validation) by injecting in the appropriate
format (i.e. update sequence planning, structure of assembly operation, product
structure, etc.) a qualitative description to the right person at the right place (Fig. 6).

5 Conclusions and Future Work

This paper has presented an overview of the current researches and challenges in
prediction generation and knowledge reuse approaches. This has highlighted a research
initiative towards the description of prediction-knowledge associations so as to
improve current knowledge reuse process in product design. A typology of knowledge
has been defined as well as their interrelationships and their links with designer’s
context and predictions. Future work will address the development of reasoning pro-
cedures in order to automatically capture design context and intents, and later the

Fig. 5. Activation of knowledge based on prediction

Fig. 6. Proposition of appropriate knowledge reuse in product design
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knowledge activation and reuse from a knowledge base in CAD systems. Moreover,
semantic technology will be studied as a solution for such effort, especially for the
description of prediction-knowledge relationships. As such, a multi-agents system
would be a suitable system to support knowledge activation and reuse from an
autonomous manner.
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Abstract. In global engineering enterprises, information and knowledge sharing
are critical factors that can determine a project’s success. This statement is widely
acknowledged in published literature. However, according to some academics,
tacit knowledge is derived from a person’s lifetime of experience, practice,
perception and learning, which makes it hard to capture and document in order
to be shared. This project investigates if social media tools can be used to improve
and enable tacit knowledge sharing within a global engineering enterprise. This
paper first provides a brief background of the subject area, followed by an explan‐
ation of the industrial investigation, from which the proposed knowledge frame‐
work to improve tacit knowledge sharing is presented. This project’s main focus
is on the improvement of collaboration and knowledge sharing amongst product
development engineers in order to improve the whole product development cycle.

Keywords: Knowledge management · Product development · Product validation
and testing · Social media tools · Tacit knowledge

1 Introduction

Knowledge is the key to innovation and staying competitive in today’s engineering
world. It is a crucial asset for organisations that enables them to gain a sustainable
competitive edge over their competitors [1]. By improving and creating new ways in
which enterprise knowledge is captured and shared amongst engineering teams, will
determine if they are capitalizing on this valuable, readily-available company resource.
Organisational competitiveness is rooted in the mobility of knowledge that is realized
through knowledge sharing and knowledge transfer. It has been identified in literature
that knowledge sharing provides individuals, teams and organisations with the oppor‐
tunity to improve their work performance as well as create new and innovative ideas [2].
This clearly shows that sharing knowledge is a social, interactive, and complex process
that includes tacit and explicit knowledge [3]. The challenges for knowledge manage‐
ment initiatives are finding solutions to people-centric problems, such as motivations
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and personality factors, and creating organisational antecedents to ensure a smooth
knowledge flow [4].

Innovation consists of successfully implanting creative ideas within an organisation
[5] and is, therefore, closely related to organisational learning. Innovation is conceived
as an individual and collective learning process that aims to find new ways of solving
problems [6]. The reason why knowledge sharing receives considerable attention [7], is
that it is vital for innovation, organisational learning, the development of new skills and
capabilities, increased productivity and maintaining a competitive advantage [8, 9].

This paper presents ongoing work to develop a knowledge sharing environment
within a product development testing facility using advanced Web tools. The project is
in collaboration with a global power generation company and the objective of the project
is to provide a knowledge sharing environment that enables knowledge to be captured,
documented, created and shared using a combination of Information and Communica‐
tion Technologies (ICT), such as rich multimedia content, social media and video
sharing. The developed framework will be driven by the knowledge user, rather than
knowledge administrators, based on the users’ day to day knowledge requirements. The
framework is aimed to assist in reducing product development time and costs by
avoiding task repetition and reinventing the wheel during new product development
projects.

2 Research Background

Knowledge Management can be defined as “the ability to harness and build upon an
organisation’s intellectual capital” [10]. With the current economic climate, companies
need to know what they know, and must use this knowledge effectively. The size and
dispersion of global organisations make it especially difficult to locate existing knowl‐
edge and get it to where it is needed. According to Davenport and Prusak [13], the
maximum size of an organisation, in which people know one another well enough to
have a reliable grasp of collective organizational knowledge, is two hundred. The vast
amount of knowledge found in a global enterprise which has offices and plants spread
around the globe is enormous; taping in to that pool of knowledge is a problem due to
the sheer size of it. Corporate knowledge only becomes of value if people in the organ‐
isation can gain access to it. If there isn’t a KM system available, employees would make
do with what they already know or the knowledge that is most easily available. This
knowledge could be of good quality, but in today’s market, sometimes good quality is
not good enough [11, 12].

A lot of companies can argue that KM systems costs a lot of money and the effort
to setup and maintain is labour intensive. However, knowledge can provide a sustainable
advantage to a company. Eventually, competitors can almost always match the quality
and price of the market leader’s current product or service. By the time this happens,
the knowledge rich and good knowledge managing company will have moved on to a
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new level of quality, creativity and/or efficiency. The knowledge advantage is sustain‐
able because it generates increased returns and continuing advancement [13]. Success‐
fully embedded KM systems pay for themselves by creating new innovative ideas which
are transformed into products, services and sales for the company.

The difficulty with tacit knowledge is that it is derived from a person’s lifetime of
experience, practice, perception and learning [3]. This type of knowledge is highly
abstract and closely relates to ‘know-how’ [14]. Thus, one may acquire tacit knowledge
in one context and apply and stimulate this knowledge in another context [15, 16].

2.1 Learning Methods

Learning is divided into two categories: Active and Passive Learning [17]. Active
learning emphasises on the intrinsic motivation and self-sponsored curiosity of the
learner who fashions content and is actively involved in its formation. Active learning
shifts the focus of content structuring from the teacher to the learner. By being actively
involved in the shaping of content, the learner gains a greater understanding of the
information. Active learning is normally achieved by methods which reinforce knowl‐
edge; this can be achieved through discussion of the subject matter with peers or super‐
visors, practicing the knowledge you have gained or by teaching it to others within a
group or team. These methods allow a person to gain a better understanding of the subject
matter and, from the interaction with others, new ideas on the subject can be developed.

The opposite of active learning is passive learning. Passive learning focuses on
the instructor, not the student. The standard teaching method used is the traditional
lecture, whereby students are in effect bench-bound listeners, passively consuming
the content presented by the instructor, according to the structure that he or she
created [17]. This approach is most effective to increase knowledge and skills that
do not involve interaction with others [18]. However, as the name implies, ‘passive’
knowledge is one which is transferred to the student only if they are willing to learn.
Figure 1 shows the learning pyramid which illustrates the order of the different
learning mediums and their effectiveness.

Fig. 1. The learning pyramid [19]

As anticipated, passive techniques are not as effective as discussing a topic or
teaching a topic to peers, because passive learning, for it to work, needs the student to
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engage with the material, otherwise he/she won’t gain anything from the lecture or the
book which they are reading. While active learning, if the student needs to teach a topic
to his/her peers, they will make extra effort to understand the subject matter in order for
him/her to convey what they have learned.

An antidote for learning is to engage learners in active, constructive, intentional,
complex, cooperative and reflective learning activities [20]. These are the main goals of
having a constructive learning environment. Constructive learning emphasizes the
learning process, and the learner’s thinking is encouraged and nurtured. The student’s
acquisition of knowledge is an outcome of the process focused on thinking, discovery
and reflection [21], making it a unique experience to each one of us.

Cooperative learning is a teaching method whereby students working in small groups
to help one another learn academic materials. This methods provides a sense of indi‐
vidual accountability and interpersonal communications, which provides a deeper
learning experience [21]. Research has shown that these small groups produce higher
achievement and healthier achievements than with competitive or individual experi‐
ences [22]. Electronic learning, as a concept, is associated with consistently higher levels
of student satisfaction but it is generally accepted that online learning works best when
blended with more traditional learning techniques, rather than trying to replace
them [23].

2.2 Advanced Web and Social Media Tools

Today, Web 2.0 and social media tools are widely used in our daily lives to share and
communicate with each another, with tools such as Facebook and Twitter being readily
available. These tools have emerged as main stream communication channels for people
to communicate and share their daily experiences all over the world like never before.
They have, however, changed the way our planet communicates. Macaskill and Owen
[24] defined Web 2.0 as a ‘web-based platform which allows users to gain access,
contribute, describe, harvest, tag, annotate and bookmark Web mediated contents in
various formats, such as text, video, audio, pictures and graphs [24]. Stuart [26] provided
a more precise definition of Web 2.0, stating that it is web sites which people can share
content on. Web 2.0 is a vast improvement from Web 1.0 which only conveyed static
information. With Web 1.0, only web programmers were able to modify and post
contents. In contrast, with Web 2.0, anybody with minimal ICT skills can contribute and
share their information [25].

According to Moron-Garcia [26], the use of web-based technologies can facilitate
the creation of student-centred learning environments. Learning environments, designed
with reference to constructivist theories of learning, will embed in students the critical
and cognitive skills that higher education aims to develop [26, 27]. E-learning, as a
concept, is associated with consistently higher levels of student satisfaction. However,
it is generally accepted that online learning works best when it is blended with traditional
learning techniques, rather than trying to replace them [23].
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2.3 Video Sharing and Storytelling

It has previously been mentioned that tacit knowledge is difficult to capture and share,
due to the personal understanding of the subject matter [28]. Only tacit knowledge that
can be transformed into explicit knowledge can be successfully shared. As suggested
by Hislop [30], tacit knowledge can be captured and shared by ‘direct communication
among individuals’ by means of (1) stories, (2) observing others, and (3) learning by
doing within a community.

Reamy [31] suggested that storytelling is the best way to transfer tacit knowledge,
being that you are able to convey information and context in a form that is easy for other
people to understand. According to LeBlanc and Hogg [29], stories make information
meaningful, making tacit knowledge more explicit and allowing information to be
organised into learnable chunks. This methodology was also suggested by Martin-Niemi
[33] who utilised storytelling with new generation Web 2.0 technologies, providing an
individualized and customizable user experience which included virtual social interac‐
tions, shared collaborative portals and communications tools, but it was not put into
action.

One medium to capture and share storytelling, as part of a Web 2.0 environment, is
video sharing. Balcikanli [34] concluded that YouTube, a video sharing website, can be
integrated as an effective online tool for learning due to its ease of use and its connection
to an abundance of video clips that not only teach, but also demonstrate the cultural
context in which the material can be properly applied.

3 Industrial Investigation

An in-depth industrial investigation was carried out with an industrial partner operating
in the manufacturing industry, through observational and hands-on study, including a
questionnaire investigation with engineering staff at different levels of the organisation.
This provided an overview of management and employee views [30].

The main outcome from the initial investigation was to explore and develop a cost
effective knowledge sharing tool that allows for the capture of existing company knowl‐
edge and for it to be disseminated throughout entire engineering teams in order to
improve employee understanding of in-house engineering practices and avoid rein‐
venting the wheel when knowledge is already available but not properly documented
and ready for reuse.

The knowledge framework, proposed in this paper, should provide a theoretical
method that gives users the opportunity to easily capture and document the knowledge
that they have acquired during their years of service. The framework provides the possi‐
bility to store this knowledge so that it can be easily searched, shared and disseminated,
both locally and globally, throughout the organisation, using knowledge mediums that
can deliver knowledge quickly and provide high learning impact to the knowledge
receiver. The framework is also cost effective as it reduces the amount of administrative
effort required to manage knowledge and minimize the cost of knowledge capture; this
makes the knowledge sharing system more attractive to business.
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4 Proposed Knowledge Framework

The proposed knowledge framework to support the product development team and its
stakeholders, is shown in Fig. 2. The diagram represents the proposed knowledge cycle
required to capture and share knowledge, but also to create new knowledge and build
upon pre-existing company knowledge.

Start 
End

Fig. 2. The knowledge framework to support the product development team

The framework is made up of four main quadrants: Query, Identification, Capture
and Sharing, with each quadrant divided into a further two sections. The cycle begins
with the knowledge query quadrant where a user submits a question, from which they
will need to search the knowledge database for an answer to their question. If an answer
is not found the user moves to the next quadrant, knowledge identification, which
contains the identification of the knowledge gap. They then stipulate the knowledge
requirement and request it through the system for a knowledge expert to complete.

In the third quadrant, knowledge capture involves the evaluation of the knowledge
request and the selection of a knowledge expert who could contribute towards the new
knowledge contribution. The selection criteria of the knowledge expert is categorised
in to three fields: (1) having the perfect match between the knowledge expert and the
knowledge requested, (2) a knowledge expert in a similar field to the knowledge
requested, and (3) enthusiastic knowledge contributor that is willing to learn new
knowledge in order to contribute towards a knowledge request. Once the knowledge is
captured, it is stored on an electronic database. The final quadrant of the framework is
that of knowledge sharing, which is divided into sharing and knowledge discussions.
Knowledge sharing consists of a searchable database from which knowledge can be
identified and accessed for learning. At this point, the user has the opportunity to question
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or even challenge the available knowledge through the discussion facility; this brings
us back to the start of the cycle where a user can create new knowledge by submitting
further knowledge questions that need to be addressed through another knowledge cycle.
Each knowledge cycle is aimed at creating both the database of knowledge and, at the
same time, the autonomy of the system determining the knowledge direction depending
on end user interests and knowledge needs.

The proposed framework targets the knowledge experts to create the knowledge
contribution, removing the need of additional personnel / administrators to support and
create the system content and, therefore, reducing the cost of its management.

4.1 Selected Medium for Knowledge Capturing and Sharing

The medium selected to capture and share knowledge needed to be in a format that is
easy to use and one which provides the ability to capture complex content. Knowledge
should be quick to create, absorb and allow for different technical levels of competence
to understand and use with minimal training. The medium selected was that of social
media and video sharing. The main motivation in using these tools was due to its mass
popularity, which in the last decade, has seen social media and video sharing explode
exponentially into our everyday lives. It is also available via multiple routes, including
computers, tablets, and smart phones, making it an ideal tool to be adopted, while also
providing a guarantee of user acceptance due to its pre-existing familiarity with the end
user; this is also supported from a previous end user investigation carried out by the
authors [31]. The social media techniques are also being used to generate knowledge
discussions from the content created which it is hoped will also identify new knowledge
gaps and create new knowledge and content. The main benefits of the framework are:

• People contributing to the Knowledge base system will learn more about the subject,
by reinforcing their own knowledge;

• Knowledge will be documented and, therefore, available to other staff to learn from
and can also be used for training existing or new staff;

• The social discussions / comments will generate further clarifications and also further
knowledge to both the sender and receiver;

• Generation of new ideas; and
• The Social discussions will promote teamwork, with the added advantage of

improving social interaction between different departments.

The idea to use rich media and video sharing content, as a mean for knowledge
transfer, has already been used by universities to some degree as a method to supplement
the student learning processes [32]. However, it appears that universities generally rely
either on professional media companies to develop the knowledge content or rely on
readily available content found on the internet. There is a gap in the literature on knowl‐
edge content created by the actual knowledge expert. In today’s high-tech and socially
connected world, people have been extensively exposed to digital cameras through use
of their smart phones and when creating media content for social media platforms.
Therefore, the proposed framework will allow the authors to investigate if this social
phenomena can be exploited by employees with readily available skill sets, to capture
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knowledge using rich media content and determine the effort, effectiveness and quality
of the captured knowledge. To develop such a framework a tangible tool was required,
which employed the following components:

• A knowledge repository that provides easy access to corporate knowledge;
• A process to request and manage, user knowledge requests;
• A formal methodology to capture and compose knowledge contributions by knowl‐

edge experts;
• Guidelines of the developed knowledge framework for use for further system devel‐

opment and replication; and
• Training material for end-users both in text format and rich media format using the

develop methodology to guide users in the use of the developed tool.

5 Conclusions

In today’s globally dispersed marketplace, time is a luxury that top companies are scarce
of, with each activity taking time out of a project development cycle [33]. Companies
often face the problem that knowledge sharing activities are usually not an integral part
of an official job description and, therefore, no time resource is allocated for this kind
of activity. Furthermore, project teams suffer from time pressures to reach project goals
and consequently do not have free time to create new knowledge or share it [34]. This
is for both capturing knowledge and looking through readily available knowledge. The
principle aim of the developed framework is to utilize social media tools, which are
commonly used in our everyday lives, to simplify both the capture and sharing of enter‐
prise knowledge. The framework is now being developed into a tool which will be
validated by means of a case study in conjunction with the industrial partner, and will
answer the research question of: “Can social media tools be used effectively, at a rela‐
tively cheap cost, for companies to capture and share tacit knowledge inside their
employee’s minds?”

Initial feedback from knowledge contributors participating in the case study have
provided positive feedback to both the developed framework and the ongoing develop‐
ment of the tool, which aids them in their task of capturing knowledge.
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Abstract. Many researchers have been recently approached the integration of
products and services since its relevance in modern industrial scenarios. Despite
several authors investigated such topics and defined methods to support compa‐
nies in product-service ideation and design, they proposed methodologies tailored
on specific issues: PSS assessment, requirements elicitation, functional model‐
ling, etc. Anyway, neither of them has found an integration among almost of such
methods. This paper presents a review of the current literature approaching PSS
design and assessment along the last fifteen years. This due to there are different
perspectives to frame PSS. According to this context, the paper gives an overview
of PSS development in manufacturing industry, laying the groundwork for
designers to develop an integrated tool able to incorporate some of the design
methodologies and support manufacturing companies involved in the proposal of
the PSS instead of traditional product.

Keywords: PSS (Product-Service System) · PSS sustainability · PSS design ·
PSS assessment · Business model

1 Introduction

During the last fifteen years many manufacturing companies approached the design and
development of Product Service Systems (PSSs) instead of traditional products, in order
to create new business opportunities and improve their product sustainability. According
to this trend, several researchers investigated the pillars of PSS in different ways in order
to support the designing and the assessing of PSSs in industry. It is proved that designing
PSS represents a new perspective for traditional manufacturing companies, which
conventionally establish their business on producing goods, to evolve their business
model toward a service-oriented framework and adopt a new interpretation of the basic
design concepts to embrace both product and services [1].

Indeed, in the modern scenario, companies need to change their current structures
and processes that are unsuitable for mastering a new integrated offering. The devel‐
opment of a product-service solution raises new issues since the service component
introduces further requirements to follow the customer needs, perceptions and precon‐
ceptions in a situated and changeable context, to encompass a life cycle perspective,
and to fulfil the need for a more sustainable society [2].
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A relevant stream of the literature, mainly rooted in the European research, has
assigned an increasing emphasis to the role of PSS as a concrete response to these
emerging pressures. The basic idea behind the PSS concept is that it pushes innovation
strategy, shifting the business focus from the design and sales of physical products to
the design and sales of a system consisting of products, services, supporting networks
and infrastructures, which are jointly capable of fulfilling specific market demands.
Furthermore, recent studies focused on new aspects that need to be considered from the
earliest phases of design. Indeed, PSSs entails two important changes in company
processes: firstly, traditional product lifecycle has to be enhanced by including also
service management; secondly, the product-oriented company model must be extended
to realize a service-oriented ecosystem [3]. Furthermore, Information and Communi‐
cations Technologies (ICT) can be integrated to support sustainable business by the
development of smart products, improved stakeholders communication, increased social
inclusiveness, and consumer empowerment [4].

In a nutshell, creating PSSs entails two important changes in the company processes:
firstly, traditional product lifecycle has to be enhanced by including also service manage‐
ment; secondly, the product-oriented company model must be extended to realize a
service-oriented ecosystem [3]. Indeed, interrelations between physical products and
intangible services are complex to model and manage; they require creating relationships
with different stakeholders, where each partner is defined by means of its key resources
and strategic factors [5]. In this context also the design of a global production network
becomes an important capability to emerge in highly global competitive markets [6].

This paper aims at providing a review of the current literature approaching PSS along
the last fifteen years in order to understand what are the main descriptions, methods and
tools to support PSS design and development. This due to the several methods disse‐
minated in literature and faced PSS design and assessment by different point of view,
but without finding an integrated vision. Moreover, there are different perspectives to
frame PSS. The paper gives an overview of PSS development in manufacturing industry,
laying the groundwork for designers to develop an integrated tool able to incorporate
some of the design methodologies and support manufacturing companies involved in
the proposal of the PSS instead of traditional product.

2 Product-Service System Concept

Several terms to identify the new trend of manufacturing companies to integrate product
and service exist in literature (e.g. extended products, technical services, product-service
systems (PSSs)). Anyway, they represent the same concept: a mix of tangible products
and intangible services designed and combined to increase the value for customers [7].
Value creation can be provided through an extended business network involving
different stakeholders, which concur to create the services.

The PSS concept starts from the idea of the Extended Product [8], where intangible
services are incorporated and integrated into a core product to add value for customers and
improve company’s profits and competitiveness. In particular, the common idea shift from
consumers buying products towards consumers buying solutions and benefits, and this
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evolution can be represented along a linear axis like four different steps: (1) tangible
product, (2) product and supporting services, (3) product and differentiating services, (4)
product as a service. The steps 2 and 3 are defined also like Product+Service, and they mean
the selling of product plus several services; while Product2Service (i.e. step 4) refers to
selling only the services [9]. According to this view, PSS is current defined like a combina‐
tion and integration of product and services into a system to deliver required functionalities
in order to satisfy the customer needs [10], and it is able to produce synergies among profit,
competitiveness, and environmental benefit.

The so defined PSS is composed by four main elements: the product, the related
services, the ICT infrastructure required, and the partners’ network to involve [11]. The
main PSS variants are three and depend by the following perspectives [12]:

• Product-oriented, where the core is the product that has extra services delivered after
product selling. The consumer acquires the product and uses services that the
company offers, adding value to the product. Examples of this category can be repre‐
sented by product maintenance, product monitoring, detergent supply.

• Use-oriented, where the product use is sold together with the services that add value
to it, but the product itself remains the property of the company offering its use.
Examples of this category can be represented by car-sharing or rental services.

• Result-oriented, that needs of a higher dematerialization of a product by including
services. In this case, consumers buy a result or a competency and not the product.
An example of this category can be the washed clothes in place of purchasing a
washing machine product.

Some authors have presented real application of these PSS variants, while other
authors shown different perspectives. For examples, Manzini and Vezzoli [1] have
analysed PSS according three main characteristics [13]:

• Services providing value added to product lifecycle;
• Services providing final results to customer;
• Services providing enabling platforms to customers.

This classification can be compared with the previous ones, where services for final
customers are the same of result-oriented, services to add product lifecycle are product-
oriented, and services enabling platforms to customers are used-oriented.

The PSS concept, regardless of its typology, can be translated in manufacturing indus‐
tries like the application of technical service concept [14]. This means that manufacturing
companies provide the physical product to customer; then, they deliver non-physical
product (i.e. services) to extend their business portfolio; finally, manufacturing companies
provides its customers with highly tailored solutions, no longer distinguishing between
product and services [15]. Moreover, technical services can be realized through the product-
service life cycle management, in accordance to the specific customers’ demand [16]. In
order to design both product components and service functionalities in PSS design, manu‐
facturing companies need to define a tailored partners’ network; it involves both several
stakeholders, like suppliers, ICT partners and customers [17]. Table 1 shows how several
authors along the time have faced the PSS concept.
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Table 1. PSS concept in literature review

PSS concept Authors
Extended product Manzini and Vezzoli (2003) [1]; Brady et al. 2005

[18]; Wiesner et al. (2014) [19]
PSS composed by: product, related services, ICT

infrastructure, and partners’ network
Goedkoop et al. (1999) [20]; Mont (2004) [11]

Integration of product and service to reach
customer needs

Mont (2002) [14]; Brandstotter et al. (2003) [21];
Aurich et al. (2010) [10]

PSS typology: product-oriented, use-oriented,
result-oriented

Tukker (2004) [12]; Baines et al. (2007) [22]; Alix
and Zacharewicz (2012) [13]

Technical services Mont (2002) [14]; Aurich et al. (2006) [23]
PSS to reduce the environmental impacts Brandstotter et al. (2003) [21]; Baines et al.

(2007) [22]

3 Product-Service System Design Methodologies

Usually manufacturing companies have a well-defined and structured product development
process, but they lack a sufficiently defined service development process as found in tradi‐
tional service companies. As consequence, they are poorly equipped with appropriate
approaches, methodologies and tools for support in efficient way the development of PSSs.

In literature, several methods have been proposed to manage PSS along the entire
lifecycle [24]. Some of them are very theoretical and hard to implement in practice,
others are very specific and have a limited applicability range. Table 2 shows an over‐
view of the main methods faced by different authors that deal with PSS design.

Requirement Elicitation (RE) is a crucial method to adopt during the design process
of a PSS, in order to identify the main requirements according to the target market.
Indeed, offering PSS instead traditional product requires additional competencies to
identify the service functionalities to enhance the product, and a better understanding
of the customer requirements to reach [25]. This implies a huge quantity of implicit
knowledge to be elicited and a big variety of actors to involve [26].

Recent studies about the application of RE in PSS design in order to investigate the
customer needs propose the following approaches:

• multi-level analysis or the Design Structure Matrix (DSM), that can be used to define
the main PSS functions;

• Business Use Cases (BUCs) analysis, which define the use-case model and a
goal-oriented set of interactions between external actors and the system under
consideration [3];

• Serious Games to elicit PSS requirements and investigate the PSS lifecycle [26];
• Quality Functional Deployment (QFD) technique [27] that allows mapping the

customer needs with the PSS functions to elicit the final PSS requirements for the
solution to be developed by the correlation by means of a sequence of Houses of
Quality (HoQ).
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The combination of these techniques with a deep process analysis and related model‐
ling allows achieving a comprehensive mapping of the PSS to develop. Indeed, process
analysis and modelling allow defining the main activities to achieve the process tasks,
and identifying the enterprise’s ability in capturing and sharing process knowledge and
transferring it. The main common techniques for process modelling come from static
modelling focusing on the flow of information (i.e. UML, Petri- Nets, flowcharting,
IDEF0, etc.), to dynamic modelling for process evaluation (i.e. Event-Process Chain)
[28]. They are useful for process representation and performance evaluation, providing
a high-technical view.

Table 2. PSS design methods

PSS Design methods Authors
System MePSS Van Halen et al. (2005) [29]

Service engineering Arai and Shimomura (2004) [30]; Shimo‐
mura and Tomiyarna (2005) [31]; Sakao
and Shimomura (2007) [32]

Agent-based model Maisenbacher et al. (2014) [33]
Blueprinting Geum and Park (2011) [34]
Quality Functional Deployment (QFD) Thompson (2005) [27]; Marilungo et al.

(2015) [35]
Service Requirements elicitation Miller et al. (2002) [25]

Business Use Cases (BUCs) Peruzzini et al. (2012) [3]
Serious games Wiesner et al. (2012) [26]

The development of a PSS necessarily requires the creation of a structured network of
partners and stakeholders, able to exploit the necessary tangible and intangible assets and
create valuable solutions to share among all partners. This means moving from the tradi‐
tional concept of manufacturing enterprise to the new idea of Virtual Manufacturing Enter‐
prise (VME) [36] or Global Production Network (GPN). They would represent an aggrega‐
tion of several partners with different knowledge and capabilities, focused on the realization
of a specific PSS idea. Moreover, the VME and GPN imply the definition of a proper Busi‐
ness Model in order to recognize the strategic factors for each partner as well as the key
resources and activities to involve in the new PSS scenario to develop [5].

4 Product-Service System Assessment

According to the PSS definition, it could provide not only a higher customer satisfaction
[16], but also a great advantage on the sustainability [37], according to its three main
dimensions: economy, environment, and social wellbeing [38]. Indeed, from the
economic viewpoint, PSSs can create new market potentials and higher profit margins,
and can contribute to higher productivity by means of reducing investment costs along
the lifetime as well as reducing operating costs for the final users [39]. From an envi‐
ronment viewpoint, PSSs can be more efficient thanks to a more conscious product
usage, increased resource productivity and a close loop-chain manufacturing [40].
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Finally, PSSs can be also socially advanced, as services able to build up and secure
knowledge intensive jobs and able to contribute to a more geographically balanced
wellbeing distribution [41]. However, the biggest challenge is carrying out a reliable
sustainability assessment for PSS in order to identify the most sustainable solution to
offer to customers.

In manufacturing industry, product sustainability can be achieved by adopting lifecycle
design approach: it allows quantifying product impacts and providing tangible commercial
values in terms of efficiency and costs [42]. They are based on the definition of several
indicators to assess the lifecycle performance and support comparative analysis. Some tech‐
niques to support this described lifecycle design approach are the Life Cycle Assessment
(LCA) [43], in order to evaluate the environmental impacts, and the Life Cycle Cost Assess‐
ment (LCCA) [44], in order to recognize all the economic impact during the product life‐
cycle. In recent times, also the social impacts have been included in the lifecycle design
approach by the so-called Social Life Cycle Assessment (SLCA) [45].

Recently, some researches apply the sustainability issue also to the PSS [14, 46], but
they do not adopt lifecycle approaches. Instead, other researches propose to translate a
lifecycle design approach to PSS [47–49]: they have demonstrated how to assess the
sustainability impacts of an integrated PSS by considering not only the impacts related
to the product realization, usage and dismissing, but involving also the intangible assets
and the ecosystem actors.

According to the aim of supporting designer, another tool can be useful to assess PSS
at design stage. It consists in Business Process Modelling (BPM) technics that are the most
appropriate to analyse the scenario to develop. It can be considered as conceptual tools able
to support industrial companies to identify, understand, design, analyse, and change their
current Business Models (BM) [50]. In the context of product servitization, the develop‐
ment of PSS forces product-centric firms to innovate their current business model and evolve
their own processes, and for this reason they need to have support in defining and adopting
the new BM in order to develop the designed PSS. This issue represents a challenge for
industrial companies and offers opportunities for investigation [51].

In literature, several research studies identify the same method to develop a new BM
for a PSS; it involves four main research steps [52]:

• Identification of PSS characteristics and typology;
• Investigation of business model concepts;
• Development of the framework;
• Application of the developed framework by means of a case study.

Such approach was used also by Barquet et al. [52] to develop a framework for
industrial company able to define the adoption of PSS. Other authors, like [13], face that
the main pillars to define a PSS Business Model require involving: the value proposition
to offer in the market, the management of communication and distribution channels, and
the software infrastructure, the definition of financial aspects.

276 E. Marilungo et al.



5 Discussion and Conclusions

The present paper provides a comprehensive review of the latest researches about PSS
design methodologies and assessment approach. The added value of this work is its focus
on designers and manufacturing companies since It aims to understand how the PSS
topic is extended in industry and which are challenges and issues to face in design.

There is a lack of integrated tools able to support traditional manufacturing industries
to implement PSS and support designers in PSS development process. Moreover, PSS
assessment is usually carried out after the product design and is not integrated directly
with the service design phase and service knowledge; furthermore experience regarding
PSS business models is limited. A typical problem consists of lack of information
sharing and management of product-service relations. According to this discussion, the
literature review highlights how designing and developing a new methodology to create
a close-loop between design and assessment phases along the PSS lifecycle is required.
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Abstract. Companies shifting from selling technical products towards offering
integrated product-service systems (PSS) need to extend their existing service
portfolio according to their customers’ needs. Using a qualitative case study
approach this paper explores service orientation in the German machine and plant
manufacturing industry. We develop a measure for firm service orientation based
on interview and secondary data. We assess the firms’ status quo of PSS devel‐
opment and allocate companies on a continuum from product- to result- oriented
PSS. Our results indicate that service orientation varies substantially across firms
and that a high service orientation is related to a high level of user integration.
With regard to product portfolio, we find, that individualized or modularized
product architectures foster the development of a higher service orientation. This
paper contributes to the understanding of how product and service characteristics
need to be intertwined when developing integrated PSS. User integration is iden‐
tified as an instrument for enhancing service orientation. This paper provides
guidance about how to overcome common barriers to enhancing service orienta‐
tion and shifting from technical products to result-oriented PSS.

Keywords: Product-Service System · User integration · Service orientation

1 Introduction

For a long time, the production of innovative and high-quality products was the primary
focus of industrial companies. By extending the product through corresponding services
to an integrated product-service system (PSS), manufacturers can offer more sophisti‐
cated solutions to user requirements and achieve advantages compared to competitive
products [1]. Offering PSS shifts the business focus from selling products to delivering
enhanced customer / user utility through the provision of an integrated bundle of product
and service components directly targeting user needs. To successfully offer PSS, firms
need to align their service portfolio with both their existing product portfolio and with
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their customers’ needs [2]. The right services have to be provided and managed over the
entire lifecycle of the PSS.

Within this paper, we explore the degree of service orientation and PSS-development
in the German machine and plant manufacturing industry by analyzing seven in-depth
case studies. Our objectives are threefold: First, we explore variance in service orien‐
tation across our sample. Second, due to the proximity of services to actual use experi‐
ence, we connect firms’ service orientation to the integration of user knowledge in PSS
development. Third, we aim to explore how different types of product architectures
affect companies’ service orientation. This paper contributes to the understanding of
how product and service characteristics need to be intertwined when developing inte‐
grated PSS. Firm service orientation is affected by the existing product portfolio. Also,
user integration is identified as an instrument for enhancing service orientation, since
service components are directly tied to user experience. Our paper provides guidance
about how to manage and overcome common barriers to enhancing service orientation
and shifting from technical product offerings to result- and use-oriented PSS.

This paper is structured as follows: In Sect. 2 related work on PSS as well as on user
integration is explained. Section 3 describes sampling, data collection and analysis.
Based thereon the results of the case study are described in detail in Sect. 4. Finally,
conclusions, implications and an outlook on future work are derived in Sect. 5.

2 Related Work

2.1 Product-Service Systems

Product-service systems (PSS) are integrated offerings of products and services.
Producers extending their core product business by providing an integrated solution
bundle to their customers can distinguish their offerings easier from technically similar
rival products [2, p. 1543]. Goedkoop et al. [3, p. 18] define a Product-Service System
as “(…) a marketable set of products and services capable of jointly fulfilling a user’s
need”. A PSS can comprise different ratios of product and service components – either
product or service components can be dominant or equally weighted [4]. Based on the
relative shares of product- and service components three categories of PSS can be
distinguished [1], which are illustrated in Fig. 1. The three types of PSS are described
in the following:

Product-oriented PSS: The physical product is sold to the customer in a combination
with services such as maintenance, recycling and customer trainings which guarantee
the functionality and a long use-cycle. Main aspects in the development of this PSS type
are the creation of a durable product to minimize service costs and optimize the product
end-of-life through recycling and reusable parts.

Use-oriented PSS: In this case the product is not owned by the customer anymore
but is made available (e.g. through leasing) for customer-usage through the producer.
High rates of usage as well as a long lifecycle of their products are the main goals for
companies offering these product-service-systems.

Result-oriented PSS: This is the most complex type of a PSS, selling a desired result
in place of a product (e.g. the offering of washed clothes instead of selling washing
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machines). The ownership as well as the decision of technology, maintenance, disposal
etc. stays with the producer. Thus, the development of this PSS has to focus on the
changed business model for which the consumer only pays per obtained output.

Firms can move from one type of PSS offering to another by changing the relative
share of product and service components according to user requirements [1, 3, 5].

Product content (tangible) 

Product-service system Value 
mainly 

in
product 
content

Value 
mainly 

in
service 
content

Pure
product 

A: Product oriented B: Use oriented C: Result oriented 
Pure

Service 

Service content (intangible) 

Fig. 1. Main and subcategories of PSS [1]

2.2 User Integration as an Instrument for Enhancing Firm Service Orientation

For a long time producers have been regarded as the principal source of innovation.
Their motivation to innovate is driven by monetary profit expectations from selling
products and services. Within the last decades literature on user innovation has identified
users as an important complementary source of innovation. Users’ motivation to inno‐
vate is driven by their own needs and expected benefits from using the innovation them‐
selves rather than monetary profit expectations [6]. Users (located outside of the compa‐
ny’s boundaries) hold distinct knowledge-sets, which are complementary to corporate
knowledge. Users hold detailed need-knowledge focused around and developed by their
own usage of products, whereas producers rather hold in-depth technical solution
knowledge build by systematic R&D processes. User integration in corporate innovation
has been found to enhance firm innovation performance [7]. The integration of user
knowledge is especially important for developing PSS. Through integration of service
components, PSS are tied to the actual user experience. User knowledge is particularly
important for the development and provision of PSS-service components [8].

2.3 Research Objective and Questions

The primary objective of this paper is to connect firm service orientation and PSS devel‐
opment to the integration of user knowledge and to the structure of product portfolio.
Thereby we address three main research questions:

• Which types of PSS are offered by companies in the German machine and plant
manufacturing industry and how can they be classified?

• How do companies integrate user knowledge to strengthen their service orientation
and to develop PSS?

• How does product architecture (standardized, modularized or individualized prod‐
ucts) affect service orientation?
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3 Method

In line with our exploratory research objective and design, we use a qualitative case study
approach [9]. Within the Sects. 3.1 and 3.2 we describe our strategy for sampling, data
collection and data analysis. In Sect. 3.3 we provide a detailed description of our final sample.

3.1 Sampling

We study PSS and service orientation within the context of the German machine and
plant manufacturing industry. Since machines or plants are often complex and developed
specifically for the customer, they also require intensive advisory which might point
towards a tendency for developing a higher service orientation and a suitable context
for studying PSS development. Within the industrial focus, we study n = 7 in-depth case
studies varying in business size, as well as in their product- and service-portfolio.1

3.2 Data Collection and Analysis

For the case studies we collected data from multiple data sources. We conducted inter‐
views with firm employees and triangulated the interview data with complementary
secondary data on the companies’ product / service portfolio and strategy. The inter‐
views were conducted in April 2014 during the Hannover Messe. The Hannover Messe
is the world leading trade fair for industrial technology2. Companies were contacted
before the trade fair to identify suitable employees for the interviews. The interview
participants included sales representatives, service personnel, managing directors,
product manager as well as development representatives. Interviews took from 25–
45 min. and were conducted using a semi-structured interview guideline guiding through
the main topics of interest for the study. At the beginning of the interview, all study
participants were informed about the purpose of the study and were guaranteed
anonymity to enhance trust and foster unbiased answers [10].

We triangulated the interview data with secondary data to (1) get complementary
insights and to (2) cross check / validate data from the interviews. We analyzed the
companies’ product and service portfolio using company data taken from company
websites and brochures. Furthermore, for all companies we collected data on number of
employees, industries covered, and revenues from Hoppenstedt / Bisnode3 and
conducted a press research using the database factiva4 to gather available insights on the
companies’s current and future service and PSS strategy. Table 1 provides an overview
of all data sources used and their purpose for our study.

1
A description of the sample is provided in Sect. 3.3.

2
http://www.hannovermesse.de/; Hannover, Germany. retrieved on: March 21, 2016.

3
http://www.bisnode.com/ retrieved on: March 21, 2016.

4
Factiva is a business information and research tool owned by Dow Jones & Company. Factiva
products provide access to more than 32,000 sources (such as newspapers, journals, magazines,
etc.) from nearly every country worldwide in 28 languages, including more than 600 continu‐
ously updated newswires (http://new.dowjones.com/products/factiva/).
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Table 1. Overview of data sources

Data source Detailed data formats Purpose and dimensions covered
Interviews Audio files, transcripts, protocols Main data source: Service orienta‐

tion, customer integration
Company sources Company websites, company

brochures
Complementary data: Service

strategy, product and service
portfolio

Press articles Articles from database Factiva Complementary data: Current and
future service and PSS strategy

Company data Profiles from database Hoppen‐
stedt / Bisnode

Control variables: # of employees,
revenue, industries covered, year
established

We used case displays in order to structure our data and to compare the cases across
the dimensions relevant for our study [11]. Within these displays we consolidated all
three data sources to get an extensive picture of our data set. The relevant dimensions
included in the comparative analysis were: (1) Primary industry, (2) Product portfolio,
(3) Service portfolio, (4) Service infrastructure, (5) Service orientation, (6) Instruments
of customer integration.

3.3 Sample Description

Our final sample comprises seven detailed cases / companies from the German machine
and plant manufacturing industry. Following the maximum variation sampling approach
our final sample includes companies varying with regard to (1) company size, (2)
complexity of product portfolio, and (3) depth and breadth of service offerings (Table 2).

With regard to company size, we used the EU definition5. Following this classifica‐
tion our sample contains three large, two medium-sized, one small and one micro enter‐
prise. With regard to the product portfolio the companies’ products range from special
purpose machinery and working tools to automation systems in a wide field of applica‐
tions such as polymer processing, washing and laundry or plastic and metal forming
technology. With regard to the service portfolio, all sampled enterprises offered varying
degrees of standard services such as planning, maintenance and consulting. In addition,
specialized services such as optimization, programming, mechanical and electrical engi‐
neering or training are offered.

4 Results

To address our research questions, the outcomes section is structured as follows: In
Sect. 4.1 we develop an index for service orientation based on interview data and secon‐
dary data sources. We use the companies’ scoring on this index to allocate the companies

5
European Commission. The new SME definition. User guide and model declaration. http://
bookshop.europa.eu/en/the-new-sme-definition-pbNB6004773/.
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within different categories of PSS depending on their service orientation. In Sect. 4.2,
we investigate how customer integration in PSS development can favor service orien‐
tation as well as the integration of products and services in PSS. In Sect. 4.3 we identify
and analyze product architectures affecting firm service orientation.

4.1 Service Orientation and PSS Development

Based on our triangulated data sources we composed an index for service orientation to
assess our cases’ service orientation and PSS offering. The index is composed based on
data within three dimensions: (1) Rating of service infrastructure, (2) Rating of service
portfolio, and (3) Assessment of current and future service strategy (weighted double).
The index can take values from 1 to 7. A value of 1 indicates a low service orientation
and an offering tailored around very product oriented PSS. A value of 7 indicates a very

Table 2. Overview of sample description

Case # Company description # of employees 2014 Revenues EUR mn 2014
1 Design and manufacture

bespoke systems for all types
of Plastic Extrusions

10 1.1

2 Mechanical engineering and
automation solutions for
panel builders and manufac‐
turers of electric enclosures

50 7.5a

3 Leader in metal and plastic
forming equipment, offers
presses, automation, dies,
process know-how and serv‐
ices for the entire metal
forming industry and light‐
weight vehicle construction

56a n.a.

4 Developer of special purpose
machinery, including devel‐
opment, manufacturing and
installation

60 6.2a

5 Provider of industrial cleaning
technology – focus on auto‐
motive industry

120 n.a.

6 Development, construction and
realization of automation
systems

220 32.0

7 Manufacturing of the full range
of industrial laundry machi‐
nery

713b 189.9b

aas of 2013.
bas of 2011.
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high service orientation and an offering tailored around result-oriented PSS. The detailed
measures and composition of the index are explained in the following:

1. Assessment of service infrastructure. Based on secondary data from company
websites, brochures and materials the service infrastructure of the respective case
was rated. In order to assess the service infrastructure, we searched for indicators
such as channels through which customers can get in contact with the company (e.g.
contact persons, 24 h hotlines), service personnel (e.g. employees working in sales
and services) or service network (national / international facilities). The rating is
relative, i.e. it compares each case to the rest of the sample.

2. Assessment of service portfolio. Based on secondary data from company websites
and brochures we assessed the breadth of the service portfolio. We listed and
described the offered services for each company and assessed the portfolio of each
case relative to the rest of the sample.

3. Assessment of service strategy (double-weighted in index). Based on data from
interviews and press research, we assessed the company’s current and future service
strategy. Within the interviews, we asked for relevance of services for the business,
the integration of products and services, and the company’s awareness and applica‐
tion of (result-oriented) PSS approaches. Within press releases we looked for future
plans related to services (e.g. planned expansion of service portfolio, planned future
focus on service orientation, services as growth potential).

Product content (tangible) 

Product-service system Value 
mainly 

in
product 
content

Value 
mainly 

in
service 
content

Pure
product 

A: Product oriented B: Use oriented C: Result oriented 
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Service 

Service content (intangible) 

Case 1: 2.0

Case 2: 1.8

Case 3: 6.0

Case 6: 3.5

Case 7: 4.3

Case 4: 3.0

Case 5: 4.5

Allocation according to  
 Service orientation index (1-7) 1

1 Schematic figure – not true to scale.

Fig. 2. Own illustration based on Tukker [1]. Schematic illustration of PSS / Service orientation
within the sample. The seven cases vary from a rating of 1.8 to 6.0.
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We used companies’ scoring on the service orientation index to allocate the cases
across the three types of PSS offerings [1]. The results of this analysis show that the
cases within our sample vary with regard to the PSS strategy they are following.

Figure 2 depicts the distribution of the seven cases along the service orientation index
and across the three PSS categories. With regard to their scoring on the service orien‐
tation index the cases vary in their ratings from 1.8 to 6.0. The sample shows a great
variance but is skewed to the lower end. So far, the sample companies do not follow
“radical” result-oriented PSS strategies, such as pay-per-outcome approaches. Also,
only the two companies scoring highest on the index plan to re-evaluate and improve
their service strategies and portfolio in the near future. The cases with a rather low service
orientation build their business around their product portfolio. Services are standardized
and available on demand for the customer. The relevance of services for business devel‐
opment is perceived as rather low. Such a service orientation is for example characterized
by the following statement of company 2:

Citation Case 26: “Basically, we build the machines. Own development and own
construction and after that, if the machines are sold, we offer the normal support. The
customer has a question, calls us and we answer his questions. Furthermore, we offer
the delivery of spare parts.”

A high scoring on the service orientation index is characterized by a (relatively) high
relevance of services for business development. Services are perceived as important
complements to the company’s product portfolio. These companies invest in service
infrastructure and personnel. Such an orientation can be found in company 7:

Citation Case 7: “[…] Furthermore it is normal that, if we sell a complete laundry
to the customer or perform adaptions at his laundry, we take his business environment
into account. Usually, our sales personnel has direct contact to the customers and
conducts a review of the situation. They take measurements of the space, make sugges‐
tions through technical drawings and by that we develop a customer-specific offer.”

4.2 User Integration as a Means for Enhancing Service Orientation

Since the provision of services is closely tied to the actual user experience, customer
integration and service orientation are expected to be closely related. We argue, that user
orientation and the integration of user knowledge are essential when firms intend to
strengthen their service orientation to move from product-oriented to use- or result-
oriented PSS offerings. Within our interviews, we found that those cases offering a high
degree of service orientation (Cases 3, 5, 7) also build and maintain strong ties to their
customers and integrate them intensively in the development of their offerings. Firms
characterized by a high degree of service orientation gather user knowledge to develop
new products and services, as indicated by the following citation.

Citation case 7: “Very often we have a direct discussion with the customer […].
There we receive feedback from the customer – of course, we talk about the new
machines, maybe there is still need for optimization, which then is incorporated in our
construction. Furthermore, the entire process and general concerns of the customers

6
Interviews were conducted in German. Citations used have been translated for this paper.
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are discussed. For example the customers says that there is a problem for which no
manufacturer offers a solution, but where they see a demand for new developments.”

Firms showing a relatively high level of service orientation know about the relevance
and value of both external user and internal producer knowledge. These companies often
know implicitly or explicitly about the value of user knowledge that is distinct from the
company’s internal knowledge base. User knowledge is perceived as problem-oriented
situation specific knowledge focused around actual needs. Firm knowledge is perceived
as the source for potential solutions for addressing user needs.

Citation case 6: “[…] we prepare a concept for a mounting-system and the customer
describes what shall be mounted, but does not prescribe how it has to be mounted”.

4.3 Developing Integrated PSS – The Influence of the Product Architecture on
Service Orientation

Within our study we explicitly searched for factors enhancing and hindering service
orientation within the cases. We found that service orientation within a company needs
to be aligned with a firm’s product architecture and strategy. Within our sample, compa‐
nies follow three basic strategies with regard to their product portfolios: Standardized
products, modularized products, and individualized products. These different strategies
have an impact on the cases’ service orientation. Standardized, as opposed to individu‐
alized or modularized product portfolios only require little advisory in pre- and after-
sales phases. We identified individualized or modularized product portfolios as being
positively related to service orientation. Individualized (as opposed to standardized) and
modularized product architectures require extensive advisory and a high service orien‐
tation in the pre-sales phase, as indicated by the following statements.

Citation Case 5 (Individualized products): “That is the main focus of our company.
We don’t have off-the-rack systems, rather each machine we sell is to 95 % a machine,
which we haven’t built before. Of course similar – the system is similar – but not in that
form, not with the same parts. We have parts that have the size of mobile phones; others
are as big as ship’s engines. That’s why in our company no machine is equal.”

Citation Case 7 (modularized products): “Generally, we have basic modules. We
implemented it in that way that our machines – if we develop new ones – are designed
in a modular manner and sometimes, equal parts of previous machines are used. By
that, one can say that no laundry is similar to another one; rather such companies
usually grow over time. Normally they begin in a very small manner and then add further
parts. Thus, we really have to satisfy these specific requirements.”

The companies in the sample characterized by a standardized product portfolio only
offer a few add on product-oriented services such as maintenance and warranty.

5 Conclusions and Future Work

This study uses a qualitative case study to explore service orientation of companies in
the German machine and plant manufacturing industry and connect it to product archi‐
tecture and the integration of user knowledge. By extending their products through
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additional services, companies in the industry shift from manufacturing technical prod‐
ucts towards offering integrated product-service systems (PSS). Our results show that
service orientation varies greatly across the cases of our sample. We find that service
orientation is related to firm product architecture and that the integration of user knowl‐
edge can serve as an instrument for strengthening service orientation. Our study has
important implications for the management of PSS in the German machine and plant
manufacturing industry. First, showing that service orientation is affected by the struc‐
ture of product portfolio emphasizes the relevance of aligning and integrating a firm’s
product and service strategy for successful PSS development. Especially customer-
specific machines and plants require a higher level of service orientation than standar‐
dized products over the entire lifecycle. Both components need to be adapted to fit each
other. Also, we show that user integration can be used as an important instrument for
strengthening service orientation and PSS development within firms. User requirements
and user knowledge can be used to catalyze the transition from product- to use- or result-
oriented PSS. In this paper we analyzed seven in-depth cases from the German machine
and plant manufacturing industry. In order to draw further conclusions a larger sample-
size with specific questions regarding user integration shall be conducted. Furthermore,
in future research the identified potentials (user integration, product architecture) should
be integrated into an adequate PLM approach, considering service provision, to foster
companies to offering integrated solutions through PSS.
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Abstract. Product service plays an essential role in day-to-day operations of
nowadays manufacturing industries. However, the changing demands of the
market/customers, the increasing complexity of product functionalities and the
extended product lifecycles present challenges to related In-Service projects. In
order to handle the increasing number of projects and to control the costs and
resource consumptions, it is critical to improve the efficiency and automation of
process management. Within this context, this paper introduces some data-driven
approaches to interpret and represent changes of project process over time in an
automatic manner. These approaches aim to help project actors improve their
understanding of process structure and the efficiency of process management, and
also enable them to investigate process changes from more dynamic perspectives.
To evaluate the approaches, a dataset from an aerospace organisation is consid‐
ered in this paper.

Keywords: In-Service · Engineering project process · Process management ·
Process evolution

1 Introduction

As an important part of product-lifecycle management (PLM), product service is consid‐
ered to have direct impacts on the opportunities of marketing, strategy and finance of
an enterprise [1]. Under this circumstance, a general trend of modern manufacturing is
to reduce the boundary between product service and manufacturing process, or in some
instances, to make product service to be part of manufacturing process [2, 3]. Product-
service system (PSS) is a formal solution to achieve this. The focus has been aimed at
combining services with product design and production according to the specific
requirements from customers together with the certain selection of information from the
market [4]. The use of PSS has fundamentally changed the managerial and operational
approaches of most engineering projects. The direct benefits it can bring include the
improvement of sustainability, profitability, market share, as well as the reduction of
through-life costs [4, 5].
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In practice, the In-Service department of an enterprise is the specialised division that
handles day-to-day service related work [6]. The main duty of the department is to solve
the issues regarding routine maintenance or emergency repairs of products, whilst collect
feedback from customers and then use it to improve the product design in future. The
changing demands of the market/customers, increasing complexity of product structure
and the extended product lifecycle are the factors that present challenges to the In-
Service departments in most manufacturing industries, especially the high-value-manu‐
facturing (HVM) [7]. From an operation perspective, these challenges mainly include,
(i) developing and managing the processes for large number of projects under the time
and resource constraints, and (ii) improving the efficiency and quality of service work
and reducing its cost and resource consumptions.

On the other hand, human decision-making still plays an essential role in many
process development and process management approaches [8, 9]. The emphasis of
human factors in these approaches means the decision makers (i.e., the project actors)
are required to have both macro and micro level understanding of process evolutions in
a real-time manner, before they can make any appropriate decisions. However, gaining
such comprehensive understanding is not an easy task in practice, which could be
prevented by certain issues that caused by the data accessibility, information overload
or knowledge gap [10, 11].

Within this context, this paper introduces some data-driven approaches to automat‐
ically interpret the changes of engineering project process over time. These approaches
aim to help project actors improve their understanding of process structure and efficiency
of process management, and also enable them to investigate process changes from more
dynamic perspectives.

The paper is organised as follows. Section 2 reviews the related work. Section 3
describes the approach developed. Section 4 includes the evaluation using a collection
of industrial data. Section 5 concludes the paper.

2 Related Work

A formal definition of “servitization of business” was introduced by Vandermerwe and
Rada [12], which refers a series of models that were specifically designed for enterprises
on the purpose of adding their product values, increasing their profitability and market
shares. In recent years, clear evidence shows that service plays an increasingly important
role in many manufacturing industries, especially in the industry who produces complex
products [3]. The concept of servitization directs the strategy transformation of manu‐
facturers in high-value-manufacturing (HVM). As an immediate consequence, most of
them have moved from selling products to delivering product-service systems (PSS) [4].

Following the globalisation trend, the design, production and service of products in
manufacturing industries nowadays require significant amount of collaborations [13,
14]. As a result, the handling of related engineering projects can be quite a challenge at
times. It is mainly caused by factors such as, (i) dealing with distributed and heteroge‐
neous data repositories, (ii) analysing large amount of project data on both macro and
micro levels, (iii) planning and managing distributed resources; (iv) exchanging and
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sharing project data between project actors, departments and external collaborators, and
(v) maintaining or improving efficiency and quantity of service process.

On the other hand, the conflict between the increased amount of service requirements
and the limited availability of resources can also be a concern. For instance, the manu‐
facturer Boeing has 20,910 airplanes in service cycle at year-end of 2014. With an
average 3.6 % of increment in each year, this number will be doubled in 2033 [15]. To
handle the increasing amount of In-Service projects, manufacturers need to find a
sustainable way to improve their efficiency of process development and management,
and also to control their operating costs and resource consumptions.

Business Process Management (BPM) is an approach being proposed to model and
re-develop the existing business process, which has been used to improve the process
efficiency, effectiveness and adaptability [16]. It covers the fields of process re-engi‐
neering, standardisation, optimisation and simulation [17, 18]. As stated by Davenport
[17], the re-engineering of business process has direct impacts on the improvement of
innovation and sustainability for an enterprise. Meanwhile, the process standardisation
is considered to be useful to reduce the process variability, so that it can be used to
control warranty costs and resource consumption, as well as to improve the effectiveness
on related decision making tasks [19].

According to Melão and Pidd [20], the understating of business process is one of the
critical requirements to implement effective process management. Moreover, the anal‐
ysis of project process is considered to be critical for discovering the process norms and
handling the process exceptions [21]. To improve the understanding, event-based data
has been applied to model or simulate the business process from bottom-up perspectives
[22]. The use of information technology is considered to be essential for most BPM
models, as the technology can effectively improve the automation of their process
modelling and process analysis functions [17]. Recent research also highlighted that the
use of “big data” is a promising way to improve the capability and rationality of BPM
[23]. As stated in [24], advanced approaches from data mining and machine learning
are necessary to be integrated with BPM when large amount of project data is required
to be dealt with. The use of such approaches could help reduce the time consumption
and the need of human effort, and also to enable project actors to improve their under‐
standing capability of process dynamics.

There are various existing approaches and tools for managing business process,
although improving the level of automation is still an ongoing task. Within this context,
this paper introduces a data-driven approach to automatically model project process and
represent process evolution.

3 Data-Driven Process Management

This work deals with data that is generated by the operation process of engineering
projects. The essential information contained in the data needs to be extracted, and then
used to construct the actual process of the projects. Each information item is required
to have a textual form. For example, communication related or technical data contains
email, fax, report or documentation, which would include textual content by their nature;
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other types of data, such as image or drawing, may not contain sufficient textual content,
hence the metadata and annotations may need to be used.

3.1 Process Interpretation

The operation process of an engineering project can be represented by a collection of
activities. These activities are typically organised in a dynamic form in order to adapt
both internal and external condition changes during project execution phases. In prac‐
tice, the internal condition changes may refer to the characteristic changes of a project,
and the external condition changes may refer to the environmental changes with regard
to the project.

For a process, the data generated by the current/previous activity, together with the
data provided by certain external sources, are applied to make the decision on what the
next activity is supposed to be (see Fig. 1). During project execution, the iteration of
decision-making may need to be performed a number of times, in order to generate the
finalised project process. As the input data, project characteristics are considered as key
factors to determine the quantity of the iterations and the type/dependency of the activ‐
ities. On the other hand, the generated data by these activities also determines the
possible changes of project characteristics in future. Therefore, the data generated by
such iteration steps can be used to measure the evolution of project process.

There are two benefits of using this representation (as shown in Fig. 1) to interpret
project process: (i) it emphasises the time dimension of the process and related activities,
and (ii) it filters out the less important information contained in the process structure.

Fig. 1. A project process with data and decisions

3.2 Evolution Identification

As discussed in Sect. 2, understanding the process structure and its evolution is a critical
requirement for implementing process standardisation, process optimisation, and
handling process exceptions. As a dynamic variable, the evolution of a project process
can reflect the actual changes of the project characteristics, operation performances and
implementation constraints. In this work, the occurrence of certain activities of a process
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is used as an indication to measure the temporal changes of the process structure. On
this basis, the distribution of each single activity is be generated and analysed.

As shown in Fig. 2, the representation of modelled process is structured as a linear
format. To investigate the process evolution, this linear representation is segmented into
multiple partitions based on pre-defined intervals.

Fig. 2. The linear interpretation of a project process

There are four different interval types being defined in this work, (i) absolute step
interval, (ii) normalised step interval, (iii) absolute time interval, and (iv) normalised
time interval. The step variable indicates the atomic component of the modelled process,
e.g., a single activity. The time variable indicates the timestamp of a single activity.

Giving a modelled process that includes 20 activities, which is denoted by [a1,
a2, …, a20]. If the setting of absolute step interval is 5, then the process should be
segmented into 20/5 = 4 partitions, such as [a1, …, a5], [a1, …, a10], [a1, …, a15] and
[a1, …, a20]. If the setting of normalised step interval is 40 %, then the process should
be segmented into ceiling[20/(20 * 40 %)] = 3 partitions, i.e., [a1, …, a8], [a1, …,
a16] and [a1, …, a20]. Assuming the modelled process has a timeline that equals 10
days, when the setting of absolute time interval is 5 (days), the process should be
segmented into 10/5 = 2 partitions. If the setting of normalised time interval is 40 %,
then the process should be segmented into ceiling[10/(10 * 40 %)] = 3 partitions.

4 Evaluation

To evaluate the proposed approaches, a dataset captured from the In-Service department
of an aerospace manufacturer is considered. This evaluation aims to investigate,
(i) whether the project process can be automatically constructed from the project data,
and (ii) whether the process evolution can be automatically identified and represented.
The detailed information about the dataset, evaluation process and evaluation results are
introduced in the following sections.

4.1 Data Collection

The applied dataset in this evaluation contains 396 In-Service projects that were
completed between 2013 and 2014. For each project, all the essential data was recorded
during project execution. The project data mainly includes communication related
(35.11 %), operation related (49.10 %) and test/evaluation related (15.79 %). By
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considering the knowledge captured from the senior staff in the department, the infor‐
mation items contained by the project data are classified into 21 types, each of which is
considered to be generated from, or associated with, a particular activity. For example,
the information item OM indicates the activity “sending an outgoing message to the
customer”; IM indicates the activity “receiving an incoming message from the
customer”; S&F indicates the activity “performing a stress and fatigue test”, etc.1

4.2 Creating Process Interpretation and Identifying Process Evolution

In order to determine the activity types, automatic data analysis techniques are applied,
such as natural language processing (NLP) and named entity recognition (NER). These
techniques analyse the project data on both metadata level and content level. After the
data analysis, all the activities (with the timestamps) contained in the project data are
identified and extracted, and then the project process is modelled and interpreted in a
sequence format. Figure 3 shows some processes that are generated by applying the
approach and the dataset. In this figure, each row indicates a generated project process,
and each ‘Tx’ indicates an activity. For each process, its contained activities are organ‐
ised in a chronological order.

Fig. 3. The sequence interpretation of modelled processes

To identify process evolution, each of the modelled processes is segmented based
on pre-defined intervals. In this evaluation, the interval setting applied in process
segmentation is normalised step interval (NSI). The total number of intervals is set as
four, so the intervals are 0–25 %, 0–50 %, 0–75 % and 0–100 %, respectively. For
example, the 0–25 % interval means the segmented process partition should contain
25 % of the total activities; similarly, the 0–50 % interval means the process partition
should contain 50 % of the total activities.

To investigate process evolution on a detailed level, the activity distribution of each
interval is taken into account. The detailed information of each activity distribution is
shown in Fig. 4.

1
Due to confidentiality reasons, the full descriptions of these activities are not included in this
paper, and some activity names have been deliberately masked.
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a. the step interval 0-25% b. the step interval 0-50%

c. the step interval 0-75% d. the step interval 0-100%

Fig. 4. The activity distributions with normalised step intervals

Figure 4a shows the activity distribution being generated from the initial project
stage (0–25 %). As shown in the figure, the top activities involved by these processes
are OM (46.17 %), IM (12.98 %), AW (13.45 %), ODR (9.66 %) and S&F (8.91 %). OM
and IM are the communication related data, which indicate the commutations between
the customer (e.g., an airline operator) and the In-Service department. Meanwhile, ODR
and AW are the operation related data. ODR is generated by the customer, for the purpose
of describing service requirement or inquiry. AW is generated by the In-Service depart‐
ment, for the purpose of providing technical solution or responding to the inquiry. In
fact, most of the work is planning related at this stage. Hence, the service requirements,
general inquiries and communications are supposed to take high proportions. It can be
seen that the activity distribution generated from the segmented processes corresponds
to the mentioned facts in practice.

Figure 4b shows the activity distribution being generated from the initial stage to
early-mid stage (0–50 %). The top activities involved by these processes are OM
(31.46 %), AW (19.01 %), IM (14.52 %), ODR (12.64 %) and S&F (7.58 %). After the
initial stage, most of the planning work ought to be finished, and this fact may reduce
the amount of outgoing communication (OM). Meanwhile, most of the general inquires
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raised by customers are supposed to be solved, so that the detailed service requirements
(ODR) from the customers can be formally submitted to the In-Service department. The
department therefore needs to issue the technical solutions accordingly. As shown in
Table 1, the patterns of the activity distribution reflect the facts: OM has the decrement
of 14.71 %; ODR and AW have the increments of 2.97 % and 5.56 % respectively.

Table 1. Changes of the distribution over time

OM IM ODR AW S&F
NSI (25 %–50 %) −0.1471 +0.0155 +0.0298 +0.0556 −0.0133
NSI (50 %–75 %) −0.0704 +0.0071 +0.0154 +0.0184 +0.0090
NSI (75 %–100 %) −0.0431 −0.0108 +0.0004 +0.0033 +0.0324

Figure 4c shows the activity distribution being generated from the initial stage to
mid-late stage (0–75 %). The top activities involved by these processes are OM
(24.42 %), AW (20.85 %), IM (15.24 %), ODR (14.17 %) and S&F (8.48 %). At this
stage, the major service work needs to be completed. Hence, the quantity of submitted
service requirements and issued technical solutions tend to be increased, by comparing
to the previous stages. According to Table 1, the patterns of the activity distribution
correspond to the facts: ODR and AW have the increments of 1.54 % and 1.84 % respec‐
tively.

Figure 4d shows the activity distribution being generated from the initial stage to the
final stage (0–100 %). The top activities involved by these processes are AW (21.18 %),
OM (20.11 %), ODR (14.21 %), IM (14.15 %) and S&F (11.73 %). At this stage, most
of the major service work has been completed, so that the amount of operation related
activities should be decreased or remained at the similar level. Meanwhile, the amount
of test/evaluation related activities (S&F) is expected to have an increment. As shown
in Table 1, the patterns of the activity distribution again correspond to the facts: both
ODR and AW remain stable; S&F has the increment of 3.24 %.

According to the evaluation, it can be seen that, (i) a project process can be auto‐
matically generated from the project data by applying the proposed approach; (ii) the
activity distribution of segmented process is useful to investigate and understand the
process changes over time.

From a project management perspective, the generated activity distributions with
their patterns can provide explicit indications to project actors, which could enable them
to gain comprehensive understandings of process structures from dynamic perspectives.
Such results can also improve their awareness of process norms and process exceptions.
Using different interval settings, the project actors are able to investigate modelled
processes on different granularity levels. When dealing with large number of projects,
these approaches could help the project actors reduce the time and efforts put into the
process understanding, and also improve the rationality of related decision-making
tasks.
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5 Conclusions

To enhance the understanding of process structure and process evolution of engineering
projects, data-driven approaches on process interpreting, segmentation and analysis
have been introduced in this paper. The application of these approaches aims to reduce
human efforts in process understanding, and also to improve the efficiency and auto‐
mation of process management. By using an industrial dataset, the evaluation of this
work reveals that the introduced approaches have the capability of automatically model‐
ling project process and representing the process changes over time. These approaches
are considered to have the potential to help project actors understand the process
dynamics, standardise/optimise the existing processes, and also improve the awareness
of process norms/exceptions.
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Abstract. Mechatronic System Design involves close examination and
further development of design methods, design processes, models and tools.
The current trend in mechatronics involves networked mechatronic systems,
or cyber physical systems (CPS), which can also be considered as a sub-part
of Systems of Systems (SoS). Therefore data models for the description of the
product lifecycle of SoS are necessary on the base of existing meta-models for
single (mechatronic) systems. The paper shows a meta-model of PLM for the
design of SoS and discusses the influence of the IT-architecture in supporting
the PLM interoperability.

Keywords: Systems of Systems · Mechatronics · CPS · Meta-model · PLM

1 Introduction

Within the framework of this work the product development process is discussed and
analyzed from the basis of a mechatronic point of view or Cyber-Physical System (CPS)
to extend to the overall consideration of the Systems of Systems (SoS) using meta-
models of PLM for the design of the SoS. An important task in Modelling and Simulation
of SoS is the consistency of the product model horizontally during all phases of the
design process and vertically through all involved sub-systems.

Mechatronics may be defined as an interdisciplinary field of engineering science
which aims to mutually integrate and interconnect mechanical engineering, electrical
engineering/electronics and computer science (also often called information technology)
in such a manner, that the interactions constitute the basis for the designing of successful
products, e.g. (Bishop [1], DeSilva [2], VDI-2206 [3]). Mechatronics can be considered
to be an integrative discipline which utilizes the various technologies in order to provide
enhanced products, processes and systems.

Mechatronic systems usually consist of the following elements: it can be considered
as two elements, one part focuses mainly on the energy flow, the other focuses in the
information flow. The basic system is often a mechanical, electro-mechanical, electrical,
hydraulic, pneumatic, thermo-dynamical, chemical or biological system and contains
the realized process. The actuators use the information that is provided to directly act

© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing Switzerland 2016. All Rights Reserved
A. Bouras et al. (Eds.): PLM 2015, IFIP AICT 467, pp. 301–310, 2016.
DOI: 10.1007/978-3-319-33111-9_28



on the basic system or the process which is taking place in an appropriate manner. The
sensors observe the current properties/state of the basic system and the system environ‐
ment (e.g. temperature). This may be done directly through measurement or indirectly
via so-called observers. The provided information will be used by the control unit. The
information is mostly available digitally and processes the sensor signals in order to
create control variables for the existing actuators refers to the given driving parameters.

Mechatronic design emphasizes the competence integration between engineers
skilled in specific domains such as mechanics, electronics and software. The interactions
between product developers from these different disciplines are hindered by insufficient
understanding between the disciplines and by missing common platforms for modeling
of complex systems. As many sub-systems are delivered by external suppliers, there is
a need for both horizontal integration within organizations and for vertical integration
between the sub-system suppliers and the suppliers of the full systems. Therefore Lee
[4] defines Cyber-Physical Systems (CPS) as the “integrations of computation and
physical processes”. Embedded computers and networks monitor and control the phys‐
ical processes, usually with feedback loops where physical processes affect computa‐
tions and vice versa.

Fig. 1. Mechatronic systems and cyber physical systems into a systems of systems

System modeling and evaluation are also important topics of CPS description, for
which improved tools and knowledge are ever claimed by the engineering profession.
In many cases, very accurate system modeling is not reasonable to describe a complex
system, as uncertainties and costs of quite detailed modeling may be so high that the
drawbacks compared to simpler modeling become significantly overwhelming, so
system-level models allow a multi-disciplinary engineering approach to be supported.

CPS System-level models needs specific methods, languages and tools to support
multi-view modeling to facilitate an interdisciplinary approach. More generally, this
objective can be realized through multi-agent modeling, based on an engineering cloud
structure. This also results in the usage of tools supported by Model-Based Systems
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Engineering (MBSE) [5]. CPSs are often dominated by one engineering discipline.
System-level models have to promote equal treatment of all engineering disciplines
involved during product development and project execution.

Figure 1 presents a structuring model to describe the relations between mechatronic
systems and CPS (shades of grey). These core elements are all constituted of a HW-part
and a SW-part. The interactions between them can occur in the physical domain (e.g.
clash between two robots detected thanks to their sensors), represented in orange, or in
the cyber part (e.g. dialog between these robots thanks to network protocols), represented
in green. This cyber part is considered as the integration network. All these core elements
are made up of several modules represented by the small white boxes. The mechatronic
systems and the CPS located on the border of the circle are the parts of the considered
Systems of Systems.

2 Modeling and Simulation of Systems of Systems

Systems of Systems (also called Systems-of-Systems and SoS) are large-scale concur‐
rent and distributed systems that are comprised of complex systems [6]. A system is
defined by its separation from the environment, which is everything that is not involved
in the system. The system boundary defines the limit of the system with respect to its
environment, with which it has interfaces for the exchange of mass, energy or informa‐
tion. The system boundary is typically not identical with the physical limits of a system
or its components. A sub-system is an element of a system. The decomposition of a
system in its system elements and relations between them and with the system environ‐
ment results in a (dynamical) structure of the system. A number of important aspects of,
and requirements on, system-level models for Systems of Systems Engineering (SoSE)
are presented in [6–9] and are shortly summarized below.

• Rationale for System-level Models: There is a lack of models that describe structure
and behavior of complex technical products in a clear and consistent way. The goal
of system-level modeling is to represent the overall system in a more comprehensible
way in order to remedy this unsatisfactory situation. System-level models are used
to extract the main characteristics and relationships of a system with the aim of
showing its requirements, structure, and behavior and to allow a holistic view of the
(overall) system under consideration. This is one kind of holistic view enabling a
higher level understanding of a complex system and the integration of its constituents.
Another kind of holistic component models are capable of capturing the variety of
domain specific properties required when integrating such models into a multi-
domain model for the purpose of multi-objective optimization of functional and non-
functional system properties.

• Requirements on System-level Models: Due to the increasing complexity of
modern technical systems, it becomes more and more difficult even for trained engi‐
neers to master the inherent relationships and dependencies between complex sub-
systems. System-level models allow the description of the most important sub-
systems and their relationships and dependencies of importance for the overall
system. Systems often consist of a base-system which can be extended by optional
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sub-systems. System-level models should support engineers in considering both (a)
base system variants and (b) sub-system options. The basic principle of system-level
modeling is to model only those aspects which are essential for the overall system
or which are important across engineering disciplines. However, it is necessary to
specify principles to decide which relationships and dependencies are to be modeled
on the system level rather than on the level of the disciplines involved. Hence, it is
important to ensure consistency in both directions - from system-level models to
discipline specific models and vice versa.

• Mechatronic Systems and CPS Sometimes Constitute Systems-of-systems: To
understand complex systems, it is convenient or even necessary to decompose them
into separate sub-systems. Hence, mechatronic systems may be understood as part
of Systems-of-Systems. The boundaries of the involved sub-systems have to be
chosen such that the interfaces become clear to all engineering disciplines involved.
System-level models therefore illustrate the dependencies between the sub-systems
which themselves may consist of solutions from different engineering disciplines,
and they provide a multi-level view of the overall system under consideration. To
model these dependencies, the definition of well-defined interfaces between the indi‐
vidual systems is very important. Interfaces must support the tracking and commu‐
nication not only of single values but also of more complex data types such as char‐
acteristic curves and key figures.

3 State-of-the-Art Analysis

As presented in the previous sections, mechatronic systems and Cyber Physical Systems
(CPS) can be considered as components of Systems-of-Systems. To design such compo‐
nents, several information systems are currently used by companies to manage their
related technical data. For instance, Product Data Management systems are generally
used to manage hardware (HW) data whereas Software Configuration Management
(SCM) systems are used to manage software (SW) data. PDM is generally considered
as one of the most important components in Product Lifecycle Management (PLM)
implementation. Indeed, PLM is defined as a systematic concept for the integrated
management of all product- and process-related information through the entire lifecycle,
from the initial idea to end of life [10]. Focusing on the basic functions (version control,
concurrent development, configuration selection and workspace management), SCM is
very similar to PDM, as the Application Lifecycle Management (ALM) can be compared
to PLM. ALM “has emerged to indicate the coordination of activities and the manage‐
ment of artefacts (e.g., requirements, source code, test cases) during the software
product’s lifecycle” [11]. ALM comes from the Configuration Management (CM)
domain, which traditionally provides storage, versioning and traceability between all
artefacts. It provides extra functionalities to support communication, reporting, tracea‐
bility and tool integration, such as requirements and defects management, build and test
facilities, etc., as illustrated in Fig. 2.

Even if ALM and PLM are converging on a certain number of aspects, challenges
remain for mechatronic system and CPS design data management. For instance, having
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a common bill of materials combining all HW and SW components, defining a common
data model managing the entire system at each design phase etc. are still issues. Back
to SoS level, the different components, i.e. mechatronic systems or CPS, have to be
designed in order to be able to interoperate. This implies some constraints at the data
management level, e.g. in term of interoperability. The next paragraph describes the
different architectures and techniques that could be used in order to make this data
management system interoperable.

Fig. 2. Main elements of application lifecycle management [11]

To be able to design SoS, the different Information Systems (PDMs and SCMs)
supporting the design of the mechatronics and CPS must be interoperable to exchange
and share information concerning HW and SW about the different components of the
SoS. PDMs and SCMs must be able to communicate, cooperate and exchange services
and data, thus despite the differences in languages, implementations, executive envi‐
ronments and abstraction models as defined by Wegner [12]. In several EU projects as
ATHENA and INTEROP NoE and according to EIF [13], interoperability requires three
different levels. The first one is the technical level to ensure the continuity of information
flow through tools. The second one is the semantic level to ensure the understanding of
information by the different systems. The third one is the organizational level to ensure
the compatibility of the processes used by those systems.

Interoperability between PLM systems is a well-known issue and is addressed by
several works at the three levels:

• Technical level: The two main strategies are mediator  [14] and SAO  [15]. In medi‐
ator strategy all the information go through a unique gate before being distributed.
It is an efficient architecture in terms of agility of IS and total cost of ownership of
interfaces [14]. SOA lies on web services that enable the exchange of information
regardless of the environment in which the system is executed. SOA is also wildly
used to solve technical interoperability [15].

• Semantic level: Lots of works are based on an integration approach using one
common format for all models, especially using STEP ISO 10303 [16]. Unified
approaches are based on one common meta-model for all models. They are also well
exploited, using for example the NIST Core Product Model [17] or a Product Process
Organization meta-model [18]. But nowadays, the more used approach is the
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federation with the use of ontologies like OntoPDM [19], PROMISE [20] or Onto‐
STEP-NC [21].

• Organizational level: Organizational level consists of defining objective, coherence
and coordination of processes. It is less treated by PLM scientific literature because
it is associated to human problems [22].

SCM interoperability is very few (or not) treated in scientific literature, but the same
concepts remain applicable. At present, there is no real solution to solve SCM-PDM
interoperability issues [23].

4 Proposed Meta-Model of SoS and Interoperability in SoS
Engineering

This section shows a meta-model for describing the structure of a SoS and the relation
to the involved information object, which are the base for covering the PLM-process.

Designing the principal structure of a SoS is vital and has to be done early in the
engineering process. In this context it is necessary to have a clear understanding of
elements of the design and of their relations, which are described in the meta-model
(Fig. 3).

The focus of this description is to capture the overall structure of the SoS, without
considering different views necessary for the different application. The elements of the
meta-model are

• Systems of Systems: is a set of systems (e.g. autonomous systems and their inter-
connections) with independence integrating together to lead to a greater capability
that fulfills the demand of the task.

• System: This is a kind of a basic element that reflects the SoS to be designed. While
objects have to be engineered, systems allow logically grouping objects. Systems are
elements of reuse on a more coarse level. Interfaces of systems have to be carefully
designed in order to facilitate reuse.

• System Information Object: System information objects can explicitly be modeled
and are used to design which information is stored about systems or subsystems.

• Mechatronic/CPS Object: Element of the System that is to be engineered. Typi‐
cally, these objects can be decomposed into mechatronic modules. Mechatronic/CPS
Objects are candidate elements for reuse and therefore should always be designed
with reuse in mind.

• Mechatronic/CPS Information Object: Mechatronic information objects can
explicitly be modeled and are used to design how information about physical
mechatronic objects is stored. When dealing with the structure of a mechatronic
system it has to be defined here for which physical mechatronic objects (and
possibly their sub-elements) distinct mechatronic information objects should be
provided. Ideally it can also be captured which essential information has to be
provided (e.g. CAD, FE-calculations) without going into details of data modeling
or data storage structures.
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• Mechatronic Module: Element of a mechatronic system that is supposed to be
provided by suppliers and therefore is not developed in-house. In many cases it will
depend on the specific context, whether an element of a mechatronic system is
considered to be a mechatronic object or a mechatronic module. A mechatronic
module can be of different granularity – it might be a simple nozzle but can also be
the entire power train. While mechatronic/CPS objects have to be engineered, mecha‐
tronic modules are to be provided by suppliers. The identification of mechatronic
modules is crucial for the overall design. As already mentioned above, mechatronic
modules are not to be engineered by the organization but are elements that have to
be provided by suppliers. It is therefore a strategic decision which parts of a mecha‐
tronic objects are engineered by the organization and which parts are provided by
suppliers. The decoupling of mechatronic information objects from physical infor‐
mation objects allows structuring the information about physical mechatronic objects
in different ways. Depending on the information needs and possibly on the impor‐
tance of the physical mechatronic objects, different strategies can be used. By default,
each physical mechatronic object has exactly one mechatronic information object;
for sub-hierarchies of physical mechatronic objects one mechatronic information
object might be sufficient for the entire sub-tree of physical mechatronic objects.

Usually, the whole system is in the form of a cross-discipline model. The problem
is that the different disciplines, different modeling approaches and models or model
descriptions use their integration still leaves something to be desired. The challenge is
that the knowledge of the entire system does not equal the sum of knowledge from the
corresponding disciplines. System design and evaluation are important topics for which
improved tools and knowledge are ever claimed by the engineering profession. A system
may be defined as an assembly of sub-systems, hardware and software components, and
people designed to perform a set of tasks to satisfy specified functional requirements
and constraints. On the lowest level, Modules contains discipline-specific Components,
who are either user-defined or standardized parts of mechatronic modules: User-defined
(parametric) Components comprise at least one feature with continuous variables (e.g.,
position and size). For instance, they can be used to create 3D models and manufacturing
drawings. The Design Parameters thus specify the user-defined components and the
range of allowed values. Standardized Components are described by Configuration
Parameters regarding the allowed configuration options, which can for instance be
defined in a variability model [24].

Amongst the variety of information available to the designer during the engineering
process it is necessary to handle this information content in the PLM model. One impor‐
tant point in this context is that the information content expands or more generally
changes depending on the engineering phase. In the planning phase we basically have
the customer need and a list of requirements, quite often with uncertain information. In
the detailed design the product properties will define all detail on a level of high gran‐
ularity. The process of integration, enrichment, changes or deletions of related infor‐
mation can have multiple levels of detailing and several iteration loops. The refinement
of a domain model is the concretization and enrichment of information within the domain
model. This engineering process is influenced by engineering activities of the design
engineers using different knowledge bases.
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There are different ways for the consideration of information enrichment during the
engineering process: (1) The existing domain model includes the specific characteristics,
which are described on a low level of detailing (low number of artefacts, parameters).
In the next design phases the domain model blows up (high number of artefacts, param‐
eters). (2) Additional aspects will be added during the design phase. (3) Interaction
between the model elements will be added.
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Fig. 3. Meta-model

Figure 4 shows a first solution concept for the integration of the several PLM/ALM-
instances. To ensure the interoperability between the different PLM-ALM software, a
Unified approach is considered in this work. Indeed, based on the proposed meta-model,
all PDM and SCM instances can be linked to the same meta-model. Then a PDM item
and a SCM item representing one mechatronic system could be link to the same mecha‐
tronics component object. The HW information contained in the PDM and the SW
information from the SCM could be both linked to the mechatronics component infor‐
mation object offering complete information on HW/SW of each component of the SoS.
The interoperability issues are mainly addresses at the semantic level. The validation of
the proposed model with an industrial case study will be realized in a next step after the
description of all interfaces.
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Fig. 4. PLM/ALM instances coordination and interoperability to support SoS design

5 Conclusions and Future Work

This paper discusses the support of Modelling and Simulation Tasks for SoS with the
consistency of product model from Components, Mechatronics System, CPS and SoS
and the Interoperability PLM/ALM for SoS. The main problems are described and first
solution concepts are presented. Nevertheless there is a lot of work to prepare a PLM-
Model for SoS and also to analyze the influence for the IT-architecture.
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Abstract. With the increase of service profits, traditional manufacturing enter‐
prises are transforming into providing Product-service System (PSS) which is a
new product pattern and manufacturing paradigm. In order to respond to the
transformation, this paper proposes the concept of product-service value creation
as the value source of PSS. Firstly, this paper proposed the concept of product-
service value creation network in order to reflect the complex nonlinear interac‐
tion of different value individuals. And the product-service value creation system
is analyzed based on value network. Secondly, this paper proposed the product-
service value creation process which includes value identification, value proposal,
value delivery, and value evaluation. These four steps compose the close-loop of
product-service value creation. The study on the product-service value creation
lays a basis for further development and application of PSS.

Keywords: Product-service system · Value network · Value creation · Service-
oriented manufacturing

1 Introduction

Since the early 1990s, the driver in our economy has been changing from production of
material goods to product-service offers based on knowledge and information [1]. It has
become an important trend in the manufacturing industry that service is used to enhance the
competitiveness of businesses as well as an important source of values. As a response to this
trend, more and more traditional manufacturing enterprises are transforming into providing
Product-service System (PSS) which is a new product pattern and manufacturing paradigm
[2]. In the mode of PSS, manufacturers provide producer services on process level mutually
for cooperative production through integration of services and manufacturing; tangible arti‐
facts and intangible services are integrated to provide a comprehensive solution for
customers [3]. Different from traditional manufacturing, the production process of service
needs the participation of customers. And the value creation of PSS depends on the close
cooperation of stakeholders [4]. So, the value source of PSS is the product-service value
creation among stakeholders of PSS [5]. However, there is less research on this topic, in fact
only some application on a small scale [6]. So, this paper will study on product-service value
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creation process based on value creation network, system, and mode. In this paper, product-
service means industrial service portfolio which is derived from physical products and used
to meet the value demands of customers.

2 Model of Product-Service Value Creation

2.1 Value Creation Network

This paper proposed the concept of product-service value creation network in order to
reflect the complex nonlinear interaction of different value individuals in the context of
PSS. The value creation network is constituted by PSS clusters (realizing scale economy
and circular economy) around one or several core business under diffusion effect. The
stakeholders and network flows of value creation network could be described in Fig. 1.

Fig. 1. Product-service value creation network

The value creation network should be interpreted as a value creation alliance with
the organization principle of value creation. Its complexity depends on both the number
of stakeholders and the service delivery process. The value in network could be defined
as the contribution of all stakeholders, including wealth, utility, benefits and rewards. It
evolves constantly along with the changes of stakeholders’ status, such as priority
sequence, viewing angle, willingness to pay, and time range.

Product-service value network is a value creation and management system composed
of basic elements such as resource, activity, institution, rule, information, market, relation
and so on under the background of service economy. It has the capability of self-regulation
and dynamic matching. Stakeholders in different links of value chain could realize
continued value increment through value transmission mechanism and network rules.
Value network is an open group based on value creation which could provide customized
value combination and respond to customer demands quickly by integrated operation.
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2.2 Value Creation System

Modern enterprises cannot dominate the whole value chain and should improve core
competitiveness by outsourcing non-core business. Integration of product and service
makes value chain of manufacturing become complex and evolve into reticular. Enter‐
prises’ values are determined by final customers and delivered in the value networks.

Value of product-service comes from the customer’s willingness to pay for service
which is different from traditional value realization based on product delivery. The
product-service value creation depends on the closely relationship with customers, such
as service contact of product lifecycle. It has been found that value obtained by tech‐
nology innovation or increased production is limited without taking the customer value
as the core. So the value innovation of PSS is a new strategic approach of creating Blue
Ocean and breaking through development bottleneck for manufacturers.

Service value creation reflects in constructing service system through integrating service
resource dynamically and transform the service system into value co-create network
composed by people, technology, and organization. In the context of PSS, manufacturer
should not be treated in isolation because the value network is composed by supplier,
customer, competitor, stockholders and partners as shown in Fig. 2. The relationships
sustain the network across the industry and even national boundaries. The customer
demands could transfer in the value network and available for every participant. The value
network could bring required product and service to customers accurately through aban‐
doning the activities which is not conductive to increasing customer value. So, value crea‐
tion mechanism will be formed in order to adjust to dynamic value network and service
system. The stakeholders could cultivate value creation capability expected by customers
and transform customer knowledge into competitive advantages. The ultimate goal of PSS

Fig. 2. Product-service value creation system
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is providing perfect service experience and sustainable service value to customers circularly
through four steps of value creation which will be described in detail in next section.

3 Process of Product-Service Value Creation

Based on the above discussion, this paper proposes the value creation process which
includes four steps and three cycles. The four steps are: value identification, value prop‐
osition, value delivery, and value evaluation. And the three cycles are: value creation,
meet demands, and value realization as shown in Fig. 3. These three cycles reflect the
trend of turning from the virtual to reality.
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Fig. 3. Product-service value creation process

3.1 Value Identification

The value of services should be customer perceived value which depends on the subjective
evaluation from customers. In order to maximize customer value, the product-service value
should be defined according to the most accurate value demands from customers. So this
paper mining customer demands from three layers: target layer, result layer, and attribute
layer as shown in Fig. 4. The target layer is the final goal of customers; the result layer is the
service result of product-service; the attribute layer is the attributes of product-service. The
target layer defines maximize customer perceived gains and minimize customer perceived
losses; the result layer defines appropriate function combination of product-service; the
attribute layer defines the reasonable process arrangement of product-service. Based on the
value demands identification from customer, the product-service value could be defined from
six dimensions according to SERVQUAL model as shown in Table 1.
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Table 1. Product-service value define

Dimension Value Description
Reliability Safety value The validity and reliability of product-service
Responsiveness Efficiency value The speed, betimes, and activeness of product-service
Assurance Credible value The power of delivering promised product-service
Empathy Flexible value Personalization of service process; participation and

feedback of customers
Tangible Social value Service encounter; service behavior; and service display
Economical Economic value Value perception and service contract

3.2 Value Proposition

The value demands of customers get more services into value chain of traditional manu‐
facturers. With the rise of service, there are more and more value-added parts in value
chain. The value chain needs integration and optimization in order to provide more
values for customers. So the product-service scheme should be configured according to
value demands and value chain extension as shown in Fig. 5.

Value Chain 
Extension

Value Co-
creation Network

Target Layer

Result Layer
Function 

Configuration

Attribute 
Layer

Process 
Configuration

Product-service
Scheme

Blueprint of 
Product-service

Decision on 
Product-service 

Scheme

Fig. 5. Product-service value proposition process
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Manufacturers integrate and cultivate service capability through service innovation
based on optimized value chain. Figure 6 shows two typical roads of product-service
extension. The first way is to transform product-oriented service to customer-oriented
service which emphasizes improving customer value. And the improvement of product
efficiency and effectiveness would be reflected within the customer process. The second
way is to transform transaction-based service to relationship-based service by enhancing
service innovation.

Fig. 6. Spectrum of product-service

With enough service capability, manufacturers have to propose product-service
scheme according to value demands of customers. Modular method is suitable for the
configuration of product-service scheme which could be provided to customers in the
form of customization-oriented menu. However, different from physical products,
service is a set of continuous processes. So service modules could be divided into func‐
tional modules and process modules. The functional modules are configured according
to the result layer of customer demands. And the process modules are configured
according to the attribute layer of customer demands.

3.3 Value Delivery

The value delivery network should be built before product-service delivery as shown in
Fig. 7. The value delivery network could be divided into service network, relations
network, trade network, and knowledge network according to product-service value
creation network. In service network, service level is the network flow which is a key
index evaluating service behavior among enterprises. The higher the service level is, the
higher the heterogeneous is. In relation network, relation level is the network flow which
is a key index affecting corporate business practices such as business concession,
membership system, public praise, reliance, friendship, and so on. In trade network,
production level is the network flow which is a comprehensive reflection of various
factors such as production technology, production efficiency, added value of service,
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and so on. In knowledge network, knowledge communication level is the network flow
which is the reflection of knowledge kinds, quantity, integrity, and so on.

Product-oriented 
Delivery

Service-oriented 
Delivery

Performance-
oriented Delivery

Game of Value 
Delivery

Realtime Optimization of 
Product-service Scheme 

Product-
service Scheme

Value Demands 
of Customer

Value Demands 
of Manufacturer

Demands 
Correction

Service Encounter 
Management

Service process 
Improvement

Maximizing Product-
service Value

Value Delivery 
Network

Fig. 7. Product-service value delivery process

Different from physical products, product-service could be changed and optimized
in the delivery process (service process). In order to maximize the value of product-
service, the product-service scheme should be optimized real-timely during the service
delivery. For example, the service demands described by customers are not exactly the
value demands of customers which are usually mined during service process. Besides,
the service encounter and service process could be optimized along with the improve‐
ment of relation level.

3.4 Value Evaluation

The value evaluation of product-service value creation includes two parts: performance
evaluation of product-service and ability evaluation of value creation. The first part
focuses on the quality of product-service. This paper evaluates product-service from two
perspectives: service function and service process as shown in Fig. 8. The evaluation
indexes of service function includes service resource(equipment, capability, and knowl‐
edge), service recovery (remedial measure and speed), service level (professional level,
advanced level, customization level), service reliable (accessible, sustainable, and flex‐
ible), service contract (service price and qualification), service guarantee (preventive,
active and supportive); the evaluation indexes of service process includes service
response (response mode, constraint, and speed), service operation (continuity, rapid,
and convenient), service manifestation (behavior, environment, encounter), service
participation (participation style and extent), service personal (personal quality and
ability), and service feedback (communication, complaint, and suggestion).
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Fig. 8. Product-service performance evaluation

The second part focuses on the realization degree of value needs from customers.
This paper evaluates the ability of value creation from three layers: target layer, result
layer, and attribute layer. These three layers are corresponding to the layers of customer
demands. The target layer evaluates product-service value realization and meeting
customer demands; the result layer evaluates customer satisfaction, customer loyalty,
financial performance, and product-service performance; the attribute layer evaluates
detailed contents of result layer. And improvement suggestion of value creation capa‐
bility could be proposed through evaluation and analysis of three layers.

4 Case Study

4.1 Industrial Background

The object of case study is the customer service department of a civil aircraft manufac‐
turer in China. As we all know, aircraft is one of the most complex products. Although
the revenue share of after-sales market is less than 25 % in aviation industry, the profit
contribution can reach 40–70 %, or even higher. Now the international large aircraft
manufacturers have been trying to extend value chain, improving core competitiveness,
and turning into integrated service providers. This case study tries to develop product-
service value blueprint for the customer service department based on the assumption
that market requirements have been efficiently identified.

4.2 Industrial Applications

Aviation industry can show the highly interdependent relationship among stakeholders
in value network. This civil aircraft manufacturer could be divided into three depart‐
ments: design center, manufacturing center, and service center. Along with the lifecycle
of civil aircraft, all stakeholders (customers, suppliers, partners and stockholders)
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participate in value creation around the core enterprise (aircraft manufacturer). Customer
services of civil aircraft lifecycle need closely collaboration among customers, suppliers,
design department, and manufacturer.

In the value chain of traditional civil aircraft manufacturer, service business belongs
to the downstream and is accessory of aircraft sales. As shown in Fig. 9, in order to
develop into an international aviation service solution provider, this enterprise escapes
the shackles of traditional value chain (value chain decomposition), construct service
value chain and develop core service business (value chain expansion), and finally re-
engineering value chain (value chain integration). The main customers of civil aircraft
manufacturer are airlines, so it is important to streamline value chain after identifying
customer value, optimize core business process under value chain management, and
realize value-added through service innovation around business needs of airlines. The
whole service system is established through the four steps of value creation process.

4.3 Potential Industrial Benefits

According to the value creation model, the sustained profitability of service enterprises
derives from close cooperation among stakeholders of value network. Through the
external value network analysis, service enterprises could extend their internal value
chain from manufacturing domain to service domain and improve their position in the
value chain. Based on the optimized value chain, service enterprises could integrate and
cultivate service capability through service innovation.

With the value creation process, the product-service blueprint of civil aircraft could
be formed which is divided into three parts: basic services, extended services, and value-
added services. The basic services are supportability services used to meet the flight
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demands of safety and reliable. It must be provided to airlines by manufacturer and meet
the minimum industry standard. The extended services are used to improve customer
satisfaction and assist airlines to reduce operation and maintenance costs. The value-
added services belong to innovative services. It is highly customized service solution
and needs advanced service technologies and equipment. It could raise the service profit
and would not be copied easily by competitors.

5 Conclusion

Industrial product-service is beneficial for manufacturing industry upgrading on value
chain in order to get more profits. This paper study on product-service from the perspec‐
tive of value creation and proposes a framework of product-service value creation. And
it also provides a new research road of product-service. However, the study in this paper
is mainly based on qualitative discussions. And it needs the quantitative model and
algorithms which are the follow-up study of authors in the future.
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Abstract. Nowadays, many manufacturing industries are operating a process of
servicization, id est the build-up of services to a product-centered offer. The
implementation of service engineering into product-related activities requires a
company to adapt to the new stakes on several levels, including strategic
approaches and information systems. Therefore, Service Lifecycle Management
(SLM), similarly to Product Lifecycle Management (PLM) might be defined as a
way to take into consideration these new stakes, enabling management of ser-
vices in a holistic approach dealing with service data and their structure.
Products and services can benefit from information exchanges from one to
another. In the aeronautic industry, several companies have shown the relevancy
of information spreading between product and service activities in a bidirec-
tional manner. A serviced product is thus designed considering the use stage and
its service operations, which permits the collection of valuable information to
improve design processes. Nevertheless, there are few research works on the
convergence of the solutions brought out by SLM and PLM. This paper analyses
how those two strategic approaches might coincide with the Information Sys-
tem’s point of view in order to benefit from an effective interaction. A general
analysis is presented at first. Then the paper focuses on the application of the
paradigm of serviced products to the automotive industry.

Keywords: Product Lifecycle Management (PLM) � Service Lifecycle
Management (SLM) � Servicization � Product-service-system � Information
systems

1 Introduction

In a challenging global market, hardened by economic, legislative and resources
constraints, should a company strengthen its activity, it engages to transform its offers.
In the case of manufacturing industries and concerning certain markets, offering a
bundle of products and services has shown to be an economically relevant approach.
This is presented as a way to achieve objectives such as risk reduction, competitiveness
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exposure reduction, and sustainability, through business model evolutions. This inte-
gration of products and services allows to improve customer loyalty and optimizes the
balance between the offer and the customer’s requirements, as it shapes the transaction
from a punctual act of buying to a relationship-based transaction through a service [1].
The offer is more valuable for each of the customer and the provider, whom is naturally
interested in extending materials reliability and lifespan, and managing maintenance as
these costs are attributed to the provider himself [2, 3].

Literature dealt with these aspects throughout the concept of Product-Service
System (PSS) in a paradigm which blurs the distinction between tangible products and
intangible services under an integrated offer [4]. Historically associated with sustain-
ability, PSS concept’s main apparitions came from the Journal of Cleaner Production
after Goedkoop’s contribution in 1999 in a report concerned by sustainability [5]. PSS
definitions are mainly centered around the keywords of “integrated bundle of products
and services”, and concerns directly the “consumer” or “customer” [2, 4–9], aiming at
the achievement of “sustainability”. This paper uses the definition presented by Mahut
et al. (2015) [10].

The shift towards an integrated offer of products and services is illustrated by both
concepts of productization and servicization (also found as servitization or servifica-
tion), in a paradigm of a transition from a service or a product to a PSS [8]. It is
noticeable that for both these integration processes, efforts are necessary to make
products and services activities converging [11]. For manufacturing companies as car
manufacturers, service is already a part of a company’s activities. Some car manufac-
turers as GM, BMW and Toyota develop service networks, with for instance on-board
diagnosis [12]. Nevertheless, the integration of service with products is often limited to
after-sale services, and is still improvable. However, service development might not be
identified as similar to product development, because of the differences concerning
product lifecycles and service lifecycles. Furthermore, each service operation is unique
and instantiated, whereas products are mostly considered in their serial definition.

The development and operation of products and services are mainly supported by
Information Systems (IS). Software editors offer well known solutions for management
of products all along their lifecycle, and are increasing solutions for management of
services. Nevertheless these two kinds of IS solutions and their methodological and
conceptual approaches seem not to be integrated enough. This barrier is seemingly due
to the radical difference between products and service lifecycles. Indeed, the infor-
mation managed during product-related activities and service-related activities is very
different. Also, whereas most of the product activities concerns its development, ser-
vice activities concerns the management of use-phase of an offer. This paper proposes
to identify how product and service IS approaches can converge in order to reinforce he
link between product and service development and management. A focus on interac-
tions between lifecycle approaches is given and main stakes of integration are pre-
sented. In the Sect. 2 of this paper, several lifecycle approaches for service integration
with products are given. The Sect. 3 endeavors to describe how two approaches for
product and service management could interact, namely Product Lifecycle Manage-
ment (PLM) and Service Lifecycle Management (SLM), are introduced. The Sect. 4
uses the automotive industry case, and car manufacturers to look deeper into PLM and
SLM convergence.
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2 Service Lifecycle Approaches in the Literature
and Relations with Product Lifecycle Management

Services are a part of manufacturing companies’ activities, and requires to manage
information in order to be developed and operated. Its integration into lifecycle
approach is studied hereafter with several strategies according to the way product and
service activities converge.

Convergence of product and service activities is accessible through lifecycle
management approaches. Product Lifecycle Management is defined as a “a holistic
approach to the management of a Product” [13], supported by PDM applications which
manage design and manufacturing information [14] with high expectations of inter-
operability with other IS of a company [15]. Service lifecycle concern appears in the
literature, often correlated to PLM.

2.1 Service Lifecycle Is Integrated as an Extended Part of the PLM

Lifecycle approaches for service emerged from the requirements of Maintenance,
Repair and Overhaul (MRO) activities concerning complex systems with high oper-
ating reliability and safety constraints [16]. Previously, services have been handled
with non-dynamic information coming from product development, poorly integrated
with centralized business systems. Product Lifecycle Management aims at managing
information in an integrated manner in a digital chain [17]. For services operated by
MRO operators, the extension towards PLM allowed various results: reducing time of
maintenance, enabling comprehensive relationship with customers and partners, and
improving diagnosis [16, 18, 19].

Services from MRO operations are notably product-centered, and are consequently
well integrated into a PLM approach, as part of technical PSS which emphasizes the
content of technical services [20]. Nevertheless, it is not true for services in a generic
definition which goes beyond MRO activities [21, 22]. An analysis based on Tukker’s
PSS classification [23] (see Fig. 1) highlights the relative importance of product-centered
and service-centered approach for each kind of category. According to this figure, ser-
vices in PSS are not necessarily product-centered, as for instance in the automotive

Product-oriented
Services

1.1. Product related service
1.2. Advice and consultancy

Use-oriented
services

2.1. Product leasing
2.2. Product renting or sharing
2.3. Product pooling

Result-oriented
services

3.1. Activity management / outsourcing
3.2. Pay per service unit
3.3. Functional result

Fig. 1. Product-centered vs service-centered approach based on Tukker’s classification
of PSS [23]
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industry: information delivery, navigation services, in-car entertainment, etc. These
use-oriented and result-oriented emerging services integrated to a PSS offer might rather
be developed and operated as service-centered in completion with a product-centered
approach. For these services, lifecycle phases, information type, and instantiation of the
information differs tremendously from product activities, thus it is necessary to brake the
conceptual framework given by a use of a PLM-based approach to manage services.

2.2 Product-Service Lifecycle Management (PSLM)

Wang et al. (2011) deals with service and product lifecycles as unified under one
approach, namely the Product Service Lifecycle Management [2] proposed after Pro-
duct and Service integration contributions [6, 24–26]. This approach enables effective
collaboration between all the stakeholders of products and services lifecycle manage-
ment. The coordination between different resources around the value chain is to be
improved, as for networked participants and management activities of product-service
lifecycle. This potential of improvement enabled by the PSS concept is associated with
this integration [6, 20]. Several methodologies are employed this way, often focusing
on functional development in a first stage of development [27, 28]. Should this
approach be more unified than services in PLM approaches, it challenges a company’s
organizational structure. The adoption of service activities for a manufacturing com-
pany and its managers is often difficult, because of the change in risk aversion due to
ambitious objectives [29], which is in emphasis with a cultural product-service unifi-
cation operated by a common approach. To answer this issue, Peruzzini et al. proposes
a methodology to shift from Product to Product-Service Lifecycle Management, based
on an analysis of a company’s current situation and of its ecosystem’s assets to achieve
PSLM [30].

2.3 Product Lifecycle Management and Service Lifecycle Management
Convergence

The first approach found in the literature with services integrated to a PLM (presented
in Sect. 2.1) seems to be really efficient for product-related services, nevertheless the
product-centered management of services prevents from a full management of all kind
of services. The second kind of approach named PSLM (presented in Sect. 2.2), uni-
fying product and services under one common approach allows an effective collabo-
ration of product and service actors. Based on it, an approach of product and service
integration through lifecycles is proposed, intending to keep distinct product and ser-
vice approaches for a better adoption on an organizational layer.

Services might be managed in a service-centered approach, as products are man-
aged in a product-centered approach. This is achievable through product-centered and
service-centered approaches for Information Systems, such as Product Lifecycle
Management (PLM) or Service Lifecycle Management (SLM). In this paradigm of
product and service integration, both PLM and SLM strongly interact with one another.
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This allows service actors and product actors to carry on their core activities, with a
better utilization of shared information. However, the convergence of products and
services activities requires a transversal collaboration which is not natural, and might
be supported by a collaborative framework, i.e. concepts, methods and tools supporting
product and service integration [31]. In order to develop this framework, further
explanations about Service Lifecycle Management is required.

Service Management is a first approach answering the need of managing service
information on its own, i.e. not based on product information. It aims at making
accessible the information on pieces of equipment and task performed [31, 32].
According to Peruzzini et al., SLM can be defined after ISO 15704:2000 standard
which specifies a generic entity/system lifecycle phases and its evolutions in time [31].
Service Lifecycle phases are: Service system definition, Requirements definition,
Architecture design, System service implementation and Operation, and decommission.

Nevertheless, SLM is seldom defined in the literature. This paper proposes a vision
of Service Lifecycle Management, which will to be applied in the automotive industry
in the future. This proposition also endeavors to suggest how a product-centered PLM
approach and a service-centered SLM approach could be integrated.

3 Service Lifecycle Management Proposal in Convergence
with Product Lifecycle Management

3.1 A Model for PLM and SLM Lifecycles

Software editors as PTC1 provide application suites to manage services in a compre-
hensive manner. Remediating a pragmatic requirement to manage service information,
these software solutions allow to harvest, process and monitor service information, but
also to develop services (including new services) and a key factor of implementation is
the integration with other information management approaches, especially PLM.

SLMcan be defined similarly to PLM. Stark defines lifecycle of an offer (defined in its
contribution under the paradigm of tangible and intangible offer), named “product
manufacturer’s view of the lifecycle” as following: Imagine, Define, Realize,
Support/Service, Retire [33]. This definition of lifecycle is attributed to PLM and SLM
approaches in Fig. 2. Product/service definition represents the first stages of a
product/service development, which could for instance include need and requirements
analysis. Product/service design means the technical and detailed design of a
product/service. Implementation in Service Network is the stage in which all the entities
are prepared to operate a service.

The benefit of this model lays on the fact that it keeps the distinction between
product activities and service activities, as it is the case in many companies. Never-
theless, it does not show up the interactions between PLM and SLM. A first step into
exploring PLM and SLM interactions is explained hereafter, based on previous PLM
and SLM models.

1 http://www.ptc.com/.
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3.2 PLM and SLM Parallel Lifecycles Model for Product-Service
Integration

In order to represent interactions between PLM and SLM, a linear model of PLM an
SLM and their links is proposed in Fig. 3. On this model, interactions are identified
under two categories: major links and minor links. Major links represent substantial
interactions between product and service activities. It reveals the necessity to construct
products and services in strong collaboration. Minor links represent necessary but not

Fig. 2. PLM and SLM lifecycles

Fig. 3. Model of PLM and SLM parallel lifecycles for integration
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predominant interactions, which can be realized on purpose, unlikely to be considered
as mainly systematic. Each interaction is detailed hereafter:

1. Product Definition – Service Definition: In order to develop an integrated PSS offer,
product and service definition stages might be developed with a strong collaboration
in a paradigm of a product as a platform to operate services.

2. Product Design – Service Design: As for product and service definition, a major
link might be observed for detailed design. The commonalities determined in phase
1 echoe and are validated in phase 2.

3. Manufacturing – Implementation in Service Network: There are no direct interde-
pendencies between manufacturing and implementation in service network.

4. Use – Service Delivery: in a PSS paradigm, several particularities are notable.
A product, which is a virtual platform to deliver services, maintains a relationship
with service network during its use stage. Thus, information about product use can
be harvested and has to be processed.

5. Disposal – Decomission: because of sustainability concerns, a better apprehension
of PSS offer’s End of Life might imply business models to take importance in
disposal and decommission stages.

Also, this model is shown as linear, in order to simplify the representation of PLM
and SLM interactions. However the development of product or service is a non-linear
process, and loops of development describe a notable aspect of it.

This interaction model needs to be completed with a deeper view of product and
service activities convergence.

4 Identification of the Information to Be Shared
Between PLM and SLM Related Information Systems,
a Focus on the Automotive Industry

PLM and SLM approaches manipulate rich information from several entities concerned
by the activities managed: technical data, applications, people, techniques, methods,
equipment and resources, and production parameters. Product Data Management
(PDM), Enterprise Resource Planning (ERP), Supply Chain Management (SCM) and
Customer Relationship Management (CRM) are some of the applications frequently
used in extended enterprises, representative of how disparate information could be in
terms of nature. All the more accurate in the automotive industry, the stakes of product
and service integration are one of the key strategic horizons. This historic manufac-
turing industry is being continuously economically challenged about products activities
(development, manufacturing, selling). Additionally, new service actors emerge and
develop solutions to answer new needs of car customers, which turns business models
of the automotive industry towards more services, id est a servicization. This shift
requires a car manufacturer to improve service activities, which are historically based
on MRO operations, especially when he is naturally implementing a larger definition of
services, still in a strong interaction with product activities.
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The automotive industry is currently based on lifecycle approaches. More precisely,
car manufacturers based their lifecycles approaches around the product. PLM proved
its relevancy in this domain characterized by many actors, a global market, and mul-
tidisciplinary activities based on product development, manufacturing and selling.
Main services operated by car manufacturers concern product maintenance, or financial
services. The former category is naturally product-centered as defined in Tukker’s
classification (see Fig. 1); but the servicization of the automotive industry tends car
manufacturers to develop services which are rather result-oriented or use-oriented.
Additionally, car manufacturers present a prevailing characteristic concerning this
servicization, which is the difficulty for their organizations to shift from an historic
focus on product to a PSS orientation. The development of services will have to go
along with a compliance of these large enterprises’ organizational models, in which
service and product activities are realized by different actors. This is why the purpose of
this paper is to allow product actors and service actors to focus respectively on product
and service activities, while a better integration of these activities is achieved. This
outcome is attained via a product-centered PLM and a service-centered SLM, with
strong interactions.

The model introduced in Sect. 3 is a first vision of how to drive this integration, but
deeper analysis is required to achieve PLM and SLM integration in the automotive
industry, notably concerning the characterization of the interactions between these two
approaches.

4.1 Relations Between Product and Service Data

First, information shared about products and services is complex to connect, as there is
no bijections between product portfolio and service portfolio. In other terms, a product
can support several different services, and similarly a service can be operated through
several products. Furthermore, a product belongs to a system structure and can be either
a system, either a sub-system or a component, which is also true for service. This
complexity between product data and service data is illustrated in the following
paragraph by the term of “product-service connections”.

A main characteristic of the automotive industry is a high variety of products over a
large amount of product instances. These products take place into a complex service
network with many actors on the value chain. In this context of high variety, the
customer desires to benefit from several criteria as quality of the product, price, services
provided, customization offer, and delivery lead time [34]. He is not concerned about
the service network, and he expects good value in its offer independently of the
complexity of product-service connections. Also because of a poor product-service
connection, a car manufacturer could face difficulties to master impact of product
development and service development onto one another. A key to get a better mastering
of interactions of products and services lays on the efficiency of product-service con-
nection, allowing evaluating how a feature will impact the enterprise’s business.

Also, illustrated with object orientation, a product instance is a living entity. In a PSS
paradigm, the product-service offer is managed during all along its lifecycle, including
use phase. The customer-provider contract is relationship-based, rather transaction-based
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for pure products sold once [10]. Or a product might be altered during its use phases, and
information about its external ecosystem (including the user) determines how the pro-
vider will manage services accordingly. As a consequence, each instance of a product is
correlated to unique information, best managed by the company which provides the offer.
The PLM-SLM integration should be able to deal with this issue.

Afterwards, mechanisms for data exchange can be developed. For instance,
nowadays in the automotive service network, a service operator might suffer from a
poor product-service connection, making service operations harder to perform,
resulting on inaccurate diagnosis, unsolved flaws, long time of operation and minor
value of operation. Also, product development actors are aware that a design choice for
a product affects service operations, through expert rules or exchanges with service
development actors. Nevertheless, a more precise analysis of these impacts is enabled
with mechanisms based on a better product-service connection.

5 Conclusion

Servicization of manufacturing industries is a shift towards a better integration of
products and services in an offer named PSS. This integration requires a company to
enable an effective collaboration between product and service actors. Product infor-
mation and service information are of different kinds. To provide a PSS offer, the
activities of a company is different between product development and service devel-
opment and management. New type of data is to be harvested during the use phase, and
processed in order to improve the PSS offer. Originally throughout maintenance ser-
vices, companies developed services in lifecycle approaches to benefit from a better
digital continuity and empower the advantages enabled by a PSS offer paradigm.
Related to technical data, lifecycle approaches allows this convergence of products and
services, but PLM approaches are questioned to answer use-oriented and
result-oriented services. In this paper, a solution has been proposed with parallel
lifecycle approaches for products and for services, namely PLM and SLM. Their
convergence, necessary condition to operate a servicization, is analyzed and proposi-
tion of interactions between PLM and SLM are drafted, in order to present future
corresponding challenges as a scientific and industrial implementation. The model of
SLM is presented as a vision which is to be consolidated through a industrial case
study. A generic model of PLM and SLM interactions should allow a discussion about
PLM and SLM integration. This vision of PLM-SLM integration is to be confronted to
the automotive industry example.
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Abstract. A rising complexity of products, an on-going digitalization and an
accelerated shift of market demands lead to a rapidly growing number of uncer‐
tainties in business environments. Firms require new approaches to deal with
these challenges and have to take a proactive step towards uncertainties and the
mitigation of related risks. One way to do so is the adoption of iterative, learning-
oriented methods and practices in order to incrementally adapt to rapidly changing
environments and customer demands, arising for example, from digital transfor‐
mation and industry 4.0. “Early Prototyping” and “Business Experiments” consti‐
tute two of those methods. In this paper we introduce an integrated and more
general perspective on managing iterative methods within new product and
service development projects. As a result, we are able to present a comprehensive
framework for the management of early prototyping that has sufficient practical
relevance and can answer current, practical challenges.

Keywords: Early prototyping · Business experiments · Agile product
development · Digital industry

1 Introduction

The omnipresent innovation imperative of the last decades has changed many busi‐
ness environments fundamentally: Steadily shortening product life cycles, the ever
increasing speed of new technologies, an endless float of new product categories as
well as rapidly changing customer needs bid defiance to companies. At the same time
all-encompassing uncertainties are a fundamental part of modern business environ‐
ments: A rising complexity of products, an on-going digital transformation - the use
of new technologies like mobile, cloud, social networks, internet of things and Big
Data - and an accelerated change of market demands dramatically complicate compa‐
nies’ strive for long-term business success (cf. [1, 2, 4]). That is why companies have
to accept that traditional planning paradigms do not work in an usual manner
anymore. Consequently, firms have to find ways to cope with these challenges and
take a proactive step towards uncertainties [5].

Some disciplines and professions cope with uncertainties by adopting iterative
development processes: They consider prototyping and experimenting as a response to
uncertain, unpredictable environments.
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Mainly in the start-up and entrepreneurship space, iterative, learning-oriented
approaches gained recent attention under the term “early prototyping” and “business
experiments”. These approaches highlight the importance of trial-and-error-learning and
offer a process-view for the testing of ideas and prototypes with customers to optimize
product and service development.

But how can insights from organizational learning, business experiments and design
research on early prototypes be combined to a framework for the management of early
prototyping in complex and fast changing business environments for industrial and
service companies in the phase of digital transformation?

2 Research Design

The paper at hand aims at integrating knowledge from the research fields “early proto‐
typing”, “business experiments” into a comprehensive, practical-oriented framework
for the management of early prototyping. By using this framework, managers should be
able to achieve improved product market fit (cf. [5, 9]), save costs due to early problem
identification (cf. [10, 11]) and enjoy a wide range of communicative advantages [8],
by using the presented framework. Expert interviews ensure that the designed frame‐
work is capable of answering practical challenges innovating firms have while using
early prototyping.

For this reason, the central research question is: How can insights from organiza‐
tional learning, business experiments and design research on early prototypes be
combined to a framework for the management of early prototyping in complex and fast
changing business environments?

The research design is separated into three interrelated steps that lead to the intended
“early prototyping framework”. The process starts with a comprehensive literature
review in all mentioned fields of interest. Simultaneously, the design and sketching of
first possible early prototyping frameworks began. Afterwards, a qualitative expert
interview series was initiated. Finally, after the results from the interview series had

Fig. 1. Research design
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reached the necessary degree of saturation, the developed framework was evaluated with
practitioners to assure that it has practical relevance and value. This feedback was incor‐
porated into the final framework as well. The results of the problem-focused expert-
interviews as well as the evaluation were directly integrated into the description of the
“early prototyping framework” in order to present a conjoint explanation of the devel‐
oped steps (Fig. 1).

3 What’s in a Name? Defining the Key Terms

First of all, it is necessary to define the key terms on a relatively general level in order
to sustain a broad applicability for different kinds of early prototypes as well as a wider
spectrum of industries. Prototypes, by definition, are first or preliminary versions of
future products and services. As such, their main purpose is to:

• Showcase an idea/concept to key stakeholders (e.g., investors, sponsors, potential
buyers, and partners)

• Test and validate value propositions with actual users or customers
• Generate feedback to iterate and pivot a new product or service.

Prototypes can come in many different shapes [3]. For example, as mockups in a
“fake it till you make it” fashion, as click dummies that simulate the user experience of
apps on mobile devices, or fully functional prototypes (see Fig. 2).

For the purpose 
of this paper, we focus on a process-
centered definition.

Fig. 2. Early prototyping process

Early Prototyping is an iterative method for early phases of new product development. It explores
and communicates representations of ideas concepts and experiments with them to sharpen their
underlying problem definition.

Of course, it is necessary to go on with developed prototypes: the creation and
development of any kind of prototyping is only worthwhile when it is used for experi‐
mentation– for example, showcasing a prototype to a group of potential customers. It
thus becomes obvious that business experiments and early prototyping can be seen as
two methods that act as complementary extensions to each other.
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Accordingly, the following definition of business experiments includes notions of
the definition of early prototyping in the same manner that the above-noted prototyping
definition already hints at experiments:

Business Experiments are defined as an iterative method that utilizes early prototypes by
designing, conducting and analyzing trial and error tests that check previously defined assump‐
tions in a systematic manner in order to learn to better understand and decide in unknown,
uncertain business environments.

4 Management Framework for Early Prototyping and Business
Experiments

The following framework (see Fig. 3) is based on the previously gathered insights from
literature research as well as expert interviews. The framework offers a comprehensive
perspective on early prototyping by utilizing strengths of the design discipline as well
as the literature on business experiments. The framework itself was designed in an iter‐
ative process by the authors and has been overworked and changed several times while
reviewing the literature, conducting the interviews and gathering feedback from prac‐
titioners [3].

Fig. 3. Early prototyping framework

4.1 Opportunity Idea and Uncertainty Backlog

4.1.1 Opportunity Idea
To start the early prototyping process it is necessary to identify an idea that is worth
investigating. The term opportunity idea refers to a first business idea that is based on a
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first problem identification. This opportunity idea is normally far away from a concrete
realization and needs further refinements.

According to a broad set of management literature [7], it seems nearly impossible to
identify the “right” opportunity idea that is worth to start with from the outset. As
discussed, management has to accept that they cannot know if an identified problem and
a corresponding idea is worth a further investigation.

Early prototyping can help to identify promising products by iterating quickly and
cheaply through possible ideas by building prototypes and experimenting with them.

4.1.2 Uncertainty Backlog
It is the goal of the so called uncertainty backlog to identify and list the most pressing
problems of the opportunity idea that could potentially become critical show stoppers.
The uncertainty backlog has to be seen as a starting point to separate predictable less
uncertain assumptions from the most relevant pressing ones. By doing so it is central to
test the riskiest assumptions first: “If you can’t find a way to mitigate these risks toward
the ideal that is required for a sustainable business, there is no point in testing the others.”
([9], p. 119).

In order to identify this most critical assumption, management has to prioritize all
listed assumptions according to their impact on the opportunity idea. In the process, the
team is well advised to agree on an appropriate level of detail: The granularity of the
listed assumptions will increase with each iteration and will become more detailed. Thus,
the validated learning-process of the framework leads to the “solving” of the listed
assumptions.

Due to the flexible and learning-oriented nature of the framework, the backlog should
be seen as never closed. The backlog has to be rethought after each iteration and will be
resorted and aligned to new learnings. Therefore, the uncertainty backlog is a document
that is an anchor for team meetings to further discuss, structure and realign the upcoming
uncertainties. This notion of iterative rethinking is critical to managers’ ability to incor‐
porate so called “Unknown Unknowns”– uncertainties and assumptions that have not
been identified upfront by the team.

In order to involve and engage the participating team into the process, it is important
that the team “owns” the uncertainty backlog and is always allowed to rework and
restructure it according to the actual situation. This aspect is especially stressed by
several expert interview partners and culminates in the code “Freedom”. Experts pointed
out that the early prototyping teams need sufficient freedom to act in order to maintain
identification with the project and to keep up their responsibility for it.

4.2 Prototype!

After preparing the uncertainty backlog, the team can start with the most critical
assumption and develop first ideas about the upcoming prototyping iteration. Proto‐
typing is used as a method to build artifacts for the assumptions listed in the uncertainty
backlog, starting with the realization of the most critical assumption.
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It is stated that prototyping teams have to give particular relevance to the goal and
fidelity of their prototype in order to prototype efficiently.

As a result, the prototype phase will sharpen the understanding of the investigated
opportunity idea and will refine the uncertainty backlog. With each iteration the team
learns more about the opportunity idea as it resolves ([6], p. 7), and adds uncertainties
to the uncertainty backlog.

4.3 Experiment!

The outer circle of the presented framework is dedicated to business experiments. In
general, it is the goal of this phase to bring the developed prototypes into an external
environment and test the opportunity idea and its most critical assumptions with
customers. By doing so, organizations get the chance to understand their opportunity
idea from a market perspective in contrast to the mere internal-oriented prototyping
phase. Therefore, the prototyping phase is essential to further develop the chosen oppor‐
tunity idea and understand it in more detail.

5 Benefits of Successful Implementation

5.1 Failing Faster and Saving Costs

The central economic factor that has been raised by nearly all interviewed experts is the
possibility to save costs and time early on. Expert statements show that changes in later
project stages lead to significantly higher costs as they would cost in early phases. In
this context, early prototyping enables managers to explore critical aspects of concepts
as early as possible, which provides the potential to save budget and time by unearthing
the critical show stoppers and unanticipated challenges in early project stages.

5.2 Staying Lean and Agile

Some interviewees stated that enterprises and corporations tend to invest too much
innovation budget in the early stages. According to them, this leads to an overly complex
team structure and analysis that could be prevented by focusing on fast and agile proto‐
types and experiments. This is particularly relevant; if management is challenged to
maintain flexibility in uncertain business environments (cf. [2]).

5.3 Validating Assumptions

According to a more business-oriented view on early prototyping and business experi‐
ments, some interviewed experts underlined the value of early prototyping for the vali‐
dation of underlying assumptions regarding the uncertain business environment. They
described the benefit of early prototypes and experiments to explore and understand
uncertainties by gathering learning. On that note, the interviewees pointed out the
importance of contact with real customers and the direct feedback from the market.
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5.4 Gaining Acceptance

Another aspect raised by the interviewees is the relevance of internal acceptance for new
ideas and concepts inside the organization.

The interviews revealed that the demonstration benefits of prototypes make it
possible to use the artifacts as so called “boundary objects” that make it possible to
discuss and represent new concepts to a wider audience with diverse professional back‐
grounds.

The value and importance of early inclusion of operative needs and requirements in
projects with strategic relevance is discussed by several scholars from different fields.

Such an approach is not bottom up or top down but rather oscillates between a
conceptualization stage and the operative level where affected employees can give their
input as early as possible. We suggest to include stakeholders step by step in an iterative
manner depending on newly identified demands of the project. Such a course of action
fosters the successful implementation of new products and strategies. This is because
the participatory nature of the process increases the internal understanding and commit‐
ment for the prototyped ideas.

5.5 Understanding Each Other

Several experts stated that the presentation of prototypes induces a significantly better
understanding of an idea and brings discussions and feedbacks to a new level.

They explain that prototypes prevent misunderstandings and foster deeper interac‐
tions between team members. Teams are able to discuss concepts and suggestions in
more detail and build a shared understanding. It is explained that the externalization of
thoughts and vague ideas force designers to concretize their individual mental models
while the resulting representation of the ideas gives the group a basis to agree on.

Furthermore, prototypes have the capability to transfer tacit knowledge between
team members by constantly discussing and interacting with prototypes. Narrations and
languages have an elementary part in such a process and can be understood as “language
games”: Teams discuss and cultivate a distinct vocabulary to make sense of their proto‐
types and form a mutual understanding of the built representations. All in all, prototyping
is a social process that can be perfectly understood as a part of organizational learning.
Furthermore, it is argued that building a prototype together improves the bonding of the
team by establishing a collective ownership of the particular prototype.

6 Conclusion and Outlook

In this paper, we proposed a practical early prototyping framework. Initially, we intro‐
duced the so-called “uncertainty backlog”, as well as structured “show and discuss”
sessions to manage the central steps “prototype!” and “experiment!”. Within the frame‐
work, the “uncertainty backlog” plays a central role and acts as an intersection point
between the concepts as it allows for overlapping commonalities while keeping distinc‐
tive characteristics separated.
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While designing the framework, the opinions and insights of practitioners have been
included. The expert interviews revealed that topics with minor relevance in the litera‐
ture often present the most pressing challenges in practice. For example, practitioners
highlighted aspects like resource allocation or the internal acceptance of iterative
methods as crucial. Hence, those challenges have been emphasized and possible solu‐
tions to deal with these aspects have been proposed. As a result, the framework guides
managers in combining and steering iterative methods, like early prototyping and busi‐
ness experiments, in a structured manner.

The conducted evaluation phase has revealed that the designed framework can be
applied to a diverse set of business problems and seems specific as well as adaptable
enough to be helpful in different business settings.

This paper provides a contribution towards the understanding of prototyping as a
management tool and to conflate the different involved research fields in order to extent
the toolbox for managers with regard to innovation management. In the present paper,
we linked the wide range of literature on early prototyping in design, the publications
on business experiments and expert insights to a meaningful, comprehensive whole. It
became evident that the two concepts share various benefits and commonalities and can
be connected to already established research on organizational learning. This shows that
it is generally feasible to establish a general management perspective on iterative
working styles. Furthermore, new areas of research could have been identified by
focusing on practitioners’ challenges that have not yet been investigated by recent liter‐
ature.

Our paper focused especially on the needs and challenges of innovation managers
who have to find ways to cope with rising uncertainties and the problem of increasingly
complex business environments. Therefore, this paper presents a framework that guides
practitioners through early prototyping and business experiments. It gives them guidance
on how to setup and steer early prototyping and highlights relevant stumbling blocks
and optimization opportunities in order exploit the benefits of iterative working methods.

By applying the framework, managers can unhinge early prototypes and business
experiments from their particular discipline boundaries and can unfold their benefits on
a broader, organization-wide level. Furthermore, the implementation of the framework
should shed light on the power and advantages of early prototyping and inspire managers
to attach greater importance to it in order to improve organizational learning capabilities
in the early phases of new product development projects and particularly in the devel‐
opment of innovative industry 4.0 products and business models. Ideally, managers are
able to achieve improved product market fit, save costs due to early problem identifi‐
cation and enjoy a wide range of communicative advantages by using the presented
framework.
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Abstract. The development of Computer Aided Design (CAD) models is a
fundamental and distinct feature of Engineering Projects. CAD models can be
considered to be the digital embodiment of the products’ design and are used to
support a wide variety of tasks that span the embodiment, detail, manufacture
and commissioning phases of a project. With this in mind, it is proposed that the
monitoring and modelling of the edit trace behaviour of CAD files may provide
additional understanding and evidence that supplements current approaches to
monitor and manage engineering projects.
To explore this proposition, this paper presents results from an exploratory

study that seeks to model the edit trace behaviour of CAD files based upon their
meta-data attributes (for example, file size, date modified & date accessed). The
edit trace behaviour has been mapped to a sigmoid function in order to be able to
describe and potentially predict future behaviour. The potential impact of being
able to provide this type of information to engineering project management is
also discussed.

Keywords: Computer Aided Design � Sigmoid � Prediction � Evolution � Edit
trace behaviour � Engineering project management

1 Introduction

Within less than half a century, Computer Aided Design (CAD) software has evolved
to become an integral tool that supports engineers across many of their core tasks. This
is further reinforced by the fact that the development of CAD skills is a core feature of
engineering course syllabi and is increasingly being taught at a secondary school
education level. In addition, the CAD industry has recently been estimated to be worth
$7 billion U.S. Dollars with revenues being distributed 37 %, 38 %, 21 % and 4 % for
the Americas, Europe, Middle East and Africa (EMEA), Asia and the Rest of the World
(ROW) respectively. Further evidence of the ubiquity and importance of CAD is that of
2011 there are an estimated 19 million users [1].
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An important factor in the success and uptake of CAD is the significant increase in
the capabilities of CAD software, which has enabled CAD to support a vast array of
engineering activities. From the initial objective of improving the accuracy and speed
of 2-dimenional engineering drawings [2], CAD software is now more commonly
associated with the development and handling of 3-dimensional geometry. Its utility
has also been extended to handle the assembly of components, detection of interface
issues, automatic generation of supporting documentation (for example,
Bill-of-Materials), generation of standard parts, analysis of engineering systems, and
support meetings through the provision of models to support collaborative discussions
[3, 4]. Furthermore, there exists a wealth of software that integrates and/or utilises the
models created by CAD software (for example, Finite Element Analysis, Dynamics
Analysis and Computational Fluid Dynamics). And with the increasing interoperability
of Product Data/Lifecycle Management (PDM/PLM) systems, it is argued that the
increase in capability and ubiquity of CAD is set to continue.

It has also been acknowledged that the advances in CAD software have been a key
enabler in the development and production of more complex products. Argyres [5]
discusses how the development of the B2-bomber could not have been achieved
without CAD tools to support the engineering project. More recently, Briggs [6]
revealed that the development of the Boeing 787 Dreamliner generated approximately
300,000 parts being modelled in CAD and the associated PDM system typically saw
between 75,000–100,000 accesses per week.

In addition to the increased product complexity, engineering projects have also
increased in their complexity, which has been driven by ICT, globalisation, and greater
integration of multiple engineering disciplines. As a consequence, the management of
engineering projects is becoming increasingly challenging. This is supported by a
number of case studies highlighting that many large, multi-disciplinary and distributed
engineering projects continue to overspend and overrun. For example, the development
of the Airbus A380 initially saw a shortfall of €4.8 billion due to project overruns and
the Eurotunnel was originally estimated at €2.8 billion but came in at €5.6 billion [7, 8].

While there are substantial bodies of work associated with improving project
management via organisational management and improving product complexity
management there are few – if any – approaches that bridge these two interrelated
strands [9, 10]. It is proposed that due to the increasing reliance upon CAD as the
primary digital embodiment of the product and its persistence across the majority of
engineering activities, there exists a unique opportunity in being able to monitor
engineering activities and the progress being made via the edit trace behaviour of CAD
files.

To investigate this opportunity, this paper presents the results from an exploratory
study into modelling the edit trace behaviour of CAD models. This paper first sum-
marises the CAD dataset that has been analysed and then continues by discussing the
analysis performed, whereby the fitting of a sigmoid function has been used in order to
characterise the CAD file behaviour. This is followed by a discussion of the results
where the key findings of the common characteristics and the predictive nature of the
curve fits are described. The paper then concludes by discussing the potential impact
this may have on the management of engineering projects and the ability to predict time
to completion.
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2 Study Context and Dataset Overview

The CAD dataset to be analysed has been captured from a Formula Student team at the
University of Bath. Formula Student is a motor-sport educational programme whereby
teams of students from competing universities create a single-seat race car that then
competes in various challenges set-out by the competition organisers (Fig. 1). The
competitions are held worldwide including the UK, US, Australia and Europe.

The creation of a Formula Student race car is highly multi-disciplinary involving
students undertaking a range of engineering courses including: automotive, aerospace,
electrical, manufacturing and mechanical. In the case of the Team Bath Racing (TBR),
the team consisted of 33 engineering students.

During the engineering project, a complete CAD model of the Formula Student car
is generated. In order to manage this process, TBR utilise a custom designed light-
weight CAD management tool that manages the naming convention, relationships and
organisation of the CAD files. The CAD files are stored on a shared network drive that
can be accessed by the teams’ workstations.

To monitor the evolution of the CAD files, a Raspberry Pi – connected to the
network – was used to monitor the status of the shared network drive at 20-min
intervals. More specifically, the folder structure alongside the meta-data attributes of
the files stored where captured. This included file size, date accessed and date modified.
The data capture was performed over a thirteen-week period and during this time, 892
CAD files were created and 8,264 updates were made to these files. Table 1 provides a
summary of the dataset and also highlights the breakdown of the CAD file into their
respective sub-systems.

Fig. 1. Team Bath Racing (TBR)
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Figure 2a shows the contribution of the CAD files to the total number of edits
observed in the dataset. It is apparent that a relatively small proportion of CAD files
represent a large proportion of the total number of edits. More specifically and of
consideration in this analysis, are the 117 (20 %) number of files that form 60 % of all
the edits. It is argued that these files would be of most interest for monitoring engi-
neering activity due to the high number of edits made to them.

Figure 2b shows the subset of files selected for the analysis in relation to their CAD
file life in days. It can be seen that the subset of CAD files to be analysed will
encompass the CAD files are the longest days in existence. These could be considered
the most critical files to monitor as they likely form the assemblies where key areas of
integration of components occur and files that transition across multi-disciplinary

Table 1. CAD dataset summary

(a) Contribution of CAD Files to the Dataset (b) Comparison of CAD File Life 
(Total Days in Existence)

Fig. 2. Characteristics of the CAD File Dataset
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boundaries. For example CAD files that form the bodywork could also be utilised in the
Computational Fluid Dynamics of the race car.

A summary of the CAD files of interest and the sub-system they pertain is pre-
sented in Table 2 and it can be seen that the files of interest cover the entirety of the
sub-systems involved in the development of the car. Therefore, it can be argued that the
analysis of the subset of CAD files does not compromise on the coverage of activity
occurring across the project.

Taking a closer look at the CAD files of interest, Fig. 3 shows the cumulative
frequency of edits. It can be seen that one file (i) clearly distinguishes itself from the
others due to the total number of edits that has been made to it. On analysis of the file

Table 2. Distribution of CAD files of interest

Sub-system Value

Brake system 6
Suspension system 42
Frame & body 21
Engine & drivetrain 29
Electrical 2
Steering system 5
Miscellaneous, finish & assembly 2
Wheels, wheel bearings & tyres 3
Standard parts 3
Other 5
Total 117

(i)

Fig. 3. Raw evolution traces of the top modified (117) CAD files within the formula student
dataset
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name, it had been indicated that this file is of the general assembly of the entire race car.
The cumulative frequency plot also suggests the sigmoid like evolution of the CAD
files and hence the proposition of using a sigmoid function for the curve fit. It appears
that a common trait of CAD files is that they are initially generated with few changes
and then the activity ramps up to steady gradient of heightened activity before
plateauing to a relatively stable final condition. As this is consistent for the majority of
the CAD files, it could be considered the ‘normal’ profile of a CAD file and if the
profile does not appear to reflect this then it may be an indicator of an anomaly.

Given the observation of the sigmoid-like evolution of the CAD edit traces, the
paper presents the results of curve fitting using a sigmoid function as a lifecycle model
for the evolution of the CAD file edit traces.

3 Modelling the Evolution of CAD Files

In order to characterise the edit trace behaviour of CAD files, this paper proposes the
fitting of a curve based upon the sigmoid function (Eq. 1).

y ¼ a
bþ e�xc

ð1Þ

As the CAD files were generated on different dates, a process of shifting the curves
to the same datum position has to be undertaken. The results of this are shown in
Fig. 4a. This then enables the fitting of the sigmoid function to each CAD edit trace
using the least mean squares method for a curve of best fit (Fig. 4b). An average curve
R2 value of 0.73 has been attained and 71 % (82 files) of the CAD files of interest had
an R2 > 0.90. The high R2 value provides confidence in the use of the sigmoid function
as a lifecycle model for the majority of CAD files involving a large number of edits. It
can also be seen that the erroneous curve fits in Fig. 4b, (i) are clearly out of scope of
the likely progression of project given the rest of the curve fit population. Therefore, it
is argued that it would be relatively easy to determine whether a curve fit is likely to
provide a suitable lifecycle model for a given CAD file and could also be used for
anomaly detection.

Figure 5 presents box plot distributions of the coefficients attained from the fitting
of the sigmoid functions to the CAD files. It is apparent that the greatest variability lies
within the a coefficient of the sigmoid function, whilst b & c have little variability in
comparison. Although, there appears to be a long tail in the value of the c coefficient.
As the CAD files have not be assessed for their ‘normality’ in their generation, it may
be that the c coefficient may be an key indicator of unusual CAD edit trace behaviour as
the algorithm attempts to compensate for an edit trace that does not fit the lifecycle
model.

Given the range of coefficients typically seen in the evolution of CAD files, one can
limit the range of possible options when performing a curve fit. Using the max-min
range of (5, 0), (0.5, 0) & (0.5, 0) for a, b & c respectively, the analysis continued into
the assessment of the potential predictive power of a sigmoid curve lifecycle model to
predict the future edit trace behaviour and time to completion of a CAD file.
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Figure 6a reveals the accuracy of the prediction of a CAD file being completed in
relation to the number of days prior to completion. It can be seen that the accuracy of
the prediction is initially very poor at the early stages of the CAD files lifecycle
although the accuracy quickly improves over time (Fig. 6a, i). This can be attributed to
the lack of data available as well as the fact the CAD file has yet to ramp up in update
activity. A key finding is that although initially inaccurate and erratic, as the CAD files
reach halfway to completion (approximately 30 days prior to the final completion date)
the prediction becomes highly accurate and consistent (Fig. 6a, ii). This highlights that
an indication of a completion date could be made significantly ahead of time and may
be potentially useful information for project management.

Fig. 5. Distribution of curve fit coefficients

Raw CAD data shifted to Day 0 (b) Curve Fits to the CAD File evolution

Fig. 4. Fitting curves to the evolution of the CAD file.
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In order to combat the sudden variation in the curve fits, Fig. 6b shows the results
from the introduction of a permissible margin of change from one curve fit prediction to
the next. In this case, the margins were set to 0.05, 0.01 & 0.01 for a, b & c coefficient
respectively, and were based of the variance in the coefficients from Fig. 5. Using the
margins of change, it can be seen through the comparison of Fig. 6a and b that the
sudden drop of in predictive power of the curve fit is eliminated and a more consistent
prediction is produced (Fig. 6b, iii). However, this appears to be at a detriment of the
predictive power of the curve fit in the early stages of the CAD file edit trace. It is also
important to note that this analysis is not only assessing the accuracy of the final
predicted time to completion but also for the CAD files entire edit trace. Thus, it can be
used to monitor whether the CAD file is evolving along the expected path.

4 Discussion and Future Work

From the results of this exploratory study, it has been shown that the majority of CAD
file edit traces follow a sigmoid curve of evolution whereby the file is initially
instantiated, which is then followed by a period of high activity that finally plateaus to
the final version of the file. Given this identification of a potentially ‘normal’ evolu-
tionary routine, it is proposed that real-time monitoring solutions to assess file evo-
lution are possible. Further it is suggested that these could provide indications of key
project events/issues to project management in a more responsive and immediate
manner.

Continuing to the element of the prediction of CAD file evolution, it has been
demonstrated that there is potential in the ability to generate predictions. It has been
shown that reasonably accurate predictions (R2 > 0.9) of the edit trace path and time to
completion can be made up to 30 days in advance. The relative high level of con-
formance of the edit traces of the CAD files might suggest that conformance to the
sigmoid function could be a useful indicator of normality. Thus, the testing of

(a) Predictive ability of the curve fits (b) Predictive ability of the curve fits with 
gradient smoothing

(i)
(ii)

(iii)

Fig. 6. Curve fitting results
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conformance through the fitting of a sigmoid function could potentially detect
anomalies or issues that may require managerial attention.

These insights could have a profound effect on the management of engineering
projects and their ability to monitor progression. Figure 7 shows an example of the type
of information that could be presented to project managers where the current position
of the CAD edit trace is plotted alongside the predicted path and potential warning
bounds. With this prediction alongside expert opinion & discretion of project man-
agers, it is contended that this could provide evidence to support project managerial
decisions and interventions.

In addition, the initial fitting of the sigmoid function to the emerging edit traces of
the CAD files revealed considerable fluctuations (low stability) in the prediction of the
future trace. This was mitigated through the addition of permissible margins of change
of the sigmoid coefficients from the current prediction iteration to the next. The strategy
improved the stability of the prediction although this has been at the detriment of the
accuracy of the early edit trace prediction. It is argued that future work could seek to
address this through a dynamically changing permissible margin given the current stage
in the lifecycle of the part. In the early stages the margin could be set to be wider and
then to slowly converge as the CAD file continues to develop.

Finally, it is key to note that such analysis has been performed on the meta-data of
the CAD files and is significant in the fact that the analysis is independent of the system
used and therefore could be applied to any PLM/PDM infrastructure. Future studies
into this area could benefit from a study whose CAD files are coded by their relative
‘normality’ in generation as determined by the engineers. In addition, future analysis

Fig. 7. CAD file prediction with potential warning bounds

352 J.A. Gopsill et al.



could also consider the content of the CAD files, which may provide further and more
detailed insights into their evolution and as a consequence, the state of an engineering
project.

5 Conclusion

Computer Aided Design files are a fundamental feature of engineering projects and are
the digital embodiment of a products’ design. With CAD files being used to support a
wide variety of engineering tasks, this paper sought to investigate whether their evo-
lution – in terms of their edit traces – could be characterised and predicted, and in turn
be used to support project management.

From the analysis of 892 CAD files generated from a Formula Student project, it
has been shown that 60 % of all the edits come from 20 % (117) of CAD file corpus.
Taking these as the CAD files of interest, it has been shown that > 70 % can be
characterised by a sigmoid function with an R2 > 0.9. Thus, it is argued that sigmoid
functions can be used as a lifecycle model for highly edited CAD files.

The prediction of the curve fits has also been investigated and revealed that accurate
predictions of the time to completion and the expected edit trace can be made up to 30
days prior to their completion. The stability of this prediction has also been improved
by the introduction of a permissible margin of change between iterations of the
prediction.

Being able to provide this information alongside expert opinion & discretion of
project managers, it is contended that this could provide evidence to support project
managerial decisions and interventions.
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Abstract. The identification of regular patterns of congruent features in CAD
models can enrich the object representation by a set of higher level information,
which can be exploited for the reuse of the part model. In this paper, a method
for the detection of regular patterns and symmetries of repeated subparts in
B-Rep part and assembly models is proposed. The method is implemented as a
plug-in of a commercial CAD system and detects linear, circular translational,
rotational and reflectional patterns of congruent sub-parts of the model.

Keywords: Regular patterns � Symmetries in CAD models � Design intent

1 Introduction

In the design of manufactured parts, symmetry has been gaining increasing interest
because of economical, manufacturing, functional, or aesthetic considerations [1]. In
mathematics, the term “symmetry” refers to a function that, once applied to a shape,
leaves it unchanged. In computer graphics and engineering, the meaning is extended to
a wider concept, including not only the classical geometric property referred to a single
shape, but also a “regularity” intended as arrangements of repeated sub-parts of the
model subjected to geometric transformations as reflections, translations, rotations or
combinations thereof [2].

The most popular models employed by CAD (Computer-Aided Design) systems
adopted by designers in industrial field are boundary representation (B-Rep) models. It
has been estimated that around 80 % of all design tasks concerns the adaptation of
existing design models to new requirements [3]. In this context, recognizing intentional
patterns of congruent features adopted by CAD designers, such as circular, rectangular,
or even user-defined patterns can enrich the object representation with a set of higher
level information, which can be further exploited either in the object production or for
the creation of new parts as a variation of the existing ones. For instance, changes on
the characteristics of the identified patterns can automatically change the position of the
related elements, e.g. modifying the radius of a circular pattern of holes automatically
modifies the positions of the associated holes. Moreover, once added this set of
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information, the representation of a solid can be further compressed by exploiting the
symmetry information in an optimal way. For example, an object characterized by a
global reflectional symmetry can be stored by keeping only data related to half an
object and then annotating that the entire object can be obtained by replicating its half
part with a reflection in the specified plane. Similarly, for repeated elements arranged
according to a predefined pattern, only a representative shape element can be stored
together with the arrangement rule.

During the product development process, symmetry properties of mechanical
components can be used to compute tool path trajectories of a machining process and to
structure these trajectories in order to optimize the tool displacements. In practice, this
helps locating the machining and assembly arms when the product needs to be
machined and assembled [5]. Similarly, in the shape adaptation process for
finite-element analysis symmetries can be used to facilitate the simplification of the
model for the validation stage [4]. In some cases, B-Rep models arise from reverse
engineering process thus the design intent is completely lost and detecting symmetries
could be very helpful to recover it [6].

Finally, symmetry properties may facilitate also the retrieval of CAD models [2];
considering queries that include symmetry constraints, the searching can be more
effective and selective than choosing more general and less significant searching
parameters, such as the number and types of faces.

In this paper a method for the detection of regular patterns and symmetries of
repeated subparts in B-Rep part and assembly models is proposed. After an overview of
the related works, in Sect. 3 the proposed approach is illustrated, while Sect. 4 provides
some of the achieved results. Section 5 concludes the paper.

2 Related Works

The concept of symmetry has received significant attention in computer graphics and
computer vision research in recent years. Numerous methods have been proposed to
find and extract geometric symmetries and exploit such high-level structural infor-
mation for a wide variety of geometry processing tasks. In [2] the main existing
symmetry detection algorithms are classified by considering if the resulting symmetries
involve the whole input object or only parts of it. The first class of algorithms generally
exploit an important property shared by all models exhibiting a global symmetry: the
planes of reflection and/or the axes of rotation pass through their center of mass of the
object. This property greatly reduces the search field for symmetry extraction.

Among the research works more targeted to engineering applications, the algo-
rithms aimed at partial symmetry detection [1, 4–7] share many similarities in their
structure and the main stages of these approaches can be summarized as follows:
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• Feature/sub-part selection to decompose the entire model in a set of smaller subsets
of interest for the computation.

• Identification of local symmetries information.
• Identification of the meaningful partial symmetries from the collection of the

detected local symmetries.

We propose a method that analogously to [6, 7] detects regular arrangements of
replicated object sub-parts. In our case, similarly to [7], we exploit specific characteristic
points to make easier the pattern identification. Differently from the symmetry recog-
nition approaches adopted in image or mesh processing [2] which mostly work on dense
set of points, here analogously to [6] we aim at identifying all the possible regularities in a
limited set of points which are recognized to be meaningful for the model.

Differently from [6] the proposed method does not need any a priori knowledge
concerning the correspondence between the B-Rep elements of the repeated entities
(i.e. which vertices of a part respectively correspond to vertices of one other). It
requires as input a set of faces of a B-Rep model representing the repeated parts or
sub-parts (RE), either given by the user or automatically identified by a dedicated
application. Moreover, it can also be applied to discover regular configurations of
components and subassemblies in an assembly model where the repeated parts are
explicitly available.

3 The Proposed Approach

The method here proposed discovers regular configurations in a set of REs by applying
a series of grouping and filtering processes to reduce the complexity and the number of
elements on which to perform the symmetry rule detection. The application of the first
filter is founded on the consideration that if the REs are positioned in the object
according to a specific rule, they have been inserted at some design step on a single
face, which may be split and modified at successive modelling steps. This brings to the
notion of grouping surfaces that will be described below. Another important charac-
teristic of the types of arrangements we are considering is the constant distance among
the REs that allows dividing them in compatible sub-groups. The computation of the
distances and the detection of the type of pattern are simplified by the consideration that
if a set of congruent sub-parts is characterized by a regular arrangement, then also the
respective centroids do. Vertices of the model and other characteristic points cover a
fundamental role in the symmetry detection. Firstly, these points are used to compute
the centroid for every RE in the set provided as input. Secondly, once a regular
arrangement of centroids is identified, they are exploited to verify if the corresponding
REs constitute a regular arrangement as well.
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The centroid Cj of the set of n vertices Vj of the RE Aj is the point with coordinates
defined by:

Cj ¼
Pn�1

i¼0
xVj;i

n
;

Pn�1

i¼0
yVj;i

n
;

Pn�1

i¼0
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To transpose the problem of finding a regular configuration of sub-parts to a
problem of finding a regular configuration of centroid points, it is necessary that these
points are computed in the same way for every RE provided by the initial set. In other
words, it means that if we could overlap two REs (which are congruent) their corre-
sponding computed representative points should overlap too. The risk of
non-homogeneous way of computation of centroids in the various REs rises when the
REs faces are not maximized or contain closed curved edges. Therefore, to get rid of
possible noise derived from different object creation processes, faces are first maxi-
mized by comparing the underlying surfaces of the adjacent faces. Then, since closed
edges in the B-Rep do not have any vertex, two new vertices are symmetrically inserted
at the initial and mid curve positions of each closed curved edge of the REs. Moreover,
since only considering the B-Rep vertices gives rise to ambiguous centroids when
curved edges are present, as they cannot discriminate the position of concave and
convex curved edges, for each curved edge an additional point is added at the middle of
the edge. In the example of Fig. 1 the red points indicate fictitious vertices added for a
non-ambiguous centroid computation.

In the following, we introduce some concepts that are widely used in the adopted
method.

Grouping surfaces
As earlier said, we started from the assumption that if a regular arrangement of

repeated subparts corresponds to a specific design intent, it was likely created at a given
design stage on a unique face, which may be split or modified at successive modelling
steps. Therefore, we decided to decompose the original set of REs into subsets sharing
the same adjacent surface: if a face of the RE Ai is adjacent to the face F of the B-Rep
and the surface of F is S, we associate the RE Ai to the surface S. S is called grouping

Fig. 1. Examples of points considered for the centroid computation: in green B-Rep vertices, in
red the added points (Color figure online).
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surface (GS). In this way, we find a set of GSs and each of them is associated to a set of
REs. This RE set decomposition is not a partition, since the intersection of two sets of
REs associated to two different GSs can be not empty, as a RE Ai could be adjacent to
different faces with different host surfaces, associating it to more than one GS, as in the
example in Fig. 2.

In the depicted example, the three repeated bosses have only the blue GS associ-
ated, which is also associated, together with GS1 and GS2 to the two slots. GSs
associated to only one RE are not considered.

Adjacency matrices at constant distance
We focused on symmetric regularities characterized by a constant distance between

two centroids of two consecutive REs; thus, for each grouping surface, we group
together all the REs whose centroid are at a constant distance d. We define a d-
adjacency matrix as follows: Let C0; . . .. . .Cn�1f g be a set of points in R3 and d a real
number, d > 0, we call d-adjacency matrix the n x n symmetric matrix Md such that:

Mdði; jÞ ¼
1 if dðCi ;CjÞ ¼ d

0 if dðCi ;CjÞ 6¼ d

(

Where Md i; jð Þ denotes the entry of Md at position (i, j), 8 i; j ¼ 0; . . .; n�1.
A d-adjacency matrix can be viewed as a network of points in R3 each of them

connected to one or more points of the network by a straight arc of length d.
For every GS found, a list of adjacency matrices at constant distance d is then

created, one for each distance d found between the centroids of the REs associated to
GS. The adjacency matrices are used to quickly identify the sets of equidistant cen-
troids and then the possible patterns involving as many as possible REs.

Fig. 2. Examples of REs associated with several grouping surfaces (the 2slots) and of grouping
surface hosting several B-Rep faces (the blue ones) (Color figure online).

Identification of Regularities in CAD Part and Assembly Models 359



The whole algorithm may be summarized as follows:

3.1 Path Detection Algorithm

The algorithm aims at identifying all the possible paths in the centroid network rep-
resented by a given d-adjacency matrix. These sequences of centroids are made of at
least three centroids satisfying specific geometric conditions. In the developed method,
we focused on symmetric arrangements of REs whose centroids lie all on a line or on a
circumference.

Let C ¼ C0; . . .;Cn�1f g be a set of centroids of REs associated to the same
grouping surface; we call path of length l with 3� l� n, an ordered sequence of
l centroids B0; . . .;Bl�1ð Þ with Bj 2 C for j ¼ 0; . . .; l�1 such that all lie on the same
line (path of type “linear”) or all lie on the same circumference (path of type “circular”)
and such that d(Bi, Bi+1) = d with d>0 and for i ¼ 0; . . .; l�2.
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A path is built step by step, by first choosing an initial seed path of three centroids
(seed1, seed2, seed3) and, once the type of the path that is going to be built has been
established, by adding every time a new centroid to the current path if possible.

If the three initial points are aligned it will be a path of type linear, otherwise, it will
be a path of type circular. In both cases, at first the attempt of expansion is done in the
“seed1 to seed2” direction; when the expansion in this direction is no longer possible
then a second expansion attempt is done in the “seed2 to seed1” direction. Seed points
are chosen starting from the so-called multi-branch points, i.e. points equidistant from
more than 2 points, e.g. points 1, 2, 3, 11 in Fig. 3.

Let us discuss when a new point can be added to the current path and thus when the
expansion is possible. Suppose the current path in expansion to be ðB0; . . .;Bl�1Þ with
l > 2, the associated curve to be K, and suppose we are attempting to expand it in the
“B0 to B1” direction. The expansion in this direction is possible if and only if a branch
of Bl−1 lying on K and different from Bl−2 there exist. If such a point does not exist, the
expansion in this direction is no longer possible and a new attempt of expansion is
performed in the “B1 to B0” direction. The expansion from a seed set ends when the
maximum expansion is reached in both the directions. Figure 3 illustrates an example
of centroid network (a) and the paths identified by the algorithm (b).

3.2 Pattern Assessment

A path of centroids gives an outline of the REs placement but it is necessary to verify
the correct orientation of the corresponding REs to assess that the identified path really
indicates a regular pattern of repeated parts. This phase of the algorithm has been

Fig. 3. Example of detected paths in a set of centroids of REs on the same grouping surface and
at a constant distance.
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developed for REs containing exclusively planar and cylindrical faces and for the
following types of pattern: linear translational, circular translational, circular rotational
and reflectional. It is based on the verification that the entities of the REs satisfy the
same transformation rule of the related centroids. Specifically, for centroids lying on a
linear path the candidate pattern is the linear translational, whilst for centroids lying on
a circular path, the candidate patterns are the circular translational or rotational.
Reflectional patterns are verified only in case of GSs grouping only two REs.

Therefore, for any pair of REs corresponding to two consecutive centroids in the
path, two levels of check are performed. The first check considers the real vertices in
the REs, the second exploits the surface information of the faces. The set of vertices of
the REs checked during this phase does not correspond to the set of vertices used for
the centroid computation. Here we exclude the two points added on closed curves since
they are not granted to be inserted in the same position in different REs. Indeed, to
determine these points we used the lying curve parametrization and different ways of
designing two repeated entities could lead to different parametrizations.

Concerning the check of the vertices, the method verifies if for any vertex in one
RE, there is a vertex in the successive RE that is obtained applying to the first vertex
the transformation under verification. For example in case of linear translational pattern
in which the candidate translational vector is w = (xw, yw, zw), we check if for every Vi,j

vertex of the repeated entity Ai, with j ¼ 0; . . .; p� 1, p being the number of vertices,
with vertex coordinates ðxVi;j ; yVi;j ; zVi;jÞ, there exist k 2 0; . . .; p�1f g such that Vi+1,k,
vertex of Ai+1 has coordinates ðxVi;j þ xw; yVi;j þ yw; zVi;j þ zwÞ.

If the check on the vertices is positive, then a second level of verification is
performed on the face orientation. In case of linear translational pattern, for each planar
face Fk in the first RE we verify if there exist a planar face Fh in the successive RE such
that nk = nh where nk, nh are the normal vectors of the planar faces. For each cylindrical
face we check if there exists a corresponding translated cylindrical face in the second
RE by exploiting axis and edge information. If it is verified that for i ¼ 0; . . .; q�1 the
REs Ai and Ai+1 are related by translational function with the translational vector w, the
sequence of A0; . . .Aq�1

� �
constitutes a linear translational pattern of length q. Anal-

ogously, the verification is performed for circular translational, circular rotational and
reflectional pattern.

3.3 Pattern Detection in Assembly Models

In case the REs correspond to instances of the same part in a CAD assembly model, the
previously described method is applied by considering as characteristic references for
the RE the associated reference frame origin and axes. Therefore, the computation of
the candidate patterns (i.e. the detection of possible paths of points) is applied to the
points representing the origins of the reference frames, grouped in d-adjacency
matrices, while the assessment of the correct orientation of the corresponding REs is
performed by verifying the correspondence of the axes of the frame.
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4 Implementation and Experiments

The application was developed as a plug_in of the CAD system SolidWorks [8] by
exploiting its application programming environment in which B-Rep models can be
created, visualized, accessed and processed. The algorithm has been developed in the
C# programming language, using Visual Studio as development environment.

The algorithm has been tested on several B-Rep models both created using
SolidWork, and collected from the public repositories GrabCAD [9] and TraceParts
[10]. Figure 4 illustrates a small subset of the tests performed. In the example of Fig. 4
(a) the algorithm detects 1 linear translational pattern of length 3 whose components are
the slots A1, A2 and A3. The REs A0 and A4 are correctly excluded: A4 because its
centroid is not part of the identified pattern, while A0 is excluded after the verification
of the faces’ orientation, even if its centroid is on the linear translational path. For the
part in Fig. 4(b) the algorithm detects 4 linear translational patterns of length 3; the first
two patterns are detected on the top side of the base component: the algorithm initially
identified a path of 7 centroids but after the check on the faces the RE A0 is excluded
and the algorithm detects two distinct translational patterns. The other 2 linear trans-
lational patterns are identified on the front and right side of the base component. For the
cylindrical mechanical component represented in Fig. 4(c) each RE is composed by a

Fig. 4. A subset of the test results (Color figure online).
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cylindrical face and two planar faces adjacent to it. As expected, the algorithm detects a
single translational linear pattern constituted by all the 4 REs. In this case the maximum
pattern has been identified.

In the example in Fig. 4(d), 28 through-holes constitute the input set of REs. In this
case, the algorithm detects 2 concentric circular translational patterns of length 9 as
indicated; in this case the detected patterns are not visually evident.

In Fig. 4(e) among the 16 REs composed by 3 planar and 4 cylindrical faces, 2
circular rotational patterns of 8 elements are identified. In Fig. 4(f) there are 8 REs each
one made up by 6 planar and 5 cylindrical faces: 2 rotational patterns of 4 REs with the
same center and radius are recognized.

In the last row of Fig. 4, in (g) an example of identification of a reflectional pattern
composed by two REs is depicted; in (h) and (i) the algorithm is applied to two
different assembly models and discovers respectively two rotational patterns of 8
elements in the first case, and 3 patterns of 2 elements in the second case, more
specifically 2 rotational (in green in Fig. 4(i)) and 1 translational patterns (in red in
Fig. 4(i)).

5 Conclusions

This paper proposes an approach to detect regular patterns of congruent sub-parts in
B-Rep part and assembly models, aiming at recovering the high-level information
embodied in intentionally incorporated symmetries in a given B-Rep model. The
approach has been implemented in a commercial CAD system and detects linear,
circular translational, rotational and reflectional patterns of congruent sub-parts of the
model. Analogously to the method proposed in [7], it exploits specific characteristic
points to identify regularities in repeated sub-parts, but it results more flexible as it does
not need any a priori knowledge concerning the correspondence between the B-rep
vertices of the repeated entities and it is applicable also to assembly models.

The proposed approach gives precedence to the detection of patterns involving the
highest number of elements and it has been chosen to identify first patterns with lower
distances between elements, considering the proximity a valid indicator for the pattern
existence. Anyhow, in some cases it may be preferable to consider set of patterns
covering the entire set of repeated entities, instead of the longest ones but not including
all the sub-parts. Thus, a possible extension of the method could be its parametrization,
allowing the user to indicate which criteria have to be privileged. Another option could
be to extract all the possible alternative patterns and letting the user choose among
them. Another possible improvement is the possibility of removing the limit of the
pattern search only within a grouping surface, including also symmetric arrangements
of congruent sub-parts lying on faces with different host surfaces. Furthermore, the
method needs to be extended also to include conical, spherical, toroidal and freeform
surfaces as well. It would be useful to extend the class of symmetric arrangements to
detect, including for example also glide reflection and screw. Finally, ongoing work
addresses the identification of the correlation between the detected patterns, such as for
instance two circular translational patterns sharing the same circumference center and
lying on the same plane or patterns of patterns.
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Abstract. The key of successful industry is to satisfy the customer requirements
at the perfect delay with improved quality and cheaper price. In this context,
Digital Factory is known to test and validate the couple product-production
system during the Product Development Process (PDP), with the usage of pro-
duction system simulations; therefore we can use an information system like
InfoSim to integrate and manage all information related to product, process and
simulation in this context. But with this huge amount of information, an actor of
PDP may be confused to make a good decision at this particular stage. Thus, there
is a lack of knowledge capitalization and sharing between PDP actors. In this
research work, we propose a conceptual model dedicated to the management and
capitalization of knowledge and experiences of previous projects in the context of
Digital Factory.

Keywords: Knowledge � Capitalization � Management � Digital factory �
Information system

1 Introduction

In recent decades, a large number of companies sought to value the intangible
investment (research and development, training, advertising, organizational methods,
etc.) and, in particular, their capital knowledge. This capital is then re-used in different
situations in order to reduce the costs and the times of development [2].

Among such knowledge-based situations, digital prototyping (based on the con-
cepts of digital models representing the product, its physical behavior, and its manu-
facturing process) is a solution to test and validate a product earlier in its lifecycle [3].
In particular, Digital Factory (DF) was born to design and simulate production systems
throughout the product design process. It can be defined as a set of software tools and
methodologies allowing the design, simulation, initiation and optimization of pro-
duction systems [4–6]. Despite the high performance of simulation tools in digital
manufacturing [7], there is a lack of deployment related to [1, 8] the intrinsic
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complexity of DF but above all, the absence of integration of information and
knowledge from previous projects of production systems simulation.

The management of information and knowledge between the product and its pro-
duction process, including data related to resources, is so essential. Indeed, the solution
adopted for product development is to integrate different types of information and
knowledge (product, process and resources) as soon as possible to make the right
decisions at the right time [1].

Most researchers have focused on the product knowledge whereas some others
have interested on the process planning. Thus we identify the following research gap:
how to manage and control all knowledge types in the context of DF, including
product, process, resource and DF simulation one.

Based on previous research works that contribute to InfoSim, a framework dedi-
cated to DF data and information management and control [1], the main objective of
our current research work is to model and implement inside InfoSim a framework for
the management and the control of knowledge for digital design and production,
allowing to manage and improve the possible DF simulations, and also focusing on
knowledge capitalization and experience feedback towards new DF projects.

The article is structured as follows. Section 2 presents a study of the literature: first,
we define knowledge management then we analyze existing methods of knowledge
capitalization. Section 3 describes the conceptual model of the proposed framework
which it will be validated with case study in Sect. 4. Finally, Sect. 5 presents the
conclusions and perspectives.

2 State of the Art

2.1 Knowledge Management

In 1991, Tom Stewart advised the company to focus more on their knowledge than on
their material goods: « Intellectual capital is becoming corporate America’s most
valuable asset and can be its sharpest competitive weapon. The challenge is to find
what you have -and use it » [9].

Baizet defines the knowledge like refined, synthesized, systematized information,
or like information associated with a context of use [10]. With this definition it is clear
that there is a difference between the words: data, information and knowledge, while
Tsuchiya differentiates these terms with this definition: « Although terms “datum”,
“information”, and “knowledge” are often used interchangeably, there exists a clear
distinction among them. When datum is sense-given through interpretative framework,
it becomes information, and when information is sense-read through interpretative
framework, it becomes knowledge » [9].

Most of the authors, like Grundstein, Nonaka and Takeuchi, divide knowledge into
two kinds: explicit knowledge and tacit knowledge (know-how) [11, 12]. Explicit
knowledge refers to knowledge transmitted through a “formal and systematic” lan-
guage [13]. It is a technical or academic data or information that is described in formal
language, like manuals, mathematical expressions, copyright and patents [14]. Tacit
knowledge refers to know-how that is difficult to formalize and communicate and can’t
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be transferred that by the willingness of people to share their experiences, it is usually
acquired over a long period of learning and experience [11, 13].

Ermine assumes “knowledge management is the goal of formalizing tacit knowl-
edge in order to make mobilized and operational at the level of the entire organization”
[15]. Then Nonaka and Takeuchi represent the transformation mechanisms involved
between explicit and tacit knowledge (as shown on Fig. 1(a)) [12].

Skyrme defines “Knowledge Management is the explicit and systematic manage-
ment of vital knowledge and associated processes including the creation, collection,
organization, dissemination, use and exploitation of knowledge. KM requires the
passage of personal knowledge to collective knowledge that can be shared widely in
organization” [17]. With this definition Baumard represents the individual and col-
lective knowledge transformation mechanisms (as shown on Fig. 1(b)), so he com-
pleted the model of Nonaka and Takeuchi [16].

Ramon defines “knowledge management is the process through which an enterprise
uses its collective intelligence to accomplish its strategic objectives” [18]. Like in [13],
we can summarize clearly the aim of the KM operation with: “Getting the right
knowledge to the right people at the right time in the right size without being asked”.
And the expression ‘‘knowledge management’’ covers all the managerial actions
aiming to answer the problem of capitalization of knowledge in general [11].

McMahon assumes that there are two approaches in KM: Codification which focus
on the reification of knowledge so it focus only on explicit knowledge and personal-
ization which focus on individuals as holders of knowledge and which it justifies to
take into account the tacit and explicit knowledge [19].

Knowledge Management allows companies to train their memory by the integra-
tion, sharing and reuse of all knowledge (tacit and explicit) of PDP actors which are
related to product, process, resource and simulation in an information system. It is the
solution of several problems (such as the complexity of DF, the amount of simulation
data and the variety of viewpoints) in Digital Factory. Then it allows companies to
store the best simulation results for reuse in another project with all viewpoints.

In order to propose a conceptual model for the integration and reuse of knowledge
in DF (tacit and explicit knowledge of product, process, resources and simulation), we
present, in the following section, the definition of Corporate Memory and some
methods of knowledge capitalization presented in the literature.

(a) (b)

Fig. 1. The transformation mechanisms between (a) tacit and explicit knowledge [12]
(b) individual knowledge and collective [16]
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2.2 Corporate Memory and Knowledge Capitalization Methods

A corporate memory is an explicit, disembodied, persistent representation of the
knowledge and information in an organization [20]. It includes not only a “technical
memory” obtained by capitalization of its employees’ know-how but also an “orga-
nizational memory” (or “managerial memory”) related to the past and present orga-
nizational structures of the enterprise (human resources, management, etc.) and “project
memories” for capitalizing lessons and experience from given projects [21].

There are several methods of knowledge capitalization: some of these methods
have been designed to define a project memory, others are more general.

We focus in this report on classical methods combining the technical, human and
organizational aspects which can be presented according to two approaches:

• Corporate memory itself like methods REX (method of experience feedback),
MEREX (Methodology and experience feedback) and CYGMA (Lifecycle and
management of Jobs and Applications), that consider six categories of industrial
knowledge with jobs’ reference. Workshop FX results from work of social sciences
which aim at using the actor’s experience of the industrial process to create
enterprise knowledge;

• Models resulting from the knowledge engineering like KADS (Knowledge
Acquisition and Design Structuring), CommonKADS (Common Knowledge
Acquisition and Design Support), KOD (Knowledge Oriented Design) and MKSM
(Method for Knowledge Systems Management) associated with its extension
MASK (Method of knowledge analysis and structuration), Componential frame-
work etc., which present various conceptual models interacting to each other [22].

These methods are generic and cannot cover our needs. In the next section we
present our conceptual model dedicated to the integration and reuse of corporate
knowledge. To do this, we chose UML as a tool for presentation of corporate
knowledge.

3 Conceptual Model

Our proposed model is attached to the conceptual model of InfoSim (Fig. 2), which is
an information system dedicated to manage information on simulations in digital
factory, its objective is the integration of product’s information, production processes
and simulation [1].

In Fig. 2, DF entity that covers the main classes of the model Product Component,
Process Component, Resource and Simulation. This class can also be associated to a
file, version and to an experience that can be shared for future projects. One or more
versions of Product, Process, Resource and Simulation can be considered in a DF
Project which is associated to a control Graph [23].

The conceptual model of knowledge is depicted in Fig. 3. In this model the
knowledge entity class can be used in Digital Factory project of InfoSim. This class
includes the two main classes of the model: General Knowledge entity Project and
Knowledge entity which is created in Digital factory project of InfoSim. In the attribute
of these classes we can also specify the type of knowledge like tacit or explicit.
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Every knowledge element contains its own content (Knowledge content class
which gives a more detailed description of what is contained in the element) and is
embedded in a specific context (Knowledge context class which depicts the compre-
hensive environment of the knowledge element for a better understanding.

We define a Knowledge context class with the all of attributes of the classes (View
point of designer, manufacturer or simulator and knowledge creator), like a date, place
and support.

In our modelling the knowledge content class is linked with the knowledge entity
class through the composition relation, because if we remove the knowledge all its
contents will be delated.

The knowledge content (which contains the attributes like the name, the file, the
usage etc.) is attached to digital factory of InfoSim. It can be the knowledge of product,
process, resource, simulation, materials or project knowledge which they are linked.
Indeed a product is linked to a material and a Process. This last class require resource
which can be human or machine, and human resource can also has a view point. Finally
the simulation needs to know the resource and process to obtain concrete results. The
classes of product, process and simulation are attached with the classes of product
component, process component and simulation of InfoSim.

Fig. 2. Conceptual model of InfoSim [23]
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4 Case Study

Our case study concerned the manufacturing of floating roof tank. The purpose of this
case is to validate our conceptual model for integration knowledge in Digital factory. It
has two general parts: the creation and the usage of knowledge.

4.1 Design Process

The design phase is the activity of developing the best solutions from a given need.
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Fig. 3. Conceptual model
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The first phase contains several steps. In each steps we can used general knowledge
and results of previous projects and we can obtained project knowledge. Indeed every
company has a general knowledge that it can be used in several projects and helps
actors to make the right decision in the right time. Moreover each project can be used in
others projects.

Figure 4 shows the knowledge that we need to know during the design phase like
data sheet materials, the standards API650, software Tutorials, drawings of standard
pieces, designer knowledge, view point of manufacturer and simulator and the results
of previous projects. Each of this knowledge has a content that is product knowledge
and has a context which can be the viewpoint of PDP actor and the creator. Moreover,
all results of this project will be a project knowledge that we will use in the future.

4.2 Digital Manufacturing Process

A range of manufacturing is a document that lists all phases of part development. It is
noted step by step the evolution of part manufacturing. According to studies conducted
by the company, we can divide the manufacturing phase into two main groups:

• Part transformation process
• Assembly process
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Fig. 4. Digital manufacturing process of tank in digital factory
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Figure 4 shows the knowledge needed to know manufacturing duration phase like
all company resources (ability skill and experience of human, features and technical
data of equipment), workers knowledge in video format, manufacturer knowledge, a
point of view of the simulator and designer, manufacturing range of previous projects.
Therefore, we used the corporate knowledge (General and Project) which are related to
resource and process (content) then we obtained project knowledge. This knowledge
has also a context like the creator and viewpoint of simulator and designer.

4.3 Simulation Process in Digital Factory

The simulation is used to study the physical flows (parts, materials, tools, etc.),
informational in the workshop (Manufacturing orders, assembly order, etc.) and the
availability of resources (operators, machine, conveyors, etc.). It is used to evaluate and
compare several scenarios (Table 1).

Figure 4 shows the knowledge that we need to know during the simulation phase
like the knowledge simulator, view point of designer and manufacturer, previous
project results, tutorials of simulation software etc.

During this phase we obtain the simulation results for the best solution in the
project knowledge and we can also put the other results simulation in the general
knowledge. These results can help actors to make the right decisions in other projects
(Table 2).

5 Conclusions et Perspectives

In this study, starting from the concept of knowledge Management, we propose a
conceptual model that supports Knowledge integration in digital factory. Our model
allows the creation, the sharing and the reuse of knowledge earliest during the PDP.
It allows also the integration of all explicit and tacit knowledge of PDP actors and

Table 1. Project knowledge.
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workers. In our model, we proposed that every company has two types of knowledge:
project knowledge and general knowledge. Each of this knowledge has a context and
content. Else we linked our model with the InfoSim model. Indeed during the creation a
new project we need to know all company knowledge (project and general knowledge)
to make the right decision at the right time. Furthermore project knowledge is created
by the digital factory project. Then, an industrial case study has been presented for
illustrating the applicability and validity of the proposed model. We described in our
case all the knowledge that we need during the phase of design, manufacturing and
simulation and all knowledge which it can be obtained during a project development.

Various prospects for future work have been proposed for this conceptual model.
The aim of this work will be to enable the model to support the integration and reuse all
knowledge in digital factory. Thus we will implement and test our model in the
information system InfoSim.
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Abstract. The automotive engineering process is characterized by a long and
complex design activity which starts with requirements formulation and the first
sketches in the preliminary design phase and extends to the final detailed and
physical models. Every design phase includes different process steps and tasks
which are closely interconnected with each other. The different design stages
demand Product Life Cycle (PLM) systems, which are able to handle the different
kinds of design and manufacturing information. Currently the implementation of
PLM systems in an industrial context is a huge challenge. The reason therefore
is that the companies are not only faced with the technical issues of such systems
but also with the organization aspects like the “human factor”. Furthermore the
companies are faced with problems, which are not directly linked to the func‐
tionalities of PLM systems but rather to the integration or implementation phase
of such systems in companies. The key research question in this case is: what are
the important factors, which influence the integration and implementation of PLM
systems. The following paper will try to identify these factors by means of action
research in the automotive industry. This paper reports the first stages from a
research programme into the implementation factors of PLM systems adopting
the design research methodology (DRM) according to Blessing. The focus of this
paper is to define method and systems implementation approaches and present
the results of the descriptive study which has been accomplished to identify the
challenges, problems and weaknesses involved in the implementation of PLM
systems.

Keywords: Product life cycle management · Success factors PLM · PLM
implementation · PLM integration

1 Introduction

This section will define the important aspects which should be considered during the
implementation of PLM systems in an industrial context. A series of research papers
and works was involved with the implementation and integration of systematic design
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methods and Tools (Streich 1997; Beskow et al. 1998; Tamimi and Sebastianelli 1998;
Stetter 2000). In all of the works, it was mentioned that during the implementation of
PLM system and its methods the change management process of the participants should
be considered. According to Abramovici (2012) the implementation of PLM projects
are not working very well. Only 18 % of the planned PLM project are successful and
implemented in the planned period of time and costs. Furthermore 40 % of the PLM
project has been stopped. The other parts of the PLM implementation has been finishes
under enormous costs and further efforts (Fig. 1).

Fig. 1. Implementation of PLM projects and systems (Abramovici 2012)

Furthermore Streich describes (Streich 1997), that the starting point is the question
if the competence of the actors who are responsible for the process of the change
management can be clearly perceived. Besides, the following important dimensions
(competence fields) have to be considered in particular:

• Ability to do something, change of ability.
• Willingness to do something, change of readiness.
• Possibility to do something, change possibility.

In a well-balanced mix of these three competence fields the perceived ability in
different situations can be raised (Streich 1997). The basis of the action shows an inno‐
vative and changing plan which questions the established approach at the procedural
and behavioural levels (Streich 1997). New plans of change management require, apart
from new contents, new methods and behaviour patterns. This “change management”
shows two dimensions: the perceived competence and the period of time. The phases
shown within the graph (from the shock up to integration) differ between people. But
for effective learning processes (in this case the integration of new PLM Systems and
Tools) the different stages have to pass quickly (Streich 1997). The reason for consid‐
eration of the change management graph is that the implementation of a new method
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can also be seen as a “changing” of procedures and methods of different users. This is
a very important aspect during the implementation and changing of new approaches.
There are different procedures of implementing new design methods. According to
(Stetter 2000) activities that represent the adoption of new Tools, Systems and methods
are the driving force of design methods. This means that one of the most important issues
is the association and connection of the users in the implementation process. This process
comprises the introduction, anchoring and the improvement of the new Systems. Several
significant aspects of the implementation itself have to be taken into consideration to
guarantee successful method implementation (Stetter 2000). Basically, the performance
of new systems demands the accomplishment of an implementation strategy and the
monitoring and the adaptation of the selected methods. Another very important point is
to prevent users from developing a “resistance” to the intended change in of design
process. For avoiding such “resistances” the author used the resistance pyramid of
method implementation created by Beskow et al. (1998), which describes characteristic
patterns of “resistance” demonstrated by workers during the implementation of methods.
The resistance pyramid of Beskow et al. (1998) includes three different steps and levels.
These levels are named as “not knowing”, “not able” and “not willing”. According to
(Tamimi and Sebastianelli 1998) changing users’ “resistance” is one of the key issues
and also very important for the implementation of new methods. He also defined strat‐
egies of how to counter people’s resistance. The levels ‘not knowing’ and ‘not able’ can
be attacked by means of teaching the new method, training the new method and coaching
the users during the application of the new method (Tamimi and Sebastianelli 1998).
The best way to avoid the highest level of the resistance ‘not willing’ is to win such
users’ support for the method development, which means to integrate users into the
implementation process. Now the next section of the paper will define the general
methods of systems and method implementation approaches.

2 General Method-Implementation Approaches

The implementation of methods, systems and the factors which should be consid‐
ered has been addressed by a number of studies (Ritzén et al. 1999; Beskow et al.
1998; Pawar 1997). It is quite important to create a plan for determination of tasks
and actions required to realize the method implementation (Usher 1996). According
to Berndes (1998) “the starting point of the method implementation is the planning
of activities which contains the course of action, like the sequence and intensity in
which certain activities are performed, the persons who perform them, and what
resources will be available”. Furthermore the planning of a method and system
implementation process can be compared with the planning of a product develop‐
ment process. A large number of methods for planning are presented in the litera‐
ture. From the viewpoint of planning, there is not much difference between a method
implementation process and other determined processes, for example, product devel‐
opment. According to Lindemann (1992) the choice of the planning system to apply
should therefore be based on the capabilities and needs of the respective company.
Furthermore it is important to remember that the systems need to be simple in order
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to remain transparent for the participants. According to Pikosz et al. (1997) there are
three different introduction strategies of methods and systems which are:

• All-at-once: a method can be introduced by changing the whole system overnight.
• Pilot application: a method can be applied first in a pilot application of limited scope

and then the scope can be expanded if the method has been proven to be useful and
its faults have been corrected.

• Gradual approach: selected aspects, for example, rather simple accompanying tools
of a method can be applied first, for example, in a particular department, and the other
aspects can be introduced later - in a stepwise procedure - if the selected aspects were
accepted by the users.

The first approach which is the ‘all-at-once’ approach will usually be too risky since
methods and tools cannot be tested in advance under realistic conditions. Pikosz et al.
(1997) stated that if a method does not offer the full required functionality, it will quickly
become a burden. Therefore, a rigorous testing phase of the developed PLM system was
planned and expected. This aspect can also be captured from different literature and
publications (Danner and Reske 1999; Weber 1999; Lettice et al. 1998; Sellgren and
Hakelius 1996). Related to the introduction of the developed PLM system the “pilot
application” approach was the most suitable. By means of this approach it was possible:

• To verify the realization of the major objectives. That means to clarify the possible
application times and also the PLM design examples which should be applied by the
PLM users.

• To enhance the qualification of the employees by means of ‘training on the job’. It
was possible to observe that for PLM users it is more comfortable to apply the new
learned method on their daily task.

• To provide PLM users and other participants like CAE and CAM engineers in the
rest of the organization with real demonstrations.

• To intensively explore and highlight the needs of the PLM users.
• To assist the setting of realistic schedules.

The target of a “pilot project” was a precondition to be able to inform all the PLM
users and the design process participants like CAE and CAM engineers in detail. The
pilot project for the introduction and implementation of the developed PLM system was
planned for eight months. According to Usher (1996) the main purposes of the pilot
application are:

• A project should be selected that is large enough to include a good sampling of typical
functions, but not so large that the success of the project is jeopardised.

• A project should be selected that will require resource commitment in terms of cost,
time, and personnel without over-extending these resources.

• The product to be developed in the project should exhibit problems in terms of time,
cost or quality in order to increase the likelihood of improvements.

• It has to be understood that this project is to be used as a training ground for manage‐
ment and team members.
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The integration of a “gradual approach” was considered not to be suitable. The
most important reason for this was that the managers in the departments were waiting
for already created and finished results at a time when even the collection of the data
in the analysis of the product development system was not completed. Furthermore
before starting to integrate the PLM system it was very interesting to get further
information about the experiences of the PLM users with method implementation.
From the viewpoint of the author this aspect is one of the important ones because by
means of getting information about users’ experiences it was possible to create a plan
of how to tackle possible challenges during the PLM system implementation phase.
In addition it was possible to create a fitted and suited introduction and implemen‐
tation plan for the participants.

3 Identified Lacks During the PLM System Implementation

Another aspect was that you can not to make the same “mistakes” which have been done
in the past during the implementation of methods in the PLM departments. For getting
information about PLM users’ experiences with method integration processes a ques‐
tionnaire was designed to collect the problems and challenges of the PLM user during
the implementation of a methodology. The most important results and problems of the
users during the implementation of methods are presented here:

• Lack of involvement of the PLM users about the planned activities; 80 % of the
respondents mentioned that during the method planning and implementation process
they are not sufficiently involved in activities which are necessary to implement the
methods. Furthermore they also mentioned that managers tend to plan all the activ‐
ities without any consideration of their needs and requirements. The PLM users also
mentioned that they are willing to learn and apply methods which help them to work
in a better way but a “top down” approach of integration of methods by managers
leads to a certain degree of frustration for the users.

• Lack of support for PLM users during the application of methods; 87 % of the
respondents mentioned that in most of the cases there is a lack of support during the
learning and application phase of new methods. Therefore it is quite important that
during the initial phase of the method integration PLM coaches and external support
are available for the designers. Furthermore the PLM users also stated that the PLM
coaches and support people should be located in the same area as the PLM users. In
this case it is ensured that in case of possible questions and problems during the
learning and implementation process of the developed methods problems and diffi‐
culties can be tackled faster and immediately. The users also feel secure that in case
of a problem someone is there who is able to help them.

• Lack of the targets of the planned activities and the method; 78 % of the respondents
stated that in most of the cases the target of the activities and new methods are not
clear and well explained. That means that there is less information about why the
PLM users should learn a method. In case of the integration of the developed PLM
system by means of the presentation of the results from the Descriptive Study I (in
which all the users were involved) it was possible to show the weaknesses and
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challenges of the created PLM parts and assemblies. Furthermore by means of inves‐
tigation of existing PLM parts it was possible to demonstrate the possible challenges
and improvements during the modelling process.

• Lack of time resources which are necessary to implement the method. 93 % of the
PLM users mentioned that during the implementation of methods the time boundaries
are not considered. That means that the time which is selected to implement the
method is in most of the cases not suitable. The users also mentioned that if the people
who are responsible for the integration of methods would ask and involve them in
choosing possible time slots it would be more comfortable for the users to plan the
implementation in their daily tasks. Related to PLM users this aspect was one of the
important ones because in the design process there are several deadlines which are
important for the users. For example there is a deadline about the release process of
the created PLM parts and assemblies. At this time it was not very suitable and
recommendable to implement the developed PLM method.

• Lack of having voice about possible changes and improvements of methods. Many
of the users mentioned that it is very helpful if they would have the possibility to
give a statement about possible improvements and changes of the methods. That
means that in most of the case it their ideas about improvements are not suffi‐
ciently considered.

• Lack of communication about the planned activities. The achievements and the next
steps and activities during the method implementation phase should be communi‐
cated to all the participants. Furthermore an “open” communication about problems
helps to get more inputs about the weaknesses of methods which can be used for
further improvements.

Fig. 2. Important factors, which influences the implementation of PLM systems
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• Lack of financial resources which are necessary to implement the method. This aspect
is more related to the management level. The users mentioned that in the initial phases
of the method implementation there is a certain support necessary and in most of the
cases there is no money planned to support the users. Most of the users have to learn
methods beside their daily work and the time is missing to learn these approaches
without any support (Fig. 2).

4 Conclusion

This chapter has presented issues in the implementation of PLM systems and
approaches. Based on a questionnaire and the results of the literature survey the chapter
has identified challenges and problems which have been considered during the imple‐
mentation phase of PLM methods. It can also be concluded that a strong involvement
of the PLM users during the planning and application of the developed PLM approach
is one of the key issues which should be considered. The involvement of the PLM users
in the improvements and development of the PLM approach leads to a very effective
working and planning of the activities related to the approach. It can be ensured that by
means of PLM users support there is a certain “commitment” of the designers about the
planned activities available.
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Abstract. Implementing design automation systems to automate repetitive and
time consuming design tasks enables engineer-to-order manufacturers to per-
form custom engineering in minimum time. To maintain a design automation
system, regular updating of design information and knowledge is necessary.
Consequently, there is a need of principles and methods to support capturing and
structuring associated knowledge, specially, design rationale. In this paper a
method for capturing, structuring, and accessing to design rationale in order to
support maintenance of design automation systems is presented. The method is
tested through a design automation system that develops FEA (finite element
analysis) models automatically. The results are evaluated in a case company
which is a supplier to the automotive industry serving many brands and car
models which each more or less requires a unique solution.

Keywords: Design automation system � Computer supported engineering
design � Design rationale

1 Introduction

For many companies it is important to innovate and launch new products according to
new customer demands. Because of intense competition in the market and the need to
being faster in developing new products, the firms attempt to control the quality of the
product and manage the product information. PLM as a backbone to manage
product-related knowledge, and technology used to access to this knowledge, through
different domains of product lifecycle, helps the organizations to overcome the engi-
neering challenges and complexities during developing new products. A PLM system
is a discipline emerged from different methods and tools across different phases of
product and can work as a hub for product development systems in order to increase
reliability and facilitate exchange of product information [1]. Design process is an
important element in PLM because making proper decisions at this early stage could
optimize the development process and support the organizations to deliver their
business initiatives and strategic goals. Design work encompasses a wide range of
methodological approaches in order to solve different technical problems that require
different solution strategies [2]. Regarding the time-intensive nature of many design
tasks, up to 80 % of design time is spent on routine tasks [3] such as modifying,
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adapting or redesigning already existing and proven solutions. Such activities that do
not rely on high creativity can be performed automatically with the help of skillful
automation tools executing existing design knowledge.

Design automation systems may have long life-span and require maintenance for
proper function. Since the systems mainly manipulate and process design information,
to maintain a system over time, frequent updating of design information is a necessity.
Consequently, there is a need of principles and methods to support management of
associated knowledge, specially, design rationale. Design rationale mainly explains the
reasons behind the design decisions and developed solutions and helps to understand
the effects of decisions on other aspects of design.

This study aims to investigate how design rationale can be introduced to support the
use and maintenance of design automation systems. A focus is set on the need to share
knowledge between FEA and product design when introducing design automation
which automates the process of developing FEA models of customized designs. In
order to manage the required design rationales, a method addressing capturing,
structuring, and accessing to design rationale has been presented. The applicability of
the method has been tested in a company acting as a supplier in the automotive industry
providing unique product solutions for different car models.

2 Frame of Reference

The importance of access to design rationale was studied in a survey [4]. Approxi-
mately 80 % of the respondents said they fail to understand the reason of a design
decision without design rationale support. Lee [5] defines design rationale as,“… not
only the reasons behind a design decision but also the justification for it, the other
alternatives considered, the tradeoffs evaluated and the argumentation that led to the
decision”. The realization of a design rationale system encompasses methods and tools
to capture, structure, and share design rationale across organizations, processes, sys-
tems and products. The challenges regarding capturing, structuring, and accessing to
the design rationale are discussed in [6]. One of the problems for design rationale
capture is to define how and what type of knowledge should be captured. Indeed, any
type of design information (e.g. product specification, geometries, design tables, rules,
and catalogues) can potentially be a part of a design rationale. Capturing design
rationale, especially when predefined templates and schemas are needed to be filled in,
could intrude the design process and disturb the designer. Embedding the capture
process in the current practice of the engineers would be a solution to overcome such
problem. In addition, structuring and representing the design rationale because of the
variety in type and format could be a challenge for the system developers.
Well-structured design rationale makes it easy for the users to maintain and update the
contents of the system. Moreover, the design information is stored in different software
applications, therefore, the interaction between the design rationale system and the
software applications at the company should also be considered by the system
developers.
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2.1 Related Work

In a recent research [7, 8] that was performed by the authors, a method for design
rationale capture, structure, and access was introduced. The idea was to provide an
integrated design environment constituted of traditional software applications com-
monly used by the designers. A computer-supported engineering system could be
developed for administration and management of information flow between the soft-
ware. The method enables the engineers to concurrently capture, structure, and access
to the design rationale in different software. The discussed method identifies design
rationale with three elements described as follows:

• Design rationale targets are references targeting underlying design information.
Targeting a feature in a CAD model, specific bookmarks in a word processor
documents, selections in plain text documents, and a range of cells in spreadsheets.

• Design rationale description is an explicit description (preferably in web page
format) explaining different design issues. The aim is to record the part of the design
rationale that is not captured in other software.

• Design rationale connection is a set of design rationale targets that includes any of
the software applications.

A prototype system embedding SolidWorks, Word, Excel, and wiki pages was
developed for evaluation of the method (see Fig. 1). The aim was to choose different
wide spread software to represent the design rationale in different formats. The system
was coded in VB.net environment and could be installed as extension in Word, Excel,
SolidWorks, and a web browser. It is also possible to target more software applications
if beneficial. So, the design rationale for an artifact in the prototype system consists of a
set of targets such as a feature in SolidWorks, a table in Excel, a number of lines in
Word, and a description such as a web-page in wiki. These all are connected together
via the “connection” functionality provided in the system (see Fig. 1 left side). The
system provides similar user interfaces containing three windows for displaying the
targets, connections, and descriptions in all four applications (see Fig. 1 right side).
This makes it possible to select a target (e.g. a feature in SolidWorks) and see the
related targets (e.g. a design table in Excel), or descriptions (wiki pages) concurrently
in all the applications via the user interface.

3 Management of Design Rationale in Product Design
and FEA

Taking into account the purpose and intended use of design rationale is necessary when
developing a design rationale method. It should be clarified what knowledge needs to
be captured and how structure it in order to share the right details of the knowledge for
the users.

Further improvements to the previously discussed design rationale method are
provided in this section.

Generally, a customized product is constituted of assemblies that each assembly
includes a number of components or maybe another sub-assemblies. Depending on the
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current task of the designer (designing a component or assembling a number of
components together), the design rationale can be captured in different details to avoid
recording duplicated knowledge. Below is a framework developed for capturing design
rationale addressing what should be captured as design rationale and how. The
framework targets two important phases of the development process: design phase and
finite element analysis which making a decision in one highly effects the other one.
FEA is mainly the analysis of the design and shows whether the part or assembly work
the way they are designed which can steer the designers toward a more cost-effective
product.

1. What details of design rationale should be captured?
1:1 Design rationale capture in component design.

(a) The captured design rationale shall explain why the component is designed
as the way it is. It should also address:
i. Performance of the component.

(b) FEM analysis information. Necessary information for finite element analysis
of the component.

1:2 Design rationale capture in assembly design.
(a) The captured design rationale shall explain why the assembly is designed as

the way it is. It should also address:
i. Performance of the component in the assembly
ii. Performance of the assembly
iii. Interaction of a component with other components

(b) FEM analysis information. Necessary information for finite element analysis
of the whole assembly.

2. How design rationale should be captured?
(1) Identify design rationale targets
(2) Attach a description to the target if required
(3) Connect the target to the related targets in either the current or other software.

Target 1

Target 2

Description 1

           SolidWorks

   MS-Excel

MS-Word

          Web-page

Design Rationale 
Representations Function Board

Connection 1

Target ...

Description 
...

Target 3

Design rationale ...

Design Rationale

Software 1 Targets

Connections

Descripsion 1

Software 2 Targets

Connections

Descripsion 2

Design Knowledge

Target
...
Description 
...

Target 
...
Description 
...

Design rationale I Design rationale II

Design rationale ...

Fig. 1. The generic architecure of the design rationale method.
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The design rationale can be captured by the engineers through design and FEA
phases. So, the designer is responsible for capturing the reasons behind the design
decisions, while, the FEM engineer captures the analysis information for the design.

Retrieval of the captured design rationale is easier when the design rationale is
structured and classified within different categories. Since design rationale has been
identified as a set of design rationale targets and a set of design rationale descriptions,
one way to structure the content would be classifying the targets and descriptions
(i.e. the wiki). The suggestion is to categorize all the targets into a connection if there is
any relationship between them (see Fig. 1). In addition, similar to Microsoft Windows
or GUI operating systems, folders as virtual locations can be created to help users store
and organize the connections. The wiki pages on the other hand, can be classified in
different categories.

Finally, all the design rationales shall be accessible and monitored in a standardized
way. Accessibility can be supported by providing search techniques enabling the user
to search the information according to the needs.

4 Case Study

A system for automatically develop a complete FEA-model by integrating a CAD
system and FEA pre-processor was introduced by one of the authors in [9]. The
prototype system connected Solidworks, ANSA, and LS-Dyna to automate the crash
simulation process by providing structured mesh. An extension was developed and
installed in SolidWorks to scan the CAD-model to generate a macro for different
features, execute the macro to render the mesh model, appended the mesh model and
compile the final model to the format of the targeted FEM-solver. Figure 2 displays
generating mesh models in CAD software and FEM pre-processor. When running the
system, FEA-models are generated in less than 4 min compared to up to a week when
done manually. This increases the amount of tested product proposals ultimately
increasing the product quality without increasing the product cost.

Fig. 2. Generating mesh-models in the design automation system.

Capturing, Structuring, and Accessing Design Rationale 391



Figure 3 shows a screenshot of a component (Footpad) in SolidWorks with both the
design automation system on top, and the design rationale system on right. In this
picture two windows of the design rationale system are shown: design rationale targets
are displayed on the top and design rationale connections in the lower window.
Footpads are part of the solution which are developed in the case company for
attaching a roof rack on different car models. Generally, a new Footpad has to be
designed for every new car model. Since the Footpad is directly adjusted on the car’s
roof, analyzing the safety of the Footpad is strongly advised to the engineers and a
crash simulation should always be performed on the roof racks.

To create the FEA model and run a crash simulation for the Footpad, a number of
features in the design automation system such as defining material properties, thermal
expansion, and surface contact need to be determined by the FEM engineer.

The features are accommodated in SolidWorks (e.g. Material feature in the left
panel in SolidWorks in Fig. 3). Simulating a new Footpad variant with new properties
requires updating these features and creating a new FEA model.

In addition, some decisions made in the design phase might also effect the FEA
model and the crash test. For instance, the crash analysis might be valid for a range of
Footpad alternatives which a designer could consider it during designing a new variant.
Thus, capturing and sharing the design rationale behind both the FEA model and
geometry would support the FEM engineers to update the FEA model and run the crash
simulation faster and more efficient.

4.1 Design Rationale Capture

This section shows how the required design rationale for updating a FEA model can be
captured. Two design rationale targets are displayed in Fig. 3. One targets the material

Fig. 3. Design automation and design rationale systems embedded in Solidworks.

392 M. Poorkiany et al.



property (Rubber) which is determined by the FEM engineer. The other one targets the
height of the highlighted curve in the CAD model. The shape of the curve which is an
important factor in finite element analysis varies in different Footpad variants and
depends on the roof’s geometry.

The Connection window in Fig. 3 displays two documents connected to the targets.
The documents are Excel and Word shown in Fig. 4. Excel document on the left side
contains information about design alternatives for the Footpad. Word document on the
right side contains information about material properties of the Footpad variants. The
highlighted cells in Excel are connected to “Footpad Height Alternatives” target and
the highlighted text in Word is connected to “Footpad Simulation” target. So, the
designer captures information explaining the whys and design alternatives for the
Footpad via the user interface (stated “Footpad Height Alternatives” in Excel in Fig. 4).
The FEM engineer captures information explaining material specification for the
Footpad (stated “Footpad Simulation” in Word in Fig. 4). In addition, two wiki pages;
one describing the Footpad, its design process of the Footpad and supported docu-
ments, and the other one explaining the simulation workflow and tasks are presented in
the bottom of Excel and Word.

4.2 Design Rationale Structure

Figure 5 shows the content classification of wiki pages created in the case company.
The engineering knowledge is classified into two groups: process knowledge and
product knowledge. Process knowledge contains knowledge about select or develop-
ment of required tooling, intended manufacturing process and such. Product knowledge
contains knowledge about different phases of the development process such as product
design and FEA. When there is a relation, for instance, between product design and

Fig. 4. Design rationale targets, descriptions, and connections in Excel and Word.
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tooling design the wiki pages can be connected together by inserting links. New wiki
pages can be created within current or new categories. Figure 6 shows the wiki page
with the same user interface as the other software, containing the simulation infor-
mation (this wiki was presented in Word in Fig. 4).

Additionally, the prototype system allows classifying the design rationale into
folders. Each folder can be used for a specific context. For example, the design
rationale targets in Fig. 4 are stored in three folders named: Bracket Information
(contains targets for the Bracket component), Footpad Information (contains targets for
the Footpad component), and Roof Information (contains targets for the cars’ roofs).
The system allows the engineers to create folders and classify the design rationale
based on their context in the respective folder.

Fig. 5. Structuring knowledge in wiki pages.

Fig. 6. The wiki page containing information regarding simulation process and the provided
user interface.
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4.3 Design Rationale Access

One way to support retrieval of existing design rationale is to allow search based on
project, domain, date, name, etc. which is a simple task for system developers to
provide such functionality. For instance, a user can search among the design rationales
looking for a specific notation or vocabulary included in their contents. In order to
expose information retrieval, in this study a search function is provided based on the
names of the design rationale targets. Figure 7 shows an editor that is developed for the
prototype system. The editor could have a number of functionalities which the most
important ones are edit, manage, and search for the information. It is possible to
monitor all the design rationale targets by selecting “Show all” in the “select” combo
box (see Fig. 7 left side), or search for specific notation in the targets’ namespaces by
selecting “start with” or “contains”. Figure 7 right side shows the result of a search for
keyword “footpad” in the combo box. For each monitored design rationale target in the
list view, the attached wikis (description) and connections are displayed in the property
grid (see Fig. 7 right side).

5 Conclusion

This study examined the importance of retrieving design rationale to support the use
and maintenance of design automation systems. A method addressing capturing,
structuring, and accessing to design rationale was presented. An example for capturing
the design rationale in component level was provided. However, more studies are
required regarding details of the information to be captured in both component level
and assembly level while avoiding knowledge duplications. Retrieval of the design
rationale based on the targets’ namespaces was investigated to show the high potential
of search engines in finding the design rationales, more specifically, when particular
keywords are predefined.

A prototype system for managing design rationale by embedding the common
design software was evaluated in this study. A major benefit of such integration is to
allow the organizations to model the design rationale system according to their needs

Fig. 7. Search function in the prototype system.
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and strategic goals. However, traditional issues regarding aligning the system with
design environment, platforms, and IT-infrastructure always occur during implement-
ing the system which is one reason for failing the systems in practice. Currently, both
the design rationale and the design automation systems are in prototype phase so it is
not possible to quantify the benefits of the proposed method at this time. There is a
need to investigate implementing and integrating the system across complex platforms
on a larger scale in the company.
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Abstract. The development of analytical technologies and simulation tools
used in the PLM increase day by day. There is a lot of data, information and
knowledge associated to the product and its manufacturing plan. Precisely,
during the process of design for manufacturing, the extensive number of solu-
tions contains a lot of behaviours, associations, aspects and inputs to consider.
For this reason, this paper aims at proposing a new multi-scale model as a way
to provide a better structuring, better perception and better description of the
many aspects involved in a product design and its manufacturing plan. The
product and manufacturing plan models are based on different scale represen-
tations, characterized through “representation axes”, where the knowledge is
decomposed and commit. At the same time, manufacturing knowledge is
implemented to bring and evaluate the coherency among the model features.

Keywords: Design For manufacturability (DFM) � Knowledge capitalization �
Knowledge Based Engineering (KBE) � Multi-scale modelling

1 Introduction of the Research Context and Objective

The design and industrialisation process of a product (set of parts), needs multiple
models to represent each point of view of the stakeholder involved in it (design,
manufacturing, assembly…). The concurrent engineering concepts aim at setting the
relationships among those models in order to take into account the whole product life
cycle knowledge during the design stage. Therefore, one of the main aspects treated
during the product lifecycle is the relation between the design and the manufacturing
[1]. In this way, “Design For Manufacturability” (DFM) emerged as an analysis
methodology that provides a better relation between both aspects. This approach plays
an important role in product design, and is a very useful tool to choose the best
manufacturing options associated to the product design.

Currently, in many cases, the process of design and manufacturing is still defined
linearly. That means, in the early stage of development (“as required”), the require-
ments associated with the product and the design features (geometric, structural, etc.)
are defined. Once the requirements are validated, the product model changes to the state
“as designed”, where the new characteristics are assigned (form, material, tolerance…).
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After this, the model goes to the stage “as manufactured” where the manufacturing
process is chosen. Here, the model still requires modifications and confrontations with
the state “as required” to match (or not) the requirements (as shown in Fig. 1a). This
strategy brings different limitations: generates many loopbacks and increases pro-
cessing time, limits the validation of requirements, reduces the space of potential
manufacturing solution and provides possible unsuited manufacturing process.
Therefore, a proposal of an “as DFM” model provides greater interaction between the
different states by which the product goes through [2] (as shown in Fig. 1b). This
allows having an analysis more adjusted and realistic between manufacturing and
design modelling. Nevertheless, this methodology needs a high amount of relations and
considerations related to the design and manufacturing features.

Taken into account the data, information and knowledge implies in the design and
the manufacturing, it is mandatory to identify the relevant aspects to each stage and
actor involved. For this, it is required to: formalize the information; select the important
aspect related to the knowledge of the different agents (viewpoint engineers, experts in
treatment, among others); and capture all this for its capitalization [3, 4]. For this
reason, achieve a better understanding and integration of DFM modelling and
knowledge integration, requires a strategy that interact and complete the different
analysis in the best way.

Therefore, the objective to develop a representation model that integrates and
manages all the knowledge, information and data, at different scales, provides an
interesting methodology of study.

Fig. 1. Design and manufacturing strategy’s implemented in the product development.
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2 State of the Arts of the Fundamental Principles

2.1 Design For Manufacturability

In the industry, many aspects or factors are taken into account to manufacture the
product (technologies, materials, form features, tolerance…). Based on this, the
“Design For Manufacturability” (DFM) rises as the response. DFM takes into account
the factors and the different manufacturing processes implemented in the design phase.
The main advantage of this concept is the guarantee to obtain a model of the product
that can be manufactured easily. This assumption, is establish because the parameters
and constraints associated with the process were planned. This improves the benefits on
the treatment and the definition of design features [5]. The DFM incorporates the rules
of each stage of the Product Life Cycle simultaneously and not sequentially. The design
approach focuses more on the product features than on its geometry. This way the
resulting geometry integrates the functional constraints and manufacturing aspects.

2.2 Knowledge Based Engineering

Usually, when the manufacturing process is followed, various agents are involved.
They generate and use information, providing models (ex: CAM model) and data
related to the manufacturing parameters, equipment, sequence of operations and other
technical aspects required in the manufacture of the product [6–8]. This knowledge, in
one way or another, should be administered properly for reuse. The “Knowledge
technologies” provides an appropriate solution to these needs [3]. Due to the contin-
uous increase of complex systems, it’s more and more difficult to access the conditions,
data, information and knowledge. Based on it, the “Knowledge-Based engineering”
(KBE) adequately fills the requirements. The facilitation, storage and reuse of data and
information are given from experts, as part of the basic related knowledge. In this
sense, KBE manages to integrate systems engineering and computer-aided design in
more complex design methods. Therefore the KBE responds to the continuous increase
of the complex nature of the engineering process and the many inherent requirements
of the different disciplines [3, 8]. The KBE facilitates the reuse of previous experiences
and minimizes the need for a “from scratch” analysis in a new case study. According to
its conceptual structure, KBE defines the way that different concepts interact and
provide the most appropriate relationships to the environment in which they are
used. [3, 17].

2.3 Multi-scale Modelling

The Multi-scale modelling usually refers to the characterization of analysis and
description models of the material properties. Thence all the scales related to the
material can be displayed from the atomic scale to the macro scale. To define and
characterize each scale, a relation among the space and time is defined. In each one, the
most characteristic properties are evaluated. The representation is shown on the Fig. 2.
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Further than the one-scale modelling approach, the multi-scale modelling allows
the displaying of various scales, providing a greater understanding on the modelling.
This enables the integration of different aspects of the design, engineering, processing,
among others, on a more solid basis. As a result, many aspects between the different
scales could be connected; unifying and defining a model that fits better to the reality
[10, 13, 14]. Nevertheless, this kind of models includes a wide range of data and
representations that lead to higher amount of information and more time-consuming
analysis. For this, a proper definition of aspects for each scale is necessary to ensure a
good analysis. In this way, just key characteristics and behaviours that represent each
scale have to be integrated to reduce the need for over analysis and avoid inconsistency.

2.4 Discussion of the State of the Arts

The present discussion of the state of the arts is done to argue the added value of this
research work with respect to:

• DFM Approaches. For almost 20 years DFM approach have evolved from analysis
to synthesis approaches. The first one assesses the performance indicators of the
designed solutions in order to choose the “best” one (redo until right). The second is
more proactive and constrains the space of design solutions with manufacturing
information (right the first time). Since both situations still exist, the proposal will
treat both.

• Knowledge-Based Engineering (KBE). Since KBE provides appropriate relation-
ships among concepts, we will use such approach to define design and manufac-
turing relations. The approach is then to couple product data (as designed) managed
in CAD systems, manufacturing information (list of manufacturing techniques,
machine tools, etc.) and DFM knowledge managed in a knowledge database.

• Multi-scale Modelling. In all DFM approach, relations (i.e. rule) between product
and manufacturing are generally applied on the macro 3D form features of the

Fig. 2. Composition of the working environment [9].

400 Y. Galavís-Acosta et al.



product. We argue that several rules could better fit to some other scales (meso or
micro) of the product definition (ex: residual stresses generated by a manufacturing
operation…). Some rules are also linked to manufacturing technologies, process
plan, etc. As presented in the state of the arts, we should then model both product
and manufacturing relationships at different scales and taking into account the
whole manufacturing environment. This will increase the level of understanding of
these relationships.

This paper focuses on the third point and gives the first specifications of the
multi-scale approaches that could be used to support DFM analysis and synthesis
approach.

3 Multi-scale Modelling for Design and Manufacturing
(DFM)

Taking into account the state of the art discussion, this paper proposes the establish-
ment of a Multi-scale model related to the DFM, which provides a more detailed
understanding of the manufacturing aspects involved during the product development.
This integrates a more complete model visualization of the studied product and analysis
of the manufacturing knowledge, information and data involved during its design.
Based on it, the multi-scale modelling provides a better way to manage and understand
the physical and technological considerations of each manufacturing process that have
to be taken into account when a product is design.

Base on this model, a more comprehensive and effective analysis for the strategy
implemented in the part design can be provided. The main idea of the proposal is based
on the definition of the different scales related to the designed part and the manufac-
turing plan. Those scales require a well-defined set of axes. These axes establish the
characteristics associated with each viewing, parameter, actor design, work environ-
ment, etc., providing the appropriate aspects or requirements to consider [11, 15, 16].
In this way, the product can be analysed in an n-dimension framework, providing
detailed models and general overviews of both product and manufacturing features.

The definition of the framework, the different axes and the scales, are coming from
the main aspects treated in the DFM and in the integration product/process knowledge.
For the DFM, the aspects analysed in the literature and in the industrial field (as the
design principles, the manufacturing capabilities, the material composition, etc. [5])
are defined over models where the progressive development (operation effectuated) and
the points of view (part, machine or process) related to the product, fit to the environ-
ment in which it operate (over general consideration or over a detail complexity).
Meanwhile, for the relation product/process, the interaction generated in the framework,
provide the closest consideration and the existing knowledge related to the aspect of
study. So far, the proposed definition of each one of this axes is based on: the granularity
of observation (visualisation) of the manufacturing phenomenon and the manufacturing
environment; the knowledge to describe the consideration required during the design
and manufacturing stages; the evolution of the part over the time; and the different
alternatives related to each manufacturing possibilities to obtain the product.
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The “Visualization axe” refers to the granular representation of the knowledge and
visual aspects established on the model. This covers the different levels of complexity
linked to the product. The scale definition was based on the complexity related to
the model and the possible representation that can be linked to the representation of the
part. The model is divided in punctual, trajectory, layer and part where, the first one
corresponds to the particular effects generated at levels tool/material interaction
(ex: melting point in a FDM process or cutting point for machining), the second
represents the trajectory of the tool in a 1D level (i.e. tool path), the third one a 2D
mesoscopic level to link 1D trajectory to 3D features (ex: layer in FDM process, cast
sections in moulding process), and the fourth one represents the general overview (3D
features) of the part, as shown in the Fig. 3.

The “Perspective” axis, as shown in the Fig. 4, is the representation of every
manufacturing feature involved in the DFM modelling (material, part, tool, machine,
process). The relationships among the different features establish the geometrical,
technological and physical influences on the design and manufacturing of the part. For
example: the relation part/machine takes into consideration the maximum dimension of
the part in a geometrical approach with respect to the working volume of the machine;
the jigs and fixtures (setup) related to the features of the part and the physical solution;
as well as the production capacity in the technological approach. Those relationships
(i.e. knowledge) provide the limitations and characteristics regarding to the manufac-
turing information and the product data. The scale of the axis is related to the point of
view given to the product and each of the features that compose it (material, process,
machine, tool…). Even when a feature is related to another (i.e. the material is related
to the part), each one is treated separately based on the assumption that the manu-
facturing knowledge among the features is different.

Fig. 3. Visualization representation applied on the machining process
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The “Time” represents the evolution of the part model over the time (as-required,
as-DFM). Indeed, the CAD model of the part is definitely not unique over the time. In
this way this axis provides an “as-required” version, where, the first stage of the process
is defined and then several “as-manufacturing” versions to follow each chosen man-
ufacturing operations, and the progression from one to another. This axis allows taking
into account the part features at each visualization level over the entire manufacturing
plan. For example it allows taking into account the history of residual stresses that
influence the structural behaviour of the part.

The “Alternatives” representation shows the different possibilities in which, the
analysed part, could have been designed and manufactured. In this way several alter-
natives (industrial, technological, functional, etc.) are compared in order to obtain the
best options according to the needs or limitations of the product and the industrial
performances.

As shown on Fig. 5, the interaction among those four axes defines the path taken to
model the study part, establishing the manufacturing knowledge involved at each stage.
Each interaction (denominated as node), in the modelled spaces, refers to one DFM
model. According to the 4 axes space, each node Ni can then be noted Ni (xi, yi, zi, ui).
The knowledge stored, in the knowledge base, then refers to the relationships among
xi, yi, zi and ui or dxi, dyi, dzi and dui. In the first case the knowledge insure the intrinsic
DFM coherency of the node, in the second case the extrinsic DFM coherency among
serval nodes. Based on this modality, a structured knowledge path could be generated
and modelled from the design to the manufacturing. It also, allows discover the pos-
sible complications along the related path. In this way the problems and the unsuc-
cessful procedures will be avoided; minimizing the analysis time and maximizing the
precision of the expected results. Moreover, it allows capturing the decision making
taken during the modelling activities. Each decision is therefore a link among: the data
represented in the model; the information provided by the information base; and the
knowledge modelled in the knowledge base. Based upon the data, information and
knowledge corresponding to each node, this DFM approach can be used in both
analysis and synthesis ways (cf. Sect. 2.4). The possible methodology to achieve the
DFM solution is presented, as well the alternative models. It also could be compared

Fig. 4. DFM aspects involved in perspective representations
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and propagated to the different scales in order to obtain a homogenization and inte-
gration among them.

The multi-scale approach provides a complete and detailed analysis of the
knowledge, information and data, regarding to the factors and guidelines imposed
during the analysis. The agent can perform the required study based on them; obtaining
a better result or providing a newly acquired conception strategy. That provides the
considerations and characteristics to represent the geometrical model; leading to obtain
a part according to the effects and limitations of the manufacturing process in the
design. It is important to notice that the multi-scale modelling composition applied onto
the design and manufacturing will be able to clarify the result and choose the best
approach. But, it also need that the agents involved, provide the require information
whenever it is required.

4 Multi-scale Representation Applied on a Manufacturing
Case Study

To visualize the methodology implemented in the multi-scale modelling, an example is
realized to describe the knowledge path follow. With this, the user (in this case, the
designer) can see the evolution (from the requirement till the last operation) of the
design related to the perspective selected, considering the degree of complexity
interested. The implementation of the framework allows to precise the positioning of
the requirements. The example is based on the condition: “The designer requires seeing
the design aspects related to the drilling of a through hole in a turning machine”. Based
on this, the first nodes related to the need are:

• Node 1 (N1): Time: As required; Visualization: Solid; Perspective: Process (drill,
through hole).

• Node 2 (N2): Time: As required; Visualization: Solid; Perspective: Machine
(tuning machine).

Fig. 5. Knowledge representation of the fabrication analysis of a product
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Each node definition relies on specific modelling features, and takes into consid-
eration the requirement “as-required”. The difference between the two alternative paths
corresponds to the knowledge evaluated. For the first path, the second node is based on
the “process” (i.e. manufacturing operation), defining this way, the best consideration
regarding to the drilling process. Meanwhile, in the second path, the relation is related
to the “machine”, responding to the requirements, capacities and capabilities of this
according to the perspective evaluated. Next, the “part”, the “tool” and the “material”
data are given, providing the modelling alternatives. As the previous phase, the selected
feature will define the progression over the result. As result, the designed path for the
case studied and the correspondent model will be based on the N1, N3, N7, N8 nodes.
To compare the different alternatives, in the Fig. 6 are shown the paths selected for the
case studied regarding to the initial condition taken. Where, can be seen the different
consideration regarding to the path followed, establishing the knowledge to use in the
modelling.

5 Conclusion and Future Perspectives

The Multi-scale representation constitutes a promising methodology to allow analysis
of complex knowledge, information and data in order to manage them. At the same
time, it provides a visualization of the different aspects involved in the design and the
manufacturing environment. This approach avoids possible information and data
overlapping and overload, concerning to the physical characteristics and the relevant
aspects related to the product. Then, the most representative views or the most
important relationship are defined so that the product fits better to what is needed. The
future perspectives focus on the implementation of the model for the knowledge

Fig. 6. Interaction between the different axes for the study case

Multi-scale Modelling for Knowledge Capitalization and Design 405



capitalization and reusing; then, the dynamic implementation of the model (active
interaction between the model and the knowledge base capitalized). This way, the
knowledge base and the multi-scale model will be implemented simultaneously, pro-
viding progressively the requirements and limitations all along the design phase.
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Abstract. This paper addresses the automated assessment of manufacturability
of air-craft engine components in the early stages of design, focused on the
welding process. It is a novel part of a multi-objective decision support tool for
design evaluation, currently running at a manufacturer of jet engine components.
The paper briefly describes the tool and how it impacts the product development
process. Further, the paper presents an integrated method for manufacturability
assessment by finding welding processes that complies with all geometrical and
other constraints found in the CAD-models of the conceptual engine. Here,
preferences made by manufacturing engineers serves as a base for a manufac-
turability index so that different parameter settings in the CAD-models can be
compared to find the best parameter settings, considering the trade-off with other
performance criteria’s of the engine.

Keywords: Manufacturability � CAD � Robotic welding � Set-Based
concurrent engineering � Multi-objective optimization

1 Introduction

The aircraft engine industry needs to show an ever increasing performance in new
products [1]. Today, cost and sustainability issues are much in focus for airline com-
panies, so manufactures of aircraft engines must present products with reduced fuel
consumption, less weight and less environmental impact and at the same time
preferably to a reduced cost. Often, meeting the demands for increased performance is
possible, however the price is that it becomes increasingly difficult to manufacture the
products. The increased performance means higher temperatures and structural loads.
To withstand the extra stresses more advanced alloys are needed and these are known
to be notoriously difficult to process. Further, the geometries themselves tend to
become more complicated with the increased demand on engine performance, due to
e.g. optimization of the flow-path for lower pressure loss.
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For this reason it is desirable to have a good view on how well the design compiles
with the intended manufacturing process in an early stage of design, so that decisions are
not taken on a design that will turn out to be too expensive and difficult to manufacture.

To make these predictions, some of the details about the manufacturing process
have to be known in the very early stages of design when principle solutions are
discussed with the customer and the business contract is prepared. This will ensure that
the manufacturability aspect is not left to a late stage in the design process, when the
room for change is much less.

As described in this paper, the studied aircraft engine component manufacturer,
evaluates conceptual designs in an early stage of product development considering the
performance on structural, thermal and fluid-dynamical performance and assessment of
geometrical tolerance distribution in a multi-objective manner. This is performed in an
automated environment based on the CAD system Siemens NX. This environment is in
this paper referred to as an integrated CAE (Computer Aided Engineering) environ-
ment. The environment allows studies of early designs by varying the parameters on
surface CAD-models. Further, the CAE environment acts as a decision support tool,
building knowledge on the effect of parameter settings of the conceptual models before
it is progressed to detailed design. The tool is used to build knowledge and manage
trade-offs which enables the company to support their knowledge value streams and to
work with a set-based concurrent engineering approach.

The aircraft engine component manufacturer has a need to include more data for
assessment of manufacturability in the studies in order to include more aspects of the
product life cycle. It will be an early stage prediction on how suitable different
parameter settings are from a manufacturability point of view. Thus, a trade-off can be
made between the previously mentioned robustness, thermal, structural and
fluid-dynamical aspects and the manufacturability of the design. The automated
approach that is applied when conducting the studies enables the company to work in a
set-based manner, evaluating sets of solutions and parameter spaces.

One of the challenges is how to evaluate the manufacturability in a rapid way so
that hundreds of different parameter variations on the same concept can be evaluated
within a reasonable time. It must be done automatically in a short period of time.

Manufacturability refers to how a product can be produced to a minimal cost and at
a maximal reliability. However, there are several influencing factors, as described by
Vallhagen et al. [2]. Manufacturability can for instance refer to the complexity of the
geometries, how well the different parts can me assembled, how difficult the materials
are to form and so on [3, 4]. An automated evaluation based on CAD-models for all
manufacturability aspects on the component is not expected to be feasible at the present
time due to the many influencing factors. Therefore, to begin with, the most influential
factors will be addressed and that is the welding of the structure. Several different
methods for robotic welding are available in the workshop of the company and they all
have different performance when it comes to which materials, geometries and thick-
nesses of plates that they can handle. The objective is to gain knowledge on the
applicability and performance of the different methods in an early stage of design. How
this is accomplished in a speedy automated way so that different parameter settings
readily can be compared for manufacturability is the question that this paper will
answer. The paper is a part of a larger research project which follows the Design
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Research Methodology (DRM) [5]. The companies involved in the project are actively
participating in formulating success criteria and indicators as well as participating the
descriptive and prescriptive phases.

2 Platform Definitions and Set-Based Concurrent
Engineering

Sub suppliers in industry are seeking ways to conduct product development in more
efficient ways at the same time as offering highly customised products. A way to
achieve efficient customisation is the use of a platform definition [6]. The component
based product platform is often described as either modular or scalable. However, there
will often be a demand for knowledge about future requirements and interfaces in order
to create enough derivatives to gain back the extra expenses that has been put on
developing the product platform. This creates issues for the sub suppliers developing
products to be integrated in the customer’s product where the interfaces and require-
ments is ever changing and unknown during development. One way to manage this is
to extend the definition of a product platform to include more of the company assets
than just highly concretised components [7]. Högman [8] explores the use of a tech-
nology platform that consist of methods which involves knowledge about the design
and manufacture of the products. Levandowski et al. [9] uses the configurable com-
ponent concept to model a platform in early stages of development. The modeling
technique is based on set-based concurrent engineering (SBCE) and the hierarchy of
functional requirements and design solutions. SBCE, opposed to a traditional point
based approach, is a method where sets of solutions is developed in parallel [10]. In a
point based approach a concept is chosen early in development and then iterated
towards reaching a feasible solution. With SBCE a wider spectrum of the design space
is explored. The focus is to eliminate bad or unfeasible solutions when enough
knowledge about the solution exist as opposed to early picking a solution. Positive
effects when applying SBCE has been observed in industry [11]. The knowledge value
stream has been said to be, like SBCE, part of what has been coined lean product
development. According to [12] the knowledge value stream consists of capturing and
reuse of knowledge about markets, customers, technologies, product and manufac-
turing capabilities. The knowledge should be generalized and visualized to flow across
projects and organizations.

This paper continue to build on the model first presented in [13]. If the design
knowledge is captured, structured, saved and can be retrieved, it can be reused in future
development project as a natural part of the platform definition. The continuous
build-up of knowledge represented in the diagonal. Note that the knowledge build-up is
ongoing while the PD projects have a start and an end. The knowledge gained is reused
in the PD projects. However, to realize this, it must be possible to find the knowledge
and reuse it in a pre-planned way.

The knowledge can be represented in for example guidelines, process descriptions,
models and best practice methods. There are also executables such as excel sheets, scripts
and applications to facilitate the knowledge retrieval and possibly automated reuse.
The Fig. 1 illustrates this frame-work. From the technology development new verified
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methods, tools and technology solutions emerges. The methods, tools and technology
solutions are used in the different PD projects. Experiences from the products are used to
refine and extend the platform.

This papers contribution lies in this context and consist of a representation of some
of the manufacturing knowledge that is made available and adapted for the quick
re-use. The paper is focused on the acquisition and automated re-use of this knowledge.

2.1 Applied at the Aeronautical Company

The company studied distinguishes clearly between the technological and product
platform [13]. The company has a development process with the aim of developing
methods and verifying them so that they can be included in the company’s technology
platform. To keep track of the readiness of the methods the TRL scale (Technology
Readiness Level) developed by NASA is used. Examples of methods included in the
technology platform can be regarding FEA and CFD analysis, explaining e.g. how the
most appropriate type of mesh and how it should be applied and what type of elements
should be used for the particular types of analysis.

Since the aeronautics industry have stiff demands on verification, it is not allowed
to use any methods apart from the approved ones described in the technology platform.

When the aeronautical company is creating a new engine design (see Fig. 2)
conceptual ideas are created together with the other suppliers of aero engines and
components and the intended end costumers. This will give hints on what the expected
requirements on the new generation of engines will be and which technologies that are
expected to be used. Surface CAD-models of the concept is constructed. They are
planned for variation of the parameters so that the design space can be covered without
any update failures of the models.

Fig. 1. Representing the knowledge to be re-used.

Conceptual 
design

Parameter 
studies in CAE

Detailing and 
production 
planning

Physical test 
and 

verification

Ready aero-
engine

Fig. 2. The design of a new aero-engine.
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To build knowledge on the effect of the parameter settings in the early stages of
design, extensive automated parameter studies are made in the CAE environment. In
the next step, the design is further elaborated with more precise simulations of the
engines performance and including also detailed simulation of the production process.
This includes e.g. offline–programming and path planning of the welding robots and
the detailed sequencing and clamping of the sub-assemblies. The final stage is the
testing and verification of the design which is made on physical parts. It is done first on
a flying test-bench and eventually on the ready aircraft.

The studies in the CAE environment is done before any business contract has been
written. The main objective of the studies is to gain knowledge about the concept.
Firstly, this will lead to that the trade-offs in the product are more thoroughly under-
stood. It will also allow the manufacturer to respond quicker to changes when the
contracts have be signed and the actual product development has begun. Often, as the
development of the aircraft progresses the initial requirements change. Suppliers that
can respond to these changes quickly are highly appreciated. It is therefore important
for the supplier to continuously build up the general knowledge on the product and its
manufacturing processes and just not focus on the development project closest at hand.

2.2 CAE Environment

The CAE environment operates automatically. This is necessary since the number of
parameters varied is large and consequently requires a large number (in the order of
hundreds) of experiments to evaluate the design space.

The CAE environment consists of scripts and other tailored methods for running all
analysis in automated mode and also retrieving and visualizing the results.

The parameters that are varied are related to the material as well as the geometrical
parameters such as lengths and angles. To some extent also the topology of the parts
are also varied such as the number of stays in some structural parts.

These variants are later evaluated using FEA and CFD and tolerance simulation
software from different aspects at the same time, forming a multi objective study. The
objectives are the structural, thermal, geometrical robustness and the fluid-mechanical
performance. Due to the high number of evaluations what must be done, the process of
generating models and meshes with varying parameter settings and evaluating them is
fully automated so that the results can be reviewed within a day or two.

3 Working Principle

Manufacturability has traditionally been discussed from a machining point of view.
Features in CAD models are identified interactively and automatically by feature
recognition such that a process plan for their manufacture can be generated [14]. This
process plan can form the basis of planning toolpaths and making predictions on the
manufacturing costs.
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However, evaluating manufacturability is not restricted to automated process
planning of machining. Using MAS (Manufacturability Analysis System) [15] many
other aspects of manufacturability can be analysed.

There have been numerous attempts on evaluation of geometries for weld processes
to find the cost of welding a particular geometry represented in CAD. Some examples:
[16, 17, 18]. These are based on the automated or interactive evaluation of
CAD-models. Ordinary CAD models holds the geometrical information only, therefor
this types of CAD models are often augmented with various manufacturing
information.

From the CAD-models process plans are created describing how much weld that
will be needed and also the geometrical conditions in for example accessibility. From
the planning of weld-methods and paths the weld-cost of welding can be calculated.

The studies made in the CAE environment is done in the early stages of design. The
studies are based on that number of CAD-models with different parameter settings are
generated. Each such setting is called a “design case” For each design case the man-
ufacturability is evaluated.

The objective in this early stage of design is not to get an absolute monetary value
on the welding cost, but rather making a comparison between different design cases.
One example of what the study is expected to reveal is that if the space is narrowed
down in the vicinity of a weld, it will not be possible to access with the standard robotic
weld gun. Therefore, selecting a less preferred weld-method will be necessary and thus
lowering the manufacturability for that design case. Figure 4 shows the different steps
in the evaluation of a design case:

Step1: All welds have been tagged with names when the CAD-model was created. This
means that the model can be searched for all curves that represent welds by names. For
each of the welds, the plate-thickness can be determined as well as the curvature in a
number of points around the weld curve and the minimum distance to the nearest
geometry (accessibility hindrance) from the
weld in the x, y and z directions with respect to
the weld-head. The z-direction is the longitu-
dinal direction of the weld-head. Also the
materials in the surfaces adjacent to the curve
has been defined in the CAD-model and is read
from it.

Products are typically built in sectors that
are pre-assembled and subsequently welded
together to circular geometries. Subassemblies
can be either cast or fabricated i.e. assembled
together from sheets of metal. Figure 3 below
shows a CAD-model of one such sector with
four weld-curves indicated by arrows.

Step2: The conditions at the weld are compared with the capabilities and constraints of
each weld-methods. The limitations for plate-thicknesses, curvatures, materials and
reachability depends on what type of welding equipment that is used, the materials and
the welding speed. To get an estimate on which plate-thicknesses that each weld

Fig. 3. A sector with some tagged welds
indicated by arrows to be evaluated.
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method is capable of handling, the CES (www.grantadesign.com/products/ces/) is used.
It gives the following ranges: EB 0,3–50 mm, Laser 0,25–20 mm, TIG 0,7–8 mm,
Plasma 0,075–6 mm. Since the limits includes extreme variants of the process
encompassing all types of equipment, the ranges are narrowed down to exclude the
extremes. The thickness-ranges are seen in Table 1 below.

The Table 1 also show the minimum curvature, materials and the reachability. The
reachability is derived from the sizes of commercially available weld-heads for robotic
welding. The dimension in the z-direction is assumed to be 300 mm since small
weld-heads can be found on the market corresponding to these dimensions. The
dimensions in the x and y direction are about to 70 × 70 mm. Similarly, for robotic
laser welding an estimate of the dimensions of the weld head is (x,y,z) = (100, 200,
450 mm) obtained from a supplier of such equipment.

In order not to get a too narrow section that can melt down and give a bad result
there is a requirement on the curvature. This is expressed as a minimum radius related
to the size of the weld pool. The size of the weld pool is much related to the process
conditions, so no absolute values can be given in Table 1.

For each weld, a subset of feasible welding methods is derived by examining which
processes that comply with all constraints as seen in the below Table 2. The table
shows that for weld 1 Laser and EB is possible. Weld 2 is not shown in detail in the
table but feasible methods are Laser, EB and TIG.

Step 3 and 4: When the subsets of feasible methods have been derived a selection of
the most preferred ones must be made. This is done by means of a ranking for weld
preference. This ranking list has been put together by the manufacturing engineers and
assigns figures to the degree of preference. In the degree of preference, the cost and

Determine length 
of weld, 
curvature and 
plate-thickness of 
tagged curves in 
CAD-model.

Find which weld-
processes that  
comply with the 
constraints at the 
weld.

Determine how 
much of the weld 
that can be made 
with preferred 
welding methods.

1 2 3 4

Summarize to a 
manufacturability 
index.

5

Study trade-off with 
other objectives in 
the study.

For each design case:

Fig. 4. The steps in evaluation of a design case.

Table 1. Constraints per weld-process.

Constraints per weld process:
Curvature Plate-thickness Material Reachability x, y, z

laser .. 1 mm–10 mm Fe, Al, Ni, Ti 100, 200, 450
Electron beam .. 2 mm–30 mm Fe, Al, Ni, Ti ..
TIG .. 1 mm–3 mm <list> 300, 70, 70
Plasma .. 2 mm–8 mm <list> ..

Manufacturability Assessment in the Conceptual Design 413

http://www.grantadesign.com/products/ces/


robustness of the method as well as its performance from a sustainability perspective is
included. The ranking is the following: Laser welding is the most preferred with 15
points, TIG is the second best with 14 points, Plasma-welding has 12 points and finally
EB welding has 10 points. This preference needs to be weighed together to a single
figure on the manufacturability (M) in percent. The model used considers how much of
the total weld length can be made by the preferred method:

M ¼ 100 � LLaser
Ltot

� Plaser

Phighest
þ LTIG

Ltot
� PTIG

Phighest
þ LPlasma

Ltot
� PPlasma

Phighest
þ LEB

Ltot
� PEB

Phighest

� �
ð1Þ

Thus a design case where all the welding can be made by laser welding will have
manufacturability 100 %.

If it wasn’t possible to use laser in the whole weld, say as an example that the
constraints evaluation showed that out of 50 m weld, 30 m could be made by laser,
10 m could be made by TIG, 5 m by plasma, and 5 m by EB, the manufacturability
would instead be M = 93 %:

M ¼ 100 � 30
50

� 15
15

þ 10
50

� 14
15

þ 5
50

� 12
15

þ 5
50

� 10
15

� �
¼ 93% ð2Þ

Step 5: Now the manufacturability is listed for every design case. All other aspects
of the design case is considered at the same time. The below Table 3, shows the results
of run. It has been simplified and it contains dummy figures. The table illustrates the
multi objective nature of the run.

Table 2. Finding feasible methods per weld.

Weld
1

Length 23,6 mm Laser: Thickness OK,
Reachability OK,
Material OK, Curvature OK

Min. Thickness 3 mm EB: Thickness OK,
Reachability OK,
Material OK, Curvature OK

Max Thickness 10 mm TIG: Thickness NOK,
Reachability OK,
Material OK, Curvature OK

Min. reachability x,y,
z-dir

214, 713,
820 mm

Plasma: Thickness OK,
Reachability OK,
Material OK, Curvature NOK

Material 1 Cast titaniumn Result:
Material 2 Fabricated

titanium
Subset: Laser,
EB

Curvarture min ..
Weld
2

.. Subset: Laser, EB,
TIG
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This forms a decision support, finding interesting settings of the parameters for the
bests trade-offs in the design cases of the multi-objective study. Some of the more
promising of them can be singled out for more detailed analysis. The results can be
shown as surface plots such that a trade-off for the best parameter setting can be found.

4 Discussion

This paper describes the studied aerospace company’s approach towards including
manufacturability knowledge in a platform definition. The modelled manufacturability
knowledge is described in a way that enables integration of an automated multi
objective evaluation tool. With this approach a parameter space can be evaluated in an
early stage exploring several concept sets. Knowledge about the designs are built and
can be communicated. This supports both SBCE and the knowledge value stream in the
company to a larger extent. The introduction of manufacturability evaluation has been
performed with a subjective method, involving ranking by manufacturing engineers.
The research is still in early phases and more elaboration on the influencing factors are
expected to be done. The presented method does not include the assembly order and
clamping of the parts to be welded. Also operations like cleaning the plates and casts,
making inspections and doing rework when faulty welds has been found is not included
although they contribute considerably to the manufacturing cost.

The accessibility is in practice a complex problem. The robot must be able to
position the welding head without any part of the robot or tool colliding with the
work-piece. This would normally require off-line programming, planning the path in
detail and finding the most efficient path. However, to date this require a human
operator and as mentioned earlier, that is not possible in this type of set based eval-
uation. Just checking the distance to nearest object may produce erroneous results. It is
believed that the key to more precise prediction is to automatically generate process
plans for each design case. These will contain influential items with high impact on the
cost and sustainability. These items can then be assessed using well established
methods for cost and sustainability evaluation such as LCA (Life Cycle Analysis) and
LCC (Life Cycle Costing).

Table 3. Results of a run in the CAE environment.

Design
Case

Expected Life
in hours

Factor
bucking

Robustness Pressureloss
(bar)

Manufacturability

1 500 0,82 1 % 0,1 95
2 520 0,83 1,3 % 0,3 93
3 492 0,845 1,2 % 0,2 92
..
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5 Conclusions and Future Work

The results from the study suggest that the use of a platform definition containing
descriptions of knowledge for reuse purposes is a promising way forward. The results
appears to be valid for other sub suppliers similar to the one described in this paper. In
order to use a set-based approach, creating and analysing several designs, automation
becomes crucial. Automated evaluation of manufacturability based on CAD-models
has previously been extensively researched. However, this paper has highlighted the
need of a quick and autonomous tool for early stage feasibility studies and process
planning. Some initial steps has been taken but the continuation of the research needs
to address making accessibility predictions without interactive path planning as well as
sequencing the production process so that process plans can be automatically created.
From these more detailed predictions of manufacturability as well as cost and
sustainability estimation is expected to be made.
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Abstract. In an increasingly competitive environment in the manufacturing
industry, the control of time, cost and performance enables companies to stand
out and take the lead. We are witnessing the proliferation of design aiding
solutions that support the designer in his work, and it is through these solutions
that developers and researchers aim to improve product development, and
control all the project management aspects raised above. One of the activities
that are used in product development is Reverse Engineering. This activity
allows the extraction of information from an existing physical product. In
industry, we may use this activity in order to maintain long-life products, or
make a re-design, re-engineering, re-manufacturing, etc. In this paper, we pro-
pose an approach that will allow the management of a global reverse engi-
neering process for complex mechanical assemblies.

Keywords: Reverse engineering � Product models � Knowledge management �
Knowledge representation � PLM

1 Introduction

In order to introduce a comprehensive and robust methodological approach of reverse
engineering, a first exploration of different methodologies was made. [1] We find in
literature, different definitions and methods of reverse engineering, however, the
dependence of these methods to contexts of use, and the lack of knowledge use (other
than topological and geometrical) makes methods and tools local (regarding their use),
and non-robust. We are aiming to fill these gaps through the integration of knowledge
of different types, and the use of heterogeneous data that can be found on the analysed
products.

It is therefore normal that one of the main issues is knowledge management
globally, from its capture to its use in the process. In this article, we will focus more on
the aspect of knowledge and information structuring, implementation and use. The
structuring part will concern the implementation of a knowledge base for the identi-
fication of different products. This knowledge base will be based on an adequate
product model that will allow us to take into account all knowledge and information in
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a product. As for the use, it will concern the final reconstitution of the product which is
not going to be explored in this article.

At first, a presentation of the state of the art required to build our approach will be
made in Sect. 2. Then, the definition of reverse engineering in our perspective and what
will help us develop our approach to offer a global methodology will be discussed in
Sect. 3. Finally we conclude the results and future work.

2 State of the Art

2.1 Reverse Engineering

Definitions. Reverse engineering was developed as an alternative to set or reset objects
or products [2]. It is the reverse of the design process. It consists of the rebuilt of a
design model based on an actual product. [3] The main goal of reverse engineering is
going back to the results of the original design process of a part or an assembly in order
to reuse this information, as shown in Fig. 1.

According to Chikofsky [4] the Reverse Engineering process can also be defined as a
process for analysing a system to:

• Identify system components and their relationships.
• Create representations of the system in another form or another level of abstraction.

Phases of Reverse Engineering. Reverse engineering has a strong presence in
mechanical design. There are several solutions that have been developed in this area.
However, these solutions are often context dependent, partial and incomplete [5, 6].

Fig. 1. The link between product lifecycle and the reverse engineering process [7].
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In general in the literature, four main actions are identified in the reverse engi-
neering process and which are:

1. Scan Product and Data Acquisition
2. Segmentation of the data acquired during the scan
3. Knowledge Extraction (i.e. Manufacturing features recognition– geometric and
topologic knowledge in most cases).
4. Reconstruction of the 3D model updated

It is worthy to note that knowledge used in these solutions (if so) is restricted to
only topological and geometric shapes, and therefore, these reverse engineering
methods could restrict the scope of the designer, whereas other types of knowledge [7]
integrated in the process could have made it semantically richer allowing the user to
have more freedom in it.

2.2 Knowledge

Definitions. In order to define knowledge, several authors propose to highlight the
differences between data, information, and knowledge.

Data is gross figures and facts, while information is processed data. Finally, knowledge
is authenticated and contextualized information [8]. Knowledge exists outside of an
intelligent system only as information (Knowledge is personalized information on
facts, procedures, concepts, interpretations, ideas, observations, and judgments [8]),
since they are the result of a cognitive process that leads to the binding of different
pieces of information between them by means of semantic links, creating a global
information schema.

Still according to [8], if we were to establish a hierarchy among these three con-
cepts, two approaches are identified:

1. The first is where the existence of knowledge is conditioned by the existence of
information, which itself is conditioned by the existence of data, so: data (low level)
and information (Average level) and knowledge (high level).
2. The second is where knowledge allows us to formulate the information, and
therefore to measure the data.

What one can declare, is that the three concepts are related and condition the
existence of each other where without data there is no information (and therefore no
knowledge), and without knowledge there is no sense to data.

Knowledge Typology. In order to address knowledge in the best way and represent it,
it is necessary to make a classification by type of knowledge, and thus define the
domain of definition of each type of knowledge.
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As shown in Fig. 2, knowledge types can be classified in three different dimensions.
Therefore, each classification has its own axis [10]:

1. Formal/Tacit: Formal knowledge is integrated in the documents of the product,
the structure and functions description of the product, etc. And tacit knowledge is
knowledge related to experience, implicit rules, intuition, etc. [10].
2. Product/Process: Product knowledge takes into account the information and
knowledge about the evolution of the product throughout its life cycle. The process
knowledge can be classified as follows: knowledge of the design process, project
knowledge, and knowledge of the manufacturing process.
3. Compiled/Dynamic: The compiled knowledge is mainly obtained from the
experience that can be compiled into rules, plans, scripts, etc. The solutions are
explicit. Dynamic knowledge uses knowledge that can generate additional knowl-
edge structures, which are not taken into account by the compiled knowledge.

This typology will allow us to define which knowledge could be captured in order
to be exchanged in a community. For now, knowledge that could be shared has to be
formal since it is simpler to formalize, compiled since it concerns knowledge structure
in the knowledge base, and treats products throughout their lifecycles. Formal
knowledge should be shared through a channel which allows its full and comprehen-
sive representation this is why we need to represent it in a proper way.

Knowledge Representation. Collaborative engineering implies sharing knowledge
between actors from different working groups of the same project. Sharing this
knowledge follows mechanisms where knowledge should be made explicit (formal).
Hence, the need to represent knowledge in order to facilitate communication between
actors.

Fig. 2. Knowledge Typology by Nonaka [10].
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In [11] knowledge representation is described as having 5 roles:

1. Substitution of an external entity (real world) which is carried out by an internal
process.
2. A set of ontological commitments.
3. A fragmentary theory (partial view) of an intelligent reasoning.
4. An effective way of reasoning (artificial intelligence).
5. A means of human expression (communication).

It is also important to note that the existence of different sets of knowledge implies
a difference in their representation using different modes and tools.

Knowledge Representation Modes. Knowledge representation can be classified. In
[12], are proposed 5 categories of knowledge representation: pictorial, symbolic, lin-
guistic, virtual, and algorithmic.

In [9] Based on the above categories of representation, we propose a scheme of
knowledge representation in product design.

In Fig. 3 different tools of product design used in the different phases of the design
process are matched with knowledge representation modes. This match is more detailed
in Fig. 4.

Fig. 3. Knowledge representation modes in product lifecycle [9].

Fig. 4. Design tools according to knowledge representation modes [9].
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The implementation of an approach based on knowledge management requires a
good comprehension of the concepts. Thus, defining the right knowledge typology with
the right knowledge representation modes would put a basis for structuring knowledge
through a complete product model taking into account all information and knowledge
covered in the case of reverse engineering, and maybe conventional design.

2.3 Product Models

A product model is a model that is used to structure the product of a specific vision.
There are several product models in scientific literature.

For exemplification purposes, the FBS model shown in Fig. 5 is chosen.

The FBS model
This model categorizes any object in 3 aspects: [13]

• Function: Or, What is the purpose?
• Behaviour: Or, as the subject?
• Structure: Or, what is the object?

The definitions presented by Gero in this model are not clear. We note the absence
of a stable definition of the function, and the double objective description of the current
design and prescription of improved design [14].

The contribution with a product model in our approach consists on a global
organization of information to facilitate its use, and the establishment of a solid
foundation on which is based our work for a global reverse engineering methodology.
This is one of the most important parts in the elaboration of our approach, and the
product model that will be implemented will depend on the types of knowledge and
information taken into account and their representation modes.

Fig. 5. A view of the FBS product model [13].
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3 New Approach of Reverse Engineering

Considering the definition of Chikofsky [4], we can give the following proposition:
“Reverse engineering is a process of moving from one level of abstraction to another,”
from a low level to a higher one, and therefore, we can move from the concrete to the
abstract product produced and have the results of the design. This definition is con-
sistent with the fact that reverse engineering is the reverse process of design. Indeed,
the design allows us to start from the idea (most abstract form of the product) to the
product itself (the most concrete form of the product). We can see in Fig. 6 the
qualitative representation of the correlation between levels of abstraction and product
development cycle. The green arrow represents the reverse engineering process. We
could also put an arrow in the opposite direction relative to the ‘normal’ design cycle.

It would be interesting to consider the abstraction of information as an important
aspect in the implementation of a reverse engineering process to track its status.

3.1 Information Abstraction Levels

This concept has recently been introduced in the field of mechanical engineering in
general, and has never been used in reverse engineering. It is in the field of IT that we
tried to identify the levels of abstractions of information: we find for example in [15]
the following levels which follow a hierarchy from most concrete to most abstract:

• Objective Level: represents the context in which the product is placed and its
objective. For example for a gear, the objective is the transmission of motion
between two coaxial shafts.

• Conceptual Level: represents a first definition of the product through information
deduced from its objective (goal). For example, the input and output parameters in
the process of motion transmission.

Fig. 6. Relationship between product lifecycle and abstraction levels [13].
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• Functional Level: represents the functions that would be accomplished by the
product. For example, the gear transmits power through its cogs, follows the
movement of the shaft through a spline, etc.

• Logical Level: represents information related to the product’s behaviour. For
example, the relationship between the geometry of a cog in a gear, the material used
and the torque limit.

• Physical Level: represents the most concrete level with topological and geometrical
information. For example the shape of a gear’s cogs in a CAD model.

Based on the levels defined above, we can identify a first correspondence between
the abstraction levels and different aspects of product models. For example there are the
aspects of the FBS model in the last 3 levels of abstraction: functional level (Function
in FBS), logical level (Behaviour in FBS), and Physical level (Structure in FBS).

However, we find the limit of the FBS model that does not take into account other
levels of abstraction (Such as objective and conceptual levels) that are just as important
in defining a product.

Indeed, the objective level takes into account the context in which emerged the idea
of the product, and in which is defined the objective to which it should respond. And
the conceptual level sets up a first segmentation of the product that will determine the
rest of the product development.

3.2 Representation Modes

The inclusion of representation modes in reverse engineering allows to not only to
communicate information related to knowledge represented differently, but also pro-
vides a classification of different knowledge according to their representation.

One could imagine the combination of knowledge representation with the levels of
abstraction to define the state of knowledge at a certain point in time ‘T’ of the product
lifecycle. So, this would define a space in which each point represents a state of
knowledge with as characteristics, level of abstraction and representation mode. This
would allow the establishment of a mean for a global methodological approach to
reverse engineering, which would take into account all possible aspects of knowledge
related to the product by implementing a product model that corresponds to the levels
of abstraction.

3.3 Knowledge State

Knowledge state represents a set of knowledge and information at a certain point in
time (represented by the product lifecycle), and a specific level of abstraction. One
could imagine as in Fig. 7 where the points P, Q and R represent different states of
knowledge on a product, where P is a representation of the product technical specifi-
cations, Q is its behaviour and R its functions.
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Reverse engineering by definition is the transition from an abstraction level to
another, so we can say that this is a change of knowledge state, which would mean that
reverse engineering is a process which allows us to move from one point to another in
knowledge state as shown in Fig. 7.

Finally, the space in which the knowledge states are located could be used to map
all the activities that contribute in the reverse engineering process.

4 Conclusion and Future Work

To establish a comprehensive methodology of reverse engineering, a new definition
was proposed: reverse engineering is the process of knowledge state transformation
that allows us to move from a state ‘A’ where knowledge is represented in a repre-
sentation mode and level of abstraction at a certain point of time ‘T’, to a state B where
one or more of the three aspects of the status changes (i.e., the time, the level
abstraction, and the mode of representation).

A clarification should be made regarding the different states of knowledge and the
various state changes to be considered in the reverse engineering process.

Concerning the possible implementation of this new approach, an adequate product
model should be proposed in order to take into account all aspects of information and
knowledge required for reverse engineering process. It will also identify the corre-
spondence between the different types of knowledge initially defined, and the state of
knowledge.

Fig. 7. Knowledge states in the states space represented by abstraction levels, representation
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Abstract. Because of considerable high labor cost in developed countries
particularly Japan and Korea, the end of life products required manual or
semi-manual processes have been relocated to developing countries. In addition,
the relocation creates an immediate financial profit on old asset sale while it is
revalued to 30 % of its initial value in the new relocated factory. The relocation
is not only production location change but also the experience in operation and
maintenance process to its Foreign Direct Investment affiliate. Since the old
product and process are both nearly at their end of life, it needs to extend the life
as long as the product still exists in the market. In order to immediately launch
the operation as well as to retain the knowledge, therefore, the asset manage-
ment and new maintenance modes are proposed at all product, process and
people aspects to improve reliability of the old asset and to minimize mainte-
nance cost. The research in this paper was carried out on a Korean relocated
electronic factory in Thailand. The result clearly shows that the reliability,
quality, cost and intellectual capital are significantly improved.

Keywords: Knowledge management � Asset management � Reliability
centered maintenance � End-of-life product � Factory relocation

1 Introduction

There has been a significant rapid increase in Foreign Direct Investment (FDI) outflow
to developing countries in Asian, Latin America since the late of 1980’s [1]. Normally,
FDI transfer tangible assets and intangible assets to the FDI overseas, where it provides
some potential benefit [2]. For other reason, FDI may need to protect its cost com-
petitiveness advantage through the transfer [3]. The FDI from East Asian countries also
invest in developing countries in Asia. Most of Japanese FDI moves their production to
a new location where the production costs were lower [4]. Anyhow, the Korean FDI
invests aboard to utilize the lower labor cost and to reconstruct the less competitive
domestic industries [5].

At the early stage, the motive frequently is driven by the cost competitiveness. The
old equipment, which is running beyond its engineering designed life, the life cycle
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cost of machine replacement shall be a significant financial burden. Because the life
cycle cost includes not only the acquisition costs, but also the ownership costs and the
disposal costs [6]. Moreover, it needs a considerable decision to invest in the pro-
duction of the old ‘sunset’ product in the industry of high precision or high manu-
facturing technology.

It is not justified to invest on new machinery for the old products, which normally
have no market growth or a declining market. Therefore, the retrofit of a company’s
equipment with the shift of the maintenance system for a longer profitable period is the
most appropriate solution [7]. Even the old products cannot make a lot of profit, but the
product owner company can keep the market as well as spare part service to customers.
The product has no longer investment cost, and the production equipment is still
available. Moreover, the production technology is nearly obsolete or requires unskilled
labor. In the developed countries, the labor cost is much more expensive.

This research uses a case study of a FDI who loses their cost competitiveness in an
old location in a developed country. The FDI chooses to relocate the old machinery to
the cheaper operation cost location in a developing country.

2 Literature Review

In this relocation scenario, new technology should be employed in order to save the
cost of unskilled labor. Therefore, the old technology production line has to be replaced
by a new one, and then, relocate the old one to developing countries. The knowledge in
operation and maintenance for the equipment should be transferred from the old plant
in the developed country to a new factory in developing country [8]. Finally the new
plant tries to keep running the production as long as possible until it has no longer
customers or its production cost is not justified. Therefore, its corrective, preventive,
and inspection maintenance should be changed into condition based, reliability based
and risk based maintenance respectively.

Thus, the experience in operation and maintenance is needed to be utilized in order
to extend its operational life [9]. The weak points of the equipment can be identified
from its historical corrective maintenance records. Some equipment’s running condi-
tions should be timely monitored. Moreover, the preventive maintenance schedule
should more focus on its unreliable parts [10]. The periodic inspection maintenance
should concentrate on some major parts. The deterioration mechanism of the major
parts should be followed up properly.

From an asset management’s historical perspective, the learning processes of a
factory on the operation and maintenance are develop through the operation and
maintenance activities [11]. The learning model is based on experience collectively
gained over a period of time. Anyhow, it is a time consuming process with many staffs
involved to develop best practices. Hence, it requires a step-by-step development from
breakdown to proactive maintenance [12]. In the breakdown maintenance scheme,
equipment is disassembled and assembled to get the basic knowledge in plant instal-
lation and commissioning. Corrective maintenance scheme represents knowledge on
diagnosis when failures occur. In preventive maintenance scheme, most activities
involve resource scheduling to avoid unplanned outages. Predictive maintenance
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scheme indicates the abilities of the knowledge workers to foresee the future faults and
events based on the present condition of equipment [13]. Finally, with more knowledge
gained over an operating period, the proactive maintenance indicates abilities of the
knowledge workers to assess the asset lifetime as well as its’ parts that consequently
assists the utilities in the decision making on the replacement or the refurbishment.
Furthermore, the associated costs and risks can be reduced from the experience of
maintenance while more knowledge has increasingly been gained over a period of time.

3 Methodology

A Korean FDI relocated electronic factory in Thailand has been selected as a case
study. The asset management is introduced to improve the factory preventive main-
tenance scheme. The asset management procedure includes three stages; (1) Asset
Survey (2) Knowledge Management applied in Asset Study and (3) Maintenance mode
selection. See Fig. 1.

Firstly the asset survey shall be conducted. Each asset in the factory needs to be
evaluated for its replacement cost. Normally the replacement cost can be received from
its manufacturer for brand new equipment. But in some cases, equipment has already
been no longer manufactured. Then the replacement cost can be assumed as the price
when it was initially purchased. The prioritization should be done from the most
expensive replacement cost to the least one. Top three expensive assets should be in a

Statistic survey, 
Document analysis

Statistic analysis, 
Interview, Document 
analysis, Workshop

Cost, Quality and 
Reliability Analysis

Stage 1

Asset Survey

Stage 3

Maintenance 
Mode Selection

Stage 2

Knowledge 
management 
(Asset Study)

Expected
output

Method

Method Expected
output

Method Expected
output

1) Replacement cost  
2) Aged profile development 
3) Performance evaluation 

4) Risk Assessment 
5) Engineering design, Asset
History and Deterioration 
Mechanism 

6) Selective Maintenance 
Mode (PM, RCM, IPF,RBI) 

Fig. 1. Stages of the methodology

430 N. Chakpitak et al.



short list under consideration. Later, the aged profile curve should be plotted for high
priority equipment. Normally, an individual machine that is beyond 20 years should be
focused. The further focus should be given to the too old ones. Then, performance
including availability and reliability of the old assets should be evaluated.

Secondly, Knowledge Management shall be applied in Asset Study. The risk
assessment should be done on the targeted assets by using risk assessment matrix, and
the knowledge acquisition should be done on its design versus operation, maintenance
history and deterioration mechanism.

Finally, based on the acquired knowledge, the suitable maintenance method such as
Risk Based Inspection, Reliability Centered Maintenance or Instrumental Protective
Function for particular equipment is then selected to improve the traditional preventive
maintenance procedure.

4 Analysis and Results

4.1 Replacement Cost

In evaluating the replacement cost, it is required to classify the overall asset. This asset
is classified into 3 categories which are:

– Class A, the main machinery which directly affect to the production capability
– Class B, the supporting machinery to the main machinery
– Class C, instrument which does not need maintenance service

In this study, only machinery in class A shall be identified the replacement cost.
The replacement cost is evaluated at the new purchasing price of machinery from

the existing manufacturers. The example of replacement cost of Bonding and Molding
machinery that their life are over than 5 years, are evaluated as following Figs. 2 and 3.

Fig. 2. Replacement cost of bonding machinery by product
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4.2 Aged Profile Development

Aged profile shows the investment in replacing machinery according to their ages. The
life extension of these machineries is considered and expected to provide at least
15 years extension. The aged profile of three main machineries is shown in Figs. 4, 5
and 6.

Fig. 3. Replacement cost of molding machinery by product

Fig. 4. Aged profile by the replacement cost of bonding machinery group
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According to the age categories in this study, there are 4 recovery operations for
4 age levels, aiming at recapturing value from its End of Life as follows,

– Recycling the breakdown and low performance machine which its life is more than
20 years. The purpose is to reuse parts by various separation processes and reusing
them in the other machine.

Fig. 5. Aged profile by the replacement cost of molding machinery group

Fig. 6. Aged profile by the replacement cost of BIS machinery group
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– Repairing and reusing the breakdown machine but still in a good performance
which its life is from 10 years in order to return it service in working order by
changing parts.

– Reviewing the maintenance plan of the machine that its life is from 5 years by
increasing PM or applying Reliability Centered Maintenance (RCM), Risk Based
Inspection and Monitoring only the Instrumental Protective Function in order to
protect the low service performance.

– Relying on the manufacturing manual to maintain the operation function of machine
which its life is less than 5 years.

4.3 Performance Evaluation

The factors to evaluate the Service Performance of the machinery include 12 variables
(see Table 1). From the normalization graph of variable number 5 to 12, it is found that
SOT-XXX production line possesses the overall highest performance among three
production lines (see Fig. 7). It is suggested that the production line of TO-XX and
TO-XXX product should decrease the Preventive Maintenance. Some machines should
be recycled or refurbished. The running capacity of these two production lines is still
lower than the acceptable ratio, so there is an opportunity to build a stock of regularly
ordered product.

4.4 Risk Assessment

Risk Assessment Matrix is used to assess the risk of each machine. It requires the
participation of knowledge workers and the experienced technicians. This is needed to

Table 1. Service performance evaluation
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assess the possibility to be breakdown and the seriousness of problem and assess risk
into three levels (High – Medium – Low) together with its part’s lifetime while pro-
viding the subsequent action needed of each part (see Fig. 8).

5 Asset Study: Engineering Design, History
and Deterioration Mechanism

After assessment and collecting the lifetime of each part of the machine by the risk
assessment matrix, the experienced technicians shall examine the machinery engi-
neering design, its operation, maintenance history and parts deterioration mechanism in
order to understand and plan its maintenance mode. See the sample of the asset study of
the Back Inline System (BIS) machine in Fig. 9.

The machine part is classified into 5 categories; Static equipment, Rotating/Moving
Equipment, Instrumentation, Instrumental Protective Function (IPF) and Static
Equipment which identifies its lifetime. The Deterioration Mechanism study of each
part in 5 categories is shown in Fig. 10.

After studying the asset, which is based on the acquired knowledge of machinery
engineering design, its operation, maintenance history and parts deterioration mecha-
nism; the maintenance mode shall be suitable and selective according to its design and
deterioration mechanism. There are three selective maintenance modes, Risk Based
Inspection (RBI), Reliability Centered Maintenance (RCM) and Instrumental Protec-
tive Function (IPF), proposed for individual equipment, which is described in Table 2.

Fig. 7. Service performance of 7 variables
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Risk Assessment Matrix (RAM)
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Fig. 8. Risk assessment matrix
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6 Discussion

6.1 Integration of New Maintenance Mode to Existing Maintenance
System

Through the process of asset survey and study, a newmaintenancemode is introduced but
it should be applied with the existing maintenance system in the firm. This Korean FDI
already has its own maintenance system, but it focuses on the Preventive maintenance,
which may lead to the excessive maintenance cost. Therefore, the RCM, RBI and IPF
maintenance mode shall reduce the over-maintenance cost. The new maintenance mode
integrating with the existing maintenance system can be illustrated in Fig. 11.

The old PM system provided a PM master plan based on machine manufacturer
recommendation. The technician took an action on daily monitoring, cleaning, lubri-
cating and changing parts and report in the PM, then, input the report in CMMS.
After RCM integrating, the technicians study machine deterioration mechanism and PM
history, then, make Risk Assessment (RAM) and RBI (Risk Based Inspection) based on
their experience. The technicians use RAM data to build a maintenance Mode
instruction and, together with their experience, make a Machine Life Time Justification
manual. After input to CMMS, then, the RBI plan for old machine and PM plan for new
machinery, which is not over 5 years old, are scheduled. Later technician maintain the
machine according to the prior designed maintenance mode. Finally, the problem in the
maintenance work is discussed and feedback to the maintenance team for improvement.

Fig. 9. Engineering design, operation and maintenance history study
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Fig. 10. Machine part’s deterioration mechanism
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6.2 Reliability and Quality Improvement

There is an indicator showing that after applying the new selective maintenance mode,
in the middle of 2011, the process reliability is improved. Considering the record of
Outgoing Quality Control (OQC) of all products after the production line applied the
new maintenance mode. The number of OQC reject caused by machine failure at the
end of 2012 was significantly reduced 81 % from the first half 2011, see Table 3.

6.3 Maintenance Cost Improvement

There is also a record of maintenance expense that shows a big improvement in
maintenance cost before and after the application of new maintenance mode (see
Table 4). Initially, they generate the Preventive Maintenance cost plan at the beginning

Table 2. Maintenance mode selection

Type of equipment Maintenance
mode

How to maintain

1 Static equipment RCM Monitoring its corrosion, erosion,
wearing and fouling condition

2 Rotating/moving equipment Monitoring, doing preventive
maintenance and lubricating

3 Instrumentation Testing, calibrating and cleaning
4 Instrumental protective

function (safeguard
equipment)

IPF Testing its operation

5 Static equipment which
prescribed its lifetime

RBI Checking integrity (specification)
and inspection its function

After

Old
PM system

PM List

PM 
Master Plan
[Schedule]

PM 
Action CMMS

PM List

PM 
Master Plan
[Schedule]

PM 
Action CMMS 

RCM&PM
Analysis

Feedback 
to Improve

PM and 
RCM

Integrated

Initial RCM
Analysis

Asset study
Data

PM History
Data 

PM 

RCM

PM [Preventive maintenance]

Consider PM schedule

RCM [Reliability Centered Maintenance]

Consider  Reliability and lifetime

RAM, RBI, 
Life time manual, 

Maintenance Mode

RBI Plan (Old),
PM Plan (New)

Maintenance 
Action by 

Maintenance 
Mode

Before

Fig. 11. Reliability centered maintenance integrating with existing maintenance system
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of the fiscal year. The first half of 2011, before the application of new selective
maintenance mode, they spent 94 % of the annual budget. But after the application of
new maintenance mode, the cost of maintenance was reduced to 37 % of the budget.

6.4 Emerging of Knowledge Retention

Prior to the research’s commencing, most of the experienced technicians with current
average 13 years working as senior technicians never externalize their tacit knowledge
in any kind of media. Many of them left the firm without knowledge retention. But
through the process of asset study, they had used their experience to justify the machine
risk with the risk assessment matrix, as well as the risk based inspection and part life
time. Their knowledge was elicited and documented online to share to the technician
community. The knowledge was delivered to other maintenance members in the form
of books (a Machine Part Lifetime Justification book and a Machine Risk Inspection
book). The knowledge is also retained within the organization. The knowledge
retention, then, was activated and delivered to the less experienced junior technicians.
The process of knowledge capturing and retention is illustrated in Fig. 12.

6.5 Intellectual Capital Growth

After implementing the RCM as the knowledge based maintenance, the actual financial
and intellectual capital performances of relocated machinery had been observing for
2 years from 2012 to 2013. It can be seen that both performances were significantly
increased. The researchers had further made a calculation model and forecasted the
5-year performance from 2014 to 2018. The result shows significant ratios that the
relocated machinery possesses a competitive advantage in intellectual capital. During

Table 3. OQC rejected by machine failure in 2011–2012

OQC reject caused by machinery 2011 2012
1st half 2nd half 1st half 2nd half

Target (time) 42 42 24 24
Actual (time) 47 25 14 4
% to target 112 % 60 % 58 % 17 %
% to last period 100 % 53 % 30 % 9 %

Table 4. Maintenance cost in 2011–2012
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7 years from 2012 to 2018, Human Capital is 9 times of Human Asset. Total market
capital is $431 Million USD, with the intellectual capital 59 % ($254 Million USD) and
financial capital is 41 % ($177 Million USD) as exhibited in Fig. 13.

Tacit 
Knowledge

Explicit 
Knowledge

RCM Mode

RBI Mode

IPF Mode

RAM, RBI 
Action

Machine Part Life 
time Justification 

Book

RBI Schedule 
Plan

Online DocumentMaintenance Mode

Low Skilled and 
new Technicians

Experienced 
Technicians

Knowledge 
Worker

Knowledge 
Worker

Fig. 12. Process of knowledge capturing and retention
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Fig. 13. Tangible and intangible performance
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7 Conclusion

Since the core manufacturing factors are people, process and product, therefore the
management of the end-of-life product manufacturing also requires the improvement of
those three factors. A new financial strategy of the obsolete product should be applied
to stretch its intellectual capital. The asset management plan should be applied to
improve the manufacturing process. And the knowledge management should be
applied to improve the knowledge of manufacturing technical people. These can make
extra corporate value including stock market value and customer satisfaction. There-
fore, the problem of product and process end of life can be solved by the shift of
maintenance system with knowledge management. The case study in this paper also
showed the explicit improvement of reliability, quality and product cost. Moreover, it
also retains the knowledge of the experienced technicians before their retirement or
resignation. The whole process of Asset management could help the firms to endure
their product life cycle.
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Abstract. Firm performance required numerous projects like total quality,
reengineering of innovation and knowledge processes, rationalization projects.
Their respective results and impacts are assessed through performance models or
frameworks which are rarely combined although managers could benefit from
integrated and coherent models, mainly for innovation and KM (Knowledge
Management). Models for measuring innovation and KM performance are new
and concern mainly large companies. They have almost all been developed
relying on input/output frameworks. The processes generating performance are
not thoroughly taking in account. Drawing upon a literature review and a the-
oretical study, this paper contribution is based on an integrated conceptual
model combining the value innovation chain of Hansen and Birkinshaw (2007)
[1], and the SECI KM model of Nonaka and Takeuchi (1995) [2], to build an
integrated KM-innovation framework which can help to assess KM projects and
innovation projects in different types of organizations.

Keywords: Innovation performance measurement � KM performance
measurement � Innovation process � KM process � Integrated framework

1 Introduction

In order to improve their performance, most organizations put in place different types
of projects namely BPR (Business Process Reengineering), KM and innovation pro-
jects. For these various projects, managers need to measure impacts and outcomes on
organizational performance. Scholars had developed several models with different
perspectives to measure the outcomes of these projects (Andreeva and Kianto, 2012
[3]). But each of these models concerns specifically one project type at a time.
However, organizations manage limited resources (financial, human, informational,
etc.) and must recognize that many organizational projects are integrated and combined
to fulfill the same final mission, to improve organizational performance. The scope of
this paper is based on KM and innovation projects. KM projects are a key solution to
build a competitive advantage and enhance business performance (Bontis, 2001 [4];
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Bose, 2004 [5]; Carlucci and Schiuma, 2006 [6]). Innovation projects also contribute to
the same result. To be successful, innovations projects need to develop new knowl-
edge. According to Nelson and Winter (1982) [7], the firm process of acquisition,
storage, maintenance and renewal of technological and organizational knowledge is the
cornerstone of the firm innovation performance. The process of knowledge manage-
ment (creation, exploitation, sharing, transfer) is achieved by various strategies. Non-
aka and Takeuchi (1995) [2] underline four strategies, namely socialization (tacit to
tacit), externalization (tacit to explicit), combination (explicit to explicit) and inter-
nalization (explicit to tacit). Both KM an innovation projects contribute to improve
productivity, consumer satisfaction, and new products and services. They are inter-
twined but available frameworks in the literature evaluate the nature and value of their
impacts separately. For managers and from a strategic point of view, it would be useful
to have an integrated framework to assess KM and innovation projects. This paper is
structured as follows: the first section is a review of the different KM assessment
models, the second section is a review of innovation measurement frameworks and the
third section proposes an integrated conceptual framework based on input-ouput model
combined with the balanced scorecard model.

2 Literature Review

2.1 Knowledge Management Assessment Models: Options and Limits

Knowledge is intangible (Nonaka and Takeuchi (1995) [2]) and its management cannot
be assessed with conventional methods, as financial or accounting ones (Bontis, 2001
[4]). Furthermore, financial resources are necessary to put in place KM projects and
managers are looking for return on investment. Measurement is thus necessary to
justify these investments although it remains difficult to establish the link between
investment in knowledge management and organisational performance.

The literature about KM addresses the measurement issues with numerous different
approaches. These differences are mostly due to the profile, experience and disciplinary
field of the scholar. Thus, all the KM measurement frameworks, within an organization,
can be grouped into three main approaches. The first one focuses on metrics, the second
one focuses on methodological aspects and the third one prioritizes measurement
models. In the first approach, various authors propose “metrics” of the level of
knowledge within an organization. Those metrics are related to a characteristic or a
condition of the organization. No processing measure is proposed between an initial
and a final state. Table 1 below illustrated the parameters of all the three approaches.

Hanley and Malafsky (2003) [8] present a systemic approach based on input-output
model (Table 2) where they identify process metrics, output metrics and outcome
metrics for KM measurement. They outline the link between the knowledge project and
the organizational performance. But there is no organizational level underlined, nor any
specific human resource, namely individual, group or service related to the perfor-
mance achieved by the KM project. However, Hanley and Malafsky [8] approach
presents parameters to consider when assessing knowledge management project
influence on organizational performance.
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The Balanced Scorecard is a framework which offers many advantages in terms of
measurement of the performance. First of all, it takes into account several dimensions,
namely: customer, finances, internal processes, training and improvement. This inte-
gration of the 4 distinct, but complementary prospects makes it possible to ensure the
multi-factor approach of measurement. Secondly, it is non-prescriptive and therefore can
be adapted to various contexts and situations. With that in mind, it becomes relevant to
see under which conditions it will be applicable in a context of knowledge management.

Chen and Chen (2005) [9] adapted the BSC for KM purposes. Drawing on the work
of various authors (Kaplan and Norton, 1996 [10]; Nonaka and Takeuchi, 1995 [2];
Alavi and Leidner, 1997 [11]; Liebowitz, 1999 [12]), Chen and Chen (2005) [9]
established that the process of KM can be divided into 4 core activities, namely: 1-
creation, 2- conversion, 3- circulation, and 4 - completion. These processes are used as
substitutes for the four initial ones proposed in the primary Norton and Kaplan model.
Conceptually, Chen and Chen (2005) [9] framework summarised in Table 3 adapts the
BSC in response to the specific needs of KM performance measurement.

Table 2. Example of KM performance measures

Key system
measures

Key output measures Key outcomes measures

1- Number of users
2- Number of

downloads
3- Dwell time
4- Contribution rate

over time
5- Total number of

contributions

1-Time to solve problem
2-Number of apprentices
mentored by colleagues
3- Number of problems solved
4- Time to find an expert

1-Time saved by implementing best
practice

2- Money saved by implementing
best practice

3- Number of groups certified in the
use of the best practice

4- Rate of change in operating costs

Table 1. Perspectives on KM assessment

Metrics based Methodological based Model based

1-Customer focus (ex: market share,
customer lost, annual sale per customer,
etc.)

2- Human capital (ex: number of
employees; number of managers;
revenues/employee)

3- Financial focus (ex: total assets; total
assets per employee; profits per
employee)

4- Process focus (ex: processing time;
quality performance; IT
capacity/employee)

1- What is the business
objective?

2- What KM methods and
tools will we use?

3- Who are the
stakeholders?

4- Which framework is the
best?

5- What should be
measure?

6- How should we collect
and analyze the
measures?

7- What do the measures
tell us and how should
we change?

1- Input-ouput
2- Balanced
scorecard
3- Economic
value added
(EVA)
4- Net present

value
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Another adaptation of the BSC to KM performance assessment has been proposed
by Wu (2005) [13]. Here, a more qualitative and integrated approach is adopted by
associating the dimensions related to the organization (human capital, customer capital,
organisational capital) to the operational dimensions of the BSC (finance, process,
learning, etc.). This combination makes it possible to distinguish elements related to
KM as a stock (organizational capital) from the dynamic aspects related to the trans-
formation from stock into flow. Table 4 below summarises the adaptation developed by
Wu (2005) [13], which proves to be very relevant in a non-commercial organisational
context, where results are not necessarily financial or quantitative.

Table 3. The balanced scorecard model adapted by Chen and Chen (2005) [9]

Balanced scorecard perspective
(Kaplan and Norton, 1996 [10])

Balanced scorecard adapted
by Chen and Chen (2005) [9]

Questions

Growth and learning perspective Creation What competition
advantages are
emerging?

Internal process perspective Circulation Is KM operating
effectively and
efficiently?

Customer perspective Conversion Is KM satisfying user
needs?

Financial perspective Completion How does KM look to
management?

Table 4. The balanced scorecard adapted by Wu (2005) [13]

Human capital Organizational capital Customer capital

Financial
perspective

What are the benefits
of human capital on
corporate financial
performance?

What are the benefits of
organizational capital
for corporate financial
performance?

What are the benefits
of customer capital
for corporate
financial
performance?

Financial
benefits

Customer
perspective

What are the benefits
of human capital on
internal and
external customers?

What are the benefits of
organizational capital
for internal/external
customers?

What are the benefits
of customer capital
for internal and
external customers?

Customer
benefits

Internal
process
perspective

What is the value
chain management
of human capital?

What is the value chain
management of
organizational
capital?

What is the value
chain management
of customer capital?

Value chain
Learning and
growth
perspective

What are the future
development and
directions of
human capital?

What are the future
development and
directions of
organizational
capital?

What are the future
development and
directions of
customer capital?
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Drawing on the BSC architecture, we can underline that the financial results are
only one consequence of the improvement of the competencies of the employees, the
control of the processes and the capability to adequately meet needs and customer
requirements. Moreover, the BSC integrates internal and external dimensions, as well
as qualitative and quantitative indicators. In particular, measurements related to the
customer are mainly qualitative (example: satisfaction, time, etc.) whereas those related
to financial results are mainly quantitative. Incidentally, the BSC is applicable as well
as within business unit as to the level of a project or to the whole of the organization.
The BSC represents a viable option to evaluate the impact of KM projects on orga-
nization. The flexibility and adaptability of the balanced scorecard enable its use in
different contexts. Although they are all relevant, these categorizations of KM models
remain difficult to operationalize and the innovation dimensions are not included.

2.2 Innovation Performance Measurement

The evolutionary theory of economic populated by Nelson and Winter (1982) [7] gave
some foundations to innovation research. It states that firms evolve not only through
optimization but also through learning and exploration. It put also an emphasis on the
firm process of acquisition, storage, maintenance and renewal of technological and
organizational knowledge. According to the authors, that process is the cornerstone of
the firm innovation performance. The stakeholder theory (Freeman et al., 2010 [14])
also contributed to the current stream of innovation research based on networks and
ecosystem. In concordance with that theory, the knowledge required for the building
and management of disruptive change lies increasingly outside the boundaries of the
firm and the innovation performance is related to an efficient management of the firm
relevant stakeholders through partnership and alliances.

Drivers for successful innovation are well documented, specifically for large firms
but their metrics are still unsatisfactory (Adams et al., 2006) [15]. Four drivers for
successful innovation were identified by Tidd et al. (2006) [16]: an appropriate strat-
egy, internal and external effective links, creative mechanisms to promote change, the
existence of an organizing framework wearer.

Models of innovation performance has been developed drawing on different
methodologies including empirical ones like firms survey (OECD, 2005 [17]; Alegre
et al., 2006 [18]), case study (Lazzarotti et al., 2011 [19]) and theoretical approaches
(Adams et al., 2006 [15]; Schentler et al., 2010 [20]; Edison et al., 2013 [21]).
The OCDE methodology is well spread and validated among the OCDE thirty mem-
bers and its main focus is the national innovation system performance and less the firm
performance. The following Table 5 illustrated different methodologies from quanti-
tative to qualitative ones that are involved in innovation measurement studies.

Measurement frameworks used for innovation are also diversified and include the
OECD model (OECD, 2005 [17]; Alegre et al., 2006 [18]); the balance scorecard
(BSC) model (Kerssens-van Drongelen and Bilderbeek, 2002 [29]; Schentler et al.,
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2010 [20]; Lazzarotti et al., 2011 [19]). The BSC framework inspired Lazzarotti et al.
(2011) [19] to develop a five perspectives R&D model based on the soft measurement
theory and a case study. The five perspectives comprise financial, customer, innovation
and learning, internal business, alliances and networks. The following Table 6 illus-
trated the diverse innovation frameworks and their respective scope or limit.

Emerging models of innovation performance measurement are built with operations
research tools such as Data Envelopment Analysis (DEA) or multicriteria analysis tools
such as Analytic Hierarchy Process (AHP). By developing a function whose form is
determined by the most efficient producers, DEA is well suited for innovation effi-
ciency calculation and for benchmark (Cruz-Cazares et al., 2013 [23]). As a multi-
criteria analysis tool, AHP can be well-suited for innovation portfolio management.

Table 5. Methodologies involved in innovation measurement studies

Study Data source Methods or
frameworks

Example of paper

Quantitative Public data (public
companies)

Net actual value Dyer et al., 2011 [22]

Survey DEA (data
envelopment
analysis)

and/or
AHP (analytic
hierarchic process)

Cruz-Cazares et al.,
2013 [23]

Guan et al., 2006 [24]
Hashimoto and Haneda,
2008 [25]

Jayanthi et al., 2009
[26]

Structural equation
model

Alegre et al., 2006 [27]

Qualitative Case study Balanced scorecard
(BSC)

Lazzarotti et al., 2011
[19]

BSC and DEA Bakhtiar et al., 2009
[28]

Table 6. Innovation measurement frameworks and their respective scope or limit

Innovation measurement frameworks Scope or limits

OECD (2005) [17] Based on firm surveys. Best suited for benchmark
and less for innovation process

BSC Yet to be tested and validated, design for large
organizations

Multicriteria decision model – AHP
(analytic hierarchy process)

Well suited for portfolio management and less for
the innovation process

Economical model – DEA (data
envelopment analysis)

Well suited for benchmark – input/output oriented
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Drawing on a systematic literature review and a Delphi study, Adams et al.
(2006) [15] developed a synthesized framework of the innovation management process
consisting of seven categories: inputs management, knowledge management, innova-
tion strategy, organizational culture and structure, portfolio management, project
management and commercialization; encompassing nineteen criteria for the seven
categories. Adams et al. (2006) [15] proposed this framework to innovation managers
in their attempt to construct a comprehensive measure of innovation performance. They
stated: «the measures proposed in the literature often seem to be proposed abstractly,
with little consideration given to the use of measures as a management tool in the day
to day context of managing innovation».

Drawing on a survey among CEO of large companies, Mankin (2007) [30]
observed a diversity of approaches that companies uses to measure innovation per-
formance. He states: «The challenge in effectively measuring innovation performance is
one of abundance, rather of scarcity- there are so many approaches and no one of
them is perfect…». The following Table 7 illustrated that diversity.

Traditional and recent models of innovation performance measurement are still
input/output oriented and the innovation process between is neglected (Adams et al.,
2006) [15]. Their indicators focus on past innovation performance, stressing more on
control rather than management purpose. One of the consequences of the lack of
process-oriented innovation performance measurement framework is that the innova-
tion dilemma is still not managed properly in the enterprises, particularly in the SMEs
(Chang and Hughes, 2012) [31]. Furthermore, different models and frameworks are
used to measure innovation performance projects but they don’t take in account the
global dimension or process of knowledge management. This can be considered as a
gap because value creation is driven by knowledge management and only a purposeful
management of knowledge base at every stage of project innovation process can deliver
the enterprise expected results.

Table 7. Innovation models from Mankin, 2007 [30]

Metrics models Examples of indicators

Result-based
metrics

sales, profits, market value, adoption rate, customer fidelity

Process-based
metrics

Number of projects, number of funded ideas, market adoption rate,
patents, leadership

Project-based
metrics

Time to cash, options, cash curve

Portfolio-based
metrics

Portfolio diversity, interrelated projects
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3 Discussion: A Need of a Unified Framework

3.1 Joining Innovation and Knowledge Management Projects:
A Process-Driven and Effective Organization

Knowledge creation and evaluation are considered today as drivers of value creation in
every organization. In the same vein, innovation projects are a solution to ensure the
effectiveness of knowledge management projects. Therefore, measuring impacts or
performance of knowledge management and innovation projects becomes an inter-
esting challenge for both executives and scholars. It helps executives to determine
impacts at different levels of the organization namely, productivity improvement,
customer and employee satisfaction, new products and services development. It helps
them also to use enterprise available knowledge as a multiplying effect of value
creation.

Today, organizations must devote numerous resources to innovation management
and for the effectiveness of that investment; they must consider innovation manage-
ment as in line with knowledge management. In putting forward innovation projects,
organizations bring creative solutions to their problems and identify new products and
services which contribute to improve customer satisfaction, anticipate future needs;
they also build synergy with the available knowledge and the needed one created
through R&D activities. After all, whatever the nature of the innovation project,
organizations deal with every activity of the knowledge management process, namely:
a- knowledge identification – audit (cartography), b- codification – storage
c- exploitation – transformation, d- acquisition – conservation, e- diffusion – disposi-
tion, f- transfer – exchange, g- use – re-use, h- integration – renewal. Therefore, taking
into account those activities in a process approach helps to generate the results and
outcomes expected in innovation and knowledge management projects.

3.2 Challenges Related to Innovation and Knowledge Management
Projects

The joined management of innovation and knowledge projects generate specific
challenges at the organizational and operational level, impacts and outcomes mea-
surement level. Three particular challenges need to be addressed with a specific
measurement framework.

First of all, innovation projects required extensive human, financial, informational
and material resources without certainty of results. Furthermore, executives reported a
high percentage of project innovations failure (Schentler et al., 2010) [20]. Secondly,
innovation projects investments are competing with available but limited resources
required also for traditional products and services portfolio which must be adequately
managed in order to generate cash flow for the survival of the business. Consequently,
innovation projects viability must be reinforced through the knowledge management
projects so that the knowledge capital already available in the enterprise is used gen-
uinely and generates synergy across units.
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Thirdly, small and medium enterprises face more severe human, informational and
financial resource limitation (Hudson Smith et al., 2001) [32]. Furthermore, they have
poor marketing and strategic capacities and could gain benefits from a performance
measurement framework for better decision analysis. Almost all performance mea-
surement models are designed for large companies and not for SMEs.

Finally, innovation projects are an imperative for enterprises and knowledge man-
agement can be a strategy to strengthen their viability by improving the executive decision
skills and favouring positive results through new knowledge creation, productivity
improvement, solutions to customer needs, new and customized products and services.

3.3 A Conceptual Model to Assess KM and Innovation Projects

We notice earlier an abundant literature on the need of measurement of knowledge
management projects and on innovation projects. Frameworks for both measurements
remain separated despite similarities and the fact that they share the same purpose of
organizational performance. They also share a similar logic and mutual influence. An
innovation project can be strengthened and consolidated by knowledge management
activities as innovation requires mainly generating knowledge in order to produce new
solutions embedded in enterprise new products and services.

We advocate a new performance measurement framework to combine knowledge
management and innovation projects to fill a gap in the literature, as the two actual
generic measurement models consider them separately despite similarities and com-
plementarities. First of all, the input/output model emphasizes the production function
related to the process from the input to the output. It identifies the results and the
impacts. Secondly, the balance scorecard model emphasizes the dimensions and criteria
measuring the performance. It helps to put a holistic view on the organization and
recognizes that performance must be tailored at different levels of the organization with
transformative projects such as innovation and knowledge management projects. The
following Table 8 illustrated the two performance models for both innovation and
knowledge management.

Joining innovation and knowledge management projects can be achieved through a
process-based approach that allows the measurement of results of activities involved in
the input-process-output-outcome cycle, at every stage of the innovation process. Our
unified framework is built from structural concept of the balance scorecard as it takes in
account multiple dimensions of the performance measurement. It links innovation and

Table 8. KM and innovation performance models

Models Performance measurement models
Knowledge management projects Innovation projects

Input/output models Hanley and Malafsky (2004) [8] Cruz-Cazares et al.
(2013) [23]

Balance scorecard
models

Wu (2005) [13]; Chen and Chen
(2005) [9]

Lazzarotti et al.
(2011) [19]
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knowledge as a continuum. In fact, innovation consists in the production of new
knowledge which is embedded in new products and services. Furthermore, the unified
framework established that innovation and knowledge projects are convergent.

Our unified framework is based on the renowned Nonaka and Takeuchi (1995) [2]
knowledge model and on the Hansen and Birkinshaw (2007) [1] innovation value chain
model. The Nonaka and Takeuchi model of knowledge management can be related to
the input-output model, from tacit knowledge (input) to explicit knowledge (output).
The knowledge transformation process comprises four stages: socialization (from tacit
to tacit), externalization (from tacit to explicit), combination (from explicit to explicit)
and internalization (from explicit to tacit). It favours the creation of new knowledge
which is embedded in new products and services through innovation projects. The
Hansen and Birkinshaw innovation value chain is inspired by the Porter value chain
model of input-process-output and is characterized with three stages: idea generation,
conversion and diffusion. In order to evaluate the performance of an innovation and
knowledge management project, our unified framework combine Nonaka and Takeuchi
model (1995) [2] and Hansen and Birkinshaw (2007) [1] model in a 3 lines (innovation
value chain) and 4 columns (knowledge management process) framework and table.

Table 9. Performance measurement framework for KM and innovation projects: key questions

Socialization Externalization Combination Internalization

Idea
generation

What are the
current
employee
knowledge?

What are the
experiential
media
delivering that
employee
knowledge?

What and how
much activities
are put in place
in order to
generate new
ideas?

How new
ideas are
combined?

How is the
available
knowledge
used in
ideations
sessions?

Conversion What are the
solutions and
alternatives
known from
the
stakeholders?

Which of them
are well
controlled?

What are the
bottlenecks?

How to overcome
them?

What are the
knowledge
bases
needed to
combine
options?

What the
effective
results of the
combination?

What are the
reports
issued by
each
participant?

What are the
new
knowledge
created in
the process?

Diffusion What are the
tacit practices
generated by
the
innovation?

What are the
explicit practices
generated by the
innovation?

What are the
group
activities for
the
knowledge
diffusion?

What are the
individual
activities for
the
knowledge
diffusion?
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The following Table 9 identifies the questions related to the decision process and
Table 10 identifies the relevant financial and non-financial criteria and indicators.

The idea generation stage purpose is to generate as much idea as possible from
within the company across units and from its partners. Here, we have four links to the
knowledge management process:

(a) Ideation and socialization: Tacit knowledge contributes to the idea generation.
The input is the individual and inherent competencies of the organizational
stakeholders. Those competencies are gained from their involvement in previous
projects. The key questions are: What is the available knowledge of the
employees? How do they get that knowledge? etc. The tacit knowledge is com-
bined within the company through cross unit brainstorming meetings. Also the
tacit knowledge of the customers and other partners are combined through net-
working events or customer relationships. Here, indicators could be the number
and quality of cross-unit relationship within the company and the number and
quality of networking events.

(b) Ideation-Externalization refers to the number of ideas that are exchanged, the
institutional media available and the externalization activities that are organized.
The key questions are: what are the ideas generated by the group? What are the
idea generation activities? What are the knowledge available for the sake of idea
generation? etc. The tacit knowledge gained in the previous stage can be
expressed through indicators like market studies, meeting reports, mails or trends
analysis.

Table 10. Criteria and indicators for the innovation and knowledge management projects

Socialization Externalization Combination Internalization

Idea
generation

Individuals
across
units
brainstrom

Companies
tap external
partners for
ideas

Market studies
Mails, meeting
reports

Trends analysis

Combining insights
and knowledge
from different parts
of the same
company to develop
new products and
businesses

Employee
Trainings

Use of big data
in ideation
sessions

Conversion Number of
projects
developed
in
partnership

Designs
Patents
Papers
News

Ideas screening
Budgeting and
Funding Prototyping
Development of
products and services

Prototype
testing

Diffusion Customer or
user
training

Customer or
user
feedback

Customer
feed-back

New Sales or
productivity
improvement

Marketing campaign
(ads, brochure,…)

Product and
market test
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(c) Ideation-Combination refers to the first screening of the explicit knowledge
generated from the idea generation. The key questions are: what are the combi-
nation bases of the new idea? What are the ways and means of that combination?
The available knowledge in different units of the organization can be shared and
combined to design new or improved products and services.

(d) Ideation and internalization: sometimes, training of employee is required to
improve the absorption capacity of the enterprise while facing new knowledge
mandatory in the design process. Also, the use of bid data in ideation sessions in
an interesting new concept.

The conversion generation stage purpose is to choose the relevant ideas and
transform them into new products and services. The Conversion/Transformation stage
refers to the selection of idea and their development with the required financial
resources, individual and collective competencies. We describe hereunder how
socialization, externalization, combination and internalization contribute to the con-
version stage.

(a) Conversion – socialization refers to tacit knowledge required for the development
of the selected ideas. It encompasses activities on internal or external solutions
previously adopted in previous projects. The key questions are: what are available
solutions and alternatives from the participants involved? How can they be
adapted? The tacit knowledge available or acquired in the ideation session is
transformed in design, patents or journal papers.

(b) Conversion – Externalization refers to the development activities and emphasizes
the number of explored solutions and the resources needed for their development.
The conversion is no more individual but collective by the sharing of solutions.
The key questions are: What are the bottlenecks? What are the different solutions
discussed by the team? Which solutions were adopted and what are their
knowledge bases? What are the traps to be avoided?

(c) Conversion-Combination refers to the optimization of the identified solutions and
the matching between the resources and the validated alternatives. The key
questions in this iterative process are: what are the knowledge bases required for
the combination of alternatives? How effective are the results of that combination?
The processes of idea selection, budgeting, prototyping and product development
are characterized by the uses of numerous templates, procedures and business
cases.

(d) Conversion-Internalization refers to individual follow-up of the precedent exter-
nalization and combination stages. The key questions are: what are the activities
or actions to put in place in order for the employees to leverage the developed
knowledge and solutions? What are the individual reports gathered from their
respective participation? What are the new knowledge gained in the process?
Testing the prototype gives the opportunity to gain some insight from the cus-
tomer, sometimes a lead user.

The diffusion generation stage purpose is to fasten the adoption of the new solution
within the company and in the market. We describe hereunder how socialization,
externalization, combination and internalization also contribute to the diffusion stage.
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(a) Diffusion-Socialization refers to individual activities where the new knowledge is
transferred in the current individual practices. The key question is: what are the
tacit practices induced by the innovation solution. The tacit knowledge gained
within the company in the process of creation of the new product or service must
also be transferred to the user or the customer by training or launching events.

(b) Diffusion-Externalization refers to activities where the new knowledge generated
is shared and transferred to the current practices of the organization. The key
questions are: what are the explicit practices induced by the innovation solution?
The customer or user feedback can be related to sales increased or productivity
improvement. The buying process is the conversion of tacit knowledge to explicit
knowledge.

(c) Diffusion – Combination refers to simulation, reconfiguration and reexploitation
of the new tacit and explicit knowledge generated by the innovation project. The
key questions are: what are the group activities put in place for the new knowl-
edge diffusion? How can the new knowledge contribute to solve new problems?
The available knowledge embodied in new products and services can be trans-
formed in marketing campaigns to attract more customers.

(d) Diffusion-Internalization refers to individual activities used to diffuse the new
knowledge. The key questions are: what are the individual activities put in place
to share the new knowledge? How does each participant individually contribute to
the diffusion of the new knowledge issued from innovation solution? Furthermore,
new products and services are tested in pilot market to get insights from lead
customers.

4 Conclusion

The challenge addressed by this paper is that innovation and KM initiatives must be
considered as intertwined projects. But the literature measurements frameworks eval-
uate them separately. The unified framework we proposed is process-based and an
integrated conceptual model combining the value innovation chain (ideation, conver-
sion and diffusion) and the SECI KM model (socialization, externalization, combina-
tion and internalization). Our next challenge is to test this model on an empirical basis
on different business context.
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Abstract. PLM tools mainly refer information systems based on a wide graph
representing linked information. Such a PLM model is compatible with a meta-
model often expressed in UML. UML graphics diagrams are paradigms to support
sharing and understanding the concepts and relationships that must be supported
by the PLM tool. Nevertheless instance diagrams contain so many objects that it
is hard to present them in a holistic view that can be easily shared by collaborators.
This paper presents a 3D approach to visualize an Object-Process Methodology
(OPM) model, which provides a single holistic view of a complex system and
supports sharing among collaborating parties. This approach has been applied to
managing the complex information related to VISIONAIR – a European visual‐
ization infrastructure project, successfully enabling the management of 123
simultaneous projects.

Keywords: Virtual reality · PLM · Object-Process Methodology · Conceptual
modeling

1 Introduction

Product lifecycle management (PLM) integrates the theories and technologies to create,
optimize and manage a holistic view of a product throughout its life cycle. Maintaining
information coherence is a major PLM issue. Tools have been developed and commer‐
cialized to integrate information from the various domains involved in the various
product life cycle stages. Such tools require detailed product models as well as the engi‐
neering processes to produce it. Models are often formalized through Unified Modeling
Language (UML). The complexity of the modeled domain leads to huge class diagrams
which represent the conceptual model of PLM. Some object diagrams are used to visu‐
alize the instantiation of the conceptual model, but they are seldom practiced because
the complexity of relationships leads to very large, entangled graphs that cannot be
understood. Hence, such diagrams are usually limited to small examples. Some user
interface is needed to access information in models of real life products. Web-based user
interfaces are currently practiced, leading to a large amount of tables linked together.
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A standard user accesses the system through a profile area, with a table of projects and
products with which she or he are concerned. Selecting a project or product, he gets
access to new tables providing specialized information. Each table is a partial view of
the complete information system. Overall comprehension of the product life cycle
requires navigating through a big set of tables and building a mental view of the product
evolution or its related processes.

While PLM claims to provide a holistic management of the product life cycle, it fails
to offer simple, user-friendly views. We present a new way to access needed PLM
information. Using a 3D visualization framework, we take advantage of the third dimen‐
sion to augment perception capacity.

In the next section we discuss various product and process models which were
proposed to measure the PLM complexity. Section 3 focuses on Object Process Meth‐
odology (OPM) and the OPM-based presentation, which combines the processes and
the object being processed, yielding a set of conceptual 2D object-process diagrams
(OPDs). Section 4 presents the use case concerning the management of more than 120
projects simultaneously in the VISIONAIR FP7 European project. A main objective of
the VISIONAIR project was to invite guest users to one of the 29 research institute
laboratories participating in the VISIONAIR consortium. We created a conceptual view
of VISIONAIR processes in an OPM model. Then, a 3D projection of the instantiation
model was used to simultaneously visualize the status of various projects. This 3D
approach is presented in Sect. 5. The paper concludes with the discussion about the
added value of this visualization for process management.

2 PLM Conceptual Models

A wide literature covers PLM models. Design is mainly concerned with the product and
the definition of its engineering processes via activity/process models or by product data
management models which often integrate the product and its manufacturing processes.
PLM also address models of customers (CRM), enterprise resources planning (ERP),
and many other aspects. Some authors propose integration of these aspects. In this
section we provide a rapid overview of product and activity models.

2.1 Product Models

The product breakdown structure is often used as a decomposition of the product for short-
term projects. Indeed, this provides a local bill of materials, which was extended as the core
model of product data management (PDM) systems. The bill of materials is a tree of arti‐
cles, mainly corresponding to an assembly decomposition into sub-assemblies or compo‐
nents. It becomes quickly complex when every representation of article may be released and
the corresponding versions are saved in the same data base. Moreover, various views, such
as design view, manufacturing view, etc., are attached to the product life state. The bill of
materials is a structure decomposition of the product, which provides reference to identify
parts of complex products and to access a set of representations or views. Indeed the bill of
materials is a structure decomposition of the product.
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The structure decomposition does not provide a complete description of the product.
Gero [1] highlighted the cognitive dimensions of product analysis as the function,
behavior and structure descriptions (FBS). Many models were developed to integrate
functional and behavioral representations of the products. The Core Product Model was
an attempt to propose an extensible standard model. Its kernel definition was expressed
by Fenves [2, 3] through a UML class diagram (Fig. 1). Bond-graphs were proposed to
focus on function and behavior representations [4]. The product part of IPPOP (Inte‐
gration Process Product for Performance Optimization) model focused on establishing
links between FBS dimensions [5]. The FBS-PPRE model claimed to integrate manu‐
facturing processes and resources to the FBS model [6]. All these models fail in
describing product behavior which remain a polysemous concept [7]. No model
succeeded in becoming the standard. A recent effort has been to extend UML to SysML
by arguing that the product is a system and adding requirements and parametric diagrams
[8], including to functional and behavior diagrams.

STEP is a special case which is often reduced to an exchange standard, but initially
it was built to model the overall life cycle of a product [9]. Indeed the norm the EXPRESS
language acts as an editor of conceptual models [10], which is similar to the UML
diagram class. As in UML, an EXPRESS diagram is a set of relationships between
concept classifiers which have basic attributes. A diagram is a conceptual view of a

Fig. 1. The core product model [2]
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partial domain as it will be modeled and exchanged through the standardized files, but
it could be also directly used as a modeling data structure. The various chapters of the
STEP standard define partial views of PLM aspects. STEP fails to provide a coherent
holistic view for PLM, because the various parts were defined separately and intersection
concept may differ with respect to the corresponding chapters. Moreover STEP releases
are too often late and lag after commercial innovations, making STEP obsolete.

Indeed, product models are presented as 2D diagrams, and when they are instantiated
to show all the actual instances of one or more object classes, perception of and inter‐
action with the model becomes a real challenge.

2.2 Activity Models

Similar to product models, activity models have also been proposed in the PLM domain.
A simple and comprehensive activity model widely used in industry for short term
projects is the work breakdown structure (WBS) [11]. WBS seems to be very efficient,
because it is easily understood by any engineer. Yet, it is just a tree decomposition of a
task. Such decomposition was widely adopted in most activity models starting by the
series of IDEFx process models or within project management tools, such as Microsoft
Project. Several UML diagrams convey activity: state machines, activity diagrams,
sequence diagrams, and even use case diagrams. Business Process modeling Notation
(BPMN) was proposed in 2006 by the Object Management Group (OMG). These
activity models propose diagram representations that make them quite intuitive, as illus‐
trated by the BPMN diagram in Fig. 2.

Fig. 2. An example of a BPMN model [12]

Activity models usually present an a priori model of the expected process. The major
problems with these representations concern three aspects:

• These representations are not easy to update, share and create on the fly; they lack
agility.
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• They are seldom reused and almost every project leads to a definition of a new model.
Moreover, the model is supposed to fit all its instances.

• Complexity is poorly managed, as decomposition is hardly undertaken. Every non-
trivial activity has to be decomposed into sub-activities, and this recursive process
must be stopped whenever the right balance between modeling need and model
comprehension efficiency is reached.

2.3 Complex Information Systems and User Interfaces

A model is not an end in itself, rather, it is expected to support some human expert
activity. Individuals should be able to extract, edit, and share information while main‐
taining a coherent model. This idealized view has not been reached, and therefore partial
solutions are provided to support human experts as they advance along the PLM process:

• Groupware is widely used to share models. To support coherence, the most popular
solution has been a check-out/check-in protocol, which enables users to protect
potentially modified data and inform collaborators that they are doing so. Synchro‐
nization solutions exist, but they are mainly practiced in software development
projects. Application of such solutions to a wider range of domains have been inves‐
tigated [13] but only partly realized.

• Mapping to an expert view: expert dedicated models are produced either by manual
reconstruction from scratch or by and by hand, by extraction and conversion of
common models to a dedicated view. A mapping to a 3D model is a usual practice
within product development, because it fits the physical view of a real product. This
approach is used obviously in CAD systems, but also for manufacturing simulators
and many other behavior analysis systems, such as finite elements method. Such
mappings provide a metaphor to visualize and interact with a partial view of PLM
and help resolve interoperability issues.

Interoperability and Groupware are the major ways to create connections across a
huge data set, and providing a more complete and holistic information PLM model. The
research question in this regard is how to enable a holistic understanding of a
complex information system? The assumption of this study is that a 3D model may
be used to extend the capacity to present instances of object classes in an informa‐
tion system even if the information does not have an obvious 3D physical metaphor.

The next section presents a conceptual model of a real use case supported by a
process-driven information system. A 3D representation of an instance of this process
is then introduced and tested on various 3D viewers to assess how the 3D presentation
helps manage this complex information.

3 An Infrastructure Project with a Complex

3.1 VISIONAIR Activities

VISIONAIR is a European infrastructure for research in visualization technologies,
which operated between 2011 and 2015. The project acronym means “VISION
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Advanced Infrastructure for Research”. The 25 partners involved in the project operate
29 high-level visualization and interaction facilities that share a technology-oriented
vision. The 29 facilities were associated to four technological domains:

1. Augmented collaborative environments, including holography, were supported to
enable local or remote collaboration of actors.

2. Ultra-high definition and networking facilities provided ultra-high definition (UHD)
displays (4 K and 8 K, even in 3D), including streaming the corresponding content
on networks.

3. Virtual reality (VR) facilities included immersive environments such as CAVEs,
where the user is immersed in virtual scenes.

4. Scientific visualization facilities were dedicated to the navigation and understanding of
results of data output by high performance computing or from physical observation.

The infrastructure hosted external research projects. A call for projects was launched and
any European research could apply for a Trans-National Access (TNA) project. A process,
described in detail in the sequel, was designed to evaluate project proposals in order to
accept or reject them. An information system was created to manage the 230 TNA applica‐
tions received over the project’s four years and ensure the realization of 122 of them,
enabling projects that cover a wide spectrum of disciplines, including the following:

• Improvement of engineering processes: interacting with fluid dynamics simulations,
weather forecast, new style design, extended vision and perception of technical 2D
drawings, manufacturing process analysis or simulation, augmented tools for manu‐
facturing, manufacturing plant layout arrangement, and training on assembly and
disassembly of products.

• Remote collaboration: remote physical feedback by handling haptic devices from a
long distance, co-working with shared 4 K panels, co-organisation of nurse schedule,
surgery tele-operation, and remote collaborative concerts involving musician and
dancers located in various countries and participating in a same concert within a
virtual environment.

• New tools and methods for medical applications: ergonomic analysis to support sport
analysis activities, training gun fighters, analysing rugby and basketball gestures, and
enabling new protocols of remote interconnections between athletes and coaches. 3D
ultra-high definition quality with low bandwidth and low latency over networks to
support this kind of remote collaboration was demonstrated.

• Museum applications: storytelling and reconstruction of fragile historical sites for
patrimony conservation and archeological studies.

• Virtual visit: visits of faraway planets with data incoming from observatories,
exploring seas and animals scanned from tomography, and other applications
including studies about virtual environment perceptions and psychology, etc.

This long list demonstrates the variety of projects managed within VISIONAIR and the
difficulties associated with gaining control and managing the projects. Obviously, we imple‐
mented information systems to support both the evaluation of the proposals and the collab‐
oration with the applicant. This use case is a service deployment rather than a product design
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activity and thus the corresponding “product model” is much simpler. In the following
sections, we present the OPM conceptual framework to model this process.

3.2 OPM Conceptual Model

Object-Process Methodology (OPM) is an approach and a language for modeling
complex systems using a compact set of concepts [14]. It is a holistic graphical and
textual paradigm for the representation and development of complex systems in a formal
framework. OPM is a tool for system engineers and it enables representing systems
simply in a single model, expressed in both graphics and equivalent natural language.

By using a single holistic hierarchical model for representing structure and behav‐
iour, clutter and incompatibilities can be significantly reduced even in highly complex
systems, thereby enhancing their comprehensibility. OPM has proven to be better in
visual specification and comprehension quality when it was used for representing
complex reactive systems compared to the standard in the field of systems engineering.

One major benefits of OPM is the combination of the product model through object
definition and the activity process which consume an object in a given state and produce
objects in a new state. The three concepts of the FBS paradigm are joined in a single 2D
diagram: Structure is related to objects, Functions are related to activities and Behaviour
is related to object states. This combination makes it ideal for collaborating and commu‐
nicating knowledge and ideas, via visualization-based platform.

An OPM diagram is composed of 3 main symbols plus links:

• Objects are represented by rectangles. The name of the rectangle identifies the
concept, which is either an actor or an object. Within Fig. 3, a “Research group”, a
“Visionair consortium”, a “Project” are objects managed through the process.

• Object States are represented by rounded rectangles placed in the object rectangle.
One object has a single active state and is identified with its current state. The
“research group” in Fig. 3, may have several states: “unaware”, “aware”, “waiting
for feedback”, “project rejected” and “project approved”

• An activity is represented by an ellipsis. An activity is decomposed in several activ‐
ities by drawing ellipsis inside the father ellipsis. There is no recursive decomposition
on a single diagram. If a sub-activity must be decomposed this second level of
decomposition will be drawn in a secondary diagram.

• Several links are available:
• consumption, and production link:
• control link
• inheritance link: the traditional specialization link of concept
• link

These concepts are presented in Fig. 3. Through a first draft model of the transna‐
tional project activity process.
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3.3 OPM Description of VISIONAIR TNA Process

Object-Process Methodology, OPM [14, 15] is a systems modeling paradigm that repre‐
sents the two things inherent in a systems: its objects and processes. OPM, which has
become ISO 19450 Specification in Aug. 2014 [16], is an ideal visual-textual platform
for not just engineering systems and managing human knowledge, but also for extending
and evolving it by combining disparate facts within a formal, intuitive, consistent, reli‐
able, and evolvable OPM model.

OPM is fundamentally simple; it builds on a minimal set of concepts: stateful objects—
things that exist, and processes—things that happen and transform objects by creating or
consuming them or by changing their states. Another fundamental advantage of OPM is that
it represents the system simultaneously in graphics and natural language, and the two are
completely interchangeable. OPM enables clear representation of many important features
of a system at various levels of detail. OPM semantics was originally geared towards systems
engineering, as it can model information, hardware, people, and regulation.

OPM was selected for modeling the TNA process because of the clear conceptual
overview of the process it provides. Basically, a TNA process involves an external
“Research Group” which is supposed to apply for a project. VISIONAIR consortium

Fig. 3. First draft of a TNA project process
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members are in charge to support this Research Group. First a Review Committee is
organized for assessing the proposed “Project” and a “Host Facility” technically
supports the project if and when it is accepted.

Objects are denoted in OPM by rectangles and the states of an object are denoted by
rounded-corner rectangles inside the object. Examples of states of the object Host
Facility are expecting an incoming project, preparing the execution of the project,
hosting the Research Group, and finally completed experiment (see Fig. 3).

Processes, denoted as ellipses, transform objects by (1) consuming them, (2)
producing them, or (3) changing their state. The TNA process is comprised of the
following main subprocesses: first promotion was made by the review committee and
projects were solicited. An interested Research Group creates an account and can apply
for a project. Then it waits for the results of the Reviewing process, which produces the
informatical object Review Outcome. Depending on this outcome, the project may be
rejected, accepted, or modifications may be requested. The acceptance activity notifies
the Host Facility and the Research Group, which collaborate for remote preparation,
then for co-located set of one or more experiments (see Fig. 3).

The 2D diagram in Fig. 3 provides an overall view of the process, but the number
of arrows gives an idea of the complexity of the managed process. Each object “knows”
its current state and can clearly identify the process that should be processed next. As
soon as a project was submitted, the Research Group knows that it must wait for review
outcome. Every process may be split into sub-processes via OPM’s in-zooming mech‐
anism, but in this paper we do not make use of this refinement mechanism.

While each single actor (object) knows its current state and activity opportunities, the
complete management of all the simultaneous projects, the corresponding research groups

Fig. 4. 3D presentation of instances
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and host facilities remains a real challenge, as one needs to be on top of all the simultane‐
ously occurring projects. To figure out which research groups and host facilities are
concerned, or rapidly get the list of projects in a given state. We produced a database system
that reflects the TNA project process. Only humans can achieve a holistic picture by inte‐
grating several partial results from querying the database. In the next section we present tour
3D metaphor for improved management of the TNA process.

4 3D Visualization of the TNA Process

A few works investigated the potential of visualization for information system. Bihanic
and Polacsek [17] proposed various way to visualize graph data. Hayka et al. [18]
developed new metaphors for multitouch tables to visualize a PDM bill of materials.
Sadeghi investigated the management of models for project reviews [19]. The current
work is a new step in these investigations.

4.1 3D Metaphor

As argued, the OPM 2D diagram provides an efficient conceptual view of the process
but it cannot visualize a set of object instances. The core idea of the 3D metaphor is to
take advantage of the third dimension, which is available with current visualization
technologies. The third dimension is used to list the instances concerned an object state.
We then wish to assess the benefit of improved process control as a result of using the
third dimension.

Fig. 5. 2D desktop visualization of several states of the same object

470 F. Noël and D. Dori



A 3D viewer was used to visualize the OPM diagram. The original OPM diagram,
called Object-Process Diagram (OPD), was simply drawn on a plane and thus remains
unchanged with the same semantic. An interaction behavior was encoded. A trackball
system was designed to support free navigation in 3D over the scene. When selecting
an object in a certain state, the list of object instances are drawn along an axis orthogonal
to the diagram plane. Figure 4 shows a specific view where the “Host Facility” was
selected at the state of “preparing a project”. The projects which were accepted show
up on the right column, identified by their index, e.g., Project #75 at the top, while the
host facilities are listed by their name and (in parentheses) the number of projects that
the Host Facility is preparing to host.

With this single view, a user gets a clear picture of the concerned facilities and
projects in response to his or her graphics-driven query. By selecting an instance from
one the two lists, additional information can be printed in an information window. For
a project, one can get the project name, the Research Group, dates of submissions and
of state change, etc. Depending on the working mode, selecting an instance may visualize
the related items. For example, if a specific Project is selected, the relevant instances of
the object classes Research group, Host Facility, Review Committee with their current
state are presented. This visualization provides the system executives and operators with
a clear view and rapid understanding of all the information related to a given project.

a/. Testing the metaphor on a 3D stereoscopic 
viewer including head tracking. 

b/. Testing the metaphor on a “6K” 
powerwall. 

c./ Left and right view within a HMD d./ HMD at desktop position

Fig. 6. Testing the metaphor on various displays
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4.2 Projection on Various Device

Our 3D metaphor was tested on several devices. First, we used a standard 2D desktop.
Figures 4 and 5 were produced this way. To test for information overload, in Fig. 5 several
states of the Research Group object were selected, and indeed, as Fig. 5 shows, there is too
much information and the added value of the 3D instance presentation is lost.

We then used a 3D active stereoscopic full HD display with a Crystie back video
projector on a wall 3 meters wide and 2 meters high. As Fig. 6a shows, the OPD is
oriented from top to bottom.

The metaphor was also tested on a powerwall. As Fig. 6b shows, the powerwall is
made of 9 Samsung© LCD 55” panels with very narrow, 5 mm sides between any two
adjacent displays.

Finally, the metaphor was tested on a head-mounted display (HMD) Oculus© DK2.
This technology is both affordable and can be easily installed on standard desktop
computers. However, interaction with this device is not convenience, and some dizziness
may appear due to loss of contact with real space. In our case, such uncomfortable
feelings due to large displacement are not an issue, since the global scene may be really
to avoid large head movements. Since interaction with HMD is challenging, a mouse
was used, which required some training.

4.3 Overall Perception

The assessment focused on the overall subjective display perception rather than on interac‐
tion issues. While we did not have a large enough sample to allow for statistical analysis, the
differences in perception were very obvious. Three factors appear to be significant:

• Dimensionality: a traditional 2D desktop and the power-wall were used for projecting
the 3D scene on a 2D display. The HMD and the stereoscopic back projection systems
are referred to as 3D spaces.

• Resolution: the tested 2D desktops were either at very high resolution 4 K or Full
HD. Both the 3 × 3 power-wall and the stereoscopic back projection system have
Full HD resolution. The HMD is a Full HD display used in side-by-side mode, so
each eye has half full resolution in the horizontal direction.

• Brightness: all the displays have high brightness, but the brightness of the power-
wall is video projector.

Table 1. Qualitative comparison of displays

Device 2D desktop HMD Tracked stereoscopy Power-wall
Text readability +++ + ++ ++++
Project timeline + ++ +++ ++
Text superposition + + + ++
Interaction comfort ++ ++ +++ +++

An important usage issue is text readability. Low resolution is a drawback, and this
deficiency increases with stereoscopy, where even a small alinement defect hinders text
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readability, making it unusable for information systems. Thus, HMD is currently still
an immature technology, while systems with higher resolution are preferred. The 3D
superposition of text in on 2D displays makes them hardly readable. The 3D spaces are
more adequate to perceive 3D superposition of text, but on the other hand, resolution in
2D displays is better, so the power-wall provides better rendering of text with 3D super‐
position (Table 1).

The immersion in 3D space allows putting the diagram on a horizontal plane and
perceiving the instances as being lists perpendicular to that plane. The object states far
from the observer on the horizontal plane are the initial states and the closest states are
easily perceived as the final states, making the project time line clearly aligned from far
(origin, past) to close (destination, future). With full immersion and tracking, the
observer can overcome the difficulties arising with text superposition in 2D desktops.
However, the projection of text in 3D is at a lower resolution, making it less readable.
When a lot of text is projected the user loses the ability to focus on the text, and some
of it also occludes other text. Higher resolution is needed for this approach to be imple‐
mented in a valuable tool.

With respect to interaction comfort, using HMD, traditional desktop, and 2D power-
wall, the user can sit down. We have not implemented 3D interaction at this stage and
used a 2D mouse in this first test. 3D stereoscopic back projection system appears to
better fit a clear perception of 3D, as navigation becomes easier, but resolution must
improve for better text readability.

5 Conclusion

Among existing conceptual modeling approaches and diagram kinds, OPM has proved
to be very efficient, because it combines both processes and state-full objects – the only
two building blocks in the universal OPM ontology. In our application we, have found
it to be a clear and nice tool to collaborate about the conceptual definition and manage‐
ment of the complex trans-national access process. Since, like any other diagram kind,
OPMs are not adapted to the description of instances, as soon as more than a single
instance is running under the process, a new approach is in order.

The complexity of the VISIONAIR EU FP7 Project, in which more than 200 projects
were simultaneously managed in 29 Host Facilities by one Review Committee, called
for designing and assessing new management metaphors.

Using the 3D representation metaphor, we have demonstrated a clear advantage.
Additional research and development must take place in order to formalize this approach
and take advantage of the opportunities opened by this study.

The various rendering technologies and devices must also be assessed. Obviously,
real immersion in the 3D model with ultra-high definition will provide higher added
value than the devices we have tested.

The current state-of-the-art and expected trends promote usage of HMDs, which are
becoming affordable and easier to deploy in an office environment. We plan to extend
this work by implementing and surveying new devices, improving the 3D metaphor,
and designing and assessing new interaction systems.
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In any case this study opens widely new perspectives towards the usage of virtual
environments in the PLM area.

Acknowledgments. This paper was written within the scope of the VISIONAIR infrastructure
project. VISIONAIR was lead by Grenoble INP, 46 avenue Felix Viallet, F-38 031 Grenoble
cedex 1, FRANCE. This project is funded by the European Commission under grant agreement
262044. This work has also been partially supported by the LabEx PERSYVAL-Lab (ANR-11-
LABX-0025-01) and by the Gordon Center for Systems Engineering at Technion, Haifa 32000,
Israel.

References

1. Gero, J.S., Kannengiesser, U.: The situated function behaviour structure framework. Des.
Stud. 25, 373–391 (2004)

2. Fenves, S.: A core product model for representing design information. NISTIR 6736 (NIST
Internal Report) (2002)

3. Sudarsan, R., Fenves, S., Sriram, R., Wang, F.: A product information modeling framework
for product lifecycle management. Comput. Aided Des. 37(13), 1399–1411 (2005)

4. Paynter, H.M.: Analysis and Design of Engineering Systems. MIT Press, Cambridge (1961)
5. Noël, F., Roucoules, L.: The PPO design model with respect to digital enterprise technologies

among product life cycle. Int. J. Comput. Integr. Manuf. 21, 139–145 (2007)
6. Labrousse, M.: Proposition d’un modele conceptuel unifié pour la gestion dynamique des

connaissances d’entreprise. Ph.D. thesis, Ecole Centrale de Nantes et l’Université de Nantes
(2004)

7. Noël, F.: A dynamic multi-view product model to share product behaviours among designers:
how process model adds semantic to the behaviour paradigm. Int. J. Prod. Life Manage. 1,
380–390 (2006)

8. Johnson, T.A.: Integrating models and simulations of continuous dynamic system behavior
into SysML. Ph.D., Georgia Institute of Technology (2008)

9. Urban, S., Ayyaswamy, K., Fu, L., Shah, J., Liang, L.: Integrated product data environment:
data sharing across diverse engineering applications. Int. J. Comput. Integr. Manuf. 12, 525–
540 (1999)

10. Goh, A., Hui, S., Song, B.: An integrated environment for product development using STEP/
EXPRESS. Comput. Ind. 31, 305–313 (1996)

11. Tausworthe, R.C.: The work breakdown structure in software project management. J. Syst.
Soft. 1, 181–186 (1980)

12. OMG, BPMN: http://www.omg.org/spec/BPMN/2.0/PDF. Accessed May 2015
13. Bricogne, M., Rivest, L., Troussier, N., Eynard, B.: Towards PLM for mechatronics system

design using concurrent software versioning principles. In: Rivest, L., Bouras, A., Louhichi,
B. (eds.) PLM 2012. IFIP AICT, vol. 388, pp. 339–348. Springer, Heidelberg (2012). doi:
10.1007/978-3-642-35758-9_30

14. Dori, D.: Object-Process Methodology – A Holistic Systems Paradigm. Springer, Heidelberg
(2002). (ISBN: 3-540-65471-2; Foreword by Edward Crawley. Hard cover, 453 pages, with
CD-ROM). eBook version: http://link.springer.com/book/10.1007/978-3-642-56209-9/page/1

15. Peleg, M., Dori, D.: The model multiplicity problem: experimenting with real-time
specification methods. IEEE Trans. Softw. Eng. 26(8), 742–759 (2000)

16. ISO 19450. OPM. http://www.iso.org/iso/catalogue_detail.htm?csnumber=62274. Accessed
May 2015

474 F. Noël and D. Dori

http://www.omg.org/spec/BPMN/2.0/PDF
http://dx.doi.org/10.1007/978-3-642-35758-9_30
http://link.springer.com/book/10.1007/978-3-642-56209-9/page/1
http://www.iso.org/iso/catalogue_detail.htm?csnumber=62274


17. Bihanic, D., Polacsek, T.: Visualisation de systèmes d’information complexes. Une approche
par «points de vue étendus». Stud. Informatica Univers. 10, 235–262 (2012)

18. Hayka, H., Langenberg, D., Stark, R., Wolter, L.: Combining heteregenous PLM
environments with grid computing and virtual reality applications. In: Proceedings of PLM
2010, Bremen Germany (2010)

19. Sadeghi, S., Masclet, C., Noël, F.: Visual and interactive tool for product development process
enhancement: towards intuitive support of co-located project review. In: Rivest, L., Bouras,
A., Louhichi, B. (eds.) PLM 2012. IFIP AICT, vol. 388, pp. 213–225. Springer, Heidelberg
(2012)

Towards 3D Visualization Metaphors for Better PLM Perception 475



Simulation Data Management and Reuse: Toward
a Verification and Validation Approach

Anaïs Ottino1,2, Thomas Vosgien2, Julien Le Duigou1(✉), Nicolas Figay2,
Pascal Lardeur1, and Benoît Eynard1

1 Laboratoire Roberval, Université de Technologie de Compiègne,
Sorbonne Universités, Compiègne, France

{anais.ottino,julien.le-duigou,
pascal.lardeur,benoit.eynard}@utc.fr

2 Institut de Recherche Technologique SystemX, Université Paris-Saclay, Palaiseau, France
{anais.ottino,thomas.vosgien,nicolas.figay}@irt-systemx.fr

Abstract. Nowadays, in various sectors of industry, numerical simulation process
becomes more and more time consuming. In this process, the lead time of the pre-
processing stage is predominant. Therefore, in order to optimize this process and
hence, the design process, the created computational models need to be reused.
According to Product Lifecycle Management (PLM) approach in an extended enter‐
prise context, the computational models come from various partners, departments and
heterogeneous tools. In order to reuse these computational models, it is necessary to
capitalize the simulation data in accordance with a common standardized and struc‐
tured format. Based on a Simulation Lifecycle Management (SLM) approach and a
Verification & Validation methodology, this paper proposes a framework and a
process to enable the reuse of computational models.

Keywords: Numerical simulation · STEP AP209 · Simulation Lifecycle
Management · Verification & Validation

1 Introduction

In the industry, projects progress through partnerships. These partnerships involve the
generation of a large amount of data form various sources throughout the product life‐
cycle [1]. This collaborative context implies the necessity to manage all the data
concerning the product used by the different partners through various activities. It
describes the Product Lifecycle Management (PLM) approach [2]. The “Standard &
Interoperability PLM”1 project, which includes this research work, aims at developing
an experimental platform as a Service. The objective of the platform is to validate the
usage and the implementation of PLM standards through industrial scenarios [3].

Today, the highly competitive business environment pushes companies to deliver
more innovative products, reduce costs, improve quality, and shorten time to market.

1
http://www.irt-systemx.fr/project/sip/.
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The increasing complexity of products adds difficulties. To support design decisions and
to better understand product behavior, simulation and analysis is becoming increasingly
important to manufacturing enterprises [4]. Simulation analyses are often a combination
of physical disciplines and based on heterogeneous technologies. To compete on the
global market, companies focus on new approaches like the Simulation Lifecycle
Management (SLM) and design for product variation in order to rapidly achieve product
quality and process robustness [5].

This context accentuates the need to establish an effective SLM approach though the
product development process. The National Agency for the Finite Element Methods and
Standards (NAFEMS) defines the SLM approach as “management of the intellectual
property associated with simulation tools, data, and processes as related to product or
process development”. A Simulation Data Management (SDM) system supports the
SLM approach. It must encompass four essential functional areas to be effective: collab‐
oration, data structuration, decision support, and integration and process automation [6].

The simulation and modeling process is classically composed of three steps: the pre-
processing step, the computation step and the post-processing step. Most of the time
consumed by this process is gathered on the pre-processing step, in other words, the
creation of the computational model. In a collaborative environment, a number of gaps
have been identified in the simulation process by [7]. There is loss of information during
the acquisition of input data and during the idealization of models leading to rework
activities. In addition, time loss results from the computational models already created
which are not reused in the simulation processes. In some industry area, the simulation
teams are isolated by business field and there is limited communication. Yet, the global
optimization of a product must be result from a multidisciplinary and multi-physics
compromise. It is necessary to exchange information from different disciplines during
the product development process for managing the various phenomena influence.

Our study is placed in an industrial context where a new product development takes
place in an extended enterprise. This organizing principle allows the initiated enterprise
to cooperate through alliances and partnerships. The objectives of this collaboration is
to carry out activities without all the necessary competencies and/or without the neces‐
sary internal resources. In this context, there is three possible types of reuse of compu‐
tational model: in the same simulation department, in another simulation department
and in a partner company. These three types of reuse imply an intra-physical and/or
inter-physical simulation data exchange.

The objective of this paper is to propose a business process based on several existing
approaches for setting up the reuse of computational models, in a collaborative and
multidisciplinary context. The study presents how the combination of the SLM approach
and the V&V methodology enable the reuse of computational models.

2 SLM Approach, V&V and Standards of Data Exchanges

Like presented in the introduction, the SLM approach implies the effectivity of four areas:
collaboration, data model, decision support, and integration and process automation. This
work aims to enhance the use of SDM systems for reuse of computational models. In this
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objective, the V&V methodology allows to provide a set of information about the models.
To address the issue of product development in a collaborative and multi-partner environ‐
ment, it is necessary to exchange the simulation data and the resulting computational model
in accordance with international standards. The use of international standards is important
to establish an unambiguous “language” between partners in order to ensure product defi‐
nition consistency throughout its lifecycle [8]. This section presents in a first part the
research works connecting the SLM approach and the V&V methodology. The second part
deals with the description of the V&V methodology and the third part introduces the existing
standards for the simulation data exchange.

2.1 SLM Approach and V&V Methodology

Lots of research works had demonstrated the interest for the enterprises to adopt an harmon‐
ized SLM approach and collaboration process for product development [9–13]. The SLM
approach is identified by [6] as a component of the PLM approach. Given the particularity
of data, process and lifecycle, the numerical simulation needs its own approach.

The state of the art shows a set of works concerning the V&V methodology in the
product development process, the data management, and the collaboration process with
the objective to enhance the lead time and the product reliability. The simulation life‐
cycle is defined as an iterative and reversible phases associated with a V&V activity [14].
According to the author, V&V is not a step or a phase in the lifecycle but a continuous
activity through the entire simulation lifecycle. An approach based on V&V method‐
ology applied on digital mock-up in the system engineering field for the “International
Thermonuclear Experimental Reactor” (ITER) project had been proposed by [15]. The
ITER project aims to demonstrate the reliability and the workability of a fusion reactor.
The authors formalize the design process in a PLM/SLM context according to the V&V
process in order to enhance costs and reliability of the ITER remote handling systems.
Their study uses the V&V methodology for complex system engineering and highlights
the importance of PLM in this approach. Several methods and technics linked with the
design V&V methodology in the product lifecycle have been gathered by [16]. Their
analysis was about standardized definitions of V&V concepts in design context. They
gave activity and process classification, from preliminary design to physical V&V step,
in the production phase.

2.2 The V&V Methodology

In a reuse context, the model is created by another person than the user. Consequently,
it is important for the user to have information allowing the determination of the reuse
possibility or not, according to his simulation scenario. The V&V methodology asso‐
ciated with the modeling and simulation process allows to get a set of model information
called data V&V. In computational physics, the partial differential equations are used
to formulate problems and describe a wide variety of phenomena. The V&V method‐
ology is used preferably on computational models being based upon methods allowing
to solve these equations (such as finite element method, finite difference method, and
finite volume method). To introduce the V&V methodology, it is necessary to give a
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definition of computational model. The computational model is a mathematical and
numerical description of a specific simulation scenario including geometric data, mate‐
rial characteristics, and information about initial and boundary conditions [17].

The Society for Computer Simulation (SCS) Technical Committee on Model Cred‐
ibility proposed in the late 1970s, a simplified vision of V&V process in order to high‐
light the interactions between evaluation phases [18]. The Fig. 1 presents an adaptation
of this process made by [17, 19] for V&V of computational models.

Modeling and simulation activities

Assessement activities

Mathematical 
model

Reality of 
interest

Computational 
model

Fig. 1. Simplified vision of V&V process phases of computational models adapted from
Schlesinger [18] by Thacker et al. [17] and Oberkampf et al. [19]

The reality of interest is the physical system on which a simulation demand is made
about a specific problem to solve. It is analyzed to create the mathematical model. The
mathematical model encompasses physical assumptions, mathematical equations, and
physical modeling data (boundary conditions, loading, law of material behavior). The
computational model is the implementation of the mathematical model associated with
a numerical approximation and a convergence criterion [20].

The assessment phases of the process consist in “solving the equations right” (veri‐
fication phase) and “solving the right equations” (validation phase) [21]. The verification
phase aims to compare a reference solution of the mathematical model with the numer‐
ical solution obtained with the computation model. The validation phase aims to
compare the solution of computational model, identified during the verification phase,
with the reality of interest. The validation process is conclusive when the difference
between the experimental and the numerical results are judged satisfactory [20].
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2.3 Standards for Data Exchange in Numerical Simulation

The standards are used to preserve collected data during the product development in a
collaborative environment. The interoperability assessment of business applications,
associated with a verification capacity according to consistent standard, become a chal‐
lenge for manufacturing industries. In the numerical simulation, several standards exist
for exchange data and information, each one specialized for specific business needs. The
CFD General Notation System (CGNS) standard covers the computational fluid
dynamics data [22]. The objective of CGNS is to facilitate the data exchange between
applications and to make durable aerodynamics data archiving. The STEP-Thermal
Analysis for Space (STEP-TAS) standard [24] allows exchange, processing, and
archiving in the long run, of models and thermal analysis results for space. The
ISO10303 STEP-AP209 second edition standard covers multidisciplinary design and
analysis [23]. It deals with geometric aspects, analysis with finite element method and
the computational fluid dynamics. The ISO10303 STEP-AP209 is an application
protocol of ISO10303 STEP family [25]. The ISO10303 STEP standard is a set of
application protocols covering the product representation and data exchange needed for
its description throughout the life cycle.

The Fig. 2 illustrates the functional coverage of the ISO10303 STEP-AP209
standard. The left side identifies the common application modules with the ISO10303
STEP-AP242 application protocol. The application protocol 242 deals with the manage‐
ment of model-based 3D engineering [27]. The right side identifies the specific 209

Fig. 2. Modeling of the ISO10303 STEP-AP209 functional coverage adapted from [26]
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application modules. The use of ISO10303 STEP-AP209 standard, like common infor‐
mation model for exchange and manage simulation data, is entered into a SLM approach.
However it is currently not enough to represent and exchange V&V data.

Recommended practice guides have been produced in order to implement V&V process
in companies: the ARP 755A [28] in the aeronautics field and the ASME V V 10 [29] in the
solid mechanics field. Standards on V&V have been also developed in various fields. The
1012 standard developed by IEEE SA covers V&V process in the software engineering field
[30]. It aims to develop, maintain, and reuse systems, software, and hardware. The V V 20
standard developed by ASME covers the fluid mechanics field [31]. It quantifies the accu‐
racy degree of a model by comparing the numerical and the experimental results for one
variable at one specified validation point. The ISO10303 STEP-AP233 standard for system
engineering includes also a set of application modules for the management of requirements
and its verification and validation [32].

According to existing state of the art and standards, the Fig. 3 shows simulation data
which must be integrated throughout the simulation lifecycle.

Requirements

Reuse

Concepts

Verification & Validation

Design

Simulation

Conceptual 
model

Numerical 
results

V&V data

Données Recommended 
practices

Geometrical 
data

SDM

Mathematical 
Data

Fig. 3. Simulation lifecycle and data management linked to the model.

3 Reuse Process of Computational Models

The reuse of computational model is the selection, the adaptation, and the use of this
model for a new objective. During the modeling and simulation process, a set of activities
are sequentially made, generating transitional models from the extraction of the digital
mock-up to the finite element model.

The Fig. 4 proposes a simulation process with the possibility to reuse the models.
The boxes represent the business functions and in some cases the associate business
objects. The arrows represent the data flows. The red boxes are business function linked
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to an assessment activity. The language used in Fig. 4 is an enterprise architecture
modeling language called ArchiMate [33].

Figure 4 presents the process allowing early reuse of models. The analysis of simu‐
lation requirements allows to define the simulation objectives and the validation require‐
ments. The specification step is used for define physical hypothesis, mathematical equa‐
tions, and physical data of modeling. This definition and specification phase of the
simulation problem enables the establishment of a scope statement. The request activity
of existing models permits to test the SDM on the reuse possibility of already created
models. A distance criterion is used to select the closest model at the more advanced
step (CAD, idealized model, mesh model…). This criterion encompasses verification
information and is used in a request to the SDM system to get the best model to reuse.

In accordance with the answer to the SDM request, the process is divided in two
branches. The first branch corresponds to the classic simulation process. As no relevant
model has been found, a new model is created. The second branch corresponds to the
case where a close existing model is found in the SDM. In this case, it is necessary to
export the model from the SDM, and, if needed, transform data to recipient format, and
adapt the model for solving the specific problem. Each activity, on the two process
branches, generates transitional models which are subjected to a verification step. The
verification activity depends on the business activity. The verification data enrich the
SDM and make the reuse process more efficient. All the needed information can be store
in the SDM as the data model (STEP AP209ed2) is adapted to this use. As a consequence,
analysis identification, analysis model, fields and properties, analysis shape and analysis
control and results are store and use for the model request. To supply the SDM, each
transitional created model, all along the process of the Fig. 4, is stored and managed in
configuration. The validation of the model is obtained by comparing the experimental
results and the numerical results. Based on this comparison, it is possible to confirm the
specifications made at the beginning of the process.

Fig. 4. Simulation process integrating the reuse of models (Color figure online)
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4 Conclusion

The reuse of models in the simulation process is an industrial challenge which will allow
the optimization of product development process. The use of SDM systems in accord‐
ance to international standard is a necessity to allow this enhancement. This paper
proposes an approach enabling the reuse of model based on a combination of SLM
approach and V&V methodology built on international standards. In this framework, a
reuse process of models has been proposed.

In future works, this approach will be detailed further. In addition, this process will
be developed on industrial practices, and the standard capacity for reuse requirements
will be tested.
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Abstract. Product Data Management (PDM) system as primary component
of the PLM concept has the goal of supporting product development by appro‐
priate methods. Interactive visualization methods support various user groups
(e.g. designers, project leaders, managers) in the interpretation and analysis
of large and complex data structures in PDM systems which lead to improved
decision making. This paper presents a novel approach for the application of
visualization methods in PDM systems and a generic architecture for effi‐
cient data interpretation.

Keywords: PDM · Data visualization · Architecture · Product development

1 Introduction

PDM systems are complex and structured data repositories that store and represent
diverse information and business processes have grown steadily in complexity over time
and thus this makes it difficult to prepare and present complex data structures in a short
time period. Users should not spend a great deal of time interpreting and analyzing data.
Tufte [1] describes principles as follows: Graphical excellence is that which gives to the
viewer the greatest number of ideas in the shortest time with the least ink in the smallest
space. Due to the constantly growing amounts of data, interactive visualizations are
necessary to take new perspectives on complex data structures and to gain new insights.
The perception of an elaborate understanding of activities and processes across all stages
of the product life cycles is also supported by Stark [2] for PDM systems. The presen‐
tation of fragmented information in a single view from various sources allows the user
to monitor and recognize relevant business-related correlations in a limited way.
However, information about objects and relationships cross-context is rarely linked, so
that coherent information structures cannot be recognized by the user. The user obtains
only a piece of information displayed without perceiving the underlying structures and
relationships of the object. The user may retrieve further information only through addi‐
tional system queries, which reduces the recognition of data correlations by cross-
context and combinatorial information. To ensure that information is not only textually
represented, but also closely linked, interdisciplinary approaches such as Visual
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Analytics (VA) can support the combinatorial information processing in PLM in order
to gain new business insights. The interactive visualization of PLM information with
various methods such as timelines, graphs, maps, and matrices supports the user in rapid
interpretation of information. Eppler and Lengler [3] describe as follows: Visualization
methods can help the user to articulate implicit knowledge and to stimulate new
thinking. This paper presents visualization methods applied for PDM systems. A generic
architecture that extracts data from the PDM system and prepares them for realistic
visualization frontends is presented. This paper is organized as follows: Sect. 2 analyzes
and evaluates currently used visualization techniques within the PLM field. Sections 3
and 4 compare data views and present an architecture to access PDM data for various
visualizations. Section 5 introduces visualization methods and describes the insights
gained from visualizations for the PLM context. Section 6 discusses the limitations.
Finally, in Sect. 7, conclusions and suggestions for further research are formulated.

2 Related Work

The majority of PLM manufacturers use visualizations only to display 3D models using
3D viewers as well as present basic diagrams, for example, cost structures in pie charts
and line graphs. Interactive visualizations are rarely found in PDM systems, although
the demand for evaluation of ever-growing amounts of data exist. Parametric Tech‐
nology Corporation (PTC) offers Windchill Visualization Services (WVS) as integrated
visualization for 2D and 3D data in PTC products [4]. Siemens offers the NX-tool HD3D
Visual Reporting for product analysis. The tool allows the identification of problems by
creating predefined visual reports based on various data sources [5]. Various Teamcenter
Lifecycle Visualization solutions by Siemens allow the visualization of 2D and 3D
product data during various product life cycle phases [6]. PLM vendors can visualize
not only 2D and 3D data, but also metadata from PDM systems, ERP systems, and
software systems supporting the Product Development Process (PEP). For example,
Dassault Systèmes [7] offers configurable dashboards to organize data more clearly
through multiple frames (called widgets). Widgets retrieve, prepare, display, and parti‐
ally visualize data from different sources for a desired user perspective. Thereby, the
user obtains a richer and cross-system information view with a limited set of interactive
functionalities on the data set. Other PLM providers use bar charts and pie diagrams to
supply visual information. However, a more in-depth interaction with data sets is not
provided. A timeline-based data view for visualizing information from PDM systems
was investigated by Hopf and Ovtcharova [8]. An overview about visualization methods
for PLM has been presented in a case study in [9]. A taxonomy of graph visualization
techniques has been presented in [10]. A visualization platform dedicated for aircraft
product development information has been developed by [11] covering early product
stages from requirements analysis to product design. A UML-RUP-based visualization
model for enterprise processes in PLM systems was presented in [12]. Other researchers
have developed an interactive graph visualization system for graph structure investiga‐
tions [13], an interactive tool for analysis of millions of nodes and edges in an adjacency
matrix was presented in [14], and visual queries in a UI was presented in [15] in order
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to display semantic information. Since most PDM providers follow a web-based
approach, several visualization technologies can be used for gaining knowledge in
various phases of the product development process (PDP) and downstream stages. While
3D models use file formats such as WebGL, X3D, 3DXML, U3D and VRML for product
design, product service, and sales, a series of web-based tools and libraries such as D3.js,
Datacopia, Sigmajs, and arbor.js exists for process-supporting and product-related PLM
data. Visualization techniques are rarely used for data sets in PDM systems which are
not directly related to 3D models. This particularly refers to the PLM data such as
product-related discussions, meetings, documents from requirements management and
product design, project tasks, and material costs.

3 Data Views

Today’s PDM systems present information either through predefined OOTB data views
or views tailored to specific customer requirements. Data views usually present struc‐
tured tables with objects of a certain type. Object-related functions perform appropriate
changes on the object or navigate to other objects and object types using the associated
relationship. Data views of an object type and related relationships are limited to the
context in which the object is located. A cross-functional interlinkages of objects in a
unified view which contains various object types and relationships from different life
cycle phases does not exist. Figure 1 schematically shows the function-driven repre‐
sentation of a tabular data view for the component Program and Project Management
of PDM systems. Data views are often nested and are separately accessed and viewed
by users. Objects in the current view are only visible based on the object that has been
selected in the previous view. All other objects that are associated to other clusters are
sorted out by the underlying logic and thus not considered in the view and therefore
invisible for the user. Graph-based views have a different perspective on objects. The
user can immediately select the desired objects of the view and does not need to start
navigation through various views to reach the desired view output. However, the number
of objects displayed in a graph view can be substantial, and therefore has to be restricted
on certain criteria. Dependencies and relationships of an object to other objects are
visible to the user through graph-based views. Thus, the user can investigate related
objects that were hidden in tabular views. Thereby, the user is able to identify correla‐
tions of various object-clusters without calling and comparing different views. To ensure
that preselected and small data amounts not only are taken into account in a graph-based
view, but also allow new user perspectives on data sets, the existing user view must be
expanded for the integration of new interactive visualization methods. The extents to
which the visualization method is appropriate for a specific context depends on the
concrete question to the accessible PLM data set. The most known visualization types
are collected by Zoss [16]. The majority of visualization methods differ in their repre‐
sentation of spatial, temporal, structural, or multidimensional data. Moreover, there is
a variety of other visualizations which use techniques of different categories and can be
described as hybrid visualizations.
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View 2: Projects View 3: Tasks View 4: Task 
Properties

View 1: Programs

Overall View

Selected objects

Not considered
objects

Cluster

Considered 
objects

Fig. 1. Tabular object approach (see view 1 to 4) vs. graph view (see overall view)

4 Architecture Design

To ensure that all necessary PLM information is retrieved by the visualization via a
standard interface, an architecture has been developed and is responsible for querying
the data from the PDM system as well as preparing the data sets in the appropriate format
for the various visualization methods. The components of the visualization architecture
have not been deeply integrated into the PDM system to keep the integration flexibility
for other software systems. Proprietary Application Programming Interface (API)
supplied by the PLM provider allows access to the vendor-specific data structure and
has to be transformed for various visualization methods. Figure 2 shows schematically
the developed architecture. The multi-tier architecture consists of three components (see
Fig. 3): (1) The Visualization Frontend (VF) for the information presentation, (2) Infor‐
mation Collector (IC) that provides the logic and data structure, and (3) PDM Connector
(PC) to build queries and retrieve data from the PDM system.

Fig. 2. Architecture view

4.1 Components

The Visualization Frontend (VF) is responsible for the presentation of complex infor‐
mation structures. All relevant information for the visualization is provided in the
required data format, so that the visualization frontend can focus on the user experience.
A request concerning mandatory information required for the presentation is sent to the
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Information Collector (IC). The response contains the data in the appropriate format
that can be processed by the visualization which concentrates on the content presentation
in an interactive context through the web browser, smart user interaction and navigation
through the data sets, and loading of provided data objects in the visualization. The IC
receives incoming requests from the VF and interprets the parameters to select the data
sets. The specific request is subsequently sent to the PDM Connector (PC) by which a
response is carried out with the corresponding data and contains the requested data in
the PDM specific data format. The IC filters out irrelevant information and converts the
data into the format that is required for the visualization frontend. Afterwards, the data
structure is loaded and processed by the VF. The PC has the role of data broker to receive
incoming request from the IC, formulate the database query, and return the results. A
request already contains all contextual information to generate the query which is subse‐
quently submitted to the database. The PC is also responsible for performing the authen‐
tication to the PDM system and uses proprietary libraries for the communication to the
PDM systems provided by the respective manufacturers.

4.2 Data Exchange and Data Filtering

JSON (Java Standard Object Notation) is used for the data exchange which is a compact
and simple structured data format in a readable text format. The data can be nested and
data types such as objects and arrays are supported. Moreover, the syntax of JSON has a
lower overhead compared to XML examined in [17]. This characteristic of JSON is espe‐
cially an advantage for mobile users, because less data needs to be transferred to the
mobile device and thus the mobile device battery is less impacted. The communication
between the VF and IC depends on the data format required by the specific web-based VF.
In addition to the type and amounts of data objects, visualization configuration parameters
are declared for user interaction behavior and styling. The reduction of the enormous data
volume through temporal selection of data objects may be advisable to ensure the perform‐
ance of real-time visualization and thus the interactive user experience.

4.3 Data Access, Security, and Conversion

User views on data sets are usually defined based on user roles. Therefore, the PDM
system defines access control on a subset of data by user roles and context parameters
without providing access to the entire database. The current user role concept of PDM
systems is sufficient for interactive visualizations, as long as only contextual data need
to be visualized. However, access to the entire PLM database is necessary to gain new
insights from an overall perspective, which requires the expansion of the current user
role concept. Otherwise, limited data sets could lead to erroneous conclusions drawn by
the user. Additional user roles could be added to the user account to allow access to a
broader amount of data, but the administrative effort appears to be inefficient. A new
user role that allows access to the entire database, but with reduced data granularity
appears to be an appropriate approach to ensure the balance between enterprise security
and gained insights by users. The data from the PDM system received by the PC is in a
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raw state, so that a data conversion is necessary for the VF. The conversion process aims
to transform the raw data into the data format required by the VF.

5 Visualization Methods

The components of a PDM system are responsible for various engineering disciplines.
Data sets vary enormously according to the type of object and relation, attributes, and
dimensions and therefore not every visualization method is suitable for different user
contexts. Before a visualization method is applied, the data structure must be known and
an idea about the significance of the visual representation must exist that facilitates the
interpretability of the underlying PLM data by the user. When both conditions are
fulfilled, a suitable visualization method can be selected to represent data, for example
in object relations, comparison to each other, partitions or compositions. In recent years,
a variety of visualization methods and tools have been developed such as Tableau Soft‐
ware [18], matplotlib [19], and Highcharts [20]. One of the most common libraries is
the JavaScript library D3.js (Data-Driven Documents) [21], which allows the creation
and manipulation of interactive visualizations for data sets that increase dynamically.
The following visualizations realized with D3.js library have been adapted and inte‐
grated for the architecture.

5.1 Tree Maps for Cost Analysis of Product Components

Tree Maps are suitable for hierarchical structures to assess and interpret ratios in size.
Therefore, a rectangle represents exactly one item and variety of rectangles are propor‐
tional to the size as well as can be grouped by color. Tree maps are useful to visualize
the cost of product components and cost blocks from various life cycle phases for staff,
prototyping, production, service, maintenance, and disposal. Figure 3a shows the visual‐
ized component costs of a vehicle. The user can assess the proportions of the color-coded
cluster immediately and determines the cluster representing the largest cost as well as
comprehends the relations among the rectangles and clusters. The Tree Map supports
the user to obtain an overview of the cost structure and allows him to implement appro‐
priate measures for cost optimization.

5.2 Chord Diagrams for Flow Analysis of PLM Activities and Dependencies

Chord diagrams are useful for data matrices with interactions to represent relationships
between objects and object groups (also known as nodes). The objects are arranged in
a circle which represents individual objects that are classified into different areas. The
objects are connected within the circle with curved bands to represent the relationship
type. A source object can have various relationships to a couple of target objects. It can
be recognized what type of object influences other object types in the PDM system. As
a result, the flow pattern of PLM activities can be identified (see Fig. 3b) when a new
meeting object triggers new task objects, which in turn produce a new collection of
document objects. This presupposes that necessary data are stored and accessible in the
PDM system.
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5.3 Bundle Visualization for Dependencies Verification and Traceability

Bundle visualizes relationships wherein connections between objects are represented by
lines drawn within the circle. This visualization type is especially interesting for PLM
with regard to traceability to track vendor codes, serial numbers, and used part and
assembly configurations. Moreover, various examples exist in the field of Change
Management, Configuration Management, and Compliance Management. In Fig. 3c,
the user can examine the dependencies between the test cases (TC-n) and customer
requirements (R-n). Moreover, it can be seen that test case TC_A40 has a significant
relevance to cover a range of customer requirements. Based on these insights, a PLM
user responsible for validation and testing could thus intensify the focus on the review
of test cases with special dependencies.

a) Tree Map for cost analysis b) Chord for flow analysis       c) Bundle for traceability 

Fig. 3. Visualization methods

5.4 Timeline of Historical Results and Events

Decisions concerning product requirements, cost and material of products belong to the
everyday work routine of decision makers and can be based upon a variety of reasons
which trigger certain events and initiate related activities. All object activities are logged
by the PDM system to fulfill the demands of security audits. A lot of object-related event
data sets that are accessible in a text-based form have been accumulated over an extended
period of time. A chain of events and activities in a historical sequence of an object
supports the interpretation of PLM data sets in a specific context. To ensure that such
events remain traceable in a chronological order and can be perceived by users, inter‐
active visualizations are suitable not only to select specific event types through the
timeline but also to navigate through a series of object events. For example, the navi‐
gation can take place through the temporal events of components and assemblies or
user’s activities. Figure 4a shows the simultaneous navigation through a horizontal time
axis scale for object type people, parts and tasks. It can be seen, which activities have
been performed in a given period of time and which events occur in a time-staggered
time frame. Each object event is represented by a point. If several events occur within
a time period, the points are displayed overlapped. The user has the ability to zoom into
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the time period in order to break down the temporally overlapping events, and thus obtain
a better overview.

5.5 Comparison of Parallel Coordinates Visualization for Product Feature

The visualization of multidimensional data allows the analysis of various attributes in
different units. An individual filter can be applied for each attribute to reduce the count
of data sets. This method is suitable to compare existing parts and assemblies which
may be reused in a new product, product requirements, project characteristics, and engi‐
neering changes. Depending on the context and assumed user perspective, different
object types and their attributes can be compared and analyzed. Figure 4b shows the
product data and attributes of various displays. Each display is represented by a hori‐
zontal line. Filters can be used for each axis by specifying the desired range of the
attribute values (blue lines) to determine the optimal display. The user is fully aware
that alternative displays exist (gray lines) and can adapt the requirement and expectations
accordingly in case that the optimal display components do not exist.

a) Timeline visualization   b) Multidimensional visualization

Fig. 4. Comparison of PLM object attributes by interactive visualizations

Several other methods have been adapted for the virtualization system. For example,
Object Maps are used to visualize complex object-based networks of relationships and
dependencies in lifecycles. The Bullet chart as variation of the bar chart, but with a richer
and smarter view has been used to compare a primarily focused measurement with other
secondary measurements which are set in the desired context. The Calendar Chart is
used to present and analyze data in a temporal context (e.g. shows in what period addi‐
tional tasks have been redefined and in which months the project tasks have progressed
quite slowly caused by absence of project participants).

6 Limitations

Historical data sets: Interactive visualizations allow users to gain insights based on
historical and current data. Any changes occurring in the future can only be predicted
if the future behavior with the same logic corresponds to the past behavior. However,
this is rarely the case, because external influences (e.g. changes in market conditions)
can induce user behavior strongly and finally lead to changes in established methods,
defined PLM processes, and social communication structures.
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Lack of question clarity and unsuitable visualization method: Without a specifically
formulated question, no insights can be gained by the user from the visualization,
because required data sets and visualization methods are derived from the question
which may lead to the results that existing PLM data sets are insufficient and additional
external data sources have to be included. There is also the risk that an inappropriate
visualization method is selected that either new insights are not allowed or the visualized
data are too complex to be interpreted by users. In addition, too much information high‐
lighting in the visualization can overstrain users.

Loss of data sets significance: The total amount of data cannot be represented in every
interactive visualization, because data structures can be arbitrarily complex such as
found in the Engineering Change Management (ECM) investigated in [22]. Therefore,
the selection and compression of the amount of data is necessary to ensure the clarity
of the data and efficiently recognize correlations. A falsified perspective on the data can
arise by incorrect data selection and compression which mislead users to draw wrong
conclusions. The challenges from a business analytics perspective for PLM data in
context of innovation management have been summarized in [23].

7 Conclusions and Future Works

Interactive visualizations provide an added value in gaining new insights for PLM users.
This paper has presented interactive visualizations for PDM systems and a generic archi‐
tecture that has been implemented as an integrative developed visualization system. The
presented visualizations have focused mainly on PLM data generated during the PDP, but
not on the representation of 3D models. The visual representations of context-specific data
which are provided by the developed architecture enables user groups to derive new
insights and make conclusions. Thus, design engineers obtain a deeper insight into various
aspects of product design, whereas project leaders obtain a deeper understanding of meeting
customer requirements and purchasers about cost optimizations.

A generic and component-based PLM visualization framework for individual appli‐
cations that cover frequently occurring patterns from PLM field would be a future step
in this research field to consolidate individual-based visualization approaches. We see
great potential in the development of interactive PLM visualizations that are tailored for
different user perspectives and product life cycle stages. Therefore, the expertise of each
domain expert is required to understand industry-specific subjects and different work
processes and requirements.
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Abstract. The work reported in the paper is primarily aimed towards building a
knowledge base for diagnosis of aircraft assembly process plans. The first step is
to identify the presence of an issue in the text. Various existing methods that
deal with issues in engineering are studied and their suitability presented.
A study of sample documents across domains, including that of assembly, is
then presented. Some key observations from the study are discussed, following
which two main methods are explored for their suitability for detecting issues
from documents. The first method is based on functional analysis of designs,
which deems that an issue is the result of the violation of a function or a related
parameter. The second is a Natural Language Processing technique called
Sentiment Analysis that aggregates sentiments from individual words. The
relative suitability of these methods is then discussed.

Keywords: Natural language text � Diagnosis � Sentiment analysis

1 Introduction

Assembly is an important step in a product’s lifecycle. It is an integrative step that
sources inputs from design and part manufacturing. However, a number of issues that
affect assembly could be avoided at the design and planning stage itself, if appropriate
knowledge for this is available a priori. Such knowledge of issues, from previous
experience, may already be recorded in various forms in case studies, issue reports,
change requests and other such documents. A more general manifestation of this
challenge of making legacy knowledge available is the closing of loop between two
product life-cycles. Knowledge and experience recorded during one product life-cycle
must be made available to inform the next or any future product life-cycle. It is,
however, a challenge for an individual, team or organization to meticulously search,
read, and understand all such documents. There could be hundreds, possibly thousands
of such documents that may be present within a large organization. These documents
could be varied in nature, and may be spread across many domains, and across various
parts of the product life-cycle.

The final goal of the research reported in this paper aims to capture offline the
knowledge present in these documents, and present an assembly planner with such
knowledge in a contextualised form. The general framework for this work is shown
in Fig. 1.
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1.1 Issues in Product Design and Realization

Issues can arise at any stage in a product’s life-cycle. Examples of such stages include
design [1], manufacturing, and deployment. The work reported in this paper is focused
on the manufacturing stage, assembly in particular. Guidelines have been proposed
successfully for tackling such problems (e.g. DFMA guidelines [2]). However, the
applicability of generic guidelines is not without challenges [3]. The role of expert
knowledge in design for manufacturing and assembly from various engineering areas
has been stressed upon [3]. Such knowledge helps to cover uncommon, but, important
issues, and is useful in domain-specific contexts. For example, these could be issues
that experienced personnel would have faced and documented.

The aircraft industry is the application area for this work. Due to the nature of the
industry, assembly problems are not yet classified in a generic manner. One reason
could be that it is still manual-assembly intensive, and hence a large number of cases of
many varieties are present, as opposed to assembly-lines, where few, specific classi-
fications of problems are possible. Our aim is to make use of documents that contain
instances of issues, and automatically acquire required diagnostic knowledge.

The paper is structured as follows. Section 2 looks at the objective of the paper and
some existing methods for the same, followed by an initial study of documents to
understand the representation of issues in text in Sect. 3. This is followed by explo-
ration of two methods in Sect. 4 along with some examples. The conclusions of this
exploration are presented in Sect. 5, followed by the future work in Sect. 6.

2 Current Methods

The objective of this paper is ‘to explore and identify means for detecting an issue,
wherever it is described in a text’. In engineering diagnosis, methods for identifying
faults and issues, or their causes, have been studied for some time now. The following
review looks into methods that have been proposed for identifying issues and causes
rather than representing these, such as in the case of Ishikawa/Fishbone analysis.

One such method, often applied in industry, is the Root Cause Analysis Method. It
is a four-step process [4]: collecting data, drawing up a causal chart, identifying the root
cause, and finally, suggesting a resolution based on the root-cause.

Fig. 1. A framework for acquiring diagnostic knowledge from documents
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Another means of dealing with issues is the Failure Modes and Effects Analysis
(FMEA) [5]. FMEA, by contrast, involves foreseeing the presence of various modes in
which failure can occur. It is a managerial way of understanding a process, identifying
possible failures in the process, and addressing some of them. Once again, it is a largely
manual means of organizing people and documents, resulting in improved processes
with reduced failures.

The method of Fault-Tree Analysis (FTA) is perhaps closer to what we aim to
achieve. FTA is a formal deductive method of identifying causes of an issue [6].Working
backwards from the issue, a logical tree of the issue-cause relations is constructed. The
final result is a probabilistic assessment of the likely causes and the chances of the issues
occurring.

There has been previous work on modeling diagnostic knowledge in systems.
Chandrasekaran et al. [7] propose two types of diagnosis. In particular they point to the
knowledge required for one type, namely malfunction hypotheses, and the relations
between observations and malfunction hypotheses.

Farley [8] acquired cases for a diagnostic system from free text repair action message
by building a grammar based on the possible patterns in the text. However, in this case,
the messages were not exactly in natural English, but rather in a coded form. Also, the
aim here was to acquire cases, rather than knowledge pertaining to issues.

Since we deal with text sources, natural language processing techniques were also
studied. One of them is Sentiment Analysis, where the objective is to find the overall
sentiment of a piece of text by analyzing the individual sentiments of its words. For
example, Taboada et al. [9] calculate a semantic orientation based on sentiments of
individual words, in combination with various modifying factors. Examples of such
factors are valence shifters, such as intensifiers, downtoners and irrealis cases (Polanyi
and Zaenen, in [9]). A general English network of words (SentiWordNet) that indicates
sentiment has also been in vogue for some time now [10]. This is a promising source of
knowledge for realising whether a piece of text conveys a positive or negative senti-
ment. Commercial tools such as Lexalytics’ Semantria are also quite effective [11].

Given the constraint of not having a very large data set, and the fact that our goal is
to move beyond only identification of issues, many of the above methods present
difficulties to the current task at hand. FMEA looks at functions of each system, then
possible failures for each - it would not help us since we have to first detect failures and
then associate them with a system. Root Cause Analysis does post-facto analysis,
inferring the root cause after a detailed understanding of the causal factors involved,
and is usually a manual task. Regarding FTA, it is not possible to identify the presence
of the issue from a piece of text using this method. The functional representation and
sentiment analysis methods are more promising from the perspective of this work. Both
are explored in greater detail in the following sections.

Following a survey of existing methods, the need was felt to obtain a better
understanding of means to identify issues in text documents. For this, it was necessary
to understand how issues are represented in documents. In the next section we present a
study on this.
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3 Initial Study of Documents

The final goal of this work is to acquire diagnostic knowledge to a level at which it can
be reused. To do so, the presence of issues and causes of issues in a text is important.
The overall flow of the desired acquisition process is shown in detail in Fig. 2. This
schematic corresponds to the ‘Knowledge Acquisition’ step shown in Fig. 1.

In order to develop a means of acquiring diagnostic knowledge from documents, it
was necessary to understand how such issues are recorded in text. For this, we surveyed
a number of documents that are available in the public domain, and extracted portions
that contain text where issues have been reported. A total of 20 such samples have been
studied. These samples were from different domains, ranging from consumer com-
plaints to bicycle maintenance, and riveting in aircraft assembly. Due to practical
considerations such as corporate confidentiality, it is difficult to obtain documents from
the industry. However, real examples, which are available in domains relevant to this
work, have been carefully selected.

During the course of this study, the exact words (or phrases) which indicated the
presence of an issue or an undesirable state were manually marked. Wherever it was
found, the words (or phrases) that indicated one or more causes of the issue were also
marked. The next step was to identify if any common pattern in the expression of issues
and their causes in text emerges from such a study.

The following are some of the observations from the study:

– There are some domain related key functions or parameters whose satisfaction or
occurrence respectively (or negation) is seen as a problem

e.g. “application has been declined” for a credit card domain;
“brakes do NOT work properly” for a bicycle chain domain;
“rivet was too hard” for a riveting domain;
“urinary chromium concentrations measured during BM-II were still higher than refer-
ences from non-occupationally exposed populations” for a workplace safety domain;

– There may be more than one issue expressed in a single sentence

e.g. “chain will slip and skip”;
“can cause slipping and may wear out drive train components”

– There can be a linear chain of causes; it could be that one problem leads to another

e.g. “rivet head cracked because rivet was too hard when driven”
“front left wheel assembly suddenly collapsed” LEADS TO “the driver immediately lost all
steering control”

Fig. 2. Procedure to construct diagnostic knowledge.
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– Usually, a singular or small set of root causes is not found, unless a large number of
cases are analyzed

– The amount of background knowledge required to understand the occurrence of an
issue is large. Unlike human understanding, it cannot be assumed that the proposed
system will have enough knowledge to implicitly understand the issue.

e.g. “known carcinogen to humans” - unless the word carcinogen carries a negative value of
sentiment, it is unlikely to be understood that this is a problem (because cancer is even-
tually caused).

– There are only three possible orders for causal reasoning - build up, or post-analysis
or both. The causes of the issue may be explained by building up the final issue, the
issue can be mentioned first followed by an explanation. And sometimes it can be a
combination of the two.

– It is not yet known if the set of root causes is already known or unknown – the
condition is that they have to be identifiable with the system.

The potential use of these observations is that we can construct possible templates
for detecting issues in text, and breaking down the text into necessary pieces.

4 Detecting Issues in Text

Following the analysis of documents containing issues, our next step was to identify
what methods could be employed to identify these automatically, and whether they
could be used as is, or needed to be modified for our purposes. Before carrying this out,
it is worth explaining a particular detail of our work.

The need for diagnostic knowledge dictates the need to acquire knowledge of issues
as well as knowledge about causes of issues. This implies a need to understand the
contents of the document. This need, as well as the subsequent use of a logical form to
do so using Discourse Analysis method has been shown in an earlier paper [12]. Hence
all such analyses of issues and causes in this work would be eventually performed on a
logical form of text rather than the text itself. One example of a logical form (as given
by the Discourse Representation Structure (DRS) tool Boxer [13]) is as follows. For the
sentence

“An aircraft has many parts.”

x1, x2, x3 are the discourse entities, and the corresponding logical form is
patient(x1, x2), agent(x1, x3),have(x1), parts.(x2), quantity(x2), aircraft(x3);
(The patient and agent predicates are thematic roles for the entities (parts, aircraft)

as expressed in the logical form. The ‘patient’ thematic role indicates something being
affected, in this case, having parts. The other predicates indicate which variables are
what, such as x3 being aircraft.)

From the discussion regarding logical form presented above, we foresee two
possible methods using which presence of issues in text could be identified in either
text or its logical form. The first method is related to the use of functions as a means of
identifying negative text segments. The second method can utilize the vast corpus of
work from the domain of Sentiment Analysis.
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4.1 Domain Functions

As discussed in Sect. 3, the presence of a domain related function or parameter can be a
clue for detecting an issue in text. The first of our proposed methods is to utilize this
knowledge.

Functions of a product have been previously modeled using functional models
[14–16]. These may be useful for detecting undesired behaviour of a system by means
of negation of the function or any of its parameters. Literature exists about representing
such functions [14], and building a basis of such functions for design [15]. Possible
sources of function-related information include functional ontologies, such as Design
Repository [17] and the SAPPhIRE-based ontology [18].

Compiling such ontologies and resources is labour-intensive on its own. Hence,
unless there are large-scale, domain relevant functional ontologies (that we are yet to
access), it is not feasible to use this means to detect issues automatically in texts.

4.2 Utilizing Sentiment Analysis

As mentioned in Sect. 2, Sentiment Analysis is a useful domain for detecting the
presence of issues. To test if this objective can indeed be satisfied, a number of tools
were studied, alongside the test documents above. For the purposes of the study, the
input given to the tools were samples from a document that contained riveting issues.
The document was one that is available in the World Wide Web. The output of such
tools is an assessment of the overall sentiment polarity of the document/sentence/phrase
(whichever is supplied). The polarity may be positive or negative.

For example, Lexalytics’ Sentiment Analysis tool [11] – Semantria - provides a
comprehensive analysis of text, see Fig. 3.

Similarly the performance of another openly available tool namely sentiment_-
classifier [19] was also tested to see whether it can be used for our purposes. However,
it was not trained separately and was used as-is, since the training exercise requires
both domain resources and effort.

Using sentiment_classifier, we manually tested the performance for our examples.
Here, complete sentences were not used as input, since we wanted to compare the
manual identification of text that indicates issues, with the tool’s output. Parts of sen-
tences that were found to indicate the presence of an issue were used as input. These
were phrases, or combination of two or more phrases. Some example phrases and their

Fig. 3. Screen grab of Semantria’s sentiment analysis
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semantic classifications are shown below. The inputs were the phrases that are in quotes
and italicised.

“not properly lubricated.”,
“Bike squeaks when riding or pedaling”,
“rivet driven at a slant”, were marked as neutral,

“rivet head has some play” (also shown in Fig. 4)
“riveting tool damages metal” were marked positive.

“metal plates bulged because of poor fit.”,
“rivet head cracked because rivet was too hard when driven.”
“rivet could be too tight.” were marked negative

The text “rivet driven at a slant” was also part of a larger text supplied to
Semantria (Fig. 3). In both cases, it was marked as neutral in sentiment. Similarly, for
the text “body of rivet too short.”, both Semantria and sentiment_classifier marked the
text negatively.

Hence we see that some of the cases or parts thereof are covered correctly by such
Sentiment Analysis tools. However, there are some domain-specific cases that do not
give the desired output. For example, Semantria could not recognize the negativity in
“one side of the rivet is flat”. Similar is the observation with sentiment_classifier shown
above in the cases where they were marked neutral or positive (e.g. “rivet head has
some play”). The possible reasons could be,

(a) the absence of these words or phrases in the sentiment lexicon (or training data)
with correct sentiment values (“rivet driven at a slant”), or

(b) semantic ambiguity (e.g. for “play” – unless there is an explicit recognition of
which meaning of “play” is in use, and if it has a negative sentiment assigned).

From the above exercise, we can observe that current sentiment analysis tools are
practical and usable. However, the accuracy is not high while trying to recognize
domain-dependant texts. We have only yet tested this on small, but representative
pieces of text. Though this still requires testing on a larger scale, sentiment analysis has
a greater practical appeal compared to functional ontologies. The performance could be
improved by training such classifiers on a domain corpus, or by enhancing the lexicon
used (in this case, SentiWordNet). The first approach requires a large amount of
training data, and considerable manual effort. The second approach is a current topic of
research in literature, and has been indicated as being harder to build than general
lexicons [20]. For example, one such method [20] starts with an available sentiment

Fig. 4. Example of using sentiment_classifier 0.6.
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lexicon and expands it using unsupervised methods. To do so, clauses that indicate
positive or negative sentiment called polar clauses are looked for. Thereon, clauses of
the same sentiment in successive clauses are acquired. Another method constructs
aspect-specific domain lexicon by using a general lexicon and an opinionated corpus,
and treating the final formulation as a linear programming problem [21].

Nonetheless, Sentiment Analysis, for us, is a promising means of identifying issues
from text, because of the available tools and resources for doing so despite the need for
adapting these resources in a domain-relevant manner. Also, it is also suitable for the
kind of natural language text that we work with.

5 Discussion and Conclusions

This paper has introduced the objective of the research – to acquire diagnostic
knowledge, and identified the need for a method to detect locations in text where such
knowledge may be present. Detection of issues has been explained as the starting point.
Some example documents have been studied and some observations regarding issues
have been made.

Based on the objective mentioned in Sect. 2 and observations drawn from docu-
ments about how issues are represented in text (See Sect. 3), two possible methods
were explored – one based on functional descriptions of systems, and the other based
on Sentiment analysis. The functional description based method has not been well
explored. A disadvantage with this method seems to be the absence of large-scale
resources such as function repositories and ontologies that can serve as a domain
knowledge base. Hence, until the time such knowledge becomes openly available, it is
practically difficult to exploit.

The second method, Sentiment Analysis, is found to be more practical. A good
number of tools and resources exist for using this set of methods. The method was
tested with some domain examples, and performed reasonably well. However caution
has to be exercised in cases in which the language is highly domain-specific. Since
some part of the issue-based knowledge is dependent on the context, a good amount of
background knowledge in the form of domain related resources is necessary. This, in
combination with sentiment lexicons, provided good background for our work.
Additionally, some specific needs have to be met. The method should be able to also
handle phrases. Moreover, identification of an issue is a starting point. Sentiment
analysis will only tell us the polarity of the current text. The next step in understanding
the issue would be identification of the cause(s) of the issue.

6 Future Work

We have discussed two possible methods to identify issues in a domain. This is one of
several steps towards the eventual goal of constructing a diagnostic knowledge base.

At this point, Sentiment Analysis seems promising for identifying an undesirable
state from a logical form. The next step is to implement and test the method. The
implementation will require us to find a suitable means of extending the sentiment
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lexicon in a domain-specific manner, within our constraints. Some previous work about
extending lexicons has been reported in Sect. 4.2.

To complete the reconstruction of an issue from text, it is necessary to realize the
occurrence and causal relations using the logical form. Hence the current framework
has to be extended for linking causes of the issue to the issue itself. It then has to be
implemented and its performance tested.

Acknowledgments. Acknowledgements are due to the authors and developers of the open tools
that have been used in this work namely Boxer and C&C Tools, and Kathuria Pulkit for
Sentiment-Classifier.
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Abstract. In this paper a concept for the virtual validation of automotive measure‐
ment services based on JT (ISO 14306:2012) is introduced. Each physical meas‐
uring component has a digital representation, represented by a 3D JT model. These
models contain all necessary information of the measurement process and are the
basis for the application of physical sensors. The developed concept enables the
consistent usage of JT models and the suitable integration of virtual engineering
methods into measuring services, resulting in improved efficiency and interopera‐
bility. For the implementation, instead of a CAD system, the viewing software
Teamcenter Lifecycle Visualization Mockup is used. This leads to cost savings by
the reduction of license fees. The concept is validated based on two measuring
projects, containing separate component models and a complete vehicle model.

Keywords: Automotive · Digitalization · Interoperability · Measurement
services · Virtual validation

1 Introduction

Increasing cost and time pressure in automotive engineering demands efficient
computer-aided methods and tools to fulfill future engineering requirements [1].
A consistent digitalization of products and processes offer huge potential to improve
interoperability and ensure a defined quality level in the entire product life cycle. Despite
the benefits and manifold application possibilities of virtual methods, automotive meas‐
urement services often lack a fully digital integration of underlying processes [2]. Meas‐
uring services are characterized by media discontinuities and are based on the knowledge
of each individual engineer. 3D models or further exact coordinate values, which are
necessary to process measurement results in downstream processes precisely, are not
existent. Therefore concepts and processes to enable the integration of virtual methods
into measuring processes without increasing effort or cost have to be developed. User-
friendly implementation software and neutral data formats are used to enable intero‐
perability within heterogeneous system landscapes and to pave the way for global meas‐
uring services, which use 3D models as basis for measuring orders, physical sensor
application, result presentation, and discussion.
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2 Measurement Services in Automotive Engineering

Measurement Services in automotive engineering play an important role to ensure
product quality and vehicle durability. A variety of systems, information and specific
data from different domains like product development, simulation and manufacturing
have to be integrated into measurement workflows. The ability to analyze single compo‐
nents in test beds and fully equipped vehicles in road tests on proving grounds with
different sensors lead to a high complexity and data diversification. Beside strain gauges,
accelerometers and force sensors, wheel force sensors are used for vehicle dynamics
and operating load measurements [2]. The measuring process is analyzed using SADT
[3, 4]. The process is composed of six main activities. The first activity is the order entry
in which restrictions and goals are defined. The second activity is the planning of the
measurement. This activity processes the information of the order entry and paves the
way for the preparation and the whole measuring process. In the third activity images,
components and sensors are used to prepare the physical measuring vehicle. The last
three activities represent the execution of the measurement process. After the activity
“measuring and disassembling” the fifth activity “evaluation” uses statistical analysis
to generate usable results, which are used during the result documentation to generate
reports and presentations in activity six. Although already established and serving as
key enabler for quality insurance, the seamless integration of measurement services in
value adding business processes is missing. Today’s automotive measurement services
often fall short to offer consistent solutions to address the current and future requirements
of engineering processes. The integration of standardized data formats like STEP [5–7]
or JT [8] as neutral data formats is a promising approach to ensure data consistency and
structure. These formats offer potential for cost savings by the reduction of license fees,
to reduce time to market, and to improve interoperability in heterogeneous system land‐
scapes. For a business strategy, the main objective is to establish one standardized data
format for all engineering downstream processes [9, 10].

3 JT as Neutral Downstream Processes Format

JT (ISO 14306:2012) [8] is a standardized data format which enables the creation and
utilization of performance 3D visualization models. JT is well-established in automotive
industry and provides a CAD neutral description. The compressible binary format JT
contains different geometry representations. Tessellated representations for rough to
fine (Levels of Detail, LOD) are provided as well as exact geometry data as boundary
representation (B-Rep) and ultra-lightweight representations (ULP). The ultra-light‐
weight representation is used to achieve small file sizes with high visualization accuracy.
Meta data like product structures and product manufacturing information (PMI) can be
integrated, as illustrated in Fig. 1 [8, 11].
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Fig. 1. JT data format [10]

The fields of application for JT are categorized into three groups: 3D visualization,
data exchange and collaborative engineering. The different geometry representations
integrated in JT enable the efficient and context specific visualization of 3D product data.
Viewers in the app technology allow to present JT data on mobile devices. In multi-
CAD and design in context applications JT serves, due to the CAD-neutral description
as key enabler. 3D product data and meta data can be managed and shared in a suitable
form. The integration of accompanying data formats like STEP AP 242 [12] is possible
and a preferred approach in automotive industry [13]. Data exchange based on small
data volumes and performant 3D visualization enable the deployment of JT in collabo‐
rative engineering. Hence, JT offers huge potential to serve as a standardized, neutral
data format in nearly all downstream processes, i.e. simulation, manufacturing, and
measurement services [14]. Due to the advantages of JT compared to other data formats
and the wide acceptance in science and industry, use cases for the application of JT in
downstream processes have been developed by ProSTEP iViP Association and the
German automotive industry association (VDA). These use cases provide high level
guidelines for the implementation of JT based engineering processes, covering topics
from high end visualization and 3D measurement and analysis to supplier integration
and manufacturing processes [15]. Nowadays, measurement capabilities in JT are
limited to 3D product geometry in a virtual environment. References to physical prod‐
ucts cannot be represented. The virtual application of sensors and measurement devices
in models is also missing. Especially in course of Industrie 4.0 and the internet of things
the consistent linkage of the physical products, its virtual representation and the inte‐
gration of sensors in cyber-physical systems is becoming prevalent. The integration of
JT in automotive measurement services is a first step towards a holistic information
integration. The concept is described in the following section.
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4 Concept for the Virtual Validation of Automotive Measurement
Services Based on JT

To provide a basis for the concept, requirements are developed. The main categories are
the utilization of neutral data formats and user-friendly software that contain all neces‐
sary functions without the condition of extensive CAD knowledge. Furthermore precise
coordinate values need to be processed. The final result should be a hundred percent
accordance of the 3D-Model, containing the correct sensors at their correct positions
and the physical measuring assembly, which serves as a basis of the physical sensor
application. Thus the prescribed coordinate values need to be transferred to the test
component accurately. In addition, the coordinate values of appliqued sensors must be
detectable and adjustable in the 3D model. To ensure the processing and the use of the
generated models, measurement results must be visualized structured directly in the 3D
model. The concept for the virtual validation of automotive measurement services is
divided into four parts. Those are the virtual determination of sensor coordinate values,
the virtual positioning of 3D sensor models, the transfer and detection of coordinate
values and finally the result presentation on 3D models. Due to the fact that the concept
provides the use of available vehicle models, the user is able to mark the desired sensor
positions directly in the 3D model. Complex 2D views and markings on these are
completely avoided. It is possible to transfer sensor positions by selecting the requested
positions qualitatively depending on geometrical requirements. Furthermore prescribed
user defined precise coordinate values can be used for sensor positioning. Different
layers of visualized coordinate values are used to enable the assignment of corresponding
sensor types. Sensor types i.e. accelerators has its own displayed color of the selected
coordinate value to recognize the planned sensor type even though all layers are acti‐
vated. Figure 2 displays a selected and automatically visualized coordinate value which
relates to an accelerator.

Fig. 2. Coordinate value of selected sensor position

Following the selection and visualization of all desired sensor positions, the associ‐
ated JT sensor models can be positioned using the integrated coordinate values. The JT
sensor models correspond to the physical sensor geometry. This enables the identifica‐
tion of missing mounting space and intersections between sensor models and measuring
parts. Possible errors can be fixed by manipulating the sensor positions. To extend the
information content of the model, important documents for sensor preparation and
application are linked to the sensor models. To avoid incorrect positioning of sensors
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and resulting effort during the physical sensor application, the created sensor measuring
setup is transferred to the user for approval. Figure 3 shows the process of virtual sensor
application and approval by the client. As illustrated, the vehicle model is loaded as JT
model from the product data management (PDM) system. The sensor models are posi‐
tioned in their belonging layers and necessary information is linked to the sensor models.
If there are no complaints by the user, the next concept component is processed.

Fig. 3. Process of virtual sensor application an approval

To transfer the coordinate values of the sensor a Coordinate Measuring Machine
(CMM) is used. This allows a physical sensor application at their designated positions
with high accuracy. The 3D JT models are the basis for the physical attachment and also
define the orientation of the sensors. To guarantee an exact correspondence the physical
coordinate values are measured and corrected if necessary in the JT models. In the latest
development state the process step “measurement and disassembling” is only used for
physical components and vehicles. Current analyses focus on the complete virtualization
of this process step and the integration into cyber-physical measurement components.
For evaluation and documentation JT sensor models and component, respectively
vehicle models are used. They function as basis for an efficient visualization of meas‐
urement results directly on 3D models, see Fig. 4. The results correspond directly to the
measuring positions, including the precise coordinate values.

Fig. 4. 3D JT sensor model with measurement results
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Downstream processes, e.g. finite element analysis or multi body simulations are
able to process simulation results for iterative optimization processes and to verify
simulation results. Furthermore, the use of 3D part models enables the transfer of devel‐
oped sensor setups to different design levels of the same component, which allows
considerable time savings. In addition, the transfer between different design levels
provides precise comparability between the different design levels, which enables the
validation of improvement. Due to the virtual validation, the necessary information of
the measuring processes is integrated in the 3D model and is independent of the user.

5 Implementation

In order to achieve a platform independent implementation of the concept, the usage of
CAD software is avoided. This leads to cost savings by the reduction of license fees and
prevents the otherwise necessary education of measurement engineers in CAD systems.
The 3D JT models serve as basis for the implementation. Meta data such as product
structures and assembly information is stored in the XML format. To ensure interoper‐
ability in this early development status PLMXML is used, due to the retrieval of 3D
component and vehicle models from the Teamcenter PDM system. PLMXML assem‐
blies refer to the assembled JT models. The integration of STEP AP 242 XML in meas‐
urement services is intended and part of future research. Additionally, .vf files are used
to display Teamcenter Visualization authored sessions and to store snapshots. Since all
participants of the measuring process have to work with the 3D models without having
CAD experiences and knowledge, the visualization software Teamcenter Visualization
Mockup is deployed. As PDM system Siemens Teamcenter is used. To generate the
models the 3D sensor models and vehicle component models have to be modelled before
and saved as JT Files. The most important functions of Teamcenter Visualization
Mockup are “3D-Measurements”, “3D-Selection”, “3D-Layer Control”, “3D-Part
Transformation”, “3D-Groups”, “3D-Markups” and “3D-Snapshots”. “3D-Measure‐
ment” combined with “3D-Selection” allows precise measurement and displaying of
qualitatively prescribed sensor positions. In addition, quantitative user defined coordi‐
nate values can be selected. “3D-Measurements” are also used to specify distances that
are necessary for physical sensor mounting. The “3D-Selection” enables the definition
of selectable geometric elements. “3D-Layers” are used to structure the displayed coor‐
dinate values and sensor models. The function “3D-Part Transformation” is used to
position the sensor models at their planned positions. Moreover the sensor models are
adjusted precisely by customizing their exact position by configured increments.
Adjusting the positions of sensor models is required if there are intersections between
sensors and vehicle models. New coordinate values can be identified in the “3D Part
Transformation” window. Displayed coordinate values have to be corrected. “3D-
Groups” are used to group all sensors of the same type or topic to enable a quick and
structured visualization of related sensors. Sensors and vehicle components can be
grouped to represent special interests of the measurement order. The function “3D-
Markups” is important to visualize measurement results or user defined annotations. It
is possible to link information, tables or graphs off all kind to the created markups. To
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prevent overloaded views, the function snapshot is used to save predefined views. The
function enables the user to save the current view and to include markups, measuring
and any other displayed elements. Snapshots are used to represent information of user
defined topics, e.g. maximum and minimum results or results during explicit test tracks.

6 Validation

The presented concept is validated using two measuring projects. One measuring order
processes the vehicle component rear axle, which is prepared using strain gauges. The
second measurement order refers to accelerations and several vehicle positions and is
prepared by using fourteen accelerometers. Both measuring orders are combined in one
project. Therefore, the measurement orders are prepared in separate models and realized
in separate processes. Finally, both models which are processed in two independent
models, are unified and all components are mounted in one measuring vehicle. As
described during the order meeting the user defines sensor positions in coordination with
the measurement engineer. The component and vehicle models are the basis for discus‐
sions and support decision making in downstream processes. Interoperability is
improved since users are able to define sensor positions on their own without having a
personal meeting with the measurement engineer. The concept enables the preparation
of vehicle models with sensor models without using the physical vehicle component.
Remaining time until the prototype components are available can be used to prepare the
measurement process. Figure 5 (left) shows a snapshot of twelve accelerometer positions
on a complete vehicle model. On the right side the comparison between JT sensor model
and physical sensor is shown. Different sensor type positions are highlighted by an
underlying color coding.

Fig. 5. Defined sensor positions on complete vehicle (left), JT sensor model and physical
application (right)

3D measurement machines are used, if an accurate translation of coordinate values
to the physical component or vehicle is required. If there is no accurate transformation
necessary, the model will work as foundation of qualitative sensor application. In this
case it is important to measure the physical sensor positions to receive an exact accord‐
ance between component and model. Besides the correct positions, the sensor orientation
has to be considered. Therefore information is represented by the utilization of 3D
markups. To transfer local sensor accelerations to global vehicle acceleration it is
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mandatory to retain concurrency between sensor axis and vehicle axis. Marely rotations
in increments of 90° are allowed to enable ideal cable routing as shown in Fig. 5 (right).
If there is no possibility to orient sensors parallel to vehicle axis, rotation angels can be
used to transform the measuring results. Afterwards the model is checked by the user,
the physical sensor application is processed, and the sensor positions are detected by the
measurement machine. The approval paves the way for a complete faultlessness. The
elimination of wrong sensor applications save time and cost. As shown in Fig. 6, the
divergences between defined coordinate values and coordinate values of mounted
sensors are infinitesimal. Welds are exceptions in case they are not modelled in physical
conditions. In this case strain gauges have to be positioned qualitatively next to the weld.
A synergistic effect is the control of model quality.

Fig. 6. Results of 3D measurement machine

After the measurement and the evaluation is completed, the most important results
and sensor labels are visualized in the model. Figure 7 shows the mounted rear axis
including the sensor labels. The assembly allows to collect several measuring orders in
one vehicle model and allows a general survey in which all the measurements of one
vehicle can be compared and processed. Different measuring orders are grouped and can
be visualized separately if there is no need to display the vehicle context.

Fig. 7. Mounted rear axis with named strain gauges

Results of different topics are structured in different layers and linked to further
information. The final result of the virtual validation of measuring services is a model
that contains the vehicle and sensor models as well as their physical positions and meas‐
uring results, linked to further information. It delivers an exact comparison between the
model and the physical measuring vehicles and is available even after the measuring
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vehicle is already disassembled. The model is used as collaboration tool, is processed
by simulations and allows to display already measured components. This prevent dupli‐
cation of efforts. Figure 8 shows the important steps during the validation.

Fig. 8. Main validation steps

7 Conclusion and Outlook

In this paper the concept for the virtual validation of measurement services in automotive
engineering based on the open standard JT (ISO 14306:2012) was introduced. The
concept was implemented in a realistic automotive system landscape and was success‐
fully validated using two measurement projects. Benefits of this approach are the inde‐
pendency of time, place and individual knowledge. The virtual validation of automotive
measuring services enables the collaboration based on vehicle models which contain
sensor models and all necessary information. This information can be processed several
downstream processes. Efficiency and interoperability are increased using lightweight
visualization models instead of fully functional CAD models. Consistent processes
based on JT prevent unnecessary media discontinuities and duplication of effort,
resulting in cost and time savings. In addition, sensor positions and models can be trans‐
ferred between related components or different design levels of the same component.
Knowledge can be aggregated by executing measuring orders and documenting solved
problems and best practices in the models. The implementation software TC Vis Mockup

Table 1. Advantages and disadvantages

Advantages Disadvantages
Usage of precise coordinate values Dependence on available models
Physical application based on models Absolute positioning of sensor models
Independency of disassembling of measuring

components
Divergence between JT models and physical

components
Measuring results visualized
Transfer of measuring setups
Knowledge management based on models
User friendly implementation
Improved interoperability
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offers a manageable functional scope in a user-friendly software environment. Disad‐
vantages are the dependency on already available JT models and the divergence between
3D models and physical components. Table 1 shows the advantages and disadvantages
of the virtual validation of measuring services.

The concept introduced in this paper is a first step for the consistent digitalization of
measurement services as well as the integration of the established data format JT in the
underlying processes. Future research will focus on the identification and analysis of
potential use cases and their specification using the business process model and notation
(BPMN). The combination with other standardized data formats like STEPAP 242 is
intended. The measurement service analysis was performed mainly for intern GME
measurement processes. Further developments will focus on a suitable customer inte‐
gration to fulfill future business service requirements. To improve interoperability on a
global scale, the integration of web services for information retrieval from different IT
systems is considered. This could lead to globally distributed automotive measurement
services, enabling the utilization of the same vehicle measurement set ups independent
of the location. Global users are able to prepare models which function as measurement
orders and can be executed and completed through measuring results. Furthermore, the
transfer into new industry sectors and the extension to cyber-physical systems is desired
[16]. They enable the representation of measuring data on the fly during the road load
data acquisition on testing fields. In this case measuring data can be sighted and improved
on demand, adding value for all customers of global measurement services.
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Abstract. Augmented Reality (AR) technology to support learning activities
becomes a trend in education and effective teaching aids for engineering cour-
ses. This paper presents initial results of a project aimed to transform the current
learning process of Computer Aided Manufacturing (CAM) by designing and
implementing an interactive AR learning and simulation tool to help students to
develop a comprehensive understanding of technological models and features in
milling processes. We present a marker-based platform that uses AR as a
medium for representation of prismatic milling processes to facilitate CAM
education and it should enable a faster comprehension of complex spatial paths
and overall machining system.

Keywords: Augmented reality aided manufacturing � Prismatic machining �
CAD/CAM � Simulation � NC � Milling

1 Introduction

Augmented reality (AR) is a technology which renders CAD objects into the real scene
by registering virtual CAD model over a user’s view in real world at real-time (in situ)
[1, 2]. With additional information embedded in CAD models physical world can be
enhanced/augmented beyond user’s normal experiences and perceptions. The user can
interact with digital information projected onto the real surfaces within a workspace in
natural manner. On the other hands, modern CAD/CAM software offer an over-
whelming variety of complex features, models and processes in multimodular product
development and production. With augmented reality, CAD models and CAM simu-
lations can be extended for better perceptions of digital 3D design and manufacturing
process. This article introduces the applications of AR technology in practical
CAD/CAM education and simulation of milling process, and will discuss the signifi-
cance of AR based learning in machining process planning. The core of this interactive
system consists of video image processing techniques and interactive 3D simulation of
tool movements in a specific milling sequence.
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2 Augmented Reality

The concept of an Augmented Reality based Magic Book was firstly introduced in
1997 [4]. The basic principle is that a real book is enhanced using Augmented Reality
(Fig. 1). Virtual objects are superimposed on the different pages of the book in the
Augmented Reality mode. If the user is interested in a specific scene, he can fly into the
scene by switching to the Virtual Reality mode and inspect it from the inside.

In recent years Android smart phones and tablets became an increasingly popular
devices for AR, combining all needed components (camera, display and processing
power) for video based Augmented Reality in a compact form [5].

For this reason and the fact that smart phones and tablets became widespread
devices we choose to build our system as a video based Augmented Reality system for
Android devices. Also, it is important to emphasize that there are marker-based and
markerless-based principles of AR algorithms [3, 4].

2.1 Augmented Reality Aided Manufacturing

Generally, AR is a concept of enhancing the real world with additional virtual infor-
mation and it can be used to create an integration of process data with workspace of an
industrial CNC machine (Fig. 2). Independent of specific technologies, an AR system
has to meet the following requirements: Combine real and virtual worlds, Augmen-
tations are interactive in real time, Augmentations are registered in 3D to the real world.

This concept also included multi-scale collaboration, which enables multiple users
to experience the same virtual environment. For our system we omitted the Virtual
Reality mode as it is impractical for our application. We still have support for col-
laboration, as several users can see the same virtual model on the book page.

Fig. 1. Concept of augmented reality in the reality-virtuality continuum [3]
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3 Computer Aided Manufacturing – CAM

Based on CAD models and specific drawings (Fig. 3), operators are able to generate
technological features and NC code for physical material removing. In that course we
used standard procedures to prepare technological model of milling in the CAM
(Computer Aided Manufacturing) module.

3.1 Creating 2.5D Milling Sequences

In the case of production computer-aided process planning (CAPP) in milling
sequences, stock part is fixed, by the fixtures on the machine table in the XY plane,
while the tool axis is directed in Z axis of the machine. Based on the shape of pockets,

Fig. 2. Representation of ARAM – Augmented Reality Aided Manufacturing

Fig. 3. Technical drawing of the design part - machining part created in PLM system CATIA
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tool path styles may be different and may combine linear and/or circular segments
(linear, counterclockwise and clockwise interpolations). In the 2.5D milling operation,
we defined the following technological features:

1. Machine system (HAAS 3-axis Machine.1), stock part (164 × 164 × 30 mm) and
machining part;

2. Default reference machining axis located on the stock corner;
3. Models of fixture devices, safety planes and default tool change point;
4. Parameters of the machining process (feed rates, spindle speeds, feeds and speeds,

approach/retract, etc.) and machine tools;
5. Geometry of the machining part and stock (volumes, planes, islands, contours,

curves, etc.);
6. Milling strategies (axial, radial, profile), and styles (spiral, back and forth, one way,

inward helical, etc.).

By defining and simulating all milling sequences in CAM modules like Prismatic
Machining in PLM system CATIA [6], user generate P.P.R. structure of the process
and manufacturing program, easy to edit in the future if needed (Fig. 4).

In order to obtain the final shape of the part, we combined facing, pocketing, profile
contouring and curve following operations in just one program. Some of the milling
sequences are given in Table 1.

3.2 Manufacturing Program Code - CATNCode

After post processing the APT code using postprocessor Sinumerik_840D_3X.pp,
CATNCcode is generated, and for specific level of selected pocketing milling it has the
following commands, presented in Table 2.

c)b)a)

Fig. 4. Machining part created in PLM system CATIA (a) P.P.R. tree, (b) virtual CAD model
and (c) selected milling pocket
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From those NC commands, we extracted segments of paths and movements in xyz
coordinates and transfer them to AR platform in order to simulate the tool’s movement
over the 3D model, on the screen (Fig. 5).

Table 1. Table of milling sequences in prismatic machining of machining part.

Milling Sequences: Rendered and Shading with Edges visualisations 

Facing nitekcoP1. g.1-2

Pocketing eliforP3. Contouring.1

Pocketing niwolloFevruC42-4. g.1

Table 2. NC code for specific tool paths.
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To demonstrate the AR possibilities on a specific milling sequence we selected
Pocketing.7 from Part Operation/Manufacturing program (Fig. 5) to check process
virtually before physical machining (Fig. 6).

All CAD models from PLM system CATIA are exported in appropriate format *.
wrl, and then in *.obj. We involved CAD model of the machine HAAS in order to
represent overall system (Fig. 7).

b)a)

Fig. 5. Prismatic milling of the pocket: (a) tool approaching pocket along Z axis, (b) tool path in
the XY plane after simulation

Fig. 6. Real machining part and pocket after milling
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4 Proposed AR System

Our AR system is composed of a tracking framework to provide the necessary tracking
data and an advanced software engine for rendering the virtual models and interaction
with the augmentations.

4.1 System Description

As the tracking framework we are using UbiTrack [7]. UbiTrack is an open source,
general purpose tracking framework for Augmented Reality developed by CAMPAR
group (TUM Munich, Germany). UbiTrack has been successfully adopted to Microsoft
Windows, Linux, Mac OS and Android [9]. For the software engine we are using
Unity3D [8] for the ease of use and its platform independency. This allows us to deploy
our application to all desktop systems and Android devices without any need to change
the source code of the application.

To fulfill all requirements for an AR system, the key step is to estimate the position
and orientation of the camera in respect to the axis of the scene. To do this we employ a
technique called “marker tracking”, in the case of QR marker based augmented reality
system [10, 11].

4.2 Marker Tracker

Marker tracking means finding an optical square marker in the scene and estimating its
relative position to the camera. A squared QR marker has an encoded ID and consists
of a black square with a white border and a predefined size and shape of pattern.

Fig. 7. Machine tool - CAD model of the HAAS CNC machine, simplified representation
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Different techniques can be used to encode the ID like template matching or the
encoding as a binary number. Key steps of the marker tracking pipeline is illustrated in
Fig. 8.

In the first step the image from the camera is converted to a gray scale image to
speed up the image processing in all further steps. Since the square markers are only
black and white we can threshold the gray image in the second step to generate a binary
image. This will remove noise and most of the environment from the image, which
again allows a much faster processing for the next step.

The third step consists of finding all of the contours that are left in the binary image.
Of these contours only contours with exactly four corners are selected as potential
square markers for the following steps. In step five, the algorithm tries to determine
whether a specific rectangle is a part of an optical square marker or a part of the
environment by extracting the ID of the marker from the gray image.

By using the camera image as the background (real world) in our display and using
the pose of the marker we now can superimpose the camera image with the virtual
object (virtual world) [12]. When the marker or camera is moved the augmentation
stays on the marker (registered in 3D). The marker tracking pipeline is computationally
inexpensive, so we can keep all interactions with the virtual objects in real time
(Fig. 9). This paper discusses how spatial augmented reality may be used to support
understanding of milling operations in the machining processes, by projecting aug-
mentations (machines, machining parts, tools, NC paths) on objects in real machining
system [13].

By recognizing the ID of the square-sized marker, the application determines which
CAD model to display in the scene. The 3D model database is created using educa-
tional PLM system CATIA. Employing desktop version of developed AR platform and
a camera, operators are able to go through the entire process. Focusing the camera on
the markers retrieve the virtual 3D objects from database and the information and
graphics are then overlaid onto the screen (Fig. 9) [14]. The database may be updated
with new models even by operators that have a little knowledge about programming.

Fig. 8. Marker tracker pipeline – 2D image processing and recognitions
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5 Conclusions

In this paper, we are focused on moveable interactive augmentations of 3D model of
milling tool and its displaying in the correct position in the specific milling pocket. The
proposed system makes possibility to enhance visibility of occluded tools as well as to
visualize real-time data from the machining process by adding visual feedback to
augment and amplify operator’s sense and understanding and simplifying operation. In
the near future, our aim is to highlight current NC (Numerical Control) code in current
operation and overlay textual G-code and M-code instructions on the screen. The pro-
posed system can be used as a simulator which allows virtual experiments with com-
binations of virtual tools without the need for destructive and costly physical testing.
The operation information and other media (e.g. pictures, animations, videos, etc.) can
be also projected onto the screen or physical surface of the machining part in the scene.
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Fig. 9. Augmentation of CAD models of tool, machining part and machine-tool in real scene
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Abstract. To preserve proper growth of the planet, industries have to increase
sustainability of produced good according to the compliance and governance
regulations for NPD (new product development). Sustainability concerns
economical, environmental and social aspects; among these issues, the last theme
is the less argued in literature and this paper focuses on the social life cycle
assessment of products. One of the crucial aspects of S-LCA, is the definition of
impact categories and involved stakeholders. This work, proposes a new S-LCA
methodology, according to UNEP/SETAC framework. After the clarification of
stakeholders, categories and general notions already known on S-LCA, a test case
is shown where the new approach is implemented. In this use case, stakeholders
from an Italian product line are analysed, then categories of attribution of social
impacts are outlined. The paper offers a step-by-step procedure useful to verify
the S-LCA theories currently available on a practical industrial case, defining also
weaknesses that might be addressed in future studies.

Keywords: Social life cycle assessment · S-LCA · Sustainability

1 Introduction

Nowadays one of the main challenges for product developers and designers is to meet
sustainability standards. Beyond quality standards, products must fit with rigid rules to
guarantee society’s growth. This overall improvement passes through the sustainable devel‐
opment that found its basis on the following three pillars: People, Planet and Profit/Pros‐
perity. A “sustainable” product should have low environmental impacts, with low costs and
light human effects, in its entire lifecycle. Social life cycle impacts, that represent the social
effect on people of a product or a service along its life cycle, are the less argued in literature
with only a few articles that points out lacks and opportunities of this methodology.

To improve the knowledge about social issues estimations, in this paper, a revised
social life cycle assessment (S-LCA) method is proposed, compliant with the UNEP/
SETAC guidelines; its efficiency is tested on a real case study. The method developed
offers a new way to acquire data for the inventory, redefining also some area of interests
from UNEP’s framework. After a clear definition of the goal of the analysis, the stake‐
holders involved into the lifecycle of the product are identified. The primary data are
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acquired through surveys, and the results are then put together, defining social impact
indexes. Indexes are a crucial part for the S-LCA, in fact, a clear identification of standard
indexes has not yet been discovered in literature; this methodology has been applied in
a kitchen sink value chain to underline the importance of indexes that fits various social
aspects that should be globally accepted. This paper is a part of an extended study about
the proposed S-LCA methodology. In this work, the whole method is proposed, the
inventory phase of the analysis and the relative use case application is explained.

2 SETAC/UNEP Methodology Overview

It is well known that the sustainable development should meet needs of the present
situation without compromising the ability of future generations to meet their own [1].
In this context it is important to take into account social issues that can be evaluated
through a social life cycle assessment. As mentioned on UNEP/SETAC guidelines [2],
a social and socio-economic Life Cycle Assessment (S-LCA) is a social impact (and
potential impact) assessment technique that aims to assess the social and socio-economic
aspects of products and their potential impacts along their life cycle, from the extraction
of raw materials, up to the product final disposal.

The work of Andrews et al. [2] provides the main recognized guidelines to conduct
a socio-economic assessment; it provides a map, for stakeholders engaging in the
assessment of social and socio-economic impacts of products life cycle. Moreover, the
Methodological sheets for sub-categories in S-LCA [3] provides a tool to conduct S-
LCA studies giving detailed information for each subcategories introduced in the Guide‐
lines, organized by stakeholder category. The methodology here proposed is rooted on
the UNEP framework [2] and it is also inspired by the S-LCA methodological sheet [3].

There are a few studies based on the S-LCA guidelines, and in some cases inade‐
quacies in terms of inventory and interpretation of data are pointed-out. Franze and
Ciroth [4] provided a S-LCA study to compare the impacts related to the roses cutting
between Ecuador and Netherlands. Results have been presented in a simple and intuitive
manner, but a scale that measures the impacts has not been clearly identified. Differences
in cultural heritage and conditions between the two countries affects the study, and the
measurable gap between these two scenarios is not clearly defined. In 2013 Foolmaun
and Ramjeeawon [5] proposed a new method to aggregate and analyse the social inven‐
tory data; the categories and the sub-categories according to the UNEP-SETAC guide‐
lines to perform a study on used PET bottles have been identified.

In literature there are few works that do not take into account the previous guidelines.
One example is the work of Labuschagne and Brent [6], which shows a framework where
social sustainability criteria are introduced for the South African process industry, and
a social impact indicator calculation has been presented. Calculations are based princi‐
pally on statistics, therefore social footprint information is not available for all the
considered categories. Umair et al. [7], provided a study to investigate the social impacts
of informal e-waste recycling in Pakistan. The goal of the study is to provide input for
improved decision making tools by collecting primary data on processes and practices
using the UNEP framework for S-LCA, but the work is strictly limited to the application
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of the UNEP guidelines. Instead, Macombe et al. [8], presented a work with the aim to
analyse possibilities and development needed in a complementary approach. This
approach represents the evaluation of social impacts in LCA by reviewing the general
context, taking a closer look at the empirical case of three different raw materials: palm
oil, forest biomass, and algae, within biodiesel production. This study has been
conducted considering three different levels: company, region, state. At the same time,
Martínez-Blanco et al. [9], proposed a study in which S-LCA has been conducted to
integrate social aspects into the environmental and economic assessments of fertilizers,
comparing three different alternatives: compost, nitric acid and potassium nitrate.

Social aspects must consider as a fundamental task the stakeholders involvement. In
this view, Souza et al. [10], proposed a study in which a methodology is developed and
applied for stakeholder consultation regarding the selection of LCSA (Life Cycle
Sustainability Assessment) impact categories, focusing on social and economic issues.

UNEP guideline highlights areas where further research is needed; the proposed
work is also settled in this context. The stakeholders and related categories proposed by
the guidelines are not easily evaluable in many assessment contexts. One example is the
impossibility to consider the category “indigenous rights”, for a EU context, because
there is not indigenous presence in the European continent. The main issues identified
on those documents concerns data inventory and their interpretation, which consist in
the main challenge of the present work.

Here an improved method for a better data collection is provided, in order to collect
in a more efficient way S-LCA inventory data. This method has been applied in a socio-
economic assessment of kitchen sink production; this is also the first study that considers
Italian companies and laws, for a S-LCA analysis.

Within the ISO 26000:2010 [11], stakeholders are defined as organizations or indi‐
viduals that have one or more interests in each decision or activity of an organization.
Moreover, stakeholders can be divided in clusters of people that have similar interests
within the product systems boundaries. In a life cycle approach those categories are
related to every product phase “from cradle to grave”. UNEP identifies 5 different stake‐
holder categories:

1. Workers
2. Local community
3. Society
4. Consumers
5. Value chain actors

Those categories are deemed to be the main group categories potentially influenced
by the life cycle of a product in terms of socio-economic impacts. In the present work
these categories are considered, but they are analysed with more accuracy thanks to the
new proposed method.
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3 Methodology

Through this work, an improved method to perform social life cycle assessment analysis
is proposed. This method fills the gap of the previous literature works that follow step
by step the UNEP/SETAC procedure.

The strength of this new method is related to the development of an improved anal‐
ysis in the inventory phase to obtain more effective results. In fact, a custom data iden‐
tification procedure is driven by the specific analysis goal, and the procedure opens to
a more thoughtful analysis. In other words, decisions that influence the analysis itself
can be undertaken, pointing out certain social related topics. Moreover this procedure
encourages the acquisition of specific data for each real use case. The S-LCA method
proposed in this paper is outlined in Fig. 1. The figure shows the conceptual flow of the
new S-LCA procedure developed.

Fig. 1. New S-LCA method structure

The aforementioned method is based on 4 main phases:

1. Goal definition
2. Inventory

a. Stakeholders selection
b. Areas of interest definition
c. Surveys definition
d. Stakeholders filling

3. Data aggregation/interpretation
4. Impact indexes definition

1. Goal definition. This is the starting phase of the method, where many analysis
features are defined. In this first stage the subject of the social analysis, also called the
goal, is decided. The goal is what the analysis wants to assess. Through the proposed
method it is possible to assess social consequences of different scenarios; analyses can
be focused on different levels, such as product development, specific processes, and
overall company assessment. Depending on the analysis, the goal will be different and
it will include different considerations. It is important to clearly define the goal in order

532 M. Germani et al.



to make effective decisions into the inventory analysis. In this phase the system
boundaries are also defined.

2. Inventory. Once the goal of the social analysis has been well defined, it is necessary
to fulfil the data acquisition process. In this phase surveys are prepared. Surveys are
modelled in relation to the identified areas of interest (AoI) and in relation to the selected
stakeholders. The chosen areas of interest are the main drivers of the surveys definition
phase. Different actors, depending on the stakeholder category, will then fill the surveys.
This phase is one of the strengths of the proposed method, compared the methods already
known in literature. As previously mentioned, in fact, some social data are often lost without
the usage of a structured acquisition phase. The inventory proposed within this new method,
covers the lacks of previous works, narrowing effectively the social issues related to the
analysis. The definition of specific social Area of interests supports the data collection.

2.a Stakeholders selection. This is the first step for the inventory phase. Here,
depending on the goal of the analysis, the stakeholders are defined. According to the S-
LCA guidelines, stakeholders are intended as any group of person that plays a certain
role contextually to the goal of the analysis. Stakeholders Categories here defined are
the same proposed by UNEP/SETAC [2]. In this method, two main categories of stake‐
holders are considered: active and passive actors. Active actors are those clusters of
people that act directly on the product/process analysed through the social assessment.
Those people, through their action can influence social effects. Passive stakeholders are
those that are socially affected by the value chain without directly interact with it (e.g.
the local community members). Depending on the system boundaries previously
defined, it is possible to make the stakeholder selection cut-off.

2.b Area of interest definition. An area of interest is here defined as a topic that is related
to socio-economic consequence of a project, measurable through the analysis. In relation to
the goal some different area of interests are defined. For each stakeholder multiple area of
interest could exists, therefore it is important to define correctly those areas to enquire the
right questions to stakeholders. In the case study section different areas of interest are
shown, some of these are generic, while other are customised for the present case study. AoI
are identified in order to clearly define which clusters of data are needed for the social
assessment. AoI are topics that will be examined in deep through surveys: each area of
interest embeds many features that will be identified through specific questions.

2.c Surveys definition. The main tools used to acquire data for the analysis are the
surveys. They are prepared according to the areas of interest and stakeholders previously
selected. Each area of interest is depicted through 2–3 questions; each question high‐
lights a feature related to that AoI. The AoI will be hidden into surveys: only data eval‐
uators will know which AoI questions are referred to. Surveys are different for each
group of stakeholders; customized questions are proposed through an online procedure
to all identified stakeholders. Surveys follow strict rules: each survey is structured in a
maximum of 20 questions with the aim to fill out the survey in a simple and quick manner.
There are two types of questions: qualitative and quantitative. Qualitative questions are
open-ended ore multiple-choice questions, quantitative ones are characterized by a scale
based choice (mainly 0–5 points) or an exact number to insert (e.g. number of
employers). Each survey contains more multiple-choice questions than the open-ended
ones to facilitate the data interpretation phase.
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2.d Stakeholders filling. Once stakeholders receive surveys, they are entitled to fill
up the survey. Answers will be anonymous, to guarantee privacy, obtaining objective
responses not influenced by external pressures.

3. Data aggregation/interpretation. This phase aims to aggregate and interpret surveys
results. A neutral S-LCA evaluator acts in this phase. It is important that the identified
figure for this task does not belong in any way to the considered value chain, otherwise
conflicts of interest occur. The main output coming from this phase is the creation of mid-
point social indexes. The hard work of this phase is related to the aggregation of quantita‐
tive and qualitative answers. Mathematical algorithms will be implemented to aggregate
surveys results; from the clustering of the results will emerge groups of answers having
similar impacts for different stakeholders. The interpretation of those clustered answers
aims to define mid-point indexes. Different answers for different stakeholders could then
flow in the same mid-point index. In fact, each mid-point index is a measurable value that
contains similar impacts coming from different area of interests.

4. Impact indexes definition. The final results of the analysis are presented and
discussed. End-point indexes are made of different mid-points that are aggregated, to
obtain a final value to measure the socio-economic impacts. As reported in the ISO
14040:2006 [12], an impact category is defined as a “class representing environmental
issues of concern to which life cycle inventory analysis results may be assigned”. This
definition can be extended also to the social issue reported in the presented work.

4 Case Study

Green Sinks, “Realization of green composite sinks substituting organic and mineral
primary materials by recovered waste” is a project funded by the Life+Programme of
the European Commission. The product analysed, is made of acrylic composite mate‐
rials, composed by methyl methacrylate (MMA), poly-methyl methacrylate (PMMA),
and a mineral filler (quartz or cristobalite). The aim of the project is to experiment and
demonstrate feasibility of 100 % substitution of primary resources by treated waste and
recycling of 80 % of scraps and refuses produced by the process. This will allow to future
market introduction of the first Green Sinks in the world. Recovered MMA, PMMA and
mineral filler will permit the preservation of landscapes and primary resources use,
recycling a large variety of pre- and post-consumer waste (PMMA, glass, quartz from
stone industries). Life Cycle Assessment (LCA) methodology has been used both to
evaluate the environmental benefits achievable, and to complete the evaluation of the
overall sustainability. For this purpose an S-LCA analysis has been prepared, and this
methodological framework has been reported in the paper.

Now, the previously presented method is applied; and in particular in this paper is
shown the procedure till the step of the areas of interest definition.

4.1 Goal Definition

The goal of this S-LCA analysis, according to the project, is to identify and compare the
socio-economic effects between the production of a green kitchen sink, and the production
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of a kitchen sink made by virgin raw materials. The considered system boundaries refer to
the whole value chain of the production of the kitchen sink, “from cradle to grave”.

4.2 Stakeholders Selection

Here starts the inventory of this analysis. In this phase the actors that in a passive or active
manner are related to the goal of the analysis are identified. The active stakeholders
involved are suppliers, sink producer, costumers; the local community and society are the
passive ones. In the following section the chosen stakeholders are detailed; Area of inter‐
ests are shown only for Workers, Customers and Local community.

Stakeholders (Workers). For this topic two types of questionnaires are presented with
the aim to evaluate the social impact related to the manufacturing of the kitchen sink.
Workers are here classified into two categories: people who work in the production area
and people who work in the technical/management area. The questionnaires have the
purpose to define the working condition, highlighting the workers satisfaction, health,
safety, and other related social topics.

For this stakeholder category the following areas of interest are identified.
Professional training: considering the continuous request of qualified work, the

people training within the industry plays an important role in the growth of employees
skills. In this view it is important to evaluate how many training hours are spent to also
improve the employers’ knowledge of standards and best practices about sustainable
manufacturing.

Professional growth: the personal satisfaction is also related to this area, during the
working period in the industry. The professional training done and the possibility to
improve personal skills, making different activities can improve this topic.

Economic satisfaction: the salary is one of the most important aspects related to the
worker satisfaction: the wage permits the worker to realise itself outside the industry,
supporting himself and (eventually) his family. The trade-off among salary, the type of
work and the number of work hours is a fundamental issue.

Social inequality: different treatment of the workers can bring to social inequality.
Discriminations regarding sex, nationality, religion, are important themes debated over
the last decades. In this area also the possibility for the worker to freely aggregate and
set up associations, etc., can be included. In many cases the social inequality is related
to different trade union representatives.

Risks at work: The aim of this area is to evaluate the risk level along the manufac‐
turing activities. Risk is related to the environment in which the people work and the
worker’s behaviour. The number of accidents and injuries quantifies the risk level.

Diseases related to work: A crucial aspect is the birth of occupational illnesses. In
fact, risks can be related also to operations that bring to diseases such as carpal tunnel
syndrome, respiratory diseases, sight reduction etc.

Employment scenario: Social sustainability is also related to the stability of the
workplace. The growth or the decrease of the workers employed can be measured by
absolute values (trend of employment during 5 years for example) and relative values
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that represent rate of layoffs and hiring; the number of employees could remain the same
but there is a continuous change of the people.

Work opportunities for the local community: To guarantee a proper social growth
the local community must be involved. In this case the number of employees who live
in the local area represents the local involvement.

Stakeholders (Value Chain Actors). All the actors not explicitly mentioned in other
stakeholder categories, belongs to this one. In the case of a wide supply chain is important
not to extend the complexity of questions related to this category because some data
could be lose or wrongly estimated while acquiring information. Here, for this case
study, are mainly involved suppliers of the sink producer.

Stakeholders (Society). For this topic, no questionnaire would be submitted. However,
an internal analysis would be carried out in order to assess the impact of the kitchen sink
to the society. The society it is a very large group, therefore, it is necessary to clearly
states the boundaries considered. In this study the society is intended as all the humans
beings that are directly or indirectly involved along the kitchen sink life cycle.

Stakeholders (Customers). Once the sink has been realised, it is sold to a kitchens’
manufacturer. This company is identified as the first customer of the sink manufacturer
and in this study it represents the customer.

Three different areas of the company structure have been identified according to the
functional organization model structure of a company: Purchasing, Manufacturing and
Sales departments. These three company sectors have been chosen as they all interact
with the kitchen sink from different point of views. Three different questionnaires have
been here realized. For each subcategory one or more questions are proposed. The final
customer, the one who buys the kitchen, is not included in this area of interest.

Health: The product traded should not influence in any case the state of health of the
workers that are directly or indirectly related to it. Kitchen sinks are included within the
ISO 19712-1:2008 [13], which establishes a classification system for solid surfacing
materials according to their performance. The model under analysis is supposed to be
compliant to the present regulation. There should be a sign “label” that confirms the
approved status of the product.

Safety: The product should not be harmful for any operator that directly or indirectly
operates with it. In this context, the list of possible interactions with the sink should not
exclude the final customer (the one who buy the kitchen), even though he is out of the
system boundaries. Potential danger should not be allowed. When this is not possible
due to the nature of the product itself, it should be clearly stated which parts, or actions
could procure safety issue.

Feedback: The customer should be able to express a feedback on every purchase.
The customer should not be scared to externalize his opinion. The seller should also give
instruments and possibilities to do so. For example, the seller could ask for feedback on
a traded product by using questionnaires and it should make the buyer comfortable in
expressing his opinion.

Privacy: In order to foster a successful partnership and to ease the interaction
between seller and customer, a certain amount of information must be shared.

536 M. Germani et al.



Nevertheless, privacy should always be respected. Meaning that the customer should
always feel “safe” in sharing information with his seller. As an example, the kitchen
sink manufacturer should provide a form that describes how sensible data from customer
are treated.

Transparency: The customer is able to evaluate the performance of the product in a
strict correlation to the social responsibility perspective. The seller/producer is able to
show in a transparent way his attitude respect to sustainability issues. The customer on
his side, is aware of the position undertaken by the producer/seller and thanks to that is
able to think about political choices undertaken by the producer. For instance, the seller
could show to his customers which sustainability actions or strategies have been under‐
taken in order to realise the kitchen sink.

Responsibility shares concerning after-use treatments: The producer sends produc‐
tion scraps for further treatment in developing countries. These wastes might be seen as
potential danger for poor people that look for high value things into landfill plants. The
producer should follow regulations concerning end of life management. As an example,
the kitchen sink manufacturer could provide documents concerning the disposal of the
product.

Imagine perceived from the final customer: The product contributes to define a posi‐
tive image or a solid attitude towards sustainability issues. By acquiring/using the
product, the customer itself is perceived from the outside, as someone which is aware
of the importance of environmental issues.

Knowledge and awareness: The customer gains knowledge and expertise in the field
of sustainable products. Its involvement in the “green” economy is enhanced by the trade
of the kitchen sink or in general by the collaboration with the producer/seller. For
instance, knowledge and expertise gained by the kitchen sink manufacturer could be
shared as an aspiring action toward the involvement of “green” reaction within the
kitchen assembler.

Post purchase engagement: The relation between the two parties is kept “alive” also
when the transaction is over. The liaison is not merely constricted in the pure economic
ambient but it goes beyond. The relationship level is deep and therefore involves both
parties in a solid way, fostering future collaborations and initiatives. As an example,
from the trade of the “green” kitchen sink, a collaboration in financed projects for
sustainability could be proposed from both sides.

The Table 1 represents an extract of the survey for this stakeholder category,
according to AoI mentioned. In the table, the first column is presented to favour a proper
link between AoI and questions, but it will be hidden when the survey will be proposed
to end-users.

Stakeholders (Local Community). By previous remarks, for this case study, in this
category are involved all of the people living nearby the area of the sink production plant
(Plados, MC – Italy). Actors with different roles are identified within the community:
People (anyone who lives within 8 km to the production plant), School institutions,
Municipal Council. This differentiation is driven by the need to understand effectively
social effects on the community from different points of view. Different surveys are
developed to better understand the following area of interests.
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Cultural growth: the contribution a company gives to the local heritage is defined
by the efforts made to involve students and people for a value sharing. It is important
for a company to establish collaboration with institution and schools in terms of students’
internship or economical contribution to local cultural activity; this topic passes also by
the amount of local assumptions the company board performs.

Smart Thinking: this area concerns the sharing culture the company embeds. The
company often wastes a large amount of available energy or resources without sharing
them with the local community. Resources include spaces, multipurpose rooms, gardens
and tools; sharing these resources facilitates to build a smart community.

Social Sensitivity: here the focus is on the attention the company owns about weak
categories, local associations and event of aggregation. Only an external point of view
could attest the level the company has on this topic.

Communication: the ability of the company to interact with the community is here
highlighted. The local community knowledge about the company means a leading role
within the territory. Positivity or negativity emerged by the community, will affect the
credibility and the image of the company itself.

Attractiveness: the interesting of people in being involved in the mission of the
company means an industrial relevance on the territory.

Direct pollution: it is important to take into account this area of interest; healthiness
of local territory has to be guaranteed by the company. A survey proposed to people
living nearby the factory will demonstrate weather or not the company behaviour affects
the integrity of the environment.

Table 1. An extract of the survey proposed for the Stakeholder customers

Questionnaire for customers
Area of interest Question
Health Does the product compromise the health status of direct

and indirect operators?
1 2 3 4 5

Safety Is it the product dangerous for all the operators that deal
with it?

Yes No

Feedback Is the customer able to express his/her feedback? Yes No
The customer is free to express his own opinion without

being afraid of the consequences?
Open answer

Privacy The customer has no worries concerning the information
shared with the producer/seller

Yes No

The producer/seller safely keeps information shared by the
customer

Open answer

Transparency The product comes with indexes that shows the contribu‐
tion to social responsibility

Yes No

The customer is informed concerning the attitude of the
producer/seller toward sustainability

Yes No

If yes, how much effort has the producer put in order to
share this information?

Open answer

The customer has been informed on the actual benefit of
realizing a “green” kitchen sink

Yes No
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5 Conclusions and Future Work

This paper proposed a method to perform a social life cycle assessment with a “stake‐
holder approach”. The new method is here applied for a case study on an Italian product:
only a part of the method has been applied so far, but the whole method is depicted in
this paper. The new method is based on the S-LCA worldwide guidelines; a more struc‐
tured approach is here developed, taking into account mainly the inventory phase, over‐
coming weaknesses of guidelines into the inventory phase. The method here proposed
is based on 4 different phases: following those steps an effective social assessment could
be accomplished. This paper focuses on the second phase of the method, the inventory.
The approach, for the inventory phase, suggests the definition of many reasonable areas
of interests that could lead effectively the data acquisition phase. The study of the AoI
has been performed according to the present analysis. The specifications of the involved
territories are also taken into account to develop areas of interest that perfectly describe
the social issues related to the analysis goal. AoI are settled to pursue the goal of the
analysis into relative defined system boundaries. Within those areas, different questions
for each stakeholder are developed in order to acquire some detailed information for a
better understanding of social impacts. Many AoI designed in this work could be imple‐
mented in different case studies for future assessments. The generic AoI presented,
thanks to similarities with the present case study (territories, industrial area, etc.), will
be replicable for every S-LCA assessment, following the presented method. The
described areas of interest could be also extended, identifying further significant AoI
for future depth assessments. The use of the proposed method, according to the analysis
goal, lead to a deeper understanding of the social sustainability. Through this method,
social criticalities are clearly identified thanks to a detailed list of the areas of interest.
In fact, the definition of the AoI lead to a better data acquisition during the inventory
phase. The final results of the presented case study will be shown in future papers, when
the surveys definition and their interpretation will be reported. Interpretation algorithm
will be implemented to obtain measurable results. Through the analysis results, decision
makers will be able to take effective choices in order to increase the social sustainability
indexes within the boundaries of the analysis. Finally, this work is a part of a long-term
research aiming at increasing the knowledge on the S-LCA topic, with the purpose to
develop an efficient and unified social life cycle assessment method. This proposed
method could represent a starting point for a software architecture aimed to perform
socio-economic analysis.
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Abstract. Life Cycle Inventory is one of the longest part of the LCA and yet
we cannot always get all the necessary data. This study is a methodological
point of view on getting a quality results from a case study of polypropylene
recycling, based on an intersection of currently used methods of benchmarking
the unavailable data, using the sensitivity analysis and the good practices in
LCA. The principle is in classification of unavailable data based on their rele-
vance to the results and to the goal and scope definition. The goal is to let the
analysts focus on the most important parameters before spending resources on
the least relevant missing data. The approach was realized on a case study of
High Impact Polypropylene (HIPP) recycling. The LCA study is completed with
study of impacts on the mechanical properties of the HIPP.

Keywords: LCA � Lack of data � Data quality � Polypropylene � Recycling

1 Introduction

Practitioners of the Life Cycle Assessment (LCA; ISO 14040, 2006) [1] find themselves
unfortunately often in a confusing situation. In the same time the best available data are
required for all applications [1, 2] but the data available in databases are not entirely
representative and the data quality vary in different LCI databases [3]. Different common
impact assessment methodologies do not give the same results although their intended
use is alike or the same [4–6] and neither do even LCA modelling programs [7].

But LCA and LCA-based methodologies still remains the most efficient way of
environmental impact assessment method [8–10] and with systems like The EPD
International or PEF, an objective tools for product’s environmental impact assessment,
allowing comparison of equivalent product [10, 11].

If a LCA practitioners struggled always for the best data possible, they would have
to update their data once they finished getting them because the first ones would be
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already outdated. But every study have some deadline and practitioners need to
organize their work in order to work the most efficiently possible.

This Work have two objectives:

a. Describe an approach to help with the difficult data
The idea is to sort the unavailable data in order to put the most energy in the most
important missing data.
The method is demonstrated on a LCA of a simple plastic product, typical in the
automotive industry.

b. Give the results of a case study we used to test the approach.
We have studied recycling of High Impact Polypropylene, typical for the auto-
motive industry. The LCA study is completed with a study of mechanical properties
in function of number of recycling of the one given product.

2 State of the Art and Objectives of the Research

The LCA is one of the most complete tools for environmental impact assessment, but
its use is usually expensive and time consuming [2]. Certainly, from the beginning,
when a LCA lasted years and has cost millions of dollars it came a long way and
actually the duration of LCA is usually counted in months (depending on complexity of
the studied product and on the scope of the study) and costs thousands of dollars.

The development in LCA in the last years is not any more focused on the
methodology itself, but more on the data quality [3–7, 12, 13] better assessment in the
categories of impact in toxicology and ecotoxicology [14] and on advanced systems
based on Product category rules (PCR), allowing to compare equivalent products
[9, 11].

Quality of the LCA methodology is already proved by thousands of studies. Latest
development on the field of the LCA methodology itself is composed of studies of
smaller scale, while the growing field is rather in the PCR-based systems. But improving
of the methodology and studies of improvement of efficiency, quality and completeness
of LCA are still going on.

In this study we connect three approaches to bring a way of improving the resource
efficiency in the Life Cycle Inventory (LCI) stage:

a. Use of sensitivity analysis as a tool to sort unavailable data according to the result’s
sensitivity to them [15].

b. Complete model of sensitivity analysis considering multiple impact categories [16].
c. Qualitative approach common in LCA methodology [2].

The objective is to let the LCA practitioner simply sort the unavailable parameters
according to their relevance to the desired results and let him distribute his resources on
data collection efficiently.
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3 Methods

3.1 Preliminary Sensitivity Analysis

As a method we have chosen the sensitivity analysis. Its role is basically to verify
quality of used parameters [2], but its ability to sort importance of unavailable data is
often overlooked. The principle is in analyzing estimations of unavailable parameters.
Then the sensitivity analysis can give us an order of parameters depending on their
influence to the LCA results. The idea of the method comes from the LCA’s iterativity.
Normally we perform the sensitivity analysis in the end of the study in order to find
parameters that could easily influence the study and eventually we have to come back
and precise the most important parameters. This time we only make a step forward and
test an estimations of missing parameters before trying to get the real numbers. Such
model helps to understand the role of missing parameters and especially it allows
performing the sensitivity analysis itself. A similar method is used as proposed by
Bengt Steen [15], for a single impact category approach. In our case we combined the
method with the sensitivity analysis model proposed by Björklund [16] to enlarge to a
multiple impact category use.

The inconvenience of iterativity in this approach is that every time we change any
input data, the result of the sensitivity analysis will change too. This is why
improvement of several important parameters at once is advantageous.

Contrary to the original method we do not compare only the results mentioned in
the goal of the study, but all the absolute results. The borders of our approach are given
by the scope of the study and the goals of the study define only a group of parameters
with higher priority.

So in addition to the original methods, to be sure not to overlook any important
aspect of the study, we review the goal and scope definition to find a restrictions that
would make us adjust the final priority order of unavailable data or parameters.
Because of large number of possible goals and uses of LCA, every case study needs
probably a unique approach.

In our case study the scope is defined as all the relevant processes and energies,
neglecting maintenance of machines, activities of employees and their facilities and
construction and energy consumption of buildings. No matter the results of the sen-
sitivity analysis, the data inside the scope definition should not be neglected. The goal
of the study is to search for the differences between scenarios with virgin and recycled
High Impact Polypropylene. Therefore we should give priority to the data participating
on the goal of the study. Two categories of results will then appear. The parameters
participating on the goal of the study and a complementary parameters.

The objective of the preliminary sensitivity analysis is not to neglect as much
processes as possible. Even estimated flows of constant value in a comparative study can
help to understand the role of eventual difference of impacts between the two studied
solutions, as proposed by Gehin, Zwolinski and Brissaud for a brick LCI model [17].

a. The first step is then modelling the scenario with estimation of all difficult data.
b. The second step is to review the goals and scope and take actions to prevent any

violation of goal and scope definition of the whole study. This step is different for
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every case study. In our case it was a precaution of not neglecting any data inside
the scope definition and giving priority to all missing parameters, related to the goal
of the study – difference between impacts of virgin and recycled HIPP product.

c. The third step consists of a preliminary sensitivity analysis itself.

For an arbitrary level of significant sensitivity, usual choice is 5 or 10 percent, we will
get the results in two forms. Absolute and relative, where x will be the estimated
parameter value, xc a critical value of the parameter that would increase or decrease any
impact category over the level of significant sensitivity andΔxwill be a relative parameter
variance, useful for the parameter classification as proposed by Bengt Steen [15].

3.2 LCA

The study of environmental properties was done as a classical comparative LCA study,
according to ISO 14040 (2006) [1]. The desired results are the differences between
environmental impacts of virgin HIPP and HIPP with different ratios of recycled
matter.

The goal of the LCA study then was: Identify the changes in environmental impacts
between products made of virgin and recycled HIPP. The only available product to be
studied was a testing rod. Not a typical part, used in the automotive industry. After
consultation with a car body parts producer, it was decided to keep studying the testing
rod, as its lifecycle was similar to the most HIPP parts that he produces. That means
rather regional plastic and part producers, transports by a truck and shredding of used
parts to produce parts of the same or similar purpose which is defined as a closed loop
recycling [2, 17]. Ideally, the results should be applicable not only to the studied
product, but for mostly simple PP injected parts.

The lifecycle of the testing rod was similar, but not exactly the same as for the most
car parts.

During the study we decided to add two complementary hypothetical scenarios in
order to simulate more closely a serial production.

For the Lifecycle impact assessement (LCIA) we chose the ready-made method-
ology CML, which is well adapted to the production industry [2] and widely used in
the automotive industry [18–20]. The choice of the CML methodology was verified in
comparison with several other available methodologies, ReCiPe (midpoint and end-
point approach), I02 + v2.1 and EDIP 2003/1997. In similar impact categories we
observed the difference between the virgin HIPP and mix of 50 % virgin and 50 %
recycled HIPP. The results of a recycled HIPP scenario in all Lifecycle Impact
Assessment (LCIA) methodologies are expressed relatively to the results of virgin
HIPP, where virgin HIPP represents 100 % impact.

Figure 1 shows a good coherence between LCIA methodologies in categories of
fossil fuels depletion, global warming potential (GWP), acidification, eutrophication,
ozone depletion, photochemical ozone creation, particulate matter formation and ion-
izing radiation. Contrary, in the categories of abiotic or metal depletion, human
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toxicity, terrestrial and freshwater ecotoxicity the LCIA methodologies does not even
agree whether the use of recycled HIPP has a positive or negative impacts.

We decided to keep CML, which remains between the highest and the lowest
results in all the categories except for the human toxicity, where the CML result is the
highest.

3.3 Mechanical Behavior

The material was reprocessed 0, 3, 6, 9 and 12 times and two characterizations was
observed. From the material point of view - Molecular weight and rheological char-
acterization and from the mechanical point of view – Tensile behavior in small and
large stress specter.

An unfilled high impact polypropylene was used. Referenced as SABIC®PP, grade
108MF97, composed by a PP matrix containing 22 % of ethylene propylene rubber
(EPR) particles. A low amount of talc was also detected (< 0.5 %), thus the material is
assumed as a two phases material.

Fig. 1. Comparison of LCIA methodologies on an intermediate scenario (truck transports) in all
categories virgin material represents 100 % of the impact, while the other columns represent the
relative impact of 50 % recycled material, calculated with various LCIA (Color figure online)
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4 Experimentation

The product lifecycle was modelled according to a practice of an important producer of
plastic car body parts. The result is a closed loop scenario where the recovered HIPP is
used to produce the same product, or at least the same type of product. See the model
on the Fig. 2.

The case study was modelled and assessed in a software tool GaBi V4. Originally it
was supposed that choice of the LCA software wouldn’t have any consequences to the
results. However, the latest studies show that the results can be influenced due to a
minor errors in the programs [7].

During the LCI phase we fell on 5 undocumented processes, see Table 1. Even if all
the production processes are available, some parameters may remain hidden. In our
case, even if we had concerned machines at disposition, we didn’t have any measure
instruments for energy consumption of a medium voltage machines. Other cases are
retailers who don’t give out origin of the goods, because they consider them as a
strategic information, or transport societies who simply do not collect data for a specific
journeys.

Fig. 2. Product lifecycle scenario. Processes and flows in black do change between scenarios,
processes and flows in grey remain constant. Flows are scaled according to their weigh.
Consumption and production of electric energy are represented only by their direction, not scale.
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To save time and work most efficiently possible, we needed to sort the data
according to their relevance to the study. This sorting was performed on two levels.
Qualitative and quantitative.

In the first time, we looked at the goal definition and at the lifecycle model on the
qualitative level. The goal of the study is to find out if recycled HIPP is better than the
virgin HIPP. Therefore we search for the difference between these two materials.

In the model we searched for all the processes that can have any influence on the
difference between the two studied materials. In other words we needed to search for
processes that changes between the virgin and recycled scenarios. This research was
based on the nature of modelled processes and verified by comparing the inputs and
outputs between scenarios. See the distribution of processes and flows on Fig. 2.

Between the undocumented processes and flows, only the transport from the pro-
ducer of HIPP granulate was found as a process, participating on the defined goal. The
dimensions of the other undescribed processes did not change in any way between
scenarios with different ratio of recycled HIPP.

In the second step we performed a sensitivity analysis on an estimation of unknown
data. Table 2 show the results:

The first line in bold correspond to a parameter that was identified as a contributor
on the goal of the study. This parameter gets priority before the other complementary
parameters. However, the sensitivity analysis shows that the study is not very sensitive
to this parameter. In the target country the distance couldn’t rise over 1500 km and
therefore it could never reach the critical variance and any impact could never rise or
decrease above the significant level of 5 %.

The same situation appears for the distance from the transport society stock to the
customer. Therefore it can be roughly estimated without doing any harm to the study.
But we should be more careful with the electric energy and lubricating oil consump-
tions. Even if they do not directly participate on the goal of the study, they do put the
results in a real circumstances, showing how important is the difference between virgin
and recycled HIPP, compared to their entire lifecycle.

Table 1. Estimated unavailable parameters

Dimension Estimated quantity x

Distance from HIPP granulate producer to the part producer 500 km
Distance from the transport society stock to the customer 80 km
Milling – electric energy consumption 0.1 kWh
Milling – lubricant consumption 0.01 kg of lubricating oil
Stress-strain test – electric energy consumption 1.2 kWh
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5 Results

5.1 Preliminary Sensitivity Analysis

The timesaving is difficult to account for due to variability of the LCA applications, we
could never know how much time we would spend on a parameter we eventually did
not try to search for.

In our case, we found one complementary parameter that could never reach the
level of significant change in any impact category. The practitioner might then make a
quick estimation based on his own experience with goods distribution, without doing
any harm to the study.

Stress strain test and lubricating oil consumption was clearly identified as processes
that need more research, while electric energy consumption of milling, that have the
relative critical variance higher than 100 % gives some space for substitution or
estimation.

Iterativity, which is often perceived as an unpleasant quality that makes the studies
longer, gives a precious advantage in the preliminary sensitivity analysis. Whenever we
get any precisions to the unavailable parameters, the sensitivity of the whole study to
these parameters can be quickly reviewed and help to decide if we need to continue
with more precisions or if the current knowledge is sufficient to stop the research and
put more energy to the research of another unknown parameter.

Table 2. Sensitivity analysis results. As a border significant sensitivity we chose 5 % change of
any midpoint impact category

Dimension Estimated
quantity x

Critical
parameter
dimension xc

Absolute
critical
variance Δxc

Critical %
parameter
variance Δxc

Most
sensitive
impact
category

Distance from
HIPP granulate
producer to the
part producer

500 km 3575 km 3075 km 615 % Human
toxicity

Stress-strain test –
electric energy
consumption

1.2 kWh 1.3105 kWh 0.1105 kWh 9 % Ozone layer
depletion

Milling – lubricant
consumption

0.01 kg of
lubricating
oil

0.0148 kg of
lubricating
oil

0.0048 kg of
lubricating
oil

48 % freshwater
aquatic
ecotoxicity

Milling – electric
energy
consumption

0.1 kWh 0.215 kWh 0.115 kWh 115 % Ozone layer
depletion

Distance from the
transport society
stock to the
customer

80 km 1630 km 1550 km 1938 % Human
toxicity
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The most interesting result is probably the critical variance of distance from the
HIPP granulate producer to the part production unit. The combination of our qualitative
and quantitative approach seems ambiguous. One says that the parameter should get
priority before the other parameters, the other says that no matter the choice this
parameter could never make a significant change of the results.

This is a case where the qualitative criteria works as a protection of the good
practices in LCA. The goal of the study is a translation of the reason why the study is
done. Any other information given by the study are complementary, so even if the
parameter may seem unimportant in the sensitivity analysis, we should privilege the
quality of the data contributing on the goals of the study. The quantitative result would
be just a comforting argument if the parameter really could not be found and we had to
make an estimation.

The preliminary sensitivity analysis is not any more valid for the final results, as the
parameters get more precise and the results are represented for different ratios of
recycled matter, while the preliminary sensitivity analysis was composed only of two
scenarios with 0 % and 50 % of recycled HIPP. But the approach is the same for both,
preliminary sensitivity analysis and sensitivity analysis of final results, so the tables and
data prepared in the beginning of the study can be reused.

5.2 LCA

In the most impact categories, the recycled HIPP got better results than the virgin one.
Figure 3 shows that the impacts evolution in function of recycled content ratio is close
to a linear function.

According to our LCIA methodology testing (Fig. 1) we get different results in
function of LCIA methodology choice in the categories of abiotic depletion, human
toxicity and ecotoxicities. In these categories we cannot make a proper conclusion
whether recycling is better or not. But in the other categories, fossil fuels depletion,
global warming potential, acidification, eutrophication, ozone depletion, photochemical
ozone and particulate matter formation all the available methodologies (CML, ReCiPe,

Fig. 3. Midpoint trend evolution - initial scenario (Color figure online)

High Impact Polypropylene Recycling – Mechanical Resistance 549



I02 and EDIP) show the same tendency and more or less also the same quantities.
The CML methodology does not have ionizing radiation impact category. However, all
the other methodologies agree on higher impact with higher ratio of recycled plastic.

The only CML impact category in which the recycled HIPP is worse than the virgin
granulate, seems to be ozone depletion. The biggest contributor on this category is an
electric energy conversion – primary source of energy for the recycling technologies. In
the same time, according to CML 2001-09 normalization for EU-25, the contribution of
all scenarios on the European pollution in category of ozone depletion is one of the
least important, see Fig. 4.

Comparison of the real scenario with the two hypothetical scenarios confirms the
hypothesis that with cleaner production and transports the importance of virgin HIPP
granulate is growing, see Fig. 4. The difference between virgin and recycled plastics is
always the same, speaking in absolute values, but relatively it grows on importance
when the rest of the scenario gets cleaner.

We can see that even in the real scenario with aircraft transport and milling
operation the difference between 0 % and 100 % recovery makes 20 % to 40 % in every
impact category. That may be an important argument in decision making.

5.3 Mechanical Properties

The material exhibit a classical mechanical behavior under tensile loading [21] after a
linear elastic response, a small viscoelastic response appears before the yielding point.
After this point, materials deform plastically (Figs. 5, 6).

For the yield stress and the yield strain respectively, it can be observed that the
recycling process decreases the yield stress (Figs. 7, 8).

It seems from the obtained results that the mechanical recycling process has no
effect on the Poisson ratio (Fig. 9).

It is observed that the variations of the Young modulus values are of the same order
of magnitude than the experimental errors. It could be concluded that a slight effect can
be detected between on the virgin material and its respective 12 times recycled
derivatives (Fig. 10).

Fig. 4. CML 2001-nov.09 normalized - comparison of all three scenarios (Color figure online)
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It can be observed that the failure stress decreases linearly with the degradation by
the several cycles. At the same time the failure strain is also pretty affected by the
different recycling cycles with the same tendency.

On all the tested samples, no necking was observed. However a white zone
appeared at the sample’s center since relatively low strain. This zone grew until the
failure of the specimen. As often mentioned, this is characteristic of a significant
amount of cavitation [22, 23] caused by the plastic deformation of polymers near the

Fig. 5. Large domain stress strain

Fig. 9. Poisson ratio Fig. 10. Young modulus

Fig. 6. Small domain stress strain

Fig. 7. Yield stress Fig. 8. Yield strain
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yield point. This phenomenon corresponds to the evolution of the initial porosity and
the initiation of crack type damage.

6 Conclusion and Perspectives

LCA remains an expensive part of product development and its use is growing slowly
in the production industry. More efficient combination of currently used methods is
therefore always a useful step forward. In the eventual continuation of this research,
including the uncertainty analysis may be a good direction.

Most companies currently using LCA or LCA-based approaches, managed to
develop their own timesaving and efficient product category rules and practices. The
proposed method can be mostly useful for studies of new product or for new users,
especially for more complicated studies with higher numbers of unknown processes.

Every study is different and it is impossible to calculate a universal ratio of time
saving with the preliminary sensitivity study. Further work could focus on definition of
a precise methods for different product types for example following the CPA/NACE
codes in order to improve the efficiency in the systems like The EPD International or
PEF/OEF.
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Abstract. Over recent years, the context where companies operate has dramat‐
ically changed, forcing the business models’ revision in order to survive in the
market. Nowadays, in the manufacturing system’s context, customers are
focusing its attention more and more on an efficient and effective management of
system lifecycle. Methodologies such as Life Cycle Costing and Life Cycle
Assessment are useful to evaluate costs and environmental impacts generated
along the whole lifecycle, however they are not sufficient to improve system life‐
cycle. The aim of the paper is to propose a closed loop framework in order to
improve lifecycle of manufacturing systems.

Keywords: Life Cycle Assessment · LCA · Life Cycle Costing · LCC · Closed
loop · Framework · System lifecycle

1 Introduction

During the last years, the context where companies operate has dramatically changed.
Cost pressure of emerging countries, more strict environmental regulations and new
customers’ needs have completely changed the market and the leverages that before
regulated it.

In order to compete and survive in the global market, companies need to revise their
business models, changing their paradigms and including new leverages.

Nowadays, in the manufacturing system’s context, customers are focusing its atten‐
tion more and more on an efficient and effective management of system lifecycle. Indeed,
customer evaluates different proposals by different suppliers, in order to choose the best
one. They consider different factors: one of the most critical is the lifecycle costs (and
the lifecycle environmental impacts).

In this context, suppliers are forced to pursue a product lifecycle approach for their
systems, in order to hit the customers’ expectations. In order to evaluate costs and environ‐
mental impacts along the whole lifecycle, suppliers can be supported by two well-known
methodologies: the Life Cycle Costing (LCC), to evaluate the lifecycle costs, and the Life
Cycle Assessment (LCA), to evaluate the lifecycle environmental impacts. However, these
methodologies are useful only to evaluate the economic and environmental dimensions, but
they are not able to support the lifecycle improvement of manufacturing systems.
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In order to cover this gap, the paper proposes a closed loop framework to improve
lifecycle of manufacturing systems. Section 2 shows the theoretical background, while
Sect. 3 describes the Closed Loop Framework. Section 4 shows a possible application
in a real industrial context. Finally, Sect. 5 concludes the paper, highlighting next steps.

2 Theoretical Background

This section reports the theoretical background behind the proposed closed loop frame‐
work. Figure 1 shows steps to define the theoretical background.

Fig. 1. Theoretical background steps

First of all, product lifecycle has been defined.
The lifecycle of a product can be divided into 3 phases:

• Beginning of Life (BoL): design and manufacturing of the product
• Middle of Life (MoL): use of the product (and all the services connected)
• End of Life (EoL): in this phase there can be 4 cycles:

– Reuse: the product is reused as is, therefore it gets back in Middle of Life phase
– Remanufacturing: the product is remanufactured, therefore it gets back in Begin‐

ning of Life phase, in the Manufacturing phase
– Recycling: the product is recycled, transforming it into materials. The materials

can get back in Beginning of Life phase, in Manufacturing phase
– Disposal: the product is disposed and therefore it doesn’t get back into the life

cycle flow [1].

Using the GERA Model [2], instead, it is possible to describe in a more detailed way
the lifecycle of manufacturing systems. It identifies the following stages: identification,
concept, requirements, preliminary design, detailed design, implementation, operation,
possible redesign activities, decommission. Therefore, Beginning of Life phase is repre‐
sented by identification, concept, requirements, preliminary design, detailed design and
implementation stages; Middle of Life is represented by operation and possible redesign
activities stages; finally, decommission stage represents the End of Life phase.

Usually, the lifecycle of an industrial system starts when the customer sends a request
for tender to the supplier (industrial systems’ manufacturer). Customer and supplier
work together during the first phases (identification, concept and requirements). Then
the supplier realizes a preliminary design of the industrial systems, defining the lifecycle
costs and environmental impacts. Usually, preliminary design ends with the submission
of tender. Customer evaluates different proposals received by different suppliers, and
the best one gets the order. Different key factors are used to evaluate the proposal:
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one of the most critical is the lifecycle costs (and lifecycle environmental impacts). If
the order is won, manufacturing system is designed in detail, and then installed at
customer plant. Finally, the system fully operates until decommission.

As previously mentioned, lifecycle costs and environmental impacts are key factors
to win the order. In order to evaluate costs and environmental impacts generated along
the whole lifecycle, two methodologies have been identified: Life Cycle Costing (LCC)
and Life Cycle Assessment (LCA).

Lifecycle cost is defined as the total cost of ownership of machinery and equipment,
including its cost of acquisition, operation, maintenance, conversion, and/or decom‐
mission [3].

Life Cycle Assessment, instead, is a methodology to assess environmental impacts
associated with all the stages of a product’s life from-cradle-to-grave [4].

Analysing LCC and LCA methodologies, some gaps have been identified.
First of all, LCC and LCA methodologies are very good in comparison and estima‐

tion of few products or alternatives; however, when the number of alternatives increases,
they are not able to support decisions and decision makers in a good way, especially in
the case of manufacturing systems.

Furthermore, LCC and LCA methodologies have to be integrated with systems able
to collect data from the field, with the aim to maintain under control costs and environ‐
mental impacts generated along the operation phase. Collection of data from the field
enables also the extraction of valuable knowledge for designers, in order to improve
design and sustainability of next manufacturing systems.

In order to cover these gaps, next section proposes a closed loop framework in order
to improve sustainability issues.

3 Closed Loop Framework

In this section, a closed loop framework to improve sustainability issues is presented.
Figure 2 describes the framework in a graphical way. Closed Loop Framework is built
on GERA model, considering all the stages identified. Lifecycle stages are divided into
three macro-phases: (i) Beginning of Life, which identifies design and manufacturing
of the system; (ii) Middle of Life, which identifies the operation stage and related serv‐
ices, besides the possible system re-design; and (iii) End of Life, which identifies the
system decommission. Blue arrows identify the information flow, while red boxes report
tools associated with the lifecycle stage. Tool about End of Life is in a grey box because
it has not been yet developed. Configurator and Data Collection tools have been devel‐
oped to cover gaps identified in the previous section, in order to support the decision
makers in their activities. Briefly, Configurator tool’s aim is to support the identification
and creation of the optimal lifecycle oriented configuration, in terms of costs and envi‐
ronmental impacts, able to satisfy the customer’s requirements. Data Collection tool’s
aim is, instead, to extract valuable knowledge from the tons of data from the field, both
to maintain under control the existing system and to design next manufacturing systems.
The aim of the future End of Life tool will be to understand the best End of Life option
for each component of the manufacturing system.
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As previously mentioned, blue arrows represent the information flow. Till now, the
focus was on data and information from the field, during the utilization phase of the
system. Indeed, to extract valuable knowledge from the field is useful for both Beginning
of Life, Middle of Life, and End of Life phases, because it enables: (i) a design improve‐
ment of next manufacturing systems (BoL), (ii) a better management of the system
during the operation phase (MoL), and (iii) a better understanding of the wear state of
the entire system (EoL).

Identification

Concept

Requirements

Preliminary 
Design

Detailed Design

Implementation

Operation

Re-design 
Activities

Decommission

Configurator 
Tool

Data Collection 
Tool

Best End of Life 
Option Tool

BoL

MoL

EoL

Configurator 
Tool

Fig. 2. Closed loop framework

Configurator tool [5, 6] has been developed with the aim to support designers and
system engineers in their activities during the preliminary design, in order to create and
identify the optimal lifecycle oriented configuration, minimizing lifecycle costs and
environmental impacts and satisfying customer’s requirements. Therefore, the tool
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returns the optimal configuration, in terms of which components have to be installed on
manufacturing system, and lifecycle costs and environmental impacts values. Configu‐
rator tool is built on genetic algorithm, which has been chosen for three main reasons:
(i) it is more efficient than others when the number of variables increases (for example,
an assembly line for the automotive sector can usually be composed up to 100 stations);
(ii) it presents no problem with multi-objective optimization and (iii) it is suitable for
applications dealing with component-based systems (a product could be seen as a chro‐
mosome and its components as genes).

Genetic algorithm has to solve a problem with two objectives, which are the mini‐
mization of lifecycle costs and the minimization of lifecycle environmental impacts.
The objectives consider only the costs and the environmental impacts specified by the
customer, in order to deliver the proposal that better fits with the customer’s require‐
ments. Furthermore, it is possible to implement constraints in the problem. As for the
objectives, constraints depend on customer’s requirements. The algorithm return the
optimal configuration of the system, identifying which are the components that minimize
the lifecycle costs and the lifecycle environmental impacts, satisfying the constraints.
For example, in an assembly line, the algorithm suggests which station, among auto‐
matic, semi-automatic or manual, is the optimal one. Being a multi-objective problem,
it is possible to have a trade-off between the two objective and, therefore, to have more
than one optimal configurations. Decision makers have to choose which optimal config‐
uration better fits with customer’s requirements.

The tool has a user interface (Fig. 3), divided into two spaces, one to define the
objective functions and the other one to define the design of the system (how many
components, how many alternatives for each components). In a window user has the
possibility to import a *.xls file or to insert data. Data are then validated and checked.
Finally tool executes the genetic algorithm. Results are displayed in the Output window,

Fig. 3. Configurator tool’s user interface
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which reports: (i) the value of the objective functions and (ii) all the optimal configu‐
rations, showing which components are selected to realize the system.

Data collection tool is a simple tool with the aim to extract valuable knowledge from
the tons of data collectable from the field, during the operation phase. Indeed, it is
possible to collect tons of data from the different sensors installed on the system’s
components, machines or stations. The issue is how to use these data in a valuable and
useful way, returning to decision makers structured knowledge. Decision makers can
interrogate the database, through a user interface, in order to receive the desired infor‐
mation, through the back end logic, able to answer to the interrogations. Back end
recovers data and information from the PLC databases, which collect information by
different system’s sensors.

The main benefits of this tool are: (i) the real time monitoring of the system and (ii)
valuable knowledge for the design improvement of the next systems.

The real time monitoring enables to understand if lifecycle costs and environmental
impacts, besides the technical requirements, have strong deviations rather than the esti‐
mated values during the preliminary design phase, through Configurator tool. Further‐
more, Data Collection tool helps to find the right corrective actions, in order to reduce
the deviations.

The tool returns valuable knowledge, useful for the design of the next system. It
enables system improvements, in terms of reduction of costs and environmental impacts,
understanding which are the most critical components/stations/machines.

The tool is able to summarize the main system’s parameters in order to verify quickly
performances of each system machine/station. It is possible to set different indicators,
according to the industrial needs, like average cycle time, mean time between failures
(MTBF) and mean time to repair (MTTR), availability and overall equipment effec‐
tiveness (OEE).

Fig. 4. Example of data collection tool’s output

Improving Manufacturing System’s Lifecycle 559



Decision makers can visualize detailed information, visualizing different pages that
recap the main performances in a numerical and graphical way. For example, the page
about availability shows the parameters of: availability, mean time between two failures
(MTBF) and the mean time to repair the problem (MTTR). Furthermore it shows the
machine states: working, failure, blocked, starved, excluded, intervention, over cycle
time and tool change.

Figure 4 shows a graphical report of the tool.

4 Application

An Italian global supplier of industrial automation systems and services mainly for the
automotive manufacturing sector is applying Closed Loop framework. The company
offers its proficiency as system integrator and its complete engineering solutions, from
product development and manufacturing, to assistance to the production start-up phases,
equipment and full plant maintenance activities. Lifecycle of a manufacturing system
follows the GERA Model [2] with a good approximation (see Fig. 5).

Fig. 5. System lifecycle within the company

Even in this case, customer evaluates different proposal after the concept phase, and the
best one in term of lifecycle costs (and lifecycle environmental impacts) gets the order.

Company is testing Configurator and Data Collection tools. Till now, Configurator
tool has been tested on an industrial case provided by the company, which was a fraction
of an engine assembly line. Data collection tool, instead, has been tested within the
company, in a laboratory that simulates the behaviour of a production system. At the
end of the test, an evaluation has been conducted via qualitative questionnaire. This first
evaluation enables to understand strengths and weaknesses of the framework, in order
to improve it in the next steps. Furthermore, other tests have been planned, in order to
evaluate the goodness of the framework. About Configurator tool, it will be tested on
an assembly line composed by 20 stations. Data Collection tool, instead, will be imple‐
mented and tested on a real assembly line installed in Poland. At the end of these tests,
a complete and extended evaluation of the framework will be conducted.

5 Conclusions

The aim of this paper is to propose a closed loop framework in order to improve lifecycle
of manufacturing systems. Indeed, in the current context, customer evaluates different
proposals by different suppliers, choosing the best one. One of the most critical factor
considered by customers is the lifecycle costs, and in some cases they consider also the
lifecycle environmental impacts.
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Section 2 shown the lifecycle of a system and the lifecycle methodologies identified,
which are Life Cycle Costing and Life Cycle Assessment. These methodologies need
to be supported by other tools, in order to be effective and efficient. For this reason,
Sect. 3 describes the proposed Closed Loop Framework, explaining tools and informa‐
tion flow. Finally, Sect. 4 briefly presents a work in progress application of the frame‐
work on a real industrial context.

Further steps are necessary to complete the framework.
First of all, it is necessary to identify or develop a tool for the End of Life of a system,

in order to support decision makers in the best end of life option (re-use, re-manufac‐
turing or recycling). Implementing this tool, the framework will be completed, enabling
a full lifecycle improvement of manufacturing systems.

About lifecycle, it is necessary to consider also the social pillar, which is arising
during the last years. Social Life Cycle Assessment (S-LCA) methodology will be
therefore studied, in order to understand if it is possible to add social evaluation to
economic and environmental ones.

About environmental impact, instead, it is necessary to understand the impact cate‐
gories to take into account. It is important to conduct a literature analysis or a survey to
collect the main impact categories related to manufacturing systems.

Finally, Closed Loop Framework needs to be tested in the industrial context. Now,
it is applied in a company that produce manufacturing systems for the automotive sector,
and at the end of the application a first evaluation will be conducted. The goal is to
involve other industrial companies, in order to refine and validate the framework.
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Abstract. The safeguarding of cultural heritage has brought forward the gener‐
ation of heterogeneous, complex, diversified and irreplaceable digital data. It
becomes difficult for an object with missing characteristics to perform the prem‐
ises identification, object identification as well as its movement recording. There‐
fore, it is an imperative need of traceability of the cultural digital objects. In this
study, we have proposed an expert system to address the issues of achieving and
maintaining traceability of cultural objects. The system has employed big data
technologies as well as ontological modeling capabilities to semantically trace
objects. We have designed Cultural Heritage Ontology (CHOnt) that captures all
the semantics for inference mechanisms. We have shown that the proposed system
is capable of sound expressiveness with an immense potential in offering a scal‐
able solution as a common vehicle through which archaeologists, IT specialists
and even a non-professional can trace, evaluate, enhance, analyze and exchange
all types of information.

Keywords: Big Data · DBSCAN · Cultural Heritage Ontology · Traceability

1 Introduction

Cultural heritage of a civilization bears numerous artifacts, such as folk music,
dance, language, folk lore, seer axiom, oral literature, manners, games, etiquette,
handicraft, traditional medicine, architecture arts and other preservation methods
used for the expressivity of a region. Each artifact mentioned above is either tangible
or intangible but strictly continuous in its nature. This intrinsic nature of dynamic
behaviors of a culture has motivated the artists, poets, writers and painters to
preserve the heritage in the shape of tangible formats. With the advent of modern
technology, the concept of Digital Preservation (DP) or knowledge retention was
emerged [1]. The core purpose of DP is the process of ensuring communication
between future and past via innovative artifacts. In other words, it points out the
persistence of digital resources in such a way that enables their rendering with
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easiness, availability and comprehensibility for the ancillary contemporary reuse. A
big advantage of DP is that it can ensure the process of protecting the continuance
concerns of forthcoming generations. There is an imperative motivation to maintain
universal knowledge repositories addressing digital museums, communication
conduits, digital archives and other type of digital memory systems. The museums
and archivists are constantly collecting cultural heritage. According to The World
Museum Community, there are more than 55,000 museums in 202 countries [2].
Here a question arises, if a museum receives a digital resource of an artifact, then it
may or may not have all of its related information. The completion of a set
comprising all relevant information can helps in investigation of the authenticity of
antique paintings. The experts usually adopt verification mechanism through stylistic
evaluation, objective tests of the ageing of the underlying material or with the help
of modern scientific tools. Some researcher have highlighted the problem of retrieval
as important issue in the cultural heritage domain [3]. It has also been reported that
the unstructured data handling in the cultural heritage data is a problem [4]. Another
perspective was how to find out the semantics of the cultural heritage [5]. We have
argued in this study about the scalability of all of such techniques handling the
cultural data in the wake of mixture of structured and unstructured data. We have
formulated a research question: How can the traceability of a new or existing but
questionable object can be performed given large amount of structured and unstruc‐
tured data in the domain of cultural heritage. The proposed system has used various
technologies including Big Data, Natural Language Processing (NLP) and Ontolog‐
ical Modeling. We in this study have proposed an expert system which can assist an
expert to conclude more precisely and with improved confidence.

The reaming of the paper is organized as below. The Sect. 2 is related the overview
of the techniques describing the problem in this context. In Sect. 3, we have introduced
the architecture and then discussed it in detail. This section is further divided into
numerous sub sections in which we have discussed each component, experimental work
carried out and its justifications. The last section is concerned with the conclusive
remarks in which we have highlighted how our proposed architecture is useful for the
traceability of the cultural heritage domain.

2 Literature Review

We have reviewed the literature related to the provision of traceability of the cultural
data in all of the possible ways. We noticed that most of the research work has been
carried out by means of applying “Semantic engineering” on the data itself [1, 5]. The
problem with such an approach is that developing a semantic network on varied level
of information produces “less concise” ontologies. We have argued in such situations
that prior to feeding the data in the semantic engineering, one must converge the plethora
of information into a fine grained dataset. More the data set is precised, better the output
of the final semantic expressivity of cultural heritage.

As the information era dawned with the advent of modern computational tools, the
vast amount of digital data has been reorganized in the structured and unstructured
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format. This data eventually culminated into the databases grouping the cultural heritage
knowledge [6–8].

Apart from these specialized sources, other online knowledge repositories such as
wikis and weblogs could also be observed for the source of information; albeit such
sources are less explicit and void of systematic traceability of a query related to newly
arrived artifact in a museum.

The research question is that how can we introduce new functionalities and oppor‐
tunities to improve the quality of cultural data, whether using innovative semantic web
techniques alone are sufficient? [9, 10] introduced work employing intelligent engi‐
neering, however their approaches were limited to only provision of facilitation of better
accessibility to end users of their systems.

The usefulness of NLP has also been highlighted in this domain [4]. They have used
the NLP for the purpose of identifying essential information earlier. They highlighted
that most of the systems deal only with the relational data. However, they highlight that
there are numerous situations when there is only unstructured data. They proposed
“WissKI” tools for the semantic annotations using controlled vocabularies as well as
formal ontologies. Their focus was mostly concerned with the recognition of events with
the free text of documents.

Some previous work related to the digital cultural preservation was related to
approached with the aim of proposing techniques for improving the retrieval, organi‐
zation, and understanding of non-homogenous cultural knowledge through the cross-
analyzing multi sources information [3].

3 Methodology

Motivated from the discussion in the previous sections, we have introduced an archi‐
tecture which can handle the research problem addressed in the previous section.
Figure 1 shows the flow of the components and the interaction between them. It also
illustrates showing the input and output details of each of the three components. We
shall discuss each one of them in detail in the following subsections.

Fig. 1. Proposed architecture for the traceability of cultural heritage
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3.1 Natural Language Processing

We collected data from the online resource (Museum of Archaeology and Anthropology,
University of Pennsylvania) [11]. The original data consists of 346,474 object records.
Although the data is in comma separated format, however, there is a problem with this
large dataset. In many cases, the data is in semi-structured nature with various free text
fields. This requires that we should perform natural language initial processing such as
stemming, lemmatization, etc. However, the application of natural language processing
cannot provide good results unless the semantic annotation is performed using the
controlled vocabulary.

Fig. 2. A sample from the forest of semantic graph

In the column data, we faced problem such as “Tempera on wood” available in
various dimensions. As the dimensions vary, it gives a unique state. The second problem
was the hierarchy problem. “Oil on panel” and “Oil on canvas” both fall under the same
category of Oil Painting. We need to provide the hierarchy in such a way that for
grouping the hierarchy is useful, but for in depth tracing the more detail granularity is
required. In the first part of this step, we take whole of the free text of the column, tagging
it into pieces of Nouns, Adjectives, Adverbs and Verbs separated using NLP Library
[12]. In the second part, we develop a forest of semantic network which connects all of
these concepts realized into the previous part. This semantic network is used as a base
of the controlled vocabulary. For example, Fig. 2 is showing some of graphs in the forest
in which the common technique is “chalk”. This word is derived from graphs which
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have semantics relevant to this concept. Figure 1 is showing only four of such graphs;
the conclusive concept out of these graphs is derived by the means of semantic graph
matching. In the third part of this step, we perform the semantic similarities between
graphs in the semantic forest. This process is useful to identify all of the related concepts
in a hierarchy. The outcome of this operation provides us a data by the means of which
we have tuned up the granularity level of the distinct states in the column.

3.2 Clustering on Big Data

Previously, we discussed that the cultural heritage data is also increasing on the same
pace as that of other domain of knowledge. It is a known fact that the extraction of
significant structures out of arbitrary high dimensional data has always been a chal‐
lenging task. Although stratified sampling also serves the purpose of preparing the
samples for the input data. However stratified sampling is more or less a random
grouping performed on the strata. The clustering technique employs the objective func‐
tion and refines the data according to the objective function [13, 14]. In the case of
cultural data, we are more focused on aggregating data. Hence, in this case the clustering
is more helpful for applying our methodology. Clustering techniques capable of running
on Hadoop platform can give the second level solution. We have employed the
DBSCAN clustering algorithm using MapReduce approach [13, 14]. The added advan‐
tages of using DBSCAN over MapReduce are following:

1. DBSCAN possesses the capability to produce irregular shape clusters which are
more close to the distribution nature of data.

2. MapReduce ensures the scalability of the executing functions. This aspect is useful
in case of high dimensional data as described earlier in our case.

In DBSCAN, each object is clustered given two core parameters. Mathematically,
we can define it by Eq. 1.

N
𝜀
(p):{q|d(p, q) ≤ 𝜀} (1)

Where N denotes the number of objects between two given objects p and q (both are
inclusive); 𝜀 is radius. On each point scale (as for p in the Eq. 1), it gives a circular
cluster. However as lots of circles individually grows up, collection of tiny circles (sub-
clusters) are realized into a dense regions in the data space which is separated by regions
of lower object density. This identifies a maximal set of density connected points.
DBSCAN is useful for such situations where data is distributed in numerous small
density zones. The cultural data by virtue of its nature bears density oriented distribution.
The underlying reason is that given a specific type or format, specific cultural informa‐
tion are aligned in a peculiar way. One can notice that DBSCAN is sensitive to external
parameters of radius size and number of observations. These parameters are usually
found out by means of kth nearest neighbor.

The MapReduce can be mathematically defined by the following definitions.
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Definition 1: MapReduce MR is a function of three alternating function such that:

MR = f (M,Λ,Ω) (2)

where M is a mapper, Λ is a reducer and Ω is a sorting function.

Definition 2: Given a list of key value pairs ⟨ki, v
i⟩n

i=1 which are comprised of a string
v ∈ {v1, v2, v3,……… vm} composed of m number of features; The mapper can be
defined as:

⟨
k′

i
, {v′

i1, v′
i2, v′

i3,……}
⟩
← M⟨Ki, Vim⟩n

i=1 (3)

Notice that the set mapped values for each key is unbounded. This set may be an
empty set or a set with arbitrary length.

Definition 3: Given a list of key value pairs 
⟨

k′
i
,
{

v′
i1, v′

i2, v′
i3,……

}⟩
; The reducer Λ

generates the same key with a new set of value list. This value list is unbound; The
Eq. 4 defines it as below.

⟨
k′

i
,
{

v′′
i1, v′′

i2, v′′
i3,……

}⟩
← 𝛬

⟨
k′

i
,
{

v′
i1, v′

i2, v′
i3,……

}⟩
(4)

The result of this step ends up in producing cluster samples which can be easily
classified. Certainly the data has been reduced but still this is not converged enough to
give a precise meaningful notion.

3.3 Classification on Cluster Objects

In the previous step, we obtained clustering samples. The clustering of sample serves to
reduce data problem complexity by providing users with groups of similar entities.
However, clusters are unable to highlight relationships among various features, espe‐
cially in the case of data analysis on the high dimensional data sets. Therefore, we classify
cluster samples in order to reduce a data set. This also bears special relevance in this
case as we are motivated to reduce the data at the minimum loss of information. Gener‐
ally, there are two types of classification (Hard and Soft classification) based on the type
of class assignment to each of the clusters while grouping them according to their similar
features. With the Hard classification mechanism, one can determine whether an
instance can either be or not to be in a particular class. With the Soft classification, one
can extrapolate whether an instance can be predicted to be in some specific class with
some likelihood and often a probability distribution across all of the classes. We apply
soft classification as it is suitable to have a probability distribution that depicts the level
of confidence depending on the similarity of their features.

3.4 Ontological Modeling and Traceability

In the previous step, we performed classification of clusters which results into grouping
the individual clusters characterized by their similarity features. However, the
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completeness of classification is still arguable; because this classification lacks seman‐
tics to be better queried and searched for the traceability of any cultural object. Therefore,
we built a Cultural Heritage Ontology (CHOnt) that provides enriched model for the
inference of cultural objects as illustrated in Fig. 3. Cultural Heritage includes tangible
and intangible cultural objects which belong to societies or groups that are inherited
from past generations.

Fig. 3. Top level view of Cultural Heritage Ontology (CHOnt)

In CHOnt ontology, each cultural object that belongs to the cultural heritage museum
is tracked by its ID, Name and Description, captured by the Cultural-Object concept. In
addition, Cultural-Object concept is associated with the Object_Property via a
has_features property (illustrated by Fig. 4). Each object possesses several properties,
such as Form, Type, Period, School, and Technique. Figure 4 below also illustrates the
expanded view of Type and Form concepts. We have checked the consistency of this
ontology by using Description Logic (DL) Reasoner to avoid any type of inconsistencies
[16]. This ontological model is the fundamental building block for the traceability of
the cultural heritage objects. When an anonymous object with certain known features
arrives at a museum, the question for its traceability appears as a challenging task. We
brought forward a user interface to describe its known features and provide some more
descriptive information if available. This information is captured inside the CHOnt. Next
step is to perform the semantic matching making to trace that object. For the match
matching we are using our previously build ontology mapper DKP-AOM [17] to detect
the aggregated semantic similarity between the anonymous object features and the
underlying classified clusters of objects. DKP-AOM provides different strategies, such
as string matching, synonym matching, etc. to find the level of confidence for traceability
of cultural object. String matching strategy enables direct matching of anonymous object
properties with the concepts of CHOnt. Synonym matching strategy uses WordNet
lexical database to find all possible synonyms to able semantic traceability when
different terminologies are used for the same type of object properties. Based on the
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level of confidence aggregated by different similarity measures, we trace cultural object
and illustrate its likelihood based on its semantic similarity.

Fig. 4. Cultural-Object in Cultural Heritage Ontology (CHOnt)

4 Results and Discussion

In this section, we shall analyze the results obtained from the experiment executed on
the proposed architecture (see Fig. 1 for the detail). The cultural data usually contains
a lot of free text. If we apply the machine learning techniques, the learning model found
large number of distinct states. Table 1 is showing the weighted average result of Naïve
Bayes classification obtained before and after application of forest of semantic network.
Certainly, one can argue that reducing large number of unique states in feature variables
as well as reducing classes benefit in reducing error in classification. However, at this
point, the strength of the system appears when by means of ontological modeling and
forest of semantic network can pin point the missing information accordingly.

Table 1. Performance of the proposed architecture

TPR FPR Precision Recall F-Measure
Without NLP 0.479 0.063 0.457 0.479 0.46
With NLP 0.95 0.042 0.954 0.932 0.945

For example some techniques such as “Brush, brown ink and oil on blue primed
paper”, “Ceiling painting in oil”, “Charcoal and oil on canvas”, “Charcoal and oil on card‐
board”, “Charcoal and pastel on paper” etc. have conceptually alike (although not equiva‐
lent). These terms have semantic meanings. Unless, numerous concepts are not clustered,
the classification is always prone to give poor results. There was significant margin to
increase the classification accuracy and the same was acquired by the proposed hybrid
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approach in this study. Figure 5 is providing a visualization which is a reflection of prime
sections of the data. These include Form, Type, School, Period, and Technique. Every
concept has a lot of instances. The challenge in the visualization is to organize the maximum
information into a significant shortest description. A glance view over the figure informs
about the possible inclusion of any unidentified object. However, still the problem is that
this is a manual technique; this might be helpful to validate the ontological model but still
we need an ontological based expert system to enable automatic traceability.

Fig. 5. Visualization of aggregated set of cultural heritage data

5 Conclusion

The study of culture heritage and its preservation is interesting as well as important for
variety of domains including anthropology, psychology, archaeology, museology, soci‐
ology, communication, management and business. This research presents an expert
system based on heterogeneous architecture with the purpose of traceability and esti‐
mation of missing information for a newly arrived artifact in a museum. The technique
can be used to eliminate the risk of inclusion of possible inconsistencies, and preserve
only significant concise information. We introduced the layout mechanism of the essen‐
tial functionalities to validate the architecture and the interoperability of various context
aware technological modules. The proposed architecture can find answers to interesting
research problems by modeling structured and unstructured data for the purpose of
traceability.
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Abstract. Wastes of the Electrical and the Electronic Equipments (WEEE)
have been a major danger because of their hazardous composition to the envi-
ronment and to the human health. Today, their valorization within a reverse
supply chain is a reality and it is a good thing. However, stakeholders are often
divided on the issue and their positions and decisions about performance
enhancement are sometimes ambiguous. A new strategy should look for col-
lective decisions for improving performance considering the sustainable criteria
of the economic, the environmental and the social aspects. It became necessary
to develop an interactive decision making that considers the conflicting opinion
to select the best compromise strategy. Nevertheless, ambiguity and collabora-
tion decision modalities of different decision-makers are not considered in the
real case. In this paper, a compromising strategy has been undertaking using an
entropic analyze, ambiguity notions and cooperative theory. The proposed
model has been applied in a Tunisian industry of Wastes of the Electric and the
Electronic Equipment (WEEE).

Keywords: Reverse logistics � Compromising strategy � Decision making
model � WEEE � Sustainable performance

1 Introduction

One of the most significant changes in the supply management is the growth of the
environmental interest and more recently the corporate social responsibility. Thus, due
to the technological development of the WEEE are increased [1]. The WEEE must be
taken back to reduce its effect on the environmental, the social and the economical
consciousness.

Sustainability concept has received a growing attention into reverse supply chain,
the treatment of WEEE can improve the environmental image by removing the growing
waste [2]. However, reverse supply chain generally involves a complex returned flows
due to the growth of kinds and the number of the returned products and decision
makers. This can increase the number of decision making in different entity the supply
chain (supplier, manufacturer, distributor, costumer…) which differ in their choice of
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strategy considering the criteria of sustainability performance. Generally, a set of
indicators can be used to measure performance providing relevant information on the
state of system in order to make an effective decision. A reverse supply chain man-
agement needs to integrate all part or decision makers to improve the sustainability
with integrating a collective decision to get a compromising strategy. It involves more
formal relationships, objectives and actions which are mutual, compatible and com-
mon, not necessary a centralized authority [3].

Performance is measured by one evaluator based on their position in the assess-
ment. For this reason, evaluators should be assigned to satisfy the majority of partners
in supply chain. Thus, different agents can be causes a conflicting opinions which must
be considered to select a suitable strategy. Our main objective is to provide a collective
decision allows managers to choose a compromising strategy that offers an improve-
ment in performance. Measurement of this is an essential element of the effective
planning and control, as well as decision making [4]. The performance evolution in the
supply chain is very important to sustain its effectiveness and its efficiency [5]. Con-
sequently, the supply chain management has strategic implications which identify the
required performance measures on most of the essential criteria and it should be an
integral part of any strategy [6].

As far as we know, the implication of the interactive decision-making is not con-
sidered literature to select the best strategy which improves the sustainability. In this
study, an aided-decision model is proposed to highlight the collective solution that
indicates the global strategy of the different preferences of decision makers according
to the sustainable performance. This paper is organized as follows: in Sect. 2, literature
review presents the different strategies of supply chain management. Section 3
describes the importance of the sustainable performance in reverse Supply Chain.
Section 4 introduces our method. In Sect. 5, we present a real case to explain the
proposed method. In Sect. 6, we interpret the result. Finally, we present our conclusion
and potential further works.

2 Literature Review

Supply chain is one of the important challenges which can improve the value of the
manufacturer. The rise of management process in the supply chain is not only
depending on the deployment of resources, but also by finding the performance of the
whole supply chain. A large number of publications are often regarded to improve the
organizational management or inter-organization which addresses the lean supply
chain, the agile supply chain and the performance supply chain. These paradigms may
be combined to enable highly competitive supply chains capable of winning a volatile
and cost-conscious environment [7]. The common objective of academics and practi-
tioners is to determine how a firm can achieve a sustainable competitive advantage [8].
To complete the supply chain level, firms must adopt an appropriate supply chain
management strategy [9].

Indeed, the lean management as a combination of measuring the intensity levels of
agility enable-attributes, while other measuring methods have not under taken into
accounts the measuring of the intensity levels [10]. The agile systems rely on flexible to
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response to customer when there are very short product life cycles. Corresponding to
Christopher and Towill [7], an effective management of supply chain is based on the
flexibility and the quality, which can be achieved by the dynamic partnerships and the
coordination of flows. In the same way, Hang et al. [12] focus on minimizing the total
cost in order to implement agile supply chain in scheduling order. To achieve a level of
agility, Lin et al. [13] evaluates the supply chain agility on a Taiwanese company
which focuses on the application of the linguistic measurement. Aishwarya and Balaji
[14] view the point that companies need to be more agile and responsive with it’s
constructed a validated tool which is carried out by matrix transformation to determine
the business relationship between supplier and buyer. In the purpose of developing the
management process which eliminates all the wastes, lean management offers com-
panies how to emphasize to minimize the cost with high quality and service level and
low lead-time. The uses of the fundamentals of Lean management provide an added
value for the customer satisfaction. Achieving quality in all steps of production system
is the main goal of Sawhney et al. [16], which can be reached by lean focuses on the
environment approach. Simpson and power [17] in develop some practices of lean
supplier to be adopted in the environmental practices. In the same context, Carvallo
[18] applied a collaborative design from all stages of life cycle of products. Further,
Dües et al. [19] also introduce new practices which have a positive effect on the
environment. An appropriate organizational culture is provided by Comm and
Mathaisel [20] to change the organizational culture and communication between
people. Lean and Agile management provide common elements in the same site and
with some of rotation [21], which can meet the need of complex products. Moreover,
the researcher and the practitioner look for various challenges from various fields
which can be assessed to select the best strategy and to improve performance. Cooper
et al. [22] provide coordination between activities and processes that are based on three
decision levels: strategic, tactical and operational. Several measuring performance tools
are based on economic performance to minimize the cost due to financial piloting
indicators. In the same way, Gilmour [23] applied an organizational level to link
competences to the information technology and to the organization of chain. Lamouri
[24], also in his work, develops a performance model “association for Operations
management model” to analyze all the possible-assembly sequences in industrial
context. Bou-Lusar et al. [25] propose a model which is used as a guide to TQM (Total
Quality Management) implementation. Dominique et al. [26] propose adopting Supply
Chain Operation Reference (SCOR), which aimed to manage the supply chain practices
by improving the performance of each system. Table 1 summarized the well-known
management strategy organized by the main objectives. However, all mentioned
research works show many limitations in order to improve performance in logistic
chain. The scope of this paper, proposes a decision aided model to manage the diversity
of objectives considering all the aspect of sustainability. Taking into account of
conflicting opinion all decision-makers in the supply chain is not her and the ambiguity
of judgment.
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3 Sustainable Performances in Reverse Supply Chain

A reverse logistics has been widely tackled because of the importance to protect the
environment and to increase the economic profits due to the tack-back obligation [27].
Fleishmann [28] has defined the reverse logistic as: “the process of planning, imple-
menting and controlling the efficient and the effective inbound flow and the storage of
the secondary good and the related information which is opposite to the traditional
supply chain direction for the purpose of recovering the value or the proper disposal”.

Table 1. Literature review

Authors Lean
supply
chain

Agile
supply
chain

Performance
supply chain

Main topics

15 * Using efficient resources to reduce
environmental pollution

22 * Providing a coordination between
activities and processes

23 * Evaluating the characteristics of an
organization’s supply chain

24 * Analysing all the possible assembly
sequences

7 * Achieving high responsiveness to the
market to get speed of delivery,
flexibility and quality

12 * Inserting and scheduling order in Agile
supply chain with minimum cost

17 * Adopting the environmental management
practices tool such as lean supplier
development.

20 * Identifying the suitable system of
indicators to focus on appropriate
organizational culture

13 * Developing a fuzzy agility index for each
agile supply chain to provide more
informative and reliable analytical
results

25 * Using a guide to TQM (total quality
management) implementation

26 * Analyzing cost/performance tradeoffs
18 * Reducing the environmental pollution in

all process in cycle life product
19 * Implementing the greenery in lean supply

chain
14 * Improving the agile capabilities by

relating the business changes to the
supplier-buyer relationship

Performance Study for a Sustainable Strategy 575



Indeed, a reverse supply chain process allows opportunity to improve its sustainability.
The importance of the sustainability criteria in supply chain is evaluated via the per-
formance measurement [29].

Thus, decision maker seeks to integrate the efficient strategy that promotes the
environmental protection, the economic benefits and the social satisfaction. Managing
returned products with sustainable issues may be considered as business objectives.
Thus, due to the performance indicators one can offer to the manufacturer an oppor-
tunity to manage the diversity of objectives and to increase its effectiveness and its
efficiency.

The logic of the diversity objectives between decision makers in the same manu-
facture is explained by the number of activities notably in the reverse network. Fur-
thermore, measures or performance indicators are checked in different ways. It’s
depending on the preference of the expert. In the reality, numerous ambiguities may be
exist due to the human judgments.

Generally speaking, numerous actors have composed the reverse supply chain to
get valorized products. Each decision makers involved its performance measurement to
cover its appropriate purpose. Thus, measuring a sustainable performance which is
made more difficult in reverse supply chain to raise three management dimensions that
may affect the whole decision, especially that no individual decision since has not been
taken in this study. Based on a modified concept of making decision regarding the
sustainable performance, a collaborative strategy can be applied to contribute to better
decision regarding the conflicting objectives. This paper aims at developing a new
model of decision making for compromising the strategy of decision makers. The main
contributions of this paper are:

(a) The compromising strategy for Collective decision making based on the inter-
active opinion.

(b) The evaluation of the sustainable performance proposed to achieve a process of a
continuous improvement considering the weight of indicator which depends on
the decision making preferences in the context of reverse supply chain.

(c) The problem of selecting the strategy of reverse supply chain coordination has
been recovered by group decision makers, which provide a conflicting opinion.

(d) A fuzzy method is proposed to solve the problem of ambiguity considered by the
human judgment.

4 Methodology

This paper proposes an aided decision method that guides decision maker to provide a
suitable strategy improving the sustainable performance. The proposed methodology is
summarized on three steps. Firstly, a mutual influence analysis for selecting perfor-
mance indicators done to find the most important indicators. Then, a fuzzy performance
index has been determined to get a normalized matrix. The last steps consist on
generating the different combination of strategy (evaluators/indicators).

Depending on the interactive decision making, the preferences of experts are taking
into account the ambiguity in measuring performance. Thus, it is difficult to directly
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make a decision in the complex situation of the returned products. A specific opinion
for each decision maker considered as a player is influenced by his own decision
criteria. According to the preference of each decision maker/player, system will be in
an inconsistent situation. Regarding to all these challenges, we propose the various
steps of proposed decision system which is given as follows (Fig. 1):

4.1 Mutual Influence Analysis for Selecting Performance Indicators

The most essential task of sustainable measurement is to choose the appropriate
indicators that cover all the main aspects of the system. To avoid clarity and simplicity,
performance system should provide information on overall on outcome [30]. A specific
relationship can be defined between performance indicators “IP” and its appropriate
event “ID”. A cause and effect analysis can prove the degree of relation for an effective
the performance couple I (IP, ID). To help evaluator in measuring performance, an
entropy analysis provide which the main indicators you should choose to assess per-
formance in the system by the cause and effect relationship between objectives and
resources using a logical tool such as “If… then … Otherwise”. The entropy analysis is
based on the concept of theory of information and it is based exclusively an expertise
during the drive. This technique could be employed to select the tangible indicators,
which implies the cause and effect relationship between performance couple (IP, ID)
[31]. A performance indicator could be described as in (1):

Fig. 1. Structure of the proposed model.
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Ui::\IPi [,\type[,\unit[,\field[ ð1Þ

The objective Oi and the measure are expressed as in (2) and (3):

Oi\IPi [ =\expression[ ð2Þ

mi::\IPi [ =\expression[ ð3Þ

A set of actions with j index could be described as in (4):

Vj::\IDj [;\objet[,\impact[,\action[,\type[,\horizon[ ð4Þ

The average mutual information I (IDj, IPi) quantified the correlation between the
variable decision IDj and the performance indicator. This is what we can learn about the
decision in (5):

IDj ¼ idjg0 ð5Þ

We can obtain as in (6):

IPi ¼ IPgi ð6Þ

The decisional entropy H(IDj) can be written as follows in (7):

H IDj
� � ¼ X

g0
p idg

0
j

� �
log p idg

0
j

� �
ð7Þ

The calculation of mutual information average is also expressed by the following
Eq. (8):

We can generate entropy conditional on the following propriety in (8):

0� 1 IDj; IPi�H IDj
� �� � ð8Þ

4.2 Fuzzy Performance Index Calculation

After selecting the relevant indicators (step 1), experts should calculate performance
indicators selected. The importance of the expert’s judgment differs from an indicator to
another. The incorporation of expert’s judgment increases the imprecision of decisions.
This is as our case which is composed a wide range of views from various internal and
external areas (customer, government, recycler…). However, the dimensions of partners
(actors) are differing from each other due to the priority of individual objective and
strategy. It is necessary to measure the weight of each expert, which can explain his
preferences to the indicator. Due to the relative weight of evaluator’s opinions derived
from interior and exterior decisions maker can be incorporated to provide a suitable
decision. The Analytical hierarchy process (AHP) is a classical method [33] is used for
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comparing the consistency of the decision-makers for determining the weights of criteria
by a hierarchy. Based on scale of Saaty (1980) [34] which is numbered from 1 to 9, we
can compare the importance of decision makers between them to get decision weights of
each decision makers. Decision weight provides the most important actor in supply
chain which is used to generate all possible strategy.

Furthermore, the procedure of measuring performance can not be effective due to
the lack of visibility, which is essential to provide the real performance index. In order
to find the performance of the system, the ambiguity of information will influence the
decision making, corresponding to the complex relationship between the entities of the
logistic supply chain. These players provide several opinions and preferences that have
an effect on performance measurement. Due to the appropriate objectives and strategies
of expert, we assume that performance index represent the expert’s measurement of
each indicator. Based on the measurement scale and performance measures, we can
express the ambiguity of human judgment by the fuzzy numbers. In order to quantify
the ambiguity in human judgment, we propose the Fuzzy set theory. Zadeh [32] defined
the fuzzy theory as an approach for an effectively dealing with the inherent imprecision,
vagueness and the ambiguity of the human-decision making process. Some basic
definitions of Fuzzy set theory are reviewed [32].

Definition 1. In the universe of discourses of the PG (µ), the membership function of
the set G {A, B, C…F}, for each element of Px(µ) each x in X. Where Px(µ):
G → [0,1]. Which is described as in (9):

PG lð Þ ¼ Px lð Þ: lð Þ; X ¼ A; B; C. . .Ff g ð9Þ

Definition 2. A triangular fuzzy number G = {Ã, B ̃, C̃…F ̃}. Theses grades are clas-
sified from the perfect to the worst in “Fig. 2”.

All the triangular fuzzy numbers are summarized as follow in (10):

~A ¼ T 8; 10; 10ð Þ; ~B ¼ T 6; 8; 10ð Þ
~C ¼ T 4; 6; 8ð Þ; ~D ¼ T 2; 4; 6ð Þ
~E ¼ T 0; 2; 4ð Þ; ~F ¼ T 0; 0; 2ð Þ

ð10Þ

Fig. 2. .
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According to the fuzzy his theory result, we can determine the performance index
of each indicators, considering the human judgment. From the scale (Fig. 2), we can
determine fuzzy measurement result ranged from zero to ten. The relative grade of
various fuzzy number, provide a fuzzy vector of performance set G = {A, B, C, D, E,
F}, to calibrate the performance index into the different intervals.

In addition, the scale measurement is applied to obtain the perfect and the bottom
performance value and to quantify the preference of the evaluators. The index of
performance is done by the measure the score of each evaluator. For one performance
index which T is the indicator number and x is the evaluator number. Thus, we
obtained a normalized matrix Px (µ) that contains a measurement of an appropriate
indicator assessed by each evaluator.

4.3 Best Strategy of Compromise: Interactive Decision Making

The behaviors of decision makers are often interactive to improve the sustainable
performance, which is characterized by various interests in supply chain such as
economics, environmental and social aspects. The objectives of the various agents are
conflicting in supply chain need to be considered in selecting suitable assigning
evaluators to measure indicators. With incorporating the preferences of the most
important players which take into account of other and the matrix of measurement of
indicators we can generate the table of all the possible combinaisons ΔF (s1, s2, s3, s4),
it can represent a deffuzifed step of Px (µ) matrix. Each player/actor in this study has
vectors of indicators measurement obtained from the index measurement tacked by
evaluators (step 2). Based on the concept of the theory game with a 4-player game, this
step has been inspired to implement cooperative models that reduce the inconsistence
between players. For 4-players and 3 evaluators we obtain 81 interactions as shown in
Table 3. The calculation of each strategy is based on a mathematical equation. Let
PTx(µ) is combined matrix by xth evaluators and Tth indicators. WT

j is the vector of

players’ weight and
P4

1W
T
j is the average of players weight. One player makes the

judgment of each evaluator to express the strategy with a relative weight of decisions
makers. The strategy function can be expressed as the following:

DF s1; s2; s3; s4ð Þ ¼ PT
x lð Þ �

X4

1

.
WT

j ð11Þ

Regarding the importance of the decision criteria, evaluating the performance of
supply chain can be obtained by a compromising strategy [35]. This study believes to
select the most appropriate combinaison strategy to improve performance of supply
chain. A balanced strategy is obtained by the convergence value of strategy combi-
nations which represent the most reducer value of calculated strategy. To express the
interactive relationship, a mathematical equation is used to extract the most appropriate
combinaisons [35].
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5 Real Case: Tunisian Industry Waste of Electrical
and Electronic Equipments (WEEE)

The data collected from the environmental ministry of Agriculture and Environment in
Tunisia concerning the waste of the Electric and the Electronic Equipment for the
implementation of our proposed model. A multiple agent has composed the chain of
treatment of Electrical and Electronic Equipment waste presented by: Government,
Processor, Recycler, and Consumer. All players can collaborate together despite their
divergent objectives, referring to the information collected in the past. Each measure is
considered as a judgment strategy to be taken into account in decision making. In order
to improve the sustainable performance of supply chain industries of WEEE and in
order reduce the inconsistencies between the different agent’s purpose considering its
preferences and the ambiguity in his judgments.

Tunisian WEEE industries respect the European Union’s Directives 2002/96/EC,
which aim at obligating the manufacturer to increase the rate of recovery ofWEEE. In the
same way, it is necessary to measure the rate of satisfaction of the consumer with a
measurement interval that is equal to [53, 55] for an average of satisfaction, equal to 54, 4.
Thus, we can define the performance indicator IPi “rate of dismantling product”.

We assume IPi = IP11 “ratereached” and IPi = IP12 “rate is not reached”. In the
disassembly step, all components are in the same condition. Let IDi = ID2 and IDi = ID3

are two binary variables of action and it corresponds to the dismantling id21 = “active
destruction” (Table 2).

The second decision variable represents the reversed action of destruction
id22 = “disabled destruction”. In order to determine the location of the returned
products to the appropriate center, which is represented by id31 = “assignment on” and
the conversely action id32 = “assignment off”. The main criteria of the studied supply

Table 2. Different combinaisons of strategy

Player 2

I II III

pl
ay

er
1

I

ΔF 
(I,I,I,I)

ΔF 
(I,I,I,II)

ΔF 
(I,I,I,III)

ΔF 
(II,I,I,I)

ΔF 
(II,I,I,II)

ΔF 
(II,I,I,III)

ΔF 
(III,I,I,II)

ΔF 
(III,I,I,II)

ΔF 
(III,I,I,III)

ΔF 
(I,I,II,I)

ΔF 
(I,I,II,II)

ΔF 
(I,I,II,III)

ΔF 
(II,I,III,I)

ΔF 
(II,I,II,II)
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chain are described in details in “Table 3”. To identify the rules of the mutual influ-
ences, we seek to define the logical rules between indicators (PIs) and variables of
action (DV) for an entropy analysis to prove the effective relationship between
objectives and resources. This criterion represents the main preference of the processor.
To define other indicators, in order to develop the sustainability in the field of WEEE
industries after a discussion with an expert.

CO2 of the emissions: it refers to carbon dioxide emitted during the treatment of
WEEE from collected center to the final part in the chain of the valorization of waste.
This criterion has a significant impact on the environment. The governmental organi-
zations in Tunisia represented by the National Agency for Environmental Protection
are responsible for not only to focusing on the effect of CO2 emission in the health of
society, but they guide for the future strategic decision makers Government organi-
zation has a direct intervention by measuring the rate of CO2 emitted which is
“reached” or “not reached”.

Disassembly products: The waste of the Electric and the Electronic equipment
refers to the unused products (broken, obsolescent, under grantee…) that will be
recovered for disposal alternatives. In Tunisia, WEEE must be treated by three waste
treatment strategies: reuse, recycle and disposal. Before orienting products for treat-
ment, the processor should control dismantling operation of returned product by the
rate of disassembly, in which the processor measure the product if it is able for
reprocessing “Enable” or “disabled”.

Recycle products: It refers to the recovery of the materiel from the returned
products to generate energy to reusing for another product. A product collected for
recycle should be speared depending on the composition of the waste. Therefore, the
recycle is generally taken into account to the capacity of resources, which should be
decided if there is “Enable” or “disable” for recycle.

Customer satisfaction: One of the main objectives and which represents a social
indicator improves the rate of the customer satisfaction. Thus, this indicator is
depending on the quality of the valorized product in the context of WEEE, if the best
quality is reach or not.

Table 3. Reverse supply chain of WEEE

Returned
products

Center type Dismantling
type

Rate of reusable
material

Under warranty Recycling center Total
dismantling

85 % recycled
material

Damaged
products

Remanufacturing center Partial
dismantling

0 % landfill

Hazardous
products

Re-distribution collect
centre

No dismantling 90 % reusable
material
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6 Results and Discussion

Our first step is based on the analysis of the mutual information, which we can
determine the logical rules between indicators and decision variables. The validation of
the recovery rate of material indicator is based on the present rules that validate the
consistence between performance indicator IP and action variable ID such as in (12):

If ID2 ¼ id12 and ID3 ¼ id13 so IP1 ¼ IP21
If ID2 ¼ id22 and ID3 6¼ id13 so IP1 ¼ IP11
If ID2 6¼ id22 and ID3 ¼ id23 soIP1 ¼ IP21
If ID2 6¼ id12 and ID3 ¼ id13 so IP1 ¼ IP21

ð12Þ

In the second step, we can determine the other indicators related to the supply chain
agent by the same rule, which we can define by the players and their preferences via the
selected indicators in the WEEE industries.

Player 1: represents the government (G) which promotes the environmental criteria
of “CO2 emissions”
Player 2: represents processor (PC) that supports the economic criteria “Rate of
recovery products”
Player 3: represents the Recycler (R) that promotes the economic criteria “Rate of
recycle products”
Player 4: represents the consumers(C), which promotes social criteria “Rate of
customer satisfaction”

In the next stage, weights of important players are obtained using the AHP method.
The results provided are show in Table 4. The calculated weights shows that gov-
ernment has the most important weight reaches 0.5. Each player’s preferences could be
calculated to generate all the fuzzy relation preferences. We take the example of the
indicator of “customer satisfaction” to determine the matrix of measurement which can
be carried out by three evaluators. The calculated performance index is explained
below:

• Performance score number 1:

55� 54:4=55� 53 � 10� 0ð Þ ¼ 3

• Performance scale 1:

PA 3ð Þ ¼ 0; PB 3ð Þ ¼ 0; PC 3ð Þ ¼ 0;
PD 3ð Þ ¼ 3� 2=4� 2 ¼ 0:5; PE 3ð Þ ¼ 4� 3=4� 2 ¼ 0:5; PF 3ð Þ ¼ 0;
P11 l1ð Þ ¼ 0; 0; 0; 1=2; 1=2; 0ð Þ;

P11 l1ð Þ: is the measurement of the judgment of customer satisfaction rate of the first
evaluator.
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• Performance scale 2:

PA 0:6ð Þ ¼ 0; PB 0:6ð Þ ¼ 0; PC 0:6ð Þ ¼ 0;
PD 0:6ð Þ ¼ 0; PE 0:6ð Þ ¼ 0:3; PF 3ð Þ ¼ 0;
P12 l1ð Þ ¼ 0; 0; 0; 0; 0:3; 0:7ð Þ

P12 l1ð Þ: is the measurement of the judgment of customer satisfaction rate of the
second evaluator

• Performance score 3:

55� 54:4=55� 53� 10� 4ð Þ ¼ 1:8

• Performance scale 3:

PA 1:8ð Þ ¼ 0; PB 1:8ð Þ ¼ 0; PC 1:8ð Þ ¼ 0;
PD 1:8ð Þ ¼ 0; PE 1:8ð Þ ¼ 0:85; PF 1:8ð Þ ¼ 0:15;
P13 l1ð Þ ¼ 0; 0; 0; 0; 0:85; 0:15ð Þ

P13 l1ð Þ: is the measurement rate consumer satisfaction of the third evaluator.

Pðl1Þ ¼

0 0 0
0 0 0
0 0 0
0; 5 0 0
0; 5 0; 3 0; 85
0 0; 7 0; 15

P11 l1ð Þ: is the rate of the recycled product measured by three evaluators, which
expressed the ambiguity of the human judgment. Similarly, using the proposed method,
we obtain the result of rate of: CO2 emissions, rate of disassembly, recycled products
and rate of customer satisfaction which is bellow.

Rate of recycle products

0 0 0
0 0:33 0:27

0:15 0:67 0:73
0:85 0 0
0 0 0
0 0 0

Table 4. Weights calculated of decision makers

PC G R C Total Weight

PC 0,21 0,18 0,18 0,48 1,55 0,26
G 0,63 0,54 0,45 0,36 1,98 0,5
R 0,11 0,11 0,09 0,44 0,34 0,09
C 0,05 0,18 0,27 0,12 0,62 0,16
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Rate of Co2 emission

0:25 0:3 0:52
0:75 0:7 0:84
0 0 0
0 0 0
0 0 0
0 0 0

Rate of disassembly

0 0 0
0 0:27 0
0 0:73 0:31
0:4 0 0:69
0:6 0 0
0 0 0

In order to raise performance of managing of the flow of waste, decision makers
should select the best strategy collected from evaluators dealing with the ambiguity of
judgment. Each measurement of the evaluator is considered as a strategy. Interactive
strategies are combined that are shown in “Table 5” of the most important players to
improve the performance. Thus, all players have an appropriate criterion which should
be considered in selecting the strategy. The best result is obtained to reach the con-
vergences of players’ opinions via all strategies. Performance measurements obtained
from previous step are used to compute the opinions of players for selecting the best
strategy which can improve the performance of the organization. From “Table 5”, we
can see the green case the consensus of players. The optimal choice for all payers
corresponds to I for carbon emission, II for rate of disassembly product, II for rate of
recycled product and I for rate of the satisfied costumer, which is founded by the
opinion of the first and the second evaluator.

In order to raise the sustainable performance decision makers should select the best
strategy collected from evaluators dealing with the ambiguity of judgment. Each mea-
surement of the evaluator is considered as a strategy. Interactive strategies are combined
that are shown in “Table 5” of the most important players to improve the performance.
Thus, all players have an appropriate criterion which should be considered in selecting

Table 5. Interactive strategies

Player 2
I II III

pl
ay

er
1

I

0,14 0,21 0,12 0,13 0,12 0,18 0,18 0,24 0,29 0,23 0,29 0,23 0,30 0,21 0,31 0,19 0,35 0,19
0,18 0,17 0,15 0,18 0,16 0,18 0,25 0,25 0,15 0,2 0,15 0,16 0,14 0,25 0,19 0,13 0,15 0,17
0,33 0,21 0,32 0,16 0,14 0,22 0,31 0,21 0,31 0,16 0,36 0,13 0,43 0,17 0,33 0,13 0,48 0,1
0,17 0,28 0,17 0,13 0,14 0,22 0,16 0,21 0,16 0,13 0,2 0,1 0,16 0,17 0,33 0,13 0,48 0,1
0,36 0,21 0,33 0,21 0,35 0,21 0,31 0,2 0,3 0,5 0,3 0,21 0,42 0,18 0,46 0,16 0,35 0,23
0,36 0,21 0,17 0,19 0,36 0,22 0,15 0,19 0,15 0,13 0,14 0,25 0,13 0,17 0,15 0,06 0,23 0 ,08

II

0,36 0,26 0,36 0,26 0,33 0,26 0,37 0,26 0,34 0,26 0,37 0,25 0,41 0,22 0,38 0.17 0,44 0,16
0,16 0,11 0,15 0,02 0,15 0,11 0,13 0,11 0,09 0,09 0,08 0,11 0,19 0,2 0,18 0,13 0,2 0,1
0,38 0,3 0,4 0,32 0,39 0,3 0,35 0,3 0,36 0,3 0,36 0,3 0,48 0,27 0,48 0,2 0,4 0,23
0,3 0,3 0,33 0,08 0,32 0,11 0,31 0,07 0,14 0,08 0,14 0,12 0,28 0,06 0,28 0,09 0,25 0,13
0,4 0,3 0,4 0,3 0,4 0,3 0,43 0,14 0,44 0,14 0,44 0,14 0,39 0,35 0,33 0,35 0,33 0,3
0,33 0,08 0,33 0,1 0,33 0,07 0,17 0,09 0,2 0,1 0,2 0,14 0,35 0,03 0,3 0,05 0,3 0,07

III

0,31 0,25 0,31 0,2 0,31 0,2 0,29 0,25 0,4 0,19 0,41 0,17 0,27 0,25 0,36 0,19 0,47 0,21
0,29 0,2 0,22 0,08 0,22 0,11 0,29 0,2 0,22 0,11 0,19 0,02 0,3 0,22 0,23 0,18 0,21 0,13
0,33 0,21 0,33 0,16 0,33 0,16 0,3 0,16 0,33 0,16 0,32 0,11 0,41 0,17 0,36 0,22 0,26 0,16
0,22 0,16 0,23 0,08 0,23 0,11 0,22 0,16 0,21 0,09 0,17 0,08 0,19 0,09 0,14 0,14 0,18 0,11
0,44 0,16 0,34 0,16 0,16 0,34 0,3 0,16 0,33 0,07 0,12 0,03 0,43 0,18 0,53 0,16 0,42 0,14
0,15 0,12 0,16 0,07 0,11 0,09 0,15 0,12 0,16 0,07 0,11 0,11 0,18 0,14 0,21 0,09 0,19 0,1
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the strategy. The best result is obtained to reach the convergences of players’ opinions
via all strategies. Performance measurements obtained from previous step are used to
compute the opinions of players for selecting the best strategy which can improve the
performance of the organization. From “Table 5”, we can see the green case the con-
sensus of players. The optimal choice for all payers corresponds to I for carbon emis-
sion, II for rate of disassembly product, II for rate of recycled product and I for rate of the
satisfied costumer, which is founded by the opinion of the first and the second evaluator.

7 Conclusion and Further Research

This paper has provided a decision aided model for improving sustainable perfor-
mance. To achieve an effective performance, a cause and effect analysis can prove the
degree of relation in order to obtain the most appropriate indicators that cover all the
main aspects of the supply chain. Nevertheless, the waste of electric and electronic
equipment (WEEE) is often characterized by the complexity to take a suitable decision.
This complexity is affected by the various flows, of the returned products, of numbers
of decision makers returned products. Consequently, a suitable decision that improves
performance should be carried out on the collective decision.

We propose a fuzzy set theory to calculate the preferences of evaluators without the
loss of information. A strong interest to focus on the convergence of opinions of the
players from various fields: economic, social and environmental. The combined of
interactive relation between supply agents has been addressed to reduce the inconsis-
tence which is inspired from the theory game. Future work could include (a) Com-
paring our proposed method with other decision aided-methods such as TOPSIS to
validate the results (b) Developing more criteria to analyze their interaction on the
performance evaluation (c) Varying the number of criteria and players and (d) under-
taking the analysis of sensitivity.
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Abstract. Improved engineering change management (ECM) has been recog‐
nized as one of the major gain areas in manufacture. Digital Manufacturing (DM)
is proposed as a means for improved ECM. This paper introduces the preliminary
findings of a case study in manufacturing industry. The main proposed develop‐
ment targets include: Integrated PLM architecture and processes, parallel product
structures, baseline structure for virtual prototypes, richer information model, and
re-designed product development process. The results are categorized in the
dimensions of internal and external functions, new product development and
standard production, corrective changes and betterment, physical and virtual
product. The novelty of this paper within PLM research emerges from the nature
of business and focused product development processes of the case, because
majority of related literature is related to mass production.

1 Introduction

An effective product development process is vital for corporate success [1, 2]. Because
the products and value networks are more complicated, companies require a more
holistic product lifecycle approach and efficient co-operation across disciplines [3, 4].
This approach also increases the management of product-related knowledge for product
development [1, 2]. However, according to [1], in most businesses even 60 % of total
operational time does not add value to a product or process, and a major portion of the
waste is caused by a lack of efficient knowledge management. The traditional staged
product development process model is not flexible enough [5]. Therefore, newer
methods, such as concurrent engineering have been adopted in product development.
They are based on more flexible processes, information redundancy and anticipated
rapid feedback. On the other hand new product development projects face several risks
coming from technical, market, budget and schedule dimensions [6]. These risks are
normally managed through iterations, i.e. feedback based redesign. Iteration may be [5]
small including minor changes to components of a product, or large including for
instance market feedback that changes the whole design. The more early uncertainty
exists, the more engineering changes will probably occur and the more difficult it is to
implement the changes during the product development [7].
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Inside large iterations minor changes are conducted for instance in productization
phase rooted e.g. from identified design errors. Engineering change management (ECM)
normally refers to a formal process when product manufacture specifications have been
released and need to be modified, and it is usually understood as part of standard
production of released products. However, engineering changes occur of course also in
new product development (NPD) projects, and these changes are attempted to be
managed nowadays with a more formal ECM process. However, there are remarkable
differences [8] between the management of engineering changes in engineering design
projects and configure-to-order mode. Most requests for changes arise because stake‐
holders’ knowledge has not been integrated into the design process [9]. Fleche et al.
argue that the use of collaborative tools, such as digital manufacturing, can reduce the
emergent changes in the later NPD phases when it is used early enough.

The objective of this paper is to discuss how virtual prototyping, digital manufac‐
turing (DM) and PLM provide for management of change in proactive engineering
design, and to propose generic PLM development targets that have been recognized
within the case study. In this paper, DM is defined as wide utilisation of 3D and other
digital product information in concurrent engineering within the frame of PLM.

This paper is structured so that the following section introduces the case study meth‐
odology, material and analysis. The section after that discusses the findings and finally
the conclusions of the research are summed up.

2 Case Study in a Manufacturing Company

The case study started 2013 and is in progress. Methods of the case study included inter‐
views, workshopping, process modelling (internal and external organization functions and
suppliers), PLM use scenarios for information modelling, PLM impact analysis [10], and
comparison of past and ongoing new product projects and standard production. Nature of the
case study is action research, meaning that the aim is on analyzing the present challenges
(as-is processes) and changing the situation in the company (to-be processes). Based on the
DM pilot studies, the potential benefits and impacts of DM and PLM to different stake‐
holders as well as to processes and technology have been estimated.

The case company has a strategic goal of reduced time-to-market and time-to-profit in
new product development (NPD), and better overall profitability of manufacturing. The
products of the case company are typically partially configurable variants for mining busi‐
ness, which mean that in practice almost every product individual is different. This kind of
variant production paradigm with relatively low production volumes requires high flexi‐
bility of the production system, hence the involvement of human actors and manual work.

The case company is simultaneously re-designing their new product development func‐
tion and defining new processes. Earlier there used to be a separate internal productization
function for building prototypes and preparing new products for standard production.
However, in future new products will be launched straight to the standard production line
in order to boost ramp-up and learning curve. Obviously, this causes challenges for the
product design and development, organisation and management, supporting processes and
product data management; because new products must be more mature.

592 S.-P. Leino et al.



Improved ECM has been recognized as a major gain area. Thus, ECM is also the
driver for implementing DM as one of the proposed means for reaching the business
goals. When the new products are launched and ramped-up straight to standard produc‐
tion, the design and product structures should be more mature, but also the material
flows and assembly tasks should be well planned.

Analysis of the Case Material. Generally speaking, analysis of the case material
concluded that engineering change requests and modifications are made too late in NPD
projects. Obviously, this is a common problem in industry. However, in this project aim
is to find out what can be done in order to decrease engineering changes in late project
phases, and thus decrease time-to-market and time-to-profit. The NPD project should
be frontloaded by transferring late corrective changes towards early proactive and
improving changes.

Traditionally, generation of engineering requests begin with the first physical proto‐
type, but lot of changes are requested later in the ramp-up and even in standard produc‐
tion phase. However, source of the change request vary depending the change. Similarly,
prioritization of engineering change requests varies as well. For instance, engineering
changes can be categorized as corrective changes or changes that aim to improve product
properties or functions, or decrease cost. The latter category is often connected with
marketing, product management and customer interface. Sources of corrective engi‐
neering change request are versatile, but manufacturability and poor assembly properties
are good examples in this case. In standard production mode ECM must be systematic
and have enough discipline, but in agile prototyping and ramp-up phase it is too bureau‐
cratic. On the other hand the goal of these different phases of product development is
different. In standard production ECM aims to guarantee fluent material flow, but in
prototyping and ramp-up phase purpose is to transfer information and knowledge bi-
directionally between engineering design, internal and external productization, standard
production, and other product stakeholders. In all, existing new product development
processes, and especially engineering change processes are too rigid. Therefore, with
the strategic business goal in mind, it should be investigated how digital manufacturing
could improve the agility of NPD projects and ECM, and how PLM could support them.

Categorization of Case Findings. The case company’s product strategy is based on
innovative product functions and properties such as rock crushing capacity, mobility,
safety and environment friendliness. Therefore it is important to introduce new products
fast and conquer market share before the competitors. This business dimension is built
on time-to-market capabilities and possibility to build the first prototypes very quickly.
When the new product proves to be a success at the market place, there is a demand for
producing machines and reacting to changing customer requirements in short order in
order to keep the customers happy. This business dimension is linked to time-to-serial
production and ability to ramp-up the serial production fast. In the partially configurable
variant production mode this may be challenging. However, finally the business dimen‐
sion of time-to-profit will determine in the long run how successful the product or more
precisely the product development is. The products should meet their target cost as fast
as possible. Therefore, it is important to link all these business dimensions from
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marketing and product management, to product design and development and finally to
standard production. However, there should be a reasonable balance between those
dimensions. Nevertheless, the strategic drivers of NPD projects may be emphasized
differently in the product portfolio, i.e. is the time-to-market or cost more dominant.
This research proposes categorizing the NPD projects and engineering change manage‐
ment based on those dimensions (Fig. 1). This raises new questions: how does digital
manufacturing benefit and impact NPD projects, and how should PLM support DM and
change management?

In Fig. 1 the case results are categorized in the dimensions of internal and external
customers, new product development and standard production, corrective changes and
betterment, physical and virtual product.

Fig. 1. Structuring the dimensions of NPD and the role of virtual and physical product. The ramp-
up phase and DM is seen as a knowledge HUB.

3 Discussion on the Findings and PLM Development Targets

From the process viewpoint, future PLM should integrate all product lifecycle stake‐
holders and related processes within early lifecycle stages [11, 12]. However, [11] and
[12] argue that in practice product data management is still focused on managing
conventional product data (e.g. BOM), because relevant PLM processes and information
models are lacking in industry. Furthermore, our research indicates that PLM models
should be more dynamic and configurable for different type of industries and business.
Actually, our case study shows that PLM should be dynamic inside a new product
development project and product launch. On the other hand, re-design of NPD, and
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launching new products in standard production line causes pressure to change the whole
engineering design paradigm. DM is proposed to enable concurrent development of
production and the product itself. However, the design maturity and the product structure
should evolve so that it supports planning and evaluation of product assembly and other
product life processes.

Productization, i.e. the processes for preparation of new products for market
(external) and for standard production (internal) can be seen as a knowledge hub that
should be better utilized in new product development and product knowledge manage‐
ment. It should be considered how the product knowledge can be best transferred to
production, and also how the knowledge from production and other product stakeholders
could be better transferred upstream to engineering design and product management.
The recognized development targets of PLM capabilities in order to improve the knowl‐
edge transfer and change management will be discussed in the chapters following

Dominant Business Dimensions and Project Categories. It was reasoned that business
goals lead to different dominant dimensions in NPD projects. On the other hand NPD
project are different depending on the developed product and other issues. The dominant
dimensions (time-to-market, time-to-serial production, time-to-profit) and project types
should be balanced. Design of dedicated processes that are supported by DM and PLM
is seen as a potential approach for reaching the balance. The chapter following discusses
the dimensions.

In Time-to-Market Dimension. It is essential to build the first prototypes fast and get
early feedback from suppliers and key customers. The prototypes are “tailor-made”, thus
requiring good capabilities from the assembly workers and trusted suppliers that manu‐
facture the components and sub-assemblies for the prototypes. Engineering design is
optimized for producing the first prototype fast, but the emphasis is on product functions
and properties, e.g. strength. However, it is critical to produce drawings early so that
parts can be ordered from suppliers. Calendar time is dominant and engineering changes
must be agile. ECRs are typically rooted from part manufacturability and fatigue of
prototypes. DM enables evaluation of product structure before the physical prototype
exists, and catching the most critical flaws. The process should be more based on 3D-
models, not on drawings and documentation; including purchasing.

In the Time-to-Serial Production Dimension. It is essential to deliver products to
customers in time. Simultaneously the new product is prepared for standard production,
i.e. productized internally. This means designing the production line, processes, material
flows, tools and work tasks. Engineering design is making mainly corrective changes,
but also some improving changes based on customer feedback. In this dimension it is
also important to learn from the prototypes and customer feedback, test different product
configurations and variants, produce assembly drawings and instructions, and plan the
assembly tasks and material flows. In this phase suppliers often change from prototype
part manufacturers to standard suppliers, and production may be launched globally. All
product configurations cannot be tested with a physical prototype, which may lead to
large amount of engineering change requests in standard production. DM enables testing
many product configurations before physical production, evaluation of engineering
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changes without confusion of production line, and evaluation of production structure,
work tasks, and material flow before physical production. However, this requires product
structure and processes that support digital manufacturing including individual machine
baseline structures. From assembly viewpoint, it is essential to populate the complete
digital product structure early.

In the Time-to-Profit Dimension. It is still essential to maintain reliability with the
customer deliveries, but simultaneously optimize the production and reduce the
assembly hours in order to meet the target cost of the product type. Any product related
problem may confuse the production line. Engineering design emphasis is on quality
and maintaining fluent material flow. Communication for internal and external stake‐
holders (suppliers) is very important. DM enables communication and evaluation of
engineering changes proactively as well as transferring product knowledge between
engineering design, productization and standard production. Frontloaded NPD project
should save corrective engineering change requests in this phase, thus meeting the target
assembly hours and cost earlier.

Demands for PLM Capabilities. The above mentioned NPD dimensions need different
PLM capabilities. The dominant NPD dimension requires categorization of NPD
projects. Therefore, there should be a possibility to choose different PLM configurations
for different NPD project categories, or to change dynamically to another dominant
dimension. A three class categorization was proposed in a case company is based on the
dimensions between one-off delivery projects, and development of standard products.
However, this categorization might be appropriate for selecting PLM configuration
because prototyping phase can be juxtaposed with a one-off project, and development
of standard product with time-to-serial production or time-to-profit dominant dimension.
From the product and project management viewpoint NPD projects include for instance
following dimensions: sales, project, engineering, procurement, and manufacturing. On
the other hand, digital manufacturing and better utilization of 3D data was recognized
as a potential means for improving productivity of NPD from business viewpoint. Engi‐
neering changes are related to product structure. Therefore product structure is in the
centre of development targets, and PLM is the place where product structures should be
managed. In NPD, ECRs are rooted from testing product functionality and strength, but
also from assembly. Engineering design produces and modifies the product structure
based on ECRs.

From the design engineer’s point of view (Fig. 2), the project may be 92 % complete
when only bolts, nuts, connectors etc. are missing from the structure. However, from
assembly worker’s point of view, the product is far from complete - without this infor‐
mation the product is impossible to build. As the bolts, nuts and connectors comprise
significant percent of individual parts, this may mean that actually 80 % of items are still
missing from the structure - and therefore, from assembly and production planning point
of view the model is only 20 % complete. On the other hand, in case of assembly review,
design calculations and analyses are less important - given that the actual product works
and is safe. Therefore in assembly review it would be more important to have the best
available mock-up of each component with relatively realistic dimensions. This also
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means that from assembly point of view, a product could be complete even when large
proportion of design calculations and analysis are still incomplete. Thus, re-thinking the
design process – producing and managing 3D in the product structure frame is needed.

One root cause for many communication- and knowledge-sharing defects is non-
integrated PLM architecture which is created around functional organisations without
compatible information models [13]. However, DM is a dimension of PLM that defi‐
nitely requires and enables an integrated approach. [14] have proposed a central product
structure model as an organisational and temporal hub and information backbone in
concurrent engineering design and development, and in particular for frontloaded early
project phases. DM could help in integration between designers and production depart‐
ment, because it provides a methodology and tools for transforming engineering struc‐
tures to production structure including the realistic simulation of manufacturing [15].
Thus, parallel product structures are required because the engineering structure (EBOM)
in EDM does not optimally serve production and other lifecycle stages. However, tradi‐
tionally the EBOM is in engineering data management (EDM), assembly structure of
production (MBOM) is in PDM, and the assembly routing is in ERP.

Fig. 2. An example of design-related tasks and their effect on completion of design and number
of items.

Therefore, this information cannot be used in NPD, at least not at the beginning of
an NPD project. When DM is also used for productization aspect, an appropriate virtual
prototype (VP) structure is needed together with the required functionality. The VP
structure is different from the hierarchical product design structure (EBOM), which is
mostly built based on product functions. It is also different from the actual (physical)
assembly structure (MBOM), because it is a simplified and restricted model for a certain
purpose. Additionally, the VP structure should support the design process and design
maturity in the embodiment design phase.

The created knowledge should be captured in a PLM system during the product
development and lifecycle. Saving and managing such knowledge in a PLM system
requires a mature and rich information model. However, the backward propagation of
information from virtual prototyping, for instance from a virtual design review meeting
to product data management is still a problem [16]. A VP “as-built” baseline structure
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is proposed to be the frame where information and knowledge e.g. from design reviews
can be related to. This information and knowledge typically includes engineering change
requests and arguments, ergonomics analysis reports, free comments and development
proposals, virtual prototype configurations, meeting notes, video- and audio-recordings.
Utilization of the PLM backbone for virtual prototyping requires a dedicated VP data
model with an interface to workflow support, revision control, update management,
access rights control, collaboration and conferencing [17].

Figure 3 aims to illustrate the idea of using DM and the digital product structure as
a means for transferring ECR based knowledge from engineering design, to prototyping,
ramp-up, and finally to standard production. Furthermore, the knowledge could be fed
back as requirements to next generation NPD projects and product improvements.

Fig. 3. PLM model - relations between engineering change requests, knowledge capture,
information and material flow, and product structure.

As discussed before, the dominant dimension is different in different phases of the
product process. Therefore, also PLM workflows that support frontloaded production of
product structure and agile ECM in early NPD, integrated product and production system
design in ramp-up phase, and ECM that guarantees good quality and material flow in
standard production, are required. Besides the different nature of dominant dimensions and
processes, also the configuration of value networks changes during and between the NPD
project and standard production. Therefore also Different PLM architecture configurations
are needed including characteristics of organisations, roles, supply networks, capabilities,
COTS vs. in-house, standards, data management systems, etc.

4 Conclusion

This paper discusses preliminary industrial case study findings about the recognized
benefits of digital manufacturing and development targets of PLM in ECM of new
product development projects. It is proposed that the findings are valid in manufacturing
industry where products are partially configurable and complicated variants and the NPD
projects are dynamic.

598 S.-P. Leino et al.



It was reasoned how business goals may lead to different dominant dimensions (time-
to-market, time-to-serial production, time-to-profit) in NPD projects. Therefore, there
should be a possibility to choose different PLM configurations for different dominant
dimensions, or to change dynamically to another dominant dimension.

Engineering changes are related to product structure. Therefore product structure is
in the centre of development targets of PLM. The main capabilities that support ECM
in different dominant dimensions were discussed:

• NPD process should be more based on 3D models and simulations (DM);
• DM demands a dynamic, configurable, and integrated PLM architecture and

processes;
• This requires parallel product structures for design/engineering, productization,

production, and other lifecycle stages;
• The virtual prototype requires a specific product structure;
• A virtual prototype baseline structure and rich information model is proposed as a

means for product knowledge management
• Design/engineering process should be re-defined to support the above;
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Abstract. Manufacturing companies are facing the challenge of increasing
product complexity while at the same time reducing cost and time in a highly
competitive global market. Product Lifecycle Management (PLM) and Systems
Engineering have the potential to provide solutions for these challenges. The
two concepts not only share many common characteristics, but also complement
each other. Even though systems engineering and PLM have become closely
related in the past few years, implementation of systems engineering models into
a PLM platform has rarely been conducted. In this study, the key portion of a
model-based system engineering model was implemented into a PLM platform,
and the implementation was validated. The results shows that the current
implementation can help capture and reflect stakeholders’ requirements and
changes in product design process promptly and accurately; and reduce the time
and potential mistakes in creating a new systems engineering model.

Keywords: Product Life Cycle Management (PLM) � Systems engineering �
Model-based systems engineering � General manufacturing model � Systematica
metamodel

1 Introduction

In today’s world, companies are facing the challenges of increasing product complexity
while at the same time reducing cost and time in a highly competitive global market.
A direct consequence of the increasing product complexity is a more complex man-
ufacturing system. Product Lifecycle Management (PLM) and Systems Engineering
have the potential to help companies manage the more and more complex manufac-
turing system, and avoid costly product development and launching, as well as
reducing product failure. These two concepts not only share many common charac-
teristics [1], but also complement each other. On one hand, PLM requires management
of the entire product process; it must meet the challenge of synchronizing disciplines
involved in complex product systems during the production process. Systems engi-
neering methodologies provide ways to synchronize disciplines during design, simu-
lation, testing, verification, and validation based on multidisciplinary functions for an
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industrial company [1]. On the other hand, PLM can provide a reliable data source to
system engineers. This is especially helpful for those fast changing data like require-
ments. PLM also connected all the information within the processes together, which
provides system engineers a tool to trace changes and preform analysis on the affec-
tions of the changes. Researchers started trying to integrate PLM and systems engi-
neering to overcome the weaknesses of traditional systems engineering tools and
achieve the benefits of using PLM platform [1, 2]. But the current integrations either
only used PLM as a data source or implemented a traditional systems engineering
model. Using PLM only as a data source cannot get the full benefits of a PLM platform,
and systems engineers and their works were still isolated from the rest of lifecycle
processes and information. Traditional systems engineering models were document
centric models which were not easy to implement into a PLM system.

The objectives of this study were to implement the key portion of a model-based
system engineering model into a PLM platform, and validate the implementation by
generating a product specified model from the general model.

2 Methodology

The systems engineering model used in this study is a general manufacturing model.
This model was built by ICTT System Sciences using Systematica Metamodel
(S* Metamodel) methodology [3] The Fig. 1 depict key element of the S* Metamodel.
In this study, the trace of Feature, Functional Interaction, Functional Role, and Design
Component was being focused. Features were packages of behavior or performance of a
system that have stakeholder value [3]. S* Models were aimed at covering all the
stakeholders not only just users or customers. Feature attributes were features’ param-
eters that expressed stakeholder valuations in stakeholder language [3]. For example, the
Cruise Control Feature for a car had feature attributes in fuel economy and speed
variation. Because Features and Feature Attributes covered all stakeholders’ value and
interest, they affected all the design decisions, trade-offs, and optimization should be
made in accordance. In a system, there always existed interactions between components;
an interaction means exchange of energy, force, mass or information [4] which lead to
change of state. The Systematica called that interaction a functional interaction, and each
component played a functional role in that interaction [4]. The functional role was also
called logical system in S* Metamodel. Functional Roles were described by their
behavior, and the role attributes were parameters of functional role which had technical
valuations [5].

The PLM platform used in this study is Teamcenter® 10.1. Teamcenter is the most
widely used PLM software system in the world [6]. It helped companies deliver complex
products to the market by connecting people with products and process in order to
enhance productivity and integrate global operations. Teamcenter® was the first PLM
solution to integrate systems engineering within an entire product lifecycle. It provided a
close loop systems engineering environment. The systems engineering environment
employed systems engineering methodology to allow an engineer to establish systems
requirement, then defined and validated all components and subsystems in the contact of
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the entire system’s lifecycle. The benefit was that products meeted customers’ value
satisfaction and understood the entire impact of design decisions in the early stages of
the lifecycle.

The research approach in this study consisted of three steps: mapping; imple-
mentation; and specialization. The first step was to map the S* Metamodel elements
into Teamcenter® classes including relationships. The second step was to build the
model into Teamcenter®. The last step was to generate oil filter end seal compression
manufacturing model by specializing the general model.

2.1 Mapping

The mapping step transferred systems engineering model elements into PLM classes.
The S* model elements, like feature, interface, functional interaction, were mapped
Teamcenter® classes. All these new classes were children to Logical Block class. The
relationship between two S* model elements were mapped to either structural rela-
tionships or trace link relationships. Trace link relationship was used to represent
relationships in hierarchies. For example, features in systems engineering model were
created based on stakeholders needs. So the relationship between a need (requirement)
and a feature was a trace link type of relationship (A “Need” object is the source of a
“Feature” object). Trace links provide traceability between structure elements, and
traceability defined as one object was precedent than another object. Most of the
relationships were structural relationships which can be presented in a tree view, like
the bill of material (BOM) view of a product structure. All of these classes were built
by using Teamcenter® Business Modeler Integrated Devolvement Environment
(BMIDE).

Fig. 1. S* metamodel [3]
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2.2 Implementation

The implementation step built the general systems engineering model into the PLM
platform. A set of features, interactions, and other S* metamodel elements in the
general manufacturing model was created in Teamcenter®. The relationships between
feature and feature attribute, feature and interaction, interaction and logical system were
created, and presented in a tree view. One trace link relationship between a super class
and its children was also created.

2.3 Specialization

The oil filter end seal production process was selected to demonstrate the specialization
step in this study. Systems engineers usually started with identifying interactions when
they built the model. The interaction in this specific model should be specialized from
“Transform Material” functional interaction in the general model. A new interaction
called “Perform Compression Bonding” was created for the specialized model based on
the “Transform Material” functional interaction in the general model.

Once the interaction was decided, the logical systems were modeled. Filter media,
bonding compound, and end cap are necessary parts for production, so local airspace,
manufacturing system and other manufacturing logical systems were inherited from
general production pattern directly. Functional role attributes were created and attached
to logical systems, those role attributes were considered as technical valuation of
production logical systems.

Based on stakeholders needs, production and manufacturing features were created.
Material transformation capability, production capability features and other general
production features for manufacturing were able to be populated from the general
model directly. And a specialized oil filter production feature that contains engine
lubricant filtration feature and reliability (production) features were created, and added
to the model. Feature attribute based on stakeholders valuations under each feature
were also created.

The Physical Systems were not created in the general manufacturing model because
it is difficult to summarize physical system into a general model. But physical systems
were necessary for specialized model. In this oil filter end seal case, the physical system
included: end seal adhesive, accordion filtration component, and filter cap component.
Physical system attributes were created based on the understanding of each physical part
and the related physical laws. The CAD models of these physical parts can be linked to
physical system elements in the model as references and for change effects analysis.

3 Results

3.1 General Manufacturing Model

The general manufacturing model included groups of feature (feature framework),
interactions (interaction framework), logical systems (system environment), and other S*
model elements. Figure 2 showed an example of the functional interaction framework in
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tree view. The structural relationships were also created, and presented in a tree view.
Figure 3 was an example of the relationships between features and interactions.
Microsoft® Office tools were commonly used by systems engineers, and the reports or
diagrams generated in Office tools were still the major deliveries for systems engineers.
These reports and diagrams can be generated automatically after proper configuration in
Teamcenter®. Figure 4 gave an example of an automatically generated diagram based on
the implemented in Visio.

Fig. 2. Functional interaction framework in tree view

Fig. 3. Relationships between features and interactions in tree view
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3.2 Oil Filter End Seal Bonding Compression Manufacturing Model

Corresponding to the implemented general model, the groups of S* metamodel ele-
ments for this specific manufacturing system were created during the specialization
step. Figure 5 showed an example of the specialized functional interaction framework.
Figure 6 was an example of a specialized relationship (relationships between interac-
tion and logical Systems) in the tree view. Figure 7 gave an example of the auto-
matically generated model in Visio.

Fig. 4. Interaction overview diagram in Visio

Fig. 5. Specialized functional interaction framework
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Fig. 6. Specialized relationships between interaction and logical systems

Fig. 7. Specialized oil filter model in Visio
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4 Discussions

The current implementation only covered the key portion in the general manufacturing
model. This portion of the general model had the core elements and their relationships.
The implementation of the portion provided a foundation for evaluation the imple-
mentation methodology and the implemented model. It also can help present the value
of implementing systems engineering models into PLM platform. The rest of the model
will be implemented in the future.

One of the most difficult parts of this study is to model structural relationships.
There were so much different structural relationships in the model, and these rela-
tionships were normally n: n relationships. The whole model was a basically complex
network. The current solution to provide a clear presentation of these relationships was
to use the tree view. This solution was working well for the general model, but
potential problems existed when the model was built for a higher complexity manu-
facturing process.

The specialization in this study was done manually. However, an automatic spe-
cialization should be very beneficial. There were two possible ways to automate the
specialization step, the first one was to develop a new tool to generate product specific
models from the general model based on systems engineering’s inputs; and the second
one was to consider the model as a product structure and use product configuration
functions in the PLM platform to generate new models. Further studies will be needed
to identify a better solution.

5 Conclusions

A model-based systems engineering model can be implemented into a PLM platform.
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Abstract. It is pointed out in this paper that current PLM is built up on tra-
ditional hardware development style of fixed functions with fixed morphology.
But changes of environments and situations are so frequent and extensive so
more attention must be paid to adaptability. Reconfigurable Modulation (RM) is
expected to be one of the most versatile and useful approach. It not only
enhances adaptability, but it also enables customer engagement in design and
manufacturing. Thus, although traditional hardware development is focused on
one time product value, RM directs processes to generate values, which grow
with time. Further, RM will bring forth win-win relations between experts and
non-experts, between low and high technologies, and between advanced and
developing countries.
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Customer engagement � Process value � Self-actualization

1 Introduction

This paper begins with comparison between hardware development and software
development and observe how they are different. What is important in software
development is that the functions and the values of their products grow with time and
with customers. Thus, they are developing lifetime values. Hardware development has
been focused on one time value of a final product and how we can adapt our products
to changing environments and situations are not so much discussed or explored. Rather,
efficiency and higher functions have attracted major attention in hardware
development.

As environments and situations change so often and so extensively, hardware
developer should learn a lesson from software developers. To achieve adaptability and
growing functions and values, it is pointed out in this paper that changeable modu-
larization is a first step toward this goal and then we can go one step further to
reconfigurable modularization. Then, hardware developers can also grow values of
their products and secure lifetime customers.
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2 Hardware and Software: Their Difference

Hardware is developed with fixed functions. It is developed to satisfy the design
requirements and once it is completed and delivered, it starts to degrade as shown in
Fig. 1.

Software used to be developed in the same way as hardware. But it was soon
realized that software and hardware are completely different. Hardware is physical, but
software is non-physical. And with the help of progress of software programming
languages, software changed their development style to such a style as shown in Fig. 2.

In this style, basic functions are provided first and when customers get used to the
system and feel confident, little bit higher functions are added. Thus, functions grow or
evolve with time and with customers. This style of development is called continuous
prototyping, but this name is somewhat misleading. It is developing not prototypes, but
products. So it would be better to call it growing or evolving product development. So
this name will be used hereafter.

What is important in this growing or evolving development is that as customers feel
confident, they put trust in the system. The more confident they become, the more trust
they put in the system. If we look at the curve in Fig. 2, we will realize that this curve is
nothing other than a learning curve. We learn to grow. And the more we learn, the more
confident we become. Interestingly enough, confidence and trust are called by different
names in English, but in German, both are called by the same name Vertrauen. The
basic nature of confidence and trust is the same. Confidence is toward yourself and trust
is toward others.

And when we learn and grow together with the system, we are gradually attached to
the system. The more time we spend with the system and the more we get used to it, the
more attached we feel to the system. Thus, this development style changes our cus-
tomers to lifetime ones. What is important in software development is that it is creating
lifetime customers and with adequate additions of higher functions, customers trust
increases and accordingly the value of the system increases. Thus software develop-
ment style is in other words, value growing development.

Fig. 1. Hardware development Fig. 2 Software development
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On the other hand, hardware development is focused on a one time value at the time
of delivery. And hardware is physical so that once it is completed, it immediately starts
to deteriorate. In fact, if we Fig. 2 upside down, it is nothing other than hardware
development figure. So while the product value grows with time in software, it
decreases in hardware. It is no exaggeration to say that all the benefits of software
development correspond to demerits of hardware development.

3 Value Growing Hardware PLM

Most PLM discussion about hardware are based upon the current style of hardware
development. Then, aren’t there any ways to turn the tide and make hardware devel-
opment and its lifecycle management value growing activities? This is the issue which
will be discussed here.

4 Modularization

If we compare hardware with software, hardware may be said to be developed in a
unified manner. Or in other words, it is tree-structure based. This is because the set of
final functions are pre-determined and all the efforts are paid to achieve this goal.

On the other hand, software development is network based. You combine different
sub-systems and come up with a system you want. This difference may be described as
convergent vs. divergent. Convergent approach is shown in Fig. 3 and divergent
approach in Fig. 4. In a convergent approach, you apply all resources to achieve the
goal. So it is goal-driven. A divergent approach, on the other hand, starts from where
you. This is the way of thinking President Theodore Roosevelt said “Do what you can,
with what you have, where you are”. You look for a goal where you can reach with
your current resources.

In hardware development, many different technologies are mobilized toward a fixed
goal, i.e., to realize the final product that meet the design specifications. But in software
development, there are many ways to connect subsystems so you can come up with
different systems. Software is non-physical so it does not deteriorate. Therefore, how
we can utilize legacy is a big issue. We cannot build a system every time from scratch,

Fig. 3. Convergent approach Fig. 4. Divergent approach
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so how we utilize COTS (Commercial off the Shelf) is another big issue. So it has been
important in software how a system can be modularized. Modularization in software
may be compared to Lego. By putting different Lego pieces together, we can come up
with a different toy. Lego is a typical divergent activity.

In hardware, too, modularization is attracting wide attention. But their objectives
are different. They are looking for common parts to share among different product
models to reduce cost, time and to increase efficiency. But there development style is
still tree-structured.

5 Self-reconfiguring Modular Robot

Then, how can we introduce an idea similar to software so that hardware products
become more adaptive to the changes of environments and operating conditions?
Self-reconfiguring Modular Robots give us a hint. It is being developed to provide a
robot with adaptability. Self-reconfiguring Modular Robot may be defined in such a
way as “Beyond conventional actuation, sensing and control typically found in fix-
ed-morphology robots, self-reconfiguring robots are also able to deliberately change
their own shape by rearranging the connectivity of their parts, in order to adapt to new
circumstances, perform new tasks, or recover from damage” [1].

Most of hardware products, however, are fixed in morphology. And the same holds
true with most machines. Their motions, sensing and control are fixed. Current PLM of
hardware products are built upon this traditional hardware design. Although modu-
larization is attracting wide attention in hardware industries, too, their focus is how they
can share the components/parts among different product models to reduce cost and to
increase productivity and it is not to adapt to the changing circumstances.

6 Reconfigurable Modularization (RM): Difference Between
Robots and PLM

But what happens if we introduce reconfigurable modularization into PLM? The big
difference between robots and PLM is that in the case of a robot, all are automated. The
robot itself reconfigures to be able to adapt to the environment to work there. Here the
reconfiguration is carried out by us, engineers and by our customers. And in the case of
a robot, in order to easily control and manipulate the modules, homogenous modules
are used in most cases. i.e., all modules are identical so that any shape can be produced
by managing the configuration. But in PLM, units or elements are heterogeneous in
most case.

7 Changeable Modularization (CM)

CM can be more easily understood if we see the new design of Daihatsu Copen (Fig. 5
and Fig. 6)
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It allows us to change doors, etc. as we like. Such changeable components would
introduce Car Code just as we do with Dress Code. We can enjoy combining com-
ponents or parts to best suit to the situation. CM has such a benefit of attracting
customers, but it has other benefits, too.

One important one is that we do not have to produce too many final products, i.e.
cars here. We can produce a common platform and at the same time produce a wide
variety of option modules. What is good is that we can mass-produce common plat-
forms and option modules, but we can come up with a wide variety of product models.

Hardware engineers have to been trying to produce a variety of final products as
wide as possible in order to cope with diversifying requirements. But if we produce
final products with integral structures, there is a great risk of large amount of unsold
inventory of final products. But if the module are changeable, then inventory turnover
will become far better because customers may take one module today but use another
one tomorrow. So customers buy more modules than the current way of selling final
product. They do not have to choose one out of many, but they can buy several
modules for different situations and combine them appropriately or as they like.
Therefore, the inventory turnover will be improved greatly and further, component
producers, too, can mass-produce their products. Thus, their profitability goes up.

8 Benefits of CM

(1) We can separate the common modules and the adaptable modules. The common
modules are not only common among different product models, but it can be used
for a long time. The same module can be used for all purposes. Thus, the common
modules can be mass-produced so that the common module producers can make
profits more easily.

(2) The changeable modules can easily deal with such problems as wear, deteriora-
tion, etc. which take place because hardware is physical. We can change the
module with the new one or we can remanufacture the module so that it keeps the
best working conditions. We should note that remanufacturing is attracting wide
attention these days, because remanufacturing more often than not makes greater
profits than manufacturing new products. Therefore, producers of changeable
modules would enjoy making profits.

Fig. 5. Daihatsu copen Fig. 6. Daihatsu copen
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And what is more important is that in remanufacturing, they have to reman-
ufacture item by item separately. But if we introduce CM, then they can manu-
facture such quickly deteriorating modules in mass to prepare for replacement.

(3) By separating common modules from changeable modules, we can design longer
life for common modules and we can design appropriate length of life for
changeable modules. In short, we can assign necessary or desirable length of life
for each module.

Thus, product lifecycle management will become lifecycle managements of
modules and it becomes important how we assign lifecycles to modules.

(4) Thus, CM will bring forth great benefits to the producer. But what is more
important is that it will enable customers to get involved in design and manu-
facturing. Customers, as the word indicates, would like to customize their prod-
ucts. But currently what they can do is just to choose one from many that are
offered. Customer requirements are diversifying, but it does not mean that the
range of their choices are widening. What customers really want is to customize
their products their way.

But currently they are regarded just as mere passive consumers or end-users.
They are not allowed to be a player in the game.

If we introduce CM, we could design changeable modules to allow the cus-
tomer involvement. Some modules are not so much important or crucial for
product functions. So we can leave their design and manufacturing to our cus-
tomers. They can enjoy designing and manufacturing them.

3D Printing Technology or Additive Technology can serve a great deal for
them. They can really fabricate the module personally by themselves. This will
increase the whole value of a product and they will be attached to the product and
they will use it much longer.

This can be compared to the dresses and accessories. The same dress, but
different accessories not only adapt to different situations, but the task of com-
bining them appropriately gives the joy of creation on the part of the customer.
This is because such actions create values. Hardware engineers have been dis-
cussing value only in terms of a final product, but this indicates processes create
values no less than products [2, 3, 4].

(5) Thus, we can design our products in such a way that we leave long enduring
modules to experts and we can assign short enduring modules to experts or
non-experts according to its requirements.

And it should also be added that we can mix low technology and high tech-
nology in an appropriate manner so we can assemble products using local
workforce in developing countries who are not so proficient. Thus we can increase
employment opportunities in developing countries. And we can assign the pro-
duction of some changeable modules, which do not need so much proficiency to
developing countries. This will increase their employment, so that we can grow
our market.

It should be stressed that the above discussion of CM is not related to configuration
management in a straightforward manner. In most cases, configuration management
focus on maintaining the initial design goals, but CM discussed here focus more on fast
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or quick adaptability to the changing environments and situations. Another big dif-
ference is that CM is expected to increase value of a product, or even more to grow
value during product lifecycle with active engagement of customers. Configuration
management is not.

9 Reconfigurable Modularization (RM)

RM goes one step further beyond CM. In CM, the basic morphology will stay the same
all throughout product lifecycle. But RM changes its morphology in order to quickly
adapt to the changing environment and situations.

Stewart Brand published a very interesting book “How Buildings Learn” [5]. He
pointed out the buildings designed by very smart architects often do not survive, while
those designed by less smart people more often than not survive for much longer time.
He explains that because buildings designed by smart architects are often too much
goal-driven and narrow-focused. Their ideas are excellent, but when the environments
and situations change, their excellence sometimes changes into demerits. Those
buildings developed by less smart people are more often than not so sharply focused.
This introduces greater adaptability so they allow for wider and flexible use. He shows
London Docklands (Photo 1) as an example. This is another good example of RM.

Containers are designed and developed for another purpose, but if we combined
them appropriately, we can use them as units of a building. And what is better still, we
can reconfigure it whenever there is a need for change of morphology. This is the same
idea as that of self-reconfiguring modular robot with homogenous units.

But we do not have to stick to the idea of homogenous units, although it might
allow much flexibility and easiness for changing morphology. But our primary purpose
is not to change morphology flexibly. Ours is to make PLM flexible to respond to the
changes of environments and situations. And most hardware product cannot be easily
divided into homogenous units, so we have to utilize heterogeneous units and combine
them as needed.

Photo. 1. London Docklands
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10 Merits of Reconfigurable Modularization

Let us take Electric Vehicles (EV) for example. Unlike current automobiles, we can
assemble parts and a motor as we like. Further if we design it as a frame structure,
non-experts can build their own vehicles at their homes. Or even if it is a unified
structure, such DIY technologies as 3D printing will help support personal fabrication.
It is exactly the same as construction kits such as robots and toys. Although the parts
are produced by experts, customers can feel they are manufacturing the product and
this sense of involvement provides them with the joy of being a player in the game. So
the product is evaluated much higher than when they receive the completed product.
And just as in Lego, if many different morphologies can be generated by combing parts
or components, customers feel like they are designing and manufacturing the product.
This is the important benefit of customer engagement of RM.

Maslow proposed the hierarchy of human needs [6] as shown in Fig. 7.

At the lower level, we look for material satisfaction, but as we go up higher, our
needs change from material to mental and at the top, we look for self-actualization. RM
satisfies our needs for self-actualization. We have to remember that our needs changes
from material to mental so that process value becomes increasingly important. RM
changes our product value based hardware development to process value focused one.

11 Concluding Remark

This paper points out that we are now entering the age of mental satisfaction, so that
PLM should be changed in this direction. Reconfigurable Modularization proposed
here will be one of the most useful and versatile approaches to cater to this need and to
adapt to the quickly and extensively changes.

Fig. 7. Maslow’s hierarchy of human needs
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Abstract. Engineering changes (EC) and their management (ECM) can be cate‐
gorized from several points of view. In this paper an EC is mainly considered
from the position in lifecycle of the object of change: NPD vs. serial production.
The performance aspects of engineering change processes emphasize the
balancing of speed of the processes and the communication and assessment of
consequent changes. ECM practices are studied by comparing two case compa‐
nies. The cases indicate ECM is highly related to the organization, history and
strategy of a company. The increased efficiency in engineering changes is aspired
by streamlined ECM in new product development, while enhanced ECM
processes apparently batch ECs for increased overall effectivity. The mutual
challenge for the studied companies is that the NPD projects result with a set of
change requests for serial production.

Keywords: ECM · Case study · Comparison

1 Introduction

The engineering changes (ECs) have a large impact on life cycle processes. In this paper
we study how companies manage engineering changes in the different kind of business
context. We argue the selection or defining of suitable engineering change management
(ECM) process is not a simple choice. Instead, the stage of lifecycle and the business
context define the selection of suitable ECM process.

First, by analysing the literature on ECM we outline the characteristics of ECM. Then
we study two case companies based on to the history and culture of a company, their posi‐
tion and set up in supply chain, personnel and strategy, organisation, size, co-location,
product types and architectures, as well as the product lifecycle management (PLM) systems
architecture and integration. We find these issues important for the research and the devel‐
opment of standards on ECM and suggest further directions for research and development
of ECM for different stages of product life cycle and business context.
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We studied the practises of engineering change by comparing two companies. For
the comparison we characterise the different factors we consider pertinent for the
comparison. The data collected from the companies is based on long term collaboration
as well as two separate benchmark site visits carried out in 2011 and 2014 in both of the
companies. The significance of the findings is being discussed in the final chapter.

2 Engineering Change Management

Our intention is to emphasize the importance of the performance of making and
managing changes. However, we first define the ECs in two categories and find a poten‐
tial difference in the EC performance of the categories. Finally the conclusions and
research questions are being presented.

2.1 Defining Engineering Changes

Huang and Mak [1] define ECs as modifications on the form, fit, material, dimensions
or functions of product or item. According to Terwiesch and Loch [2] an EC is a modi‐
fication to a component of a product, after the original design task has been completed.
However, the changes may take place in product development or in production stage [3].
We propose the two types of changes,

I. ECs within product development projects or engineered to order (ETO) projects as
project engineering changes (pECs).

II. ECs on the objects in repetitive, serial production as standard engineering changes
(sECs).

The standard engineering changes may occur in mass production and mass custom‐
ization. The sECs are targeted on the items of standard products or re-usable assets, such
as modules. Both types of ECs are made on design documents and/or constituent
elements within the product structures of different domains [4]. In a PLM system the
object of change can be items and documents related to product lines or series, products,
assemblies, modules, components, etc.

Generally, the reason is being specified with an engineering change request (ECR)
that defines the object of change, the reason of change and plausible solution [1].
According to Clarkson et al. [5] an engineering change may be either emergent or initi‐
ated. Moreover, the content of ECR defines either the need of improvement (innovation
orientation) or the failure of meeting specifications (problem orientation) in the previous
revision of the design [6]. The engineering change management (ECM) functionality of
a PLM system provides a selection from a set of reasons for change.

2.2 Performance of Engineering Change Management

Generally, engineering design is considered as ill-defined activity, i.e. some of the design
requirements are either initially unknown or will be subject to change during the course
of design. The design of engineering change (EC) is a specific kind of design activity,
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where all the objectives of ECs are well defined with ECRs and the effect of EC can be
well defined as a plausible solution.

The design performance is based on the efficiency of the design activity, which in
turn is guided by the design activity management that largely defines the effectivity of
the design result [7]. Similarly, the performance of engineering change process is the
result of success in two activities: the actual making of engineering change and engi‐
neering change management (ECM). The effectiveness of each change is determined
with an ECR. Thus, the performance of ECM relies on the effectivity of ECRs and change
review board decisions as well as the efficiency of the rest of ECM process. Conse‐
quently, the engineering design of changes is more determined than design in general.

Following the classical efficiency measurement paradigm, the efficiency of EC
processes can be controlled with three factors [8]:

– Number of active EC’s
– Time taken to deal with EC
– Cost or effort needed to process an EC

Watts [9] emphasizes the cost considerations of changes and the speed of ECM
process. The actual cost of an EC is much higher than the administrative cost of EC,
because of the need to adopt changes in downstream phases such as manufacturing and
procurement. For each change a defined business case should exist and documented with
a PLM system. For calculating the business case the rules have to be laid out by the top
management of an organisation [9].

However, calculating precise factors may not be absolutely necessary or even pref‐
erable. Clark and Fujimoto [10] compared engineering changes in Japanese and Western
manufacturing companies. According to them, the differences in approach lie not in
numbers, but in patterns and content. They also advised fast implementation instead of
bureaucratic norms. Also, the type of business has an effect on the number of changes
[4] and the cost of change is relative to the stage of product life-cycle [10, 11]. The front
loading of changes is typically a better approach than postponing them until the manu‐
facturing stage. This indicates the number of pECs should be higher than the number of
sECs. The prevention of changes from emerging decreases the cost of changes likewise
to the integration of parts decrease the cost of assembly – what does not exist, will not
cause life cycle costs downstream to development.

2.3 Characterizing ECM

There appears to be several attributes to characterize ECM in a company. Among these
attributes are the application of ECM and the depth of change assessment and manage‐
ment. The application of ECM can be further decomposed into several questions. What
does ECM stand for in an organization? How the organization has adopted ECM? Does
ECM rely on personal communication or is it supported with a computerized system,
such as PDM system? The depth of change assessment and management deals with the
effect of change and its communication throughout the organizations carrying out down‐
stream activities.
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The assessment can measure the effect of change on product portfolio and/or product
families as well as product and production processes, including supply. On top of the
assessment the co-ordination of change effectivity and compatibility are vital issues for
stakeholders, e.g. supply network. Thus, co-ordination, communication and configura‐
tion management processes are inevitable attributes of ECM. The attributes can be
considered as the levels of ECM maturity as indicated in the first row of Table 1.
However, we withhold of making any preferences on whether any of the attributes or
levels is better than other one. Concurrent step-by-step progress on each level is a ster‐
eotypical situation, which may not be found in a company. We expect that in most cases
the situation is the combination of attributes in different level.

Table 1. Attributes characterizing ECM

Attribute 0 1 2 3
Application,

what
Ad-hoc proce‐

dures
Standard process

Out of the box
Applied to the

needs of stake‐
holders

Justified and
measurable

Application, how No common
understanding

Departmental
ECM process

Site specific
ECM
processes

Company-wide
ECM process

Communication
and Co-ordi‐
nation

Blind changes
(no ECRs,
ECOs or
ECNs)

According
processes (1-
way commu‐
nication, such
as bulletin)

Improved
processes (2-
way commu‐
nication),
impact anal‐
ysis on
processes

Enhanced
process
(collabora‐
tion), impact
controlled

Configuration Singular changes
(compatibility
case by case)

Revision
management,
change impact
analysis on
product struc‐
tures

Release practices
incorporated,
impact assess‐
ment on
product port‐
folio

Totally Planned
Changes

In a stereotypical situation “0” there is no formal change process in a company, but
each EC is managed separately, without a pre-defined procedure. The organization and
responsibilities related to ECM cannot occur, because of the presence of idiosyncratic
procedures and ad hoc applications. The changes are communicated informally and their
relation to product or processes remains unstudied. A first step to formal ECM process
(level 1) addresses on singular items and documents with a bottom up approach. The
process is given as a rule from management without taking a wider point of view or
consideration of timing aspect of changes. The impact of change is assessed by the
affected product structure (Bill of Material), which can be automatically studied. ECM
is a federated approach where changes are considered by an experienced review board
that is trusted to consider all the relevant aspects.

One step beyond (level 2) is a configuration oriented CM, which involves the consid‐
eration of an EC as part of larger set up such as module, product and or product families
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as well as the batching of changes in time in the form of releases. The changes may take
place with a site level application (e.g. effectivity of changes may vary between different
production sites). The most advanced – but also the heaviest ECM process – can be
termed as the coordinated enterprise CM process that includes company-wide, collab‐
orative ECM along with configuration management that allows the planning of changes
in advance in contrast to reactive manner of the “0” and “1” approaches. The steps of
ECM development can be characterized as changes in attributes, e.g. from attributes in
level 0 to level 1 or from 1 to 2, etc.

Level 1 ECM defines the effect of change by either rejecting or approving the change.
Configuration Management (CM) is an approach of the levels 2 and 3 and it includes
another managerial choice in the form of postponing the effectivity of change by using
release packages. Most known examples of this come from software engineering and
car industry in the form of service packs and facelifts.

2.4 Concluding Literature Review and Research Question

Based on the versatility of characteristics, it is difficult to give valid academic solution
to question how to manage engineering changes in a specific company. However, the
more the company develops ECM (higher rankings in Table 1) the more it is concerned
about the effectivity of EC process, e.g. the prioritizing ECRs, assessing their impact
and communicating ECs. Increased efficiency in the actual engineering of changes may
be aspired with the less complex ECM processes. Apparently, the more complex ECM
process (levels 2 and 3) is plausible with the case of serial production than with low
volume production or with one-of-a kind projects. In different kind of business there are
certainly the different amounts of resources to devote on ECM and selecting right ECM
for certain business is not a simple issue.

Literature appears to suggest two different kinds of approach to enhance the perform‐
ance of engineering changes. Ideal change management procedures should be either
preventing changes, lean and streamlined, fast and non-bureaucratic or calculative, cost
oriented approaches with an effective change review board at the center of ECM process.
In this paper, the first approach is termed as lean ECM and the latter as enhanced ECM.
An indicator of the difference of the approaches is the speed of change. The lean
approaches propose fast and early delivery of changes and the enhanced ECM advocate
the postponing of changes to release packages. Should one of the approaches be chosen
and used for every situation or can a company use the both of the approaches that appear
to be mutually exclusive?

3 The Research Material and Method

We approach the question above with a comparative case study, where material has been
collected by benchmarking site visits [12] and three collaboration projects. The timeline of
the material collection is long, e.g. two initial benchmarking site visits took place in 2011
and 2012 and the latter two visits took place in 2014. Also, the authors of this article have
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been managing or carrying out or several case studies during the past years ranging from
surveys to instructing M.Sc. and Ph.D. theses as well as joint development projects.

During the course of research several issues were being addressed by the personnel
of the case companies. All of these issues could not have been foreseen by the researchers
and so the utilizing of pre-planned questionnaires and forms were omitted. Our previous
experience on the approach was that the discussion of experts with different backgrounds
provided new ideas and subsequent questions. Thus, the site visits and other meetings
were semi-structured with prepared agenda and in three visits audio recording and tran‐
scription were used as a means of collecting the data.

The qualitative comparative analysis requires a frame [13, 14], which we have test in an
earlier study. However, the process of building up the frame for such kind of purpose is
tedious and time consuming. Instead, we compare the key issues found out in the data
collection. We argue that with only two cases to study the less formal approach is valid.

4 Findings and Analysis

The studied case companies have a lot in common as they are both selling configurable
mobile machinery for global markets. In this article, the companies and products are
codified as companies A and B. In both of the companies there have been large product
development projects during the past years. Both companies are the key players in niche
markets, i.e. within top 3 with most of their product lines. Thus, the products are rather
expensive investment goods with a very limited annual volume. Also, the lifespan of
the products is long in both companies, they have facilitated take-back business, service
business is increasingly important for both of them and, therefore, PLM is one of the
key issues in company strategies.

4.1 History and Overall Characteristics of the Companies

One of the main differences of the companies is their size, background and culture. The
company A is part of larger corporation and the company B is an independent company.
The corporation consisting of three business areas is roughly nine times larger in turn‐
over and personnel in comparison to company B.

The company A has century old history, which contains many branches to new busi‐
nesses and organizations. The limited company has been an active in a number of
mergers mostly internationally and it has several sales and service offices as well as
manufacturing sites in Europe, Asia, North and South America. Also the engineering
and supply network of the company is truly global. On the average the engineers stay
within the company for few years. In company A the use of outsourced engineering
resources is common. The annual volume of the products taken into study is few
hundreds and varies from few to few dozens of sold units /product line. Thus, formal
processes are a precondition for the operation of the company A.

On the contrary the company B has a 40 year old history with a very limited number
of mergers, where the company has been the host of merger. For most of its history it
has been (and currently is) a family owned company, which has international sales and
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service offices. As opposed to trend of outsourcing component manufacturing and
relying on global supply chains and assembly sites, the majority (90 %) of the suppliers
of the company B are situated in the same country where the company’s own manufac‐
turing site is located. Recently, the company has also insourced the manufacturing of
the key components and main component suppliers reside close to the company. Engi‐
neering is done within one office and the company relies on the in-house engineering
personnel with long experience in the company B. Thus, all the processes and functions
of the company B are within arms-length of each other and heavy formalism is not
required for the operation of the company.

4.2 IT Support, Processes and Organizations

In the company A the formal use of IT supported processes appears to be the case in
product development. One indicator of this is the strong link between CAD and Engi‐
neering Data Management (EDM) system, one-way information flow from EDM to the
formal PDM system and furthermore to Enterprise Resource System (ERP), where the
configuration rules are being made. During the recent years the migration and consoli‐
dation of ERP system has been the largest IT project for the company A. The number
of users increases along with the steps of information exchange between federated
systems, while communication is based on systems integration. Product development
process is an application of stage-gate model and it is controlled by product managers
who may not have engineering background. Prototypes and 0-series production were
being produced, while all the products are sold to customers. Procurement uses the same
system for both the prototypes and serial production.

In the company B, each member of an organization has a clearly defined role and a
software environment where to contribute to an engineering process. Product develop‐
ment is carried out by an autonomous team with a consecutive process. It begins with
drafts laid out with separate CAD software, followed by detailed engineering and set-
based approach where the overall concept is concretized with the same CAD and product
data is structured into PDM software. In this process the items are created and module
compatibilities are defined. The compatibility of modules and items, i.e. the configura‐
tion rules, is being modelled with MS Excel. There are models for each product sections,
which are treated as modular sub-products. These can be sold separately, while a
configuration model of higher level controls the compatibility of the overall product
configuration. Finally, the detailed items of the prototype products can be procured and
assembly sequences planned. The procurement of prototype items is separate from serial
production and often the last minute changes are handed over from engineering to
procurement with a bi-directional and informal communication channel. For the
suppliers of serial production the company has provided a limited access to internal
systems, such as PDM and ERP.

The sales process in both companies is supported with captured product configura‐
tion knowledge. The sources and models for these are different as the company A is
using the specific functionality of its ERP system for product configuration, but the
company B does not utilize this kind of setting. However, both companies have modelled

624 A. Pulkkinen et al.



and represented their configuration knowledge with MS Excel as presented above.
Instead, the updating of the configuration knowledge is different.

4.3 The Characteristics of ECM in Companies

There are similarities in the overall performance of ECs within the companies with slight
differences. The companies were reluctant to reveal the cost information related with
ECs. The average throughput time of ECs in the company B was faster than in the
company A, which had large variety in the handling of ECs. Both companies had almost
the same volume of ECs with product development projects as well as the annual backlog
of ECs was comparable.

Actually, both companies have the same PDM system, but their use of the system is
slightly different. The system is capable of representing many aspects of engineering
change management, such as several attributes for validating the ECR from various
different reasons and points of view, structuring the revised item or document within
product portfolio and families as well as functions for the impact analysis of an EC,
deriving a set of notifications and integrations for different systems such as CAD, EDM
and ERP systems. The company A utilizes the functionality of the system to greater
extent than the company B, which has adopted the basic ECM process with some add-
on functionalities especially with the items of serial procurement (to differentiate the
case we call them sECM). Both companies reported about the same number of sECs
annually as well as when allocated on new product development projects (pECs in NPD).
However, the company B has slightly faster (about 10–15 %) cycle time in processing
sECs than company A. The company A analyzed the changes to reside in three catego‐
ries: fast, normal and indefinite. The fast changes can be processed within days, the
normal ECs take weeks (by maximum) and the indefinite sECs are the historical backlog
that has not been processed, because of the characteristics of the ECRs. Both companies
indicated the drive towards batching the sECRs into larger development or change sets.
Recently, company A has adopted the CMII process in ECM and it has indicated to be
effective in improving the efficiency of ECM processes. Also company B has batched
the sECRs as a year model changes.

In company A the effectivity of revisions has to be planned along with estimated
sales volume. In company B the revisions are fully compatible with each other. Thus,
there is no need to the strict planning of the effectivity of revision changes, because the
modular product structures allow certain flexibility in sales, supply and manufacturing.
In the case of non-critical change, the functions may take into use the revision based on
their stock levels. In company A this is not the case, but the different sites have to plan
the use of revisions in advance.

In company A the ERP system as well as the supply network are global and they are
also mostly the same for projects and serial production. Thus, the procurement proce‐
dures of NPD project items as well as sECM and pECM processes are similar in the
company A. The effect of this is that sometimes all the required ECs cannot be incor‐
porated in the prototypes due to lead time in supply. This is especially problematic, if a
batch is being ordered without knowing if the item of procurement is a part of a project
or component for serial production. The ECM or the supply may be seen too slow in
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comparison to engineering in new product development. As a consequence a large
number of ECRs follow the NPD project, which can be seen as a problem.

Because the key suppliers of company B are within arms-length, the feedback in
projects is enabled and plausible. This makes the pECM process integrated and informal
in company B, where the engineers often negotiate with procurement or even with
suppliers about the possibility of having an improved revision in a prototype. The
throughput time of the new product development projects in company B have been very
fast – from concept to prototype in few months. This is outstanding when the type of
business and the product technology (mechatronics in mobile machinery) are taken into
consideration. However, also the company B reported that a large number of ECs has
been induced by each NPD project.

In company A the throughput time of project ECs is often longer than the cycle time
in product development, which is not the case in company B. In practice, this means the
requested changes may not have been designed for the prototype part supply even though
they have been requested before procurement. In company B the requested changes are
typically designed and released before the procurement is done. So, supplied parts are
usually manufactured according to the latest design revisions. Thus, there are differences
in ECM, procurement as well as in supply network between the benchmarked compa‐
nies, which lead to different kind of performance of product development projects.

5 Conclusions

Engineering change management (ECM) was studied with a selected review on literature
and a comparison of two case companies. A set of attributes and their values were being
presented to highlight the variety of potential approaches in ECM. Two drivers for ECM
were being recognized: the need for early and timely actions in ECM as well as the
proper assessment and evaluation of engineering change requests (ECR) included in
advanced CM based ECM. Also, the position of an ECR in the lifecycle of the object of
change was highlighted by having separate concepts for the ECs of new product devel‐
opment (NPD) project and standardized serial production: pEC and sEC.

ECM is a topic related to the characteristic of an organization, such as the history,
organizational structures and strategy of a company. It is also affected by the networking
and product structuring principles a company has adopted. For ECM support the global,
outsourced engineering and manufacturing functions set higher demands than local in-
house engineering and arms-length supply network. However, the less tedious and
straightforward ECM procedures along with the collaboration with agile supply and
engineering network appear to pay of better than the in depth analysis and full PLM
support in NPD. Thus, the emphasis is on enhanced ECM processes on objects of serial
production and increased change efficiency in NPD. However, the two cases indicate
the NPD projects do result in a large number of sECs, which is currently the challenge
for research.

The reliability of the results is limited due to small number of cases. Also, the specific
areas, e.g. the management of changes in product configuration knowledge, were not
included. Our aim is to have a larger set of case studies as well as to focus on the omitted areas.
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Abstract. Cloud computing technology in higher education brings cost effi-
ciency and flexibility into the organizations: software as a service (SaaS)
solutions require low infrastructural investments and migrate IT resources to the
Internet. Adapting to the rapidly changing environment, students require new
technology, new methods, new instruments and even new learning techniques.
Google apps is the choice for the students. This research aims to assess the
Google apps that were selected from the previous works. The researchers
applied Google apps in software engineering class of College of Art Media and
Technology (CAMT).

Keywords: Cloud computing � Google apps � Learning cloud services � Saas �
Software selection

1 Introduction

Cloud computing is one of the applicable technologies which can improve end-user
productivity and reduce driven-overhead by offering services. Cloud computing tech-
nology has been widely defined in many different ways. Cloud computing not provides
only services through internet but also the provision of several commodities
“as-a-service” [1, 2]. On another word, cloud computing can provide the provisioning
services such as Infrastructure as a Service (IaaS), Platform as a Service (PaaS),
Software as a Service (SaaS), and Business Process as a Service (BPaaS).

Cloud computing is also information technology communication for education
environment [3, 4]. The students can get the benefits from this technology, especially,
Software as a Service (SaaS) which can improve flexibility and accessibility [3, 5]. Cost
cutting is a key benefit because the users don’t have to install the software on their own
computer. SaaS change the way how to deliver the software to customers because the
customers can access the services through internet [6]. The organizations which are
interested in the SaaS model would like to subscribe SaaS more than develop a new one
[7]. If the organizationswould like to apply SaaS, they need to select appropriate services.
Different SaaS providers propose different services to their educational solution. They
offer not only different services; but also, different solutions. On the other hand, these
solutions are not completely different, they still have common services. These reasons
lead competition among SaaS providers occur. SaaS providers are growing up rapidly due
to continuous growing of cloud computing technology. Consequence, SaaS vendors can
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offer several alternative solutions that able to meet SaaS user needs. Normally, SaaS
providers provide standardized services to subscribers but the subscribers always have
unique requirements for their own businesses. If the standardized services could not fulfill
their requirements, customization and configuration are applicable [6, 8]. Selection issue
comes up with decision making. The decision making applies the prioritization to clearly
define the selection [5, 9].

Higher education and cloud computing bring cost effectiveness to the educational
institution [12]. For the higher education, the cost of being in this level is increasing
compare to the lower level but the university’s budget is decreasing [10, 11]. The
students in the higher education also ask for improving the teaching methods, new
technologies, new instrument and new learning technique [10, 12]. Some education
institutions do not have resources or infrastructure to support their students [4, 13]. In
order to the needs of student and the problems of education institutions, adapting
software services can help with this issue. Reusing software service leads us more
efficient and more adaptable to the needs [10, 11]. Moreover, this research also adopt
learning cloud services framework to build up the service checklists of students because
this framework is under the perspective of learners [14].

This research aims to assess the Google apps that were selected from the previous
work. There are two previous works that have been related to this research paper:
provider selection and service prioritization. Recommendation matrix for selecting
education cloud service providers: configuration and customization perspectives, is
applied to select the cloud provider [15]. The imperativeness of services is prioritized
by using combined techniques between 100 dollars test and grouping [16].

In the following, we begin by showing the literature review of software selection
process that we apply for the research methodology (Sect. 2). Next, we explain how
this research were conducted (Sect. 3), this is followed by a results and discussions
(Sect. 4) and conclusion (Sect. 5).

2 Software Selection Process

In 2009 Syed Ahsan Fahmi and Choi summarized the existing methods which are
OTSO, CSSP, CRE and CBR [17]. The first one, Off-The Shelf-Option (OTSO) is the
general method to choose the component. The aim of this method is evaluate the
existing component-of-the-shelf (COTs) based on the requirement of the organization.
This method consists of 6 tasks which are searching, screening, evaluation, analysis,
deployment and assessment [18]. The second one, COTS Software Selection Process
(CSSP), the aim of this method is to choose the right COTs for the organization. The
important thing is this method has defined the criteria of input and output of each task
clearly. The method is composed of 6 tasks which are evaluation team, goal identify,
plan, filtering from vendor information, filtering from vendor demonstration and
documentation [19]. The third one, Cots-Based Requirement Engineering (CRE) is the
systematic method and reusable follow the requirements. The highlight of this method
is supporting non-functional requirement to choose software. The main point of this
method is the requirement which meets the customer will be kept and others
requirements are eliminated [20]. The last one, Cots-Based Requirement Engineering
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(CBR), contains 4 steps which are retrieve, reuse, revise and retain. This method
suitable with the organization where have experience about choosing the software
before, therefore; the organization can select the software base on the experience [21].

Each software selection process has own appropriated context. OTSO is proper with
the organization where decision making depends on authorized people. CSSP I suitable
for the organization where explicit results of each selection phase is required. CRE is for
the organization where they concern about users; satisfaction. CBR fits with the orga-
nization where they have experiences about choosing software. On the other hand, these
software selection processes have the phases in common. As a result researcher clas-
sifies the common task of each method into 3 tasks which are selection, analysis and
assesment as shown in Fig. 1. The Eliminate, Combine Rearrange, and Simplify (ECRS)
method is adapted to conclude the research methodology in this research [22]. Selection
is about searching or identifying what kind of software that we need. Analysis is the
designing process that we could filter or manage the software from the previous process.
Assessment is the process that validate the selected software.

3 Research Methodology

The research methodology consists of three main processes: provider selection process,
service analysis process and software as a services assessment process. In the process
of selection, the principles of the learning cloud service framework are utilized. In the
service analysis process, we use two techniques of prioritization: the 100 dollars test
and grouping. This process classifies the services into groups by using K-means
algorithm. In the course of software-as-s-service assessment, a requirement document
is created to build up the prototype of the learning supported system for students. In
this research we focus on the third process (SaaS Assessment) as shown in Fig. 2, there
are 3 phases which are matching, designing and applying. Firstly, matching phase, the
prioritized services and cloud service provider are matched. Secondly, Designing phase
is the phase that rank the selected services into the web portal. Lastly, these selected
services should be applied in the organization.

Figure 2 describes the proposed framework. The first step is about selection provider
through recommendation matrix. The result is an appropriate provider for the organi-
zation. The second step is analyzing the services of the provider by adopting the learning
cloud service requirement to classify these services into groups. After that let the student
prioritize the services follow 100 dollars test technique. The K-means algorithm applied

OTSO CSSP CRE CBR Conclusion 

Searching
Identify 

Search
Retrieve 

Selection Screening Candidate 
Product list Evaluation Filtering Revise

Analysis Analyze Requirements
Retain 

Analysis 
Deployment 

tnemssessAkcabdeeFtnemucoD
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Fig. 1. The common software selection process
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to identify the proper number of group of the services. The prioritized services are
formed into the document and the SaaS is assessed by the students in the last step.

3.1 Matching Prioritized Services with the Selected Cloud Provider

The selected cloud provider in this research is Google. In addition, Google apps are the
services that we will match with the prioritized services. The prioritized services are
from learning cloud service checklist. The requirements of service checklist adopt the
requirements of learning cloud service framework. 5 categories of services are personal
learning, community learning, collaborative learning, communicative learning, and
multi-rich material learning.

3.2 Designing Web Portal

The document is written to communicate with developer who can create the prototype
and let the student try the collection of services that has been chosen. Regarding the
matching prioritized services with the selected cloud provider, we know which Google
apps will be used. Moreover, each service and each category has own priority. With the
priority, we can design the web portal.

3.3 Applying Learning Cloud Services in the Class

First of all, train the students about how to use the Google apps that has been chosen.
And then, let the students try these Google apps for one semester. After that, the

Fig. 2. The overview of proposed framework
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students could return their feedback. There are 5 scales that the student can assign to
each services about their usability. The score is 5 if that services is strongly useful for
their learning. The score is 4 if that services is useful for their learning. The score is 3 if
that services is not affected for their learning. The score is 2 if that services is useless
for their learning. The score is 1 if that services is strongly useless for their learning.

4 Result and Discussion

The researchers applied this approach in College of Art Media and Technology
(CAMT) with 42 students. For the provider selection process, Google were chosen as a
provider because Google got the highest recommendation score from the recommen-
dation matrix for selecting education cloud service provider [16]. This matrix is built up
from the configuration and customization and take the provider who provide the ser-
vices for educational institution to be candidate. Moreover, the criteria of this matrix
are from learning cloud service framework. Next the service analysis process apply two
prioritization techniques. Numerical assignment technique allows students to answer
‘need’ and ‘no need’ and ‘no opinion’. Cumulative voting technique or 100 dollars
technique is adapt in ‘need’ answer by allowing the student spend money on service
that they need and they can spend money 100 dollars in total. Then the prioritized
services are from the service analysis process. Services are classified into 3 groups as
follows: critical, standard and optional. The optional services are not applied in this
research.

4.1 Matching Prioritized Services with the Selected Cloud Provider

Figure 3 is showing the relation between the services and software as a service of the
provider. There are 14 learning cloud services as follows: translation, search, syn-
chronization, file storage and sharing, wiki, discussion board, social network, blogging,
internet telephony, e-mail, sms, chat, video on demand, and code. However, only 11
Google apps that matched with the selected cloud learning services which are Google
translate, Google search, Google Syn, Google drive, Google site, Google group,
Google +, Blogger, Gmail, Youtube for education, Google code. Google + could match
both social network and internet telephony. Gmail could provide services for e-mail,
sms and chat.

4.2 Designing Web Portal

The result prioritization can design the webpage. The services in critical and standard
group are applied in the learning support web portal as shown in Fig. 4. Five categories
of services are also rank from the most important category to the least important
category, personal learning, collaborative learning, social community learning, com-
municative learning, and multimedia-rich material respectively.

The services in each category is classify into two groups which are the critical and
standard. Firstly, personal learning has synchronization in standard group and other
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services in critical group. Secondly, collaborative learning has file storage &sharing in
critical group and other services in standard group. Thirdly, social community learning
has social network service in critical group and blogging service in standard
group. Fourthly, communicative learning has internet telephony in critical group and
other services in standard group. Lastly, multi-media rich material has only services in
the standard group.

Figure 5 illustrates the example of the personalized learning page which arranges
the services in the critical group to the left hand-side and arrange the services in the
standard group in the right-hand. Moreover, the priority of each page are also priori-
tized from the amount of money that the students spent from the service analysis phase
with the 100-dollar technique.

Fig. 3. The diagram for the learning support services

Fig. 4. The overview of learning support web portal

636 P. Sureephong and A. Singjai



4.3 Applying Learning Cloud Services in the Class

For the feedback, 41 students from 42 students respond about the software as a service
that the researchers select for them in Table 1. The researchers provide an online
questionnaire to let them evaluate each selected service about the supported-usability
for their learning.

Figure 6 demonstrate the feedback of students about the each selected service’s
supported-usability for their learning. The horizontal axis shown the priority of each
services, while the vertical axis represent the feedback score of each service. The
priority ranked from the heist priority to the lowest priority which are number 1 and
number 14 respectively. The average score of these services are 3.81.

The trend of the students’ feedback is the same direction like the prioritization
services. Most of SaaS from the critical group got the score over average, except
Google +. In this case, the integration approach is recommended; the organization can
apply another SaaS to the social network approach because there are many social

Fig. 6. The feedback from the students

Fig. 5. The personalized learning page
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networking. Whereas Most of SaaS from the standard group got the score under average,
only Youtube for education that slightly greater that the average. In this case, we found
learning by video on demand is suitable for the software engineering class of CAMT..

5 Conclusion

Applying SaaS in the classroom could enhances the learning method of the students.
This paper tries to prove that the selected learning cloud services from the previous
work could make the student satisfying. The process starts from matching the priori-
tized services with the selected cloud provider, and then designing the web portal and
letting the students try before give the feedback. The limitation of this research is
applying the services from only one cloud provider. For the future work, the
researchers can use the integration approach with various sources of services.
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Abstract. Universities around the world are teaching PLM following different
strategies but most of them limited to design applications. This paper presents a
didactic manufacturing plant where design and production are managed in a PLM
environment. During the course, students are exposed to the complexity of
managing the production of a modular chess set while at the same time they are
asked to fulfil design requirements and meet production, quality and cost goals.
Course description and achieved results are analyzed thoroughly. Moreover, the
efforts to achieve the smart factory are presented.

1 Introduction

The Republic of Colombia is the fourth largest economy in Latin America and due to
security improvements, steady economic growth, and moderate inflation, it has become
a free market economy with major commercial and investment ties to the United States,
Europe, Asia, and Latin America [1]. For this reason, Colombian companies are now
struggling to increase their competitiveness. A strategy that would allow companies to
faster achieve these results is Product Lifecycle Management (PLM), an essential tool
for coping with the challenges of more demanding global competition, ever-shortening
product and component lifecycles and growing customer needs [2]. The concept of PLM
appeared later in the 1990’s with the aim of moving beyond engineering aspects of a
product and providing a shared platform for the creation, organization and dissemination
of product related information (cradle to the grave) across the extended enterprise [3].

However, PLM is still unknown for most of the national industries and also for most
of the country’s universities that have not included these topics in their curricula. There‐
fore, EAFIT University has decided to foster industry knowledge by introducing PLM
topics in the master program of production engineering. The purpose of going ahead
industry needs is to promote a new type of expert who will have complex technical
abilities. It is expected that these new engineers will help industry to face the new chal‐
lenges of a free market.

The big questions for universities are which goals and objectives should be included
and how these concepts should be taught. Thus, this article presents a thorough revision
of the state of the art in PLM education (Sect. 2). Then, the design of an original PLM
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laboratory focused in the development of a chess set is shown (Sect. 3). Next, course
definition is analyzed (Sect. 4). Achieved results and further developments are presented
in Sects. 5 and 6 respectively. Finally, conclusions are stated in Sect. 7.

2 State of the Art in PLM Education

In recent years PLM education has received a lot of attention from universities all over
the world. However, there is not a standard for defining the necessary skills and capa‐
bilities for a PLM expert and therefore it is impossible to define the educational path for
new engineers. In this confusion, every university has decided to apply its own approach.
Purdue University has been engaged in PLM related research since 1999 [4]. Purdue
offers a certification program based in three main aspects of the PLM: CAD, Configu‐
ration and Change Management (CCM) and Virtual Manufacturing [5]. Michigan Tech‐
nological University (MTU) participates to the PACE program [6], an international
design competition in collaboration with other universities where students participate
annually to showcase innovative design solutions. Oakland University has created the
Centre for PLM Education to develop an academic infrastructure supporting PLM, ERP,
and MES [7]. Politecnico di Torino has introduced PLM in a bachelor course of auto‐
motive engineering [8] and has implemented a short portable PLM course that covers
the product development process [9]. ENSAM ParisTech is mainly working on the
earlier design phases of PLM [10–12]. ITESM has introduced PLM on the development
of a didactic flexible manufacturing cell [13]. Universitat Politecnica de Catalunya has
designed a PLM strategy to develop new products in an academic environment [14].
However, there is no evidence that the strategy has been implemented with students.

Among consultants, CIMData is offering a certificate program for industrial users.
Integware [15] proposes PLM training divided in four modules: PLM framework, foun‐
dation, engineering and advanced integrated automation.

In Colombia, the first steps have been taken by EAFIT [16] that used an open source
PLM solution to improve teamwork performance in a product design course. The
National Service of Learning (SENA) is also offering short specialized PLM training
around the country.

Most of the courses and training activities presented before deal exclusively with
virtual product development. Also, the majority of the courses are limited to design
applications. When product production is involved, it is restricted to few prototypes or
the fabrication of a one single unit. This paper extends the state of the art by including
design and production process in a PLM didactic framework.

Educational institutions are now being requested to prepare future engineers for
working with human-oriented automated manufacturing solutions that require well-
developed analytical skills for optimisation of manufacturing processes and associated
usage of energy and materials, as well as the related costs [17].

The basic idea behind the project is to behave as a small production company where
students could complement theory and practice. Students are exposed to the complexity
of managing a production while at the same time they are asked to fulfil design require‐
ments and meet production, quality and cost goals. Moreover, in order to develop
students’ collaborative skills a PLM strategy is used.
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3 The Chess Set Company

The Product. The proposed product is a modular chess set. In Fig. 1.a is presented the
original design of the product. It is composed by a wood Table (280 × 280 mm) and 32
pieces of two different colours. The piece composition is shown in Fig. 1.b. All parts
are composed by at least 3 components (base, body and head) and in the case of the
bishop, queen and king a second base is also employed. The piece design respect the
Design for Manufacturing and Assembly (DFAM) principles since components are
universally inter-mixed with other figure components if tolerances are met.

Fig. 1. (a) The chess set (b) Piece structure.

The Manufacturing Plant. The didactic manufacturing plant is located in the main
building of the engineering faculty. It is composed by three main areas: engineering,
production and assembly. In the production area there are two production lines provided
with raw material racks, four lathes CNC EMCO Compact, four Sherline machining
centres, and one wood router. In Fig. 2 the lay-out of the manufacturing plant is
presented. This facility is still under development, some details are not yet fully
completed due to budget constraints.

Fig. 2. Didactic plant lay-out.
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4 Course Definition

The didactic plant is part of the laboratory activities of the Advanced Manufacturing
course of the Master of Science program of Production Engineering. The course lasts
80 h divided in 48 h of frontal teaching and 32 of laboratory activities. Every semester
the course is attended by 40 students.

During the course, students perform the role of a production engineering team. The
job is arranged in groups of five students. The exercise follows the flow shown in
Fig. 3. The team receives the production order and the product requirements. The former
document contains the quantity to be produced, the material specification and time
constraints; the latter encloses the detailed design information. The team analyses the
requirements and produces a first deliverable (product analysis) that is going to become
an input for the second stage.

In the production planning stage, the team has to take into account the process tech‐
nology which is available, to confirm the right quantity of the raw material, to check
tool availability and to plan the production according to the machine availability. The
outputs of the stage are the production plan that contains the activity description of every
part; the CNC programs which should be transmitted to the machine, the assembly plan
and the quality specifications.

The heart of the exercise is the production control step where students fabricate the
parts. Every group receives two bars (one white and one black) of Ultra-high-molecular-
weight polyethylene of 2 m by Ø25.4 mm and a wood table of 600 × 300 x 20 mm. In
order to operate the machines in a secure and easy way, students are assisted by a group
of technicians. The stage ends with the production of a deliverable that states the quantity
of produced parts and eventually encountered problems. Next, the team realizes the
assembly of the product and generates an assembly report. Then, a product inspection
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is performed together with the responsible of the course in order to identify and correct
product deviations. Lastly, the product is delivered.

Some errors (i.e. interference among parts) have been intentionally introduced to the
design. Students should identify and correct the mistakes. In order to achieve this, the
available CAD/CAM/CAE software for the development of the activity is NX 7.5. With
this tool, students can perform a virtual validation of the dimensions, tolerancing,
product interferences and assembly constraints. It is also possible to simulate the turning
and milling operations. Once the errors have been found, the team is asked to complete
a design change. This procedure is done by following a Configuration and Change
Management procedure in the PDM platform Teamcenter 8.3. In this way product trace‐
ability is secured. The selection of the platform resided in the Siemens product because
at the state of the art this is the only product that allow a good integration with the shop
floor, including MES, which is the final scope of the didactic plant.

Once the product design is under control, a process improvement is performed (see
Fig. 4). Students are requested to evaluate the behaviour of the production line and to
identify the Value Stream Mapping (VSM). The decision of modifying or moving work
stations in order to improve the facility’s productivity is quite risky and decisions must
be strongly supported. Therefore, students realize a Discrete Event Simulation (DES).
The combination of VSM and DES is a powerful strategy that is called dynamic VSM
[18]. After carefully analysing simulation results, students suggest process improve‐
ments. Finally, students validate process improvements by going again into production.
All process modifications should be maintained in the PDM environment.
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Fig. 4. Process improvement

During the development of the exercise students use different modules of the Team‐
center software: the structure manager, to manage the EBOM and request design changes
and the manufacturing process planner, to define and maintain the MBOM. A series of
customized workflows have been created in order to assure collaborative work, to release
the parts and to ask for product and process changes.
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5 Results

At the moment of writing this paper two iterations of the course have been completed
and a third is undergoing. A total of 10 chess sets have been produced (Fig. 5). The
design information has been successfully managed and controlled in the PDM software.

Fig. 5. (a) A fabricated chess set. (b) Lab activity.

 

COMPONENT/ PIECE PAWN ROOK KNIGHT BISHOP QUEEN KING

HEAD

BODY

BASE 

PIECE STRUCTURE

Fig. 6. Design modifications

From the experience gained on the first two iterations, several design changes have
been introduced. In Fig. 6 the actual design is presented. In this new design there is only
one kind of base shared by all pieces. There has been a reduction of the number of the
part due to two main conditions: (1) time constraints: students were not able to complete
the exercise because of the great quantity of part that should be machined; (2) budget:
by reducing the number of parts there has been a reduction in the quantity of raw material.

From the process point of view several improvements have been made. These devel‐
opments have created also design changes. The knight head presented some quality
issues (Fig. 7a). Since this part presents the bigger challenges from the manufacturing
point of view, it was not possible to fabricate it with a traditional turning operation, in
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its place a thermoforming process was selected. The material (resin) used in the fabri‐
cation of the white knight has a different texture and colour from the parts produced by
turning. Consequently, students decide to add an additional painting operation.

Furthermore, in the original design the pawn and the knight heads had female
connectors, thus a drilling operation was needed. Due to their round and irregular shape,
both holes were difficult to realize and process reproducibility was poor. Consequently,
two fixtures were designed, demanding more budget and time to be produced (see
Fig. 7b). Nevertheless, the hole location of the pawn head represented the worst quality
issue. Hence, a design modification was introduced and a male connection was given to
the new part, while the knight kept its original design. Afterward, in order to standardize
the production, female connections were given to all the bodies (except from the knight),
while male connections were given to the base and heads. Since the bodies have two
holes and assembly errors should be avoided, the diameter of the holes that are coupled
with the base are bigger than those assembled with the heads.

a) b) 

Fig. 7. Knight quality issues (a) Colour difference (b)Fixture for hole drilling.

The knight quality issue and its solution normally should be addressed during the
design/testing phase, and not in the production stage where the product design should
be validated. However, it was an objective of the course to teach students how to interact
with the software and ask for design and process changes.

6 Further Developments

The final aim of the didactic plant is to achieve the “Smart Factory”. This means to
monitor physical processes, to create a virtual copy of the physical world and to make
decentralized decisions [19].

Following this track, the first steps have been taken. A group of students has started
to virtualize the whole manufacturing process. This activity includes the 3D modelling
of the machines, fixtures, stools, tables and all resources needed in the production. The
virtual models are now being managed and shared in the PLM systems. The next task
is the development of the kinematic models of the actual machines along with their CNC
post-processors. This will help students to virtually validate the production processes.

In a further step, a Manufacturing Execution System (MES) strategy should be
employed. MES is a layer of communication that enables data exchange between the
organizational level, usually supported by an ERP, and the shop-floor control systems,
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in which several, different, very customized software applications are employed [20].
Consequently, the machines of the didactic plant must be upgraded with a full set of
sensors that will allow the complete monitoring and control of the process. Data
collected by these devices across the production line will provide meaningful informa‐
tion to take decisions.

Finally, the integration among PLM and MES systems will allow to create a feedback
information mechanism that can enhance the performance of the production process and
the quality of the manufactured parts.

7 Conclusions

Traditionally, university curricula are defined according to industrial needs. In
Colombia, few companies are using PLM and its benefits are unknown for most of the
industries. The introduction of PLM into an university course is expected to be a break‐
through for the enhancement of the Colombian industry. EAFIT is generating a pushing
condition by introducing high-skilled engineers to the work market. It is expected that
this new pool of engineers will promote the advantages of PLM in industry.

The success of PLM and new industry developments, as the Smart Factories, impli‐
cate new paradigms for engineering education. Theoretical education is not any more
sustainable and new professionals should be trained in almost-real conditions. The
didactic plant, presented in this contribution, puts students to the difficulties and
constraints that they will find in the industry. Moreover, collaborations skills are stimu‐
lated by working in teams and sharing information in the PDM platform.

The chess set has demonstrated to be an excellent example for students training
because several processes and technologies are employed during its production. The
product also allows to put into practices the Design for Assembly and Manufacturing
concepts.

The attained results have brought improvements to both the design and the process:
fixtures have been designed, quality issues have been solved, new operations have been
introduced and product design has been enhanced. The implementation of a PLM
strategy has been crucial to keep track of all these changes.

Even if evidence shows that the work is going in the right direction there is still a
long way to go in order to reach the smart factory. Further steps have been taken and
the virtualization of the laboratory is almost complete. The MES and its integration with
PLM are key element to reach the final goal.
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Abstract. Nowadays, the grid of Internet has demonstrated to be plentiful and
tremendous data source of information, where diverse domains can be reached
and mined. Semantic web is part of the Internet grid where knowledge is pro-
vided and has a predefined sense. People can use the big quantity of accessible
information for entertainment, exploring knowledge, and learning. In this paper,
we provide a survey of educational ontologies, their development life cycle, and
the tools used for their implementation. The classification outcomes are bene-
ficial not only for practicality purposes but also for building educational
ontologies and their reusability, since it provides a framework for selecting the
suitable methodology to be used in specific context, depending also on the
requirements of the application itself.

Keywords: Semantic web � Ontology � Methodology � Development life
cycle � Engineering education

1 Introduction

Ontology has gained the attention of people in both industrial and academic fields. The
term ontology has been defined in various ways [1]. Initially, it originates from phi-
losophy, where it refers to the basic characteristics of semantic existence in the word.
Different domain ontologies are applied to provide a formal concept for knowledge
structure, such as, management, nutriments, animals and medicines. Domain knowledge
can provide meaning based and requirement statements in a particular domain [2].
Domain concepts in a domain and their semantic relations can lead to discover new facts.

Educational content is created by an instructor in order to provide his students with
useful learning materials. It is usually divided into different complementary sections
where each section covers a particular area that can be related to the previous one. Any
educational content can have general information like domain, title, description,
chapter, etc. Educational ontologies are developed to improve the learning concepts in
a particular area. They can be used in different domains to facilitate the access to
information and generate new knowledge through reasoning. Different educational
ontologies for different domains have been created and published [3–5]. However, the
reusability aspect of these ontologies in a complete educational system is still missing.
This study is a survey of the existing educational ontologies. It provides an initial step
to reuse and maintain different domain models for learning and training purposes.
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This paper is organized as follows: Sect. 2 presents the literature background of
educational and learning ontologies. Section 3, surveys the methodologies used to
construct ontologies. Section 4 reviews the used tools for developing the ontologies
and some technical details of about them. Section 5 elucidates the significance of
reusing and maintaining educational ontologies for educational and training purposes.
Finally, Sect. 6 concludes the paper.

2 Background

An ontology can be constructed to define specific type of information that will be used
by communities. Researchers have been constructing conceptual ground for developing
efficient solutions to daily problems based on shared and reusable knowledge com-
ponents. The construction of ontology denotes clear concepts, relations and instances
which define the characteristics of conceptualization. In another words, an ontology is
the backbone to define concepts specifications [5].

Sawsaa and Lu [5] have developed an ontology of information science (OIS) that
can be used for information science education. The formulation of concepts depends on
recognizing the information science (IS) concepts and coinciding them into a hierar-
chical structure based on their classifications. The study presents formal semantic
elucidation for IS meta-data. The formal semantic elucidation involves the strength of
reading information and processing them by Artificial Intelligence (AI) systems [6].
Wang et al. [7] proposed an image processing system to verify automatically road signs
depending on pre-defined road sign regulations (RSRs) and simulate the generation of
new road signs process when new roads are constructed. The system is based on
semantic-enabled road sign management (SeRSM), where information are integrated
semantically using the Large Knowledge Collider (LarKC) platform [8]. LarKC is a
huge distributed data used for enormous knowledge classification, reasoning, repre-
sentation querying, and it has been excessively applied in the fields of urban com-
puting, biomedical, and sciences. The main goal of LarKC projects is to develop a
reasoning platform using huge amounts of diverse information. The platform contains a
pluggable interface to achieve heuristics and techniques from different areas such as
machine learning, databases and semantic web.

Challco et al. [9] have developed an ontology for gamifying collaborative learning
(CL) scenarios (OntoGaCLeS). The term gamification exceeds the meaning of playing
games only; it conducts the design of game elements to motivate individual require-
ment depending on personality characteristics. “Human desires” is take into consid-
eration the needs of individual’s motivation through the integration of diverse game
techniques to provide sufficient environment [10]. Rezgui et al. [11] have analyzed
various competency modeling approaches and proposed an ontology to formally define
the characteristics of competency-related and learning resources. The ontology intends
to provide visual presentation for competency information management aspects. Thus,
it serves lifelong competency development within learning networks. Chung and Kim
[3] have defined an ontological structure for syllabus with their semantic relationships.
They have integrated the classification based on ACM/IEEE computing curriculum,
learning activity, formalization of learning goals, and they performed learning
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evaluation using Bloom’s taxonomy to ameliorate syllabus usability [12]. They have
proposed an efficient method for improving students’ learning effect using the con-
structed subject ontology, knowledge sharing, and visual presentation.

Quinn et al. [13] have proposed a personalized approach to improve patient edu-
cation. They presented three models, health conditions, user characteristics, and edu-
cational content. The three models can be used to create educational content that
supports patient understanding and concentrates on specific patient’s health concerns.
The educational content is presented in a web-based application that provides the
patients with details about their diagnosis and how they can improve their health. Yoon
et al. [14] suggested a model to provide protective technique to access multimedia
content in the mobile cloud. The model manages different content forms, and builds the
multimedia ontology to improve reliability during the retrieval process. The ontology
can solve conflict problems caused by mobile device meta-information and it manages
the content in different forms. Meta information includes name, store location, pro-
duction day, etc. Conflict problems, such as meta-information collision and semantic
collision, can be resolved through mapping between content of instances. Kim et al.
[15] constructed a spine ontology that represents disease information and spine
anatomical structure that is compatible with KISTI Simulation model. The ontology
concentrates on the persistent diseases that concern Koreans. It contains methods of
treatment, classification, and cause related with spine. The spinal ontology can be used
for education purpose by medical students, biomedical engineers, and physicians.

3 Review of Used Methodologies

Sawsaa and Lu [5] developed an ontology of information science (OIS) according to
the IEEE principle for the process of software development life cycle. The formulation
of concepts depends on recognizing the Information Science (IS) notions, and coin-
ciding them into a hierarchical structure view based on their classifications. Wang et al.
[7] investigated a data integration solution to provide a ground for intelligence road
sign management system instituted over LarKC platform. The solution carries the
processing of huge amount of lined geo-data, data modeling, road sign data, reasoning
and scalable querying. The data is associated using mediation ontology. SeRSM
Geographic data is declared originally by three elements (i.e., node, way and relation).
Way elements are accentuated as a range of nodes, and a road on the map is formed
from ways. The node is modeled in three types: (1) generic nodes that can distinguish
either a point on way or a junction between multiple roads. (2) Road sign (RS) nodes
which identify the location of a road sign. And (3) Zhenjiang POIs (ZJPOI) that
identify Point of Interests (POI) from (Open Street Map1) Open Street Map (OSM) and
Baidu map. SeRSM system exploits large scale of semantic data. Semantic data was
transformed to a uniform representation using XSLT and other technologies to facilitate
the handling process and reasoning between them.

1 Open Street Map: http://www.openstreetmap.org/.
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Challco et al. [9] examined gamifying CL scenarios to make the learning experi-
ence more meaningful and enjoyable. Learners will be highly motivated while per-
forming their proposed tasks. They will enjoy using different game techniques like
point system, social connection, leaderboards, etc. Challco et al. introduced different
terms to support the games mechanics’ personalization in CL scenarios: (1) I-mot goal
is the increase of individual motivation to achieve the goal at specific stage. (2) Y <= I-
mot goal is the increase of motivational strategy to attain the goal. (3) You-player role
and I-player role are the active player role. (4) I-gameplay is the behavior of strategy
employed at runtime of the person in focus (I). The ontology contains the player’s roles
concepts, where two prerequisites are denoted as desired and necessary conditions. The
desired conditions define learner satisfaction to attain full interest of a player that are
defined in the playing style, while the necessary conditions are important for a learner
to play the game which also refer to psychological needs and motivational stages. They
have defined in their ontology only one restriction for socializer which can work only
with other socializer. Rezgui et al. [11] defined several concepts in their competency
ontology to formalize the terms competency profile and competency. Competency
profiles in real applications illuminate most evident aspects of competency modeling.
They provide support to various tasks, like creating job/project competency profile for
hiring candidates, creating personal competency profiles to set the highlight on certain
capabilities, creating perquisite competency profiles to show basic requirements for
specific programs, and so. They defined their competency model according to the
definition of Paquette [16]. Paquette [16] defined the competency as a statement having
different relationships to all achieved skills and knowledge at specific performance
level. For instance, “apply all processes to construct a use case diagram” is a com-
petency statement in which the term apply indicates the usage of previous knowledge
for construction.

Chung and Kim [3] developed their syllabus ontology to show learning concepts
and relations between them. The syllabus is written by the instructor for his/her stu-
dents to present how learning materials will be provided. The syllabus does not provide
semantic concepts and essential relations among different information (e.g., title,
summary, grading criteria, etc.). It can be used only to organize information in par-
ticular order. Syllabus ontology demonstrates an efficient method to improve students’
learning effect where it conceptualizes teaching contents. It is designed to cover many
sorts of e-learning environment knowledge from curriculum. The curriculum can be
structured as a set of courses’ description and syllabus. The curriculum ontology
defines the concepts of curriculum-related knowledge (e.g., Course, Program, Level,
etc.) with their semantic relation between each course and its syllabus ontology. The
syllabus ontology defines the structure of syllabuses where it defines the core concept,
called Syllabus. The Syllabus has different properties (e.g., titleOfCourse, grad-
ingPolicy, description, etc.), which describe the characteristics of the course. The
subject ontology is composed from learner-based ontologies and teacher-based
ontologies. Learner-based ontologies provide knowledge of learning materials cre-
ated by students. Teacher-based ontology provides knowledge of learning materials
that will be studied in class. When a teacher displays learning subjects, students
conduct displayed subjects to extract required concepts and knowledge.
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During the ontology design phase proposed by Quinn et al. [13], different sources
were surveyed to identify which characteristics should be checked for the person and
health conditions items. These sources comprised Diabetes UK, the UK National
Health Service, The American Diabetes Association, and academic publications. The
proposed personalized framework is composed of two layers; (1) Modelling & Man-
agement ontology layer: it has three main entities; the patient, medical conditions, and
education content. Information is modeled in an ontology to share understanding of
domain interest. Ontology data ensures that semantic information is not ambiguous and
it is appropriate for performing reasoning technologies. Information in this layer
includes patients’ characteristics collected from their medical records and activity
specifications inspected by a physician; and (2) Personalization & Contextualization
layer: it includes rules and reasoning engine for personalization. The reasoning com-
ponent can use the ontology and rules to generate inferences and their semantic rela-
tions. For instance, a rule can be defined to identify the relation between a set of
symptoms denoted by a patient including specific health involvement.

Kim et al. [15] are professional researchers from different domains, which include
computer professional, medical informatics, and clinical experts. They collaborated
together to design and construct the spinal ontology. They passed through five phases:
(1) review existing ontologies in the domain where required information are gathered
after the classifying of diseases and analyzing the ontology of Rat anatomy; (2) se-
lection of the diverse spine diseases including the research subject, where the selection
is done according to three criteria: (a) most spinal diseases occurring among Koreans,
(b) the disease must happen in particular area rather than the whole spine, and (c) the
disease should have a computerized representation; (3) development and review of
ontology information, (4) construction of the ontology relying on the feedback of
clinical experts, and (5) review the ontology by specialists. The represented results
allow users to access 3D images where they can rotate, move, and change the zoom
level of the image.

4 Review the Used Tools and Technical Details

The OIS ontology proposed by Sawsaa and Lu [5] has been developed using Protégé
where fourteen facets have been defined (e.g., Actors, Methods, Practice, etc.). The
evaluation of the ontology showed adequate results where it has been assessed by
domain’s experts to inspect different criterions, which include avoiding concepts
duplication, inconsistent relationships, clarity and excessiveness. The dataset proposed
by Wang et al. [7] contains 3 million triples representing streets of Zhenjiang which are
collected by OSM, 0.8 million triples represent road signs which a collected from Baidu
map, and 0.1 million triples represent road signs which are collected by the team
members. 32 Chinese road sign regulations related to naming and positioning are
converted to SPARQL queries. The presentation of data is a web based interface that
displays extracted information directly on the map. If the settled threshold has too much
information in one road sign, the system will show warning information for the users.

Challco et al. [9] have developed a semantic web utility that serves in the design of
Collaborative Learning (CL) based on game design, instructional design, and learning
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theories principles. They have developed their ontology using Hozo Ontology editor.
They have defined eight gamified CL scenarios using their developed ontology. Each
scenario is associated with one player’s role to satisfy the psychological needs,
motivation stages and playing style. The competency ontology proposed by Rezgui
et al. [11] is constructed using Protégé. OntoViz plugin has been used to visualize the
ontology as a graph. It reuses some concepts defined semantic web vocabularies for
taxonomy representation (e.g., SKOS Core ontology [17] and annotation of content
(e.g., Dublin Core) [18]. The concept competency has different properties (e.g.,
isComposedOf, requires, hasProficiencyLevel, etc.) and it is related with different
concepts: (1) Skill denotes the selected skill from skills of learning-domain taxonomy;
(2) Knowledge specifies the correspondent view of a subject matter; (3) the context
which is basically identified from the domain ontology; and (4) ProficiencyLevel which
identifies individual proficiency record.

The syllabus ontology proposed by Chung and Kim [3] provides diverse semantic
relationships through its main class named Syllabus. Learning elements will be dis-
played as sequentially connected nodes for students inside a learning graph. Each node
contains the lectures, learning activities, goals and assessments. The Syllabus also can
be presented in the learning graph to provide more information about the course (e.g.,
description, lectures, learning materials, etc.) and to show the order between multiple
syllabuses. The teacher can define (1) a learning goal in the format of <goalp, Ci, Aj,
Sk>, like <“Understanding functions in JAVA”, C3, A2, S3>, where p-th denotes the
learning goal, ith for understanding complexity level, jth for the attitude level, and kth

for the skills level respectively; (2) a learning activity in the format of <LAp, Ci, Aj,
Sk>, where LAp denotes the learning activity (e.g., (R)eading, (P)resentation, pr(A)
ctice, etc.); and (3) a learning assessment in the format of <QEp, sentenceg> where QEp

is the learning activities (e.g., quiz, assignment, exam, etc.), and sentenceg denotes the
description for the learning assessment.

The design of the ontology proposed by Quinn et al. [13] is developed with Pro-
tégé. Domain concepts are defined, declared and arranged in a hierarchical structure of
superclass-subclass relationships. The data in the user model are separated into three
classes, HealthProfile, PersonalProfile, and EducationProfile. HeathProfile contains
all aspects of activity objectives and patient’s health. PersonalProfile contains personal
information of the patient, such as, gender, age, language, and ethnicity. Educa-
tionProfile stores information used to identify the readability level of the patient. The
educational content includes graphical and text components, such as, diagrams and
illustrations. The educational content consists of three classes, Educational-Content,
Text, and Image. Class Text shows textual information that is related to the obesity and
diabetes. Its properties include hasSubject, hasLanguage, and hasReadabilityLevel.
These properties can be associated with the PersonalProfile and EducationProfile to
guarantee the language preferences and readability needs of the patient. Class Image
properties include hasGender, hasEthnicity, and hasAge. They provide relations to
infer associations with comparable characteristics recorded about the patient.

The multimedia content ontology proposed by Yoon et al. [14] is developed with
Protégé. It is based on the OWL language. Extracted information can be classified by
instance, category, position, and value partition sectors. The instance stores the
semantic relation between contents. The category applies Multimedia Description
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Schema (MDS) of MPEG-7. The position access instance information and stores its
location. It facilitates the access to particular content by a user. Eventually, value
partition stores the assortment of the values obtained by instance. Collisions might
occur between the content stored on mobile devices and meta-information. They can be
resolved by the mapping of instances between meta-information. For instance,
meta-information for an audio file on device A cloud includes artist, name, media, size,
long date; whilst meta-information of the same audio file on device B cloud includes
author, title, media size, short date; both meta-information refer to the same information
where synonym, format convert, and mapping can be used to solve this collision.

The spinal ontology proposed by Kim et al. [15] was developed using Protégé and
Altova SemanticWorks. The ontology includes the connections to sample disease images
and images fromKISTI. It contains detailed information about a disease that can occur in
particular region. Anatomical information were classified into two categories, anatomical
location (e.g., spine:isPartOf) and anatomic properties (e.g., spine:isPartOf, rdfs:label,
rdfs:subClassOf, etc.). Disease related information were classified into five categories:
anatomical location (e.g., spine:hasSite, etc.), property of the disease (e.g., rdfs:de-
scription, spine:diagnosis, spine:hasCause, etc.), method of treatment (e.g., spine:hasNon
SurgicalTreatment, spine:hasSurgicalTreatment, etc.), symptom/sign (e.g., spine:has
Symptom, spine:hasSign, etc.), and image (e.g., spine:hasImageBeforeTx, spine:has
ImageAfterTx).

5 Ontology Usage in Education and Professional Training

Large composite applications can be costly, difficult and controversial especially when
diverse forms describe the same concept. However, extracting information from previous
existing ontologies remains viable since they have common high-level structure. One of
the intelligent tasks that can be performed with ontologies is the semantic relation
extraction (SRE), which includes finding new semantic relations (Inference2) to optimize
the taxonomic of reasoning. These tasks cannot be done in database models since they
rely on static predefined structure. SER can identify entity acquaintance, relationshipwith
other entities, and its types. It can be used also for knowledge extraction (i.e., extracting
entity names from text content, etc.) that is required during the phase of text processing.
Educational ontologies can be used for: (1) education to teach students (e.g., processing a
child story to show a lion is carnivorous and eats rabbit; if we know that a tiger is
carnivorous, we can infer that the tiger can also eat rabbit), and (2) professional trainings
to provide profound information in particular area, for instance, to provide a represen-
tation about electro-mechanical assemblies require the extraction of required information
from an ontology that illuminates the usage of each part and the relation between each
other (e.g., a Ring Gear can hold a Sun Gear, an Output Shaft requires both Planet Gears
and Planet Gear Pins to be connected [4], etc.).

2 Inference: http://www.w3.org/standards/semanticweb/inference.
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6 Conclusion

Based on our survey, it can be seen that there is a growing interest in the field of
educational ontologies. Our paper provided a survey of some available educational
ontologies from different domains of application and discussed their development
methodologies as well as used tools. This work can be considered as a tentative effort to
manage and use them in a unified aspect in order to provide a complete semantic
knowledge representation for the diverse domains. Therefore, it is recommended to
design a system that can manage the reusability of existing ontologies to extract rel-
evant information and provide learners with suitable knowledge.

Appendix

See Appendix Table 1.

Table 1. Review the existing ontologies, domain, technologies

Number Domain Description Used technologies Reference

1 Information Science
(OIS)

Provides
hierarchical view
of information
science concepts

Protégé, FaCT ++ 5

2 Road
sign/Transportation

Provides semantic
information
about road signs

LarKC, XSLT,
SPARQL

7

3 Ontology for Gamify
Collaborative
Learning Scenarios
(OntoGaCLeS)

Provides
collaborative
learning
scenarios based
on theory’s
games

Hozo Ontology
editor

9

4 Competency
ontology

It models
competency
information
aspects to
support learning
networks

Protégé,
OntoViz plugin

11

5 Syllabus ontology Covers different
e-learning
curriculum and
learning
materials

– 3

(Continued)
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Abstract. Notations develop over time. We propose that they characteristically
pass through a series of development stages, starting very simple and becoming
more complex, reaching a stage of complexity that hinders their usability: then,
often, a new higher-level notation is developed that is once again simple, and
will perhaps pass through the same development. Notations develop in this way
because the way they are used develops. We propose 5 stages; Iconic, Flow-
ering, Formalising, Support Patchwork, and Rebirth. Examples can be found in
the development of various software systems, such as programming languages,
CSS, and content-management systems; also in other domains, such as circuit
diagrams and music notation.

Keywords: Notations � Usability � Cognitive dimensions framework �
Development of notational systems � Diagrams

1 Introduction

This paper describes the life cycle of notations and how they evolve. Notations that are
used to represent data and code evolve, just as do natural languages that are used for
human-human communication [1], but natural languages are unplanned, whereas each
successive version of a notation is deliberately intended to be an improvement over the
previous version – yet by solving some problems, these improvements create new
problems; solutions to those problems raise further problems, and so on. That is the
notational life cycle.

We start with some short examples of notational development, drawn from
accounts of the history of dance notation, the history of algebraic notation, and the
history of musical notation, and enquire what is known about the motivations that
forced the changes over time. We claim that these descriptions of notational devel-
opment, which we believe to be typical, give little understanding of the reasons for
notational development, beyond saying that the notation ‘needed to develop’: and most
importantly, these descriptions show no awareness that other notations, in other fields,
follow parallel courses.

What might be meant by saying that a notation ‘needs to develop’? Presumably,
that it is not doing its job well enough any longer. All the accounts cited present
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insightful comments about what jobs their notation needs to do, but none of them gives
any more generalised account; so we next consider two attempts to describe the fea-
tures required of notations at a generalised level, focusing on usability in the sense of
human-computer interaction. But both these accounts are purely synchronic, describing
what is required of a notation at a particular time, but giving no account of the
lifecycles of notations, and so these descriptions are of little help to us.

Is it possible, then, to describe the typical lifecycle of a notation? We claim that it
is, and we draw on the examples mentioned to postulate five stages of notational
development. From here we continue with a case study of a particular notation.

1.1 Examples of Development of Notations

Dance Notation. How do notations originate and develop? Waters and Gibbons [22]
are among the few authors to consider several fields, seeking to discover elements in
common. They refer to a ‘design language’, which seems to be an informal private
language used by the designer, and a public, more formal ‘notation system’: “[There is
a] mutually supportive relationship between the abstract design language as it exists in
the designer’s mind and the public notational system used to express designs.” To
illustrate their approach, they consider the field of dance and the historical development
of dance notation. Like any other notation, dance notation must meet the needs of the
various interested parties (dancers, stage designers, lighting crew, director, etc.). Early
dance notations included the well-known woodcuts of Arbeau’s treatise of 1588 on
social dancing, Orchésographie (Fig. 1). These early forms were purely pictorial
notations.

Dance notation rapidly became more elaborate, more detailed, and more formal,
leading to highly detailed notations that needed lengthy training to read and write
fluently, such as ‘labanotation’ [25] (Fig. 2).

Fig. 1. A dance movement a
Orchésographie

Fig. 2. The basic tango step in labanotation [24]
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In the late twentieth century, however, we see a return to a form of pictorial
notation for dance and other forms of movement, the Sutton Method [26]. Waters and
Gibbons assert that the Sutton method conveys as much information as the Laban
notation, but that dancers find it much easier. What have they to say about this pro-
gression? They have an interesting and insightful section on the interaction between
‘design language’ and ‘notation system’, and they correctly observe that a good
notation leads to fruitful innovation, but they have nothing to say about the progress
and lifecycle except that as the design language becomes refined and extended, it leads
to developments in the notation, which lead to further developments in the design
language, and so on (Fig. 3).

Algebraic Notation. Stallings [27] describes three major stages in the development of
our schoolroom algebra, starting with ‘rhetorical algebra’ in which operations were
described in words:

If the instance be, “ten and thing to be multiplied by thing less ten,” then this is the
same as if it were said thing and ten by thing less ten. You say, therefore, thing multiplied
by thing is a square positive; and ten by thing is ten things positive; and minus ten by
thing is ten things negative. You now remove the positive by the negative, then there only
remains a square. Minus ten multiplied by ten is a hundred, to be subtracted from the
square. This, therefore, altogether, is a square less a hundred… [Nelson, 1993, p 33]

Or, in modern terms, (x + 10)(x - 10) = x2 - 100. The steps to our modern ‘symbolic’
algerba were gradual. The equality sign was developed by Robert Recorde in 1557, who
chose two parallel lines of the same length because “no 2 things can be more equal” – a
picture of equality. Much earlier, Stallings writes, the Rhind papyrus of c. 1650 BC
contains “one of the earliest known symbols for addition and subtraction; a pair of legs
walking forward, which denoted addition and a pair of legs walking away for sub-
traction (Eves, 1983).” Once again, we note that these early symbols are pictures.

Staff Notation of Music. Rastall (1997) presents an excellent overview of the devel-
opment of Western musical notation. The common notation for Western music has
undergone a very long course of development and the notations of its earliest stages are
not well understood; but in the 9th and 10th centuries, we find the earliest instances of
the use of ‘neumes’ as musical signs, in the manuscripts of the Swiss monastery of St
Gall. “The earliest neumes were inflective marks which indicated the general shape but
not necessarily the exact notes or rhythms to be sung” (wikipaedia, under neume).
Their function was to remind their reader of the essential features of a melody that has
already been learnt, rather than to specify the performance exactly. Although neumes
were already highly developed by the time of the St Gall manuscripts, their appearance
is at least partly a picture of the trajectory of pitches: the neume called ‘climacus’, for
instance, stands for three notes descending, and looks exactly like that:

Fig. 3. An example of sutton movement writing [29]
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The development of neumes is one of increasing sophistication, from simple lines
and dots to fairly elaborate flourishes. By a very complex series of developments,
notation eventually arrived at our familiar staff notation, far more precise and detailed
than the neume – though even here, we can distinguish different levels of detail,
depending on the genre. Today, three notes descending might be written like this:

Unlike neumes, present-day notation offers many possible elaborations, which can
give much more precision about how the notes are to be played:

Rastall distinguishes eight kinds of notation in music, from a pure aide-mémoire,
through skeleton notations to more and more closely detailed notations and then to
‘inspirational’ notations where “visual symbols or ideas expressed graphically and/or in
words inspire the performer to certain actions”. He no doubt had in mind such notations
as the quasi-pictorial symbols bused by Christian Wolff [30] (Fig. 7).

Wolff’s symbols mean things like ‘make a sound in a middle place, in some
respect, of the sounds around it,’ make a sound involving stretched material’, or ‘play
after a previous sound has begun, hold till it stops’. We see here a move away from the
high level of formality and precision that had been accumulating in music notation and
a return to the under-specified world of the neume (Figs. 4, 5, 6).

What have we learnt? Three very different fields of notation have been presented,
and in each case we have seen that the earliest forms were pictorial or picture-like; that
the notations developed in degree of formality and in degree of expressiveness and

Fig. 4. The climacus neume – three notes descending

Fig. 6. Three descending notes with more
precise information about technique

Fig. 7. One of Wolff’s quasi-pictorialsymbols

Fig. 5. Three different realisations of “three notes descending”
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sophistication; and eventually, in at least the dance and music fields, a new notation
was presented, in which the level of formality was abruptly reduced.

We have also seen that in all three fields there is no proper account of the devel-
opment. Nothing is said about the fact that the earliest stage was usually pictorial, and
nothing is said about the development except that it needed to become more expressive.

Above all, there is no awareness that the course of development in each field is
profoundly similar. The evidence is that notations start and develop in similar ways,
whatever field they may be designed for. The purpose of this paper is to make a start at
describing the common features of notational development.

1.2 What Is a ‘Good’ Notation?

Although the field of human-computer interaction offers many examples of detailed
analysis, there are very few attempts to provide evaluation techniques suitable for
notations as a class. One such is the ‘cognitive dimensions’ framework; another is the
so-called ‘physics of notations’ [31].

Cognitive Dimensions of Notations. The cognitive dimensions framework [2] sets out
to provide a useful vocabulary with which to describe important aspects of notational
systems at the structural level – that is, it explicitly does not deal with details of
rendering and presentation. It is important to note that because this framework is much
concerned with creating or making changes to documents, what is considered is the
notation in the environment of its editing system, which might be an IDE or might be
pen and paper or might even be marble and chisel. Examples of dimensions are
viscosity, meaning that local changes need many actions to accomplish: changing all
the first-level headings of a document to use larger font, for instance, can be a tedious
job unless a style-sheet system is available. A style-sheet, however, introduces the
dimension of abstraction level: some users find abstractions to be a serious barrier.
A third dimension is hidden dependencies, where it is difficult to know what will
happen if one object is changed because it is not manifest whether other objects will be
affected; changing one cell in a spreadsheet, for example, may have big knock-on
effects. About 16 dimensions are included in the framework.

Within the framework, no dimension is considered to be evaluative on its own, but
only in the context of one of the half-dozen archetypal ‘activities’: incrementation
(adding more objects to a structure, e.g. defining a new class), modification (changing
the structure, e.g. rebuilding the class hierarchy), transcription (e.g. turning arithmetic
procedures into program code), search, exploratory design (working out how to write a
program, composing a piece of music, etc.), and exploratory understanding (discov-
ering the internal structure and workings, e.g. of a piece of software). If we know the
typical activity that a notation will be used for, we can then make some evaluations: a
notational system with high viscosity is more suitable for transcription activities than
for exploratory design, for instance.

The framework does not claim to offer precise or even vague quantitative predictions,
but instead to offer ‘tools for discussion’ which can lead to improvements in existing
notational systems. It has been applied with success in many fields, but unfortunately it
offers no clue as to the lifecycles of notations. It is a purely synchronic evaluation.
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Physics of Notations. Moody [31] claims to have developed ‘principles for designing
cognitively effective visual notations’, optimised for human communication and
problem-solving. These principles are such as semiotic clarity, meaning that there
should be a 1:1 correspondence between semantic constructs and graphical symbols.
While it is unclear to us that the principles proposed by Moody merit a comparison to
physics, what is clear is that this is another purely synchronic form of evaluation, with
nothing to say about how notations might develop.

2 The Notational Life Cycle

We propose that notations generally proceed along a spiral path in five stages, as in
Fig. 8:

Each notational stage will have different characteristic problems. (These ‘stages’
are a convenient idealisation, of course, just as the usual colour names – red, orange,
yellow… – are a convenient idealisation of continuously changing wavelengths and
mixtures of wavelengths.) Every time we see a new cycle start, by creating a new
notation to replace an older one, we see the stage 5 problems exchanged for the stage 1
problems. Stage 5 problems include an over-stretched vocabulary with many special
cases; on restarting at stage 1 the vocabulary will be ‘higher-level’ [2] with new rules
for combining components more productively, but the environment will be worse and
little attention will be paid to issues of any type of activity except ‘incrementation’ [2],
i.e. adding material. The notational stages are:
Iconic.When a new notation is created by an unsophisticated person, it will be pictorial
or iconic, like early circuit diagrams (Fig. 9).

Fig. 8. The notational lifecycle
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The creator imagines how to add items (more wires or resistors) but does not
imagine how to make large changes; likewise personal use is imagined, but not col-
laborative use. In terms of the ‘cognitive dimensions’ framework [2, 3], high viscosity
and frequent hidden dependencies are acceptable for personal use. Outside that
framework, there are other types of consequence: the notation will probably be very
incomplete, because the notation is more of an aide-mémoire than a complete
description.

Figure 10 shows a notation devised by a novice to show how to ring a tune on
handbells. The bells are numbered 1–10 and they are struck (by different people) in the
order specified from left to right. The heavy central line is a bar line (US: measure line).
The Fig. 2 across the line is an attempt to indicate a dotted note (one-and-a-half beats),
and the squiggle at the top right shows a prolonged shake of the bell. The reader is
expected to know which bell sounds what note. This notation is at the start of stage 1;
already it is being stressed by the need to accommodate additional features, such as
dotted notes. Notice that it allows a deal of slop: bell 3 has been accidentally overlooked,
and the second bar (measure) has 4 beats compared to the 3 beats of the first bar.

Flowering. The notation becomes popular. It is used by other people for slightly
different tasks. The vocabulary has to be increased, and consistency falls. As time
passes, the early instances of its use need to be updated, and maintenance is slowed by
the hidden dependencies and viscosity. Collaborative use increases and forces users to
devise techniques for secondary notation to improve the role-expressiveness; these
techniques may arise differently and incompatibly among different user groups. The
notation is a victim of its success, and is stressed by unforeseen problems.

Formalising. To improve consistency, rules are made explicit. The vocabulary is
defined, the syntax is defined, and the possible relationships between entities are
defined. The notation gets harder to use, although it’s more likely that a syntactically

Fig. 9. Early circuit diagrams [32] Fig. 10. [Private communication to first author.]
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correct document means what its creator intended. Labanotation is at this formalised
stage, for example.

Support Patchwork. A patchwork of tools appears to support users. For example,
because the notation has become more formal, it has become harder to sketch casually,
so another notation is introduced as a sketching tool, before transcribing the sketch into
the target notation, which we call ‘decoupling’. A typical example is the development of
graphical notations for sketching designs for software before starting implementation –

such as UML, or at a simpler level the humble flowchart. These are what Waters and
Gibbons (see above) called ‘design languages’, in that they free the user from some of
the constraints and details. Typically they also free the user from order constraints,
because ideas come to the mind in an order dictated by their internal logic rather than by
the demands of a formal notation. That is to say, if a diagram is in use as a sketching tool,
new logic can be added to it at any point, arbitrarily, whereas if a class hierarchy is being
created in an IDE it is usually impossible to create subclasses until their superordinate
class has been created: thus, the diagram allows free working, whereas the IDE forces
the expression of the program to take place in top-down order.

Rebirth. The vocabulary gets too large and is obviously too low-level. The uses it is
put to become more complex, and the structures built in it grow so fat that viscosity,
hidden dependencies, and poor visibility are a serious impediment. The crisis is
resolved by creating a new, higher-level notation. This will have its own problems, so
we are back at stage 1 but at a higher level.

The Sutton method, a replacement for labanotation, is an example of rebirth.
Similar examples can be found in the development of various software systems, such as
programming languages, CSS, and content-management systems; also in other
domains, such as circuit diagrams and music notation.

The proposed stages represent the straight track. However, there are lots of factors
that might affect the straight track. We proposed 5 factors that may affect the straight
track:

Repurposing. Notations are augmented for a specific purpose. For example, CSS
originally described the spatial characteristics of typeface, which might include some
positional aspects; it is now the primary tool for laying out the spatial structure of a
webpage.

Change in Demand. Due to cultural or environmental influences, users may be more
sophisticated; new groups of users may appear. What they want may change, forcing
adaptations.

Changes in World. Inventions could change the role of the usage of some notations.
Thus, the notation has had to change dramatically, and many different notations have
been created by notational novices, frequently starting at stage 1. For example, after
introducing the predicate logic, many notational systems were developed.

Mature Disfluency. Certain notations are so designed that their users’ environments
slowly become damaged, and the more the notation is used, the worse the damage. An
example is the accumulated silt in everyone’s computer: dot-files, preference-files and
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user-manuals for applications long since discarded continue to consume space and
efficiency.

Market Forces. Notations do not exist in isolation, and sometimes two notations have
the same domain. One possible outcome is simple rivalry, as with Leibniz’s and
Newton’s notations for calculus. Another possible outcome is fusion, as in the Unified
Modelling Language. The third possible outcome is sophisticated, forward-looking
rivalry, in which the creators of one notation attempt to pre-empt rivals by capturing as
much notational space as possible.

3 A Pedagogical Example: Constraint Diagrams
and Their Life Cycle

To understand our proposed notation lifecycle, we provide a detailed example of the
development of an existing notation. The Constraint Diagram notation was chosen
because many developments happened in a short time.

At stage 1, the notation was designed for one person doing one small job and thus
the anticipated activities on constraint diagrams were limited to ‘incrementation’ –

adding more of the same objects. The notator did not look forward to anticipate
modifications or other activities, and worked at an individual level, rather than col-
lective. This stage produced Fig. 11.

The notation became popular and was used by other people for slightly different
tasks such as behavioural specification [5, 6]. Thus, the vocabulary increased, leading
to stage 2 of constraint diagrams as shown in Fig. 12. Here we see the notation
flowering.

In Stage 3 as shown in Fig. 13, an attempt was made to improve consistency by
making rules explicit [7]. The vocabulary and the syntax were defined [8]. The notation
started to get harder to use and users would be categorised as experts or novices; a
classic example of the formalised stage of a notation cycle.

Fig. 11. Stage 1 of constraint diagram [4]
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At stage 4 as in Fig. 14, the constraint diagram notation was rigid and thus the
constraint tree notation [11] was introduced as a complementary notation. Here we see
the ‘support systems’ stage of the lifecycle.

Fig. 12. Stage 2 of constraint diagram [5]

Fig. 13. Stage 3 of constraint diagram [7]

Fig. 14. Stage 4 of constraint diagram [11]
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This attempt was improved by introducing reading trees; both explicitly [12–14]
and implicitly [15]. There was another attempt [16] of improving this notation using the
implicit reading tree with the influence of Z notation [17].

At this stage, the vocabulary got too large and was obviously too low-level. Thus,
new notations needed be devised at a higher level of idealization such as Concept
Diagrams [18–20] as in Fig. 15. This is a start of a second life cycle, the ‘rebirth’, in
which we return to stage 1 at a higher level.

4 Conclusion

In this paper we have argued that notations in very disparate fields develop in very
similar ways, and that their paths can be characterised by our five-stage model. To our
knowledge, this is an entirely novel observation. The stages have been closely illus-
trated in the account of the development of constraint diagrams.

Does this lead to useful advice for the designer of a notation? Both the cognitive
dimensions framework and the ‘physics of notations’ approach (see above) can offer
some useful advice: for instance, the former can advise a notation designer to think in
terms of activities beyond incrementation, and to beware of, say, hidden dependencies
in some activities (modification, exploratory understanding) though not all activities
(transcription), while the ‘physics’ approach can remind the designer that symbols
should not be overloaded. Yet such advice is purely synchronic.

It is too early know what benefits, if any, may come from viewing notational design
diachronically rather than synchronically. However, in this paper, we have focused on
their evolution, trying to postulate the factors that cause a notation to develop through
different stages. This leads to some principles for notational design that we believe are
novel, in that they are based on the likely evolutionary path of a notation:

Fig. 15. Stage 5 of constraint diagram [20]
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1. Don’t try to create the perfect notation for all time. However perfect the notation
might be for the present moment, things will change.

2. Therefore, do try to design a notation that can easily be extended to new activities
when they become necessary.

3. Prepare for the patchwork of support that will become necessary, by providing
whatever hooks may be useful – but in the early stages it may be difficult to foresee
the need.

4. Try to short-circuit the evolution by starting at level 2, the flowering stage, rather
than level 1, the iconic stage.

It will be obvious that these recommendations are at present quite untested, and we
hope that future research on the histories of notations will create a more detailed picture
and will correct our thinking where necessary.
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Abstract. PLM International Conference proceedings focussing on the field of
Product Lifecycle Management have made a lot of advancements in the last 12
years. Since 2003, 11 conferences on PLM have taken place but a systematic
analysis of the evolution in PLM literature is, however, not available at the
moment. This study proposes an analysis of the growth of the scientific literature
on PLM over a 10 year period using standard bibliometric techniques. A total of
565 scientific papers have been examined to find out about the growth of lit-
erature, authorship pattern, geographical & organizational distribution of papers,
citation count and most frequently occurring keywords. The findings of this
study give an insight into the evolution of literature on PLM by means of
quantitative & qualitative analysis and provide useful information to scientists
wishing to undertake work in this field.

Keywords: Product lifecycle management � Bibliometrics � Citation analysis �
PLM conference proceedings

1 Introduction and Literature Review

PLM IC (Product Lifecycle Management International Conference) proceedings which
are furthering research in the field of PLM have made a lot of advancements in the past
12 years. The first international conference on PLM took place in 2003 as an inter-
national symposium in India. The huge success of this symposium and growth of
interest in the field of PLM led to running of further events as international conferences
[1]. Since 2003, PLM conferences have been bringing together researchers, developers,
and users of PLM involved in product innovation, product development, and product
delivery together under one forum to share recent developments, shape the future of
this field and advance the science and practice of enterprise systems development [2].
The conference series began to give PLM, as a research area, an identity and a com-
munity in the academic world. PLM holds the promise of seamlessly integrating and
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making available all of the information produced throughout all the stages of a pro-
duct’s lifecycle to everyone in an organization along with key suppliers and customers
[1]. The international conferences have been held 11 times and have published 565
papers since 2005 [2].

The present paper provides a bibliometric analysis of the PLM IC proceedings for
the period 2005–2014. Bibliometrics is based on the enumeration and statistical
analysis of scientific output in the form of articles,Publications, citations, patents and
other more complex indicators. It is an important tool to evaluate research activities,
laboratories and scientists as well as the scientific specialisations and performance of
countries [3]. The word ‘bibliometrics’ first appeared in 1969 in Alan Pitchard’s article
on statistical bibliography [4]. The term started getting widely used with the works of
Lotka, Bradford and Zipf in the early 20th century [5]. There are very few research
papers that carried out the bibliometric analysis of PLM in the past. A. Varandas Junior
et al. presented a bibliometric analysis of literature on ‘Product Lifecycle Management,
Product Development Process and Sustainability & Their Interfaces [6]. The analysis
was performed using various softwares and web of science database over a period of 5
years (2006–2010). Nappi and Rozenfeld also undertook a study on bibliometric
analysis of research papers based on PLM in the paper entitled ‘Sustainability Per-
formance Indicators for Product Lifecycle Management’ [7]. A research paper that
investigates the contribution of PLM IC proceedings in the evolution of research work
in PLM field is currently not available. The aim of this paper is to provide a review of
the international conference proceedings on PLM over a 10 year period by means of
bibliometric analysis.

The organisation of the research paper is done in a systematic way. Firstly, the
methodology of extraction and treatment of data from the research papers to perform
the analysis is described. Afterwards, outcomes of the bibliometric analysis of the
research papers by qualitatively and quantitatively means are described and presented
in the form of tables and figures. These outcomes help us perceive the evolution of the
research in the field of PLM over a 10 year period. Lastly, the findings and conclusions
of the paper are highlighted.

2 Bibliometric Methodology

2.1 Introduction

Bibliometrics is quantitative study of various aspects of literature on a topic and is used
to identify the pattern of publication, authorship, and secondary journal coverage to
gain insights into the dynamics of growth of knowledge in the areas under consider-
ation [8]. The bibliometric study has been performed using the large database of
PLM IC proceedings available on the www.plm-conference.org website. Though there
are a lot of websites (Science Direct, Scopus, Google Scholar etc.) that provide huge
database to perform bibliometric analysis of PLM, PLM IC proceedings website has
been chosen to do the analysis as it is a platform that draws together people from all
over the world pertaining to the field of PLM and provides large volume of data in a
systemized and organised manner which is useful in doing fast analysis. In this study,
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bibliometric analysis of PLM for the period 2005–2014 has been performed. The
analysis is performed from the year 2005 in which the International Conference pro-
ceeding on PLM took place in Lyon, France.

2.2 Methodology for Citation Count and Assignment of Contribution

Furthermore, Google Scholar has been used to find out the keywords (whenever they
were not available in the PLM IC database) and citation count of the papers as in
contrast to websites like Web of Science and Scopus, Google Scholar provides a
comprehensive database covering conference proceedings, journals, books, disserta-
tions, and preprints [9]. The citation count of papers has been found out by using title
and author search function of the Google Scholar. If the search engine doesn’t list the
searched research paper in the result, then the citation count of that paper is taken as
zero. In sum, Google Scholar has been found out to be a very quick and efficient way to
know the citation count of papers as it indexes a huge list of technical literature.

In this study, whenever a research paper is written by several countries or orga-
nizations in partnership, then the method of integer count rather than fractional count is
adopted to assign the contribution of that particular country or organization. Integer
count method has been preferred over fractional count method as it is in agreement with
the principles of microanalysis. Also, integer count method is easier to implement and
interpret [10]. Thus, in our study, for example, if both France and India published a
paper in collaboration, then according to our methodology, France published one paper
and India published one paper. In a similar way, if two authors (i.e. S. Charles & G.
Ducellier) published a paper together, then we say that S. Charles wrote one paper and
G. Ducellier wrote one paper. Furthermore, if there are two offices of the same orga-
nizations or companies, then they are not considered as two separate entities but
counted as one. Lastly, if two organizations (Arts et Métiers Paris Tech, France &
University of Michigan, America) published a paper together then we say that Arts et
Métiers ParisTech, France published one paper and University of Michigan, America
published one paper.

2.3 Database

In order to perform analysis of the large amount of information available on the PLM
conference website, a self-developed database was created using Microsoft Excel. The
choice of Excel for making the database is based on the fact that it is one of the most
famous powerful information management tool for organizing, calculating and visu-
alizing data. The data extracted from all the 565 papers has been put into tabular form
encompassing all the available information in 12 different columns, namely, year of
publication, title of the paper, name of the authors, number of collaborating organi-
zations, types of organizations, name of the organizations, number of collaborating
countries, number of authors per paper, citation count of the paper, host country of the
conference proceedings, number of keywords and names of the keywords. In addition
to a general table encompassing all the available information, several other tables have
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been made to analyse the data and draw conclusions. Data corresponding to these tables
have been obtained after some reasoning or further investigation while data for the
general table has been retrieved directly from the research papers.

3 Results of the Analysis: PLM International Conference
Proceedings (2005–2014)

The analysis of the data extracted from the research papers helps us find out about
annual distribution of papers & literature growth, geographical & organizational dis-
tribution of papers, authorship patter & degree of collaboration, the citation count of
papers and the most frequently occurring keywords.

3.1 Annual Distribution and Growth of Literature

The organization of data obtained from the research papers has helped us visualize the
growth of the scientific literature in the field of PLM over a 10 year period. There is a
clearly a rise in the scientific literature involving PLM with total number of publica-
tions rising from 52 in the year 2005 to 565 in 2014 as shown in Fig. 1. The accu-
mulated number of research papers published by PLM IC proceedings are shown in a
year wise manner in Table 1. The row corresponding to total count for the number of
countries, authors, and organizations for the period 2005–2014 considers counting the
same author, country, and organization more than once as they may have participated
more than once in the period 2005–2014.

The average number of papers published for the period 2005–2014 has been found
to be 56.5 with the maximum number of papers published being 85 in the year 2007
with a participation of 25 countries, 260 authors and 104 organizations and the lowest
number being 29 in the year 2006 with a participation of 9 countries, 80 authors and 40

Table 1. Most relevant data of the PLM IC proceedings for the period 2005-2014

Year Host City Host Country Papers No of Countries Authors Organizations

2005 Lyon France 52 18 146 63
2006 Bangalore India 29 9 80 40
2007 Stezzano Italy 85 25 260 104
2008 Seoul Korea 45 16 143 54
2009 Bath UK 68 20 227 86
2010 Bremen Germany 62 14 183 71
2011 Eindhoven Netherlands 46 15 128 56
2012 Montreal Canada 58 19 168 60
2013 Nantes France 70 23 211 81
2014 Tokyo Japan 50 18 157 70
Total – – 565 177 1703 685
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organizations. Also, the calculated value of variance and standard deviation for the
number of papers published over 10 years are 222.05 and 14.901. The fluctuations in
the number of published papers might be because of a number of reasons like tech-
nological advances, degree of international collaboration, political policy etc.

3.2 Geographical Distribution of Publications

PLM IC proceedings have been attended by 41 countries during the period 2005–2014
with maximum number of contributions coming from France with a total number of
137 papers followed by Germany with 108 papers. Some of the other contributors are
as follows: Italy (61 papers), UK (50 papers), USA (41 papers), South Korea (30
papers), Canada (28 papers), Finland (24 papers), India (22 papers), Japan (19 papers),
Switzerland (18 papers), Sweden (16 papers), Netherlands (13 papers) and Australia
(11 papers).

Therefore, France and Germany have been the major contributors at the PLM IC
proceedings during the 10 year period and account for 43.4 % of the total number of
published papers. However, PLM based research work is getting a lot of attention and
is distributed worldwide. The contribution of countries from all over the world is
shown in Fig. 2.

By noticing the distribution of international collaboration between different coun-
tries, it is found that the maximum number of collaborations has been found out to be
between France & UK with 6 publications, followed by France & USA and France &
Canada with 5 publications, and lastly between France & Italy and USA & Japan with
4 publications.

Moreover, the country with the maximum number of international collaborations is
France (19), followed by USA (12), Italy (11) and UK (10) and so on. The collabo-
ration between different countries is shown using a network diagram in Fig. 3. In the
network diagram, the size of the circles is proportional to number of international
collaborations of that country. Thus, France with 19 international collaborations is
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Fig. 1. Accumulated number of papers over a 10 Year Period. N being the accumulated number
of papers and x stands for ordinal number of conferences
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depicted in the diagram using the biggest size circle while countries like Morocco,
Columbia etc. having only 1 international collaboration have been shown using
smallest size circle. It is easy to visualize from the network diagram that France, USA,
UK, Italy, Germany, Switzerland are the countries with maximum number of inter-
national collaborations.

Lastly, majority of the collaborations are between two countries except for one
between 7 countries (France, Italy, UK, USA, India, Korea, and Switzerland) in 2008,

Fig. 2. Geographical distribution of the research papers

Fig. 3. Network diagram showing collaborations between different countries
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one between 4 countries (France, Italy, Netherlands, and Romania) in 2009, one
between 3 countries (France, Finland, and Germany) in 2007, one between 3 countries
(Poland, USA, and Switzerland) in 2009, one between 3 countries (France, Canada,
and Africa) in 2010, and one between 3 countries (France, USA & Qatar) in 2012 &
2013.

3.3 Authorship Pattern and Degree of Collaboration

Collaborative research instead of individualized one is a very important feature of the
21st century. The distribution of authorship (Fig. 4) clearly shows that out of 565
research papers, 521 (about 92 %) of the research papers have been written by multiple
authors and only 44 research papers have been written by a single author. Table 2 lists
the number of papers written by single & multiple authors per year. Clearly, each year
the number of papers written by multiple authors far exceeds the number of papers
written by single authors.

Table 2. Degree of Collaboration of authors

Year No. of Papers Single Author Multiple Authors Degree of Collaboration

2005 52 10 40 0.80
2006 29 3 26 0.90
2007 85 9 76 0.89
2008 45 1 44 0.98
2009 68 2 66 0.97
2010 62 3 59 0.95
2011 46 5 41 0.89
2012 58 2 56 0.97
2013 70 6 64 0.91
2014 50 3 47 0.94
Total 565 44 521 0.92

Fig. 4. Pie Diagram of Distribution of Authorship
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The degree of collaboration calculated in Table 2 is found out using the mathe-
matical formula (1) given by K. Subramanyam as follows:

Degree of Collaboration ¼ NM= NMþNSð Þ: ð1Þ

where NM = No. of papers written by multiple authors and NS = No. of papers written
by single authors. The overall degree of collaboration for a period of 10 years is found
out to be 0.92 which clearly shows the importance of collaborative research. Fur-
thermore, Fig. 5 shows that the maximum number of the research papers (176) have
been written by three authors in collaboration and is followed by four author (132) and
two author case (129). As the number of co-authors become more than 5, the number of
papers become very few in number (26).

3.4 Organizational Distribution of Papers

As far as the organizations are concerned, University/Research Institutions (RI) turn
out to be major contributors with 74.2 % of the research papers (419 papers) coming
from them. In contrast to this, only 9.4 % of the research papers (53 papers) have been
contributed by companies while contribution from company-university/research Insti-
tutions collaboration amount to 16.5 % (93 papers). Figure 6 shows that throughout the
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10 year period universities and research institutions have contributed significantly in
the growth of scientific literature in the field of PLM while the number is quite low for
companies.

Among the twenty of the most productive organizations, seven universities come
from France alone. All the major contributors are universities with Université de
Technologie de Compiègne & Politecnico di Milano sharing the top place and con-
tributing the maximum number of papers (21). The top 20 most productive organi-
zations alone accounts for 48.9 % (276 papers) of the total number of contributions.

3.5 Citation Analysis

Google Scholar has been chosen to perform the citations analysis of research papers
because of its comprehensive database. The research papers have been searched in
Google Scholar by using combination of title of the paper and author names to get an
accurate count of number of citations. Furthermore, citation count for a research paper
is taken as zero if the paper doesn’t appear in the search results of Google Scholar.
Table 3 lists the number of citations received by total number of papers (as on 26th

March, 2015) published each year with maximum number of citations being 300 for 52
research papers in the year 2005. In sum, a total of 1107 citations are obtained by 565
research papers over a 10 year period with average number of citations per research
paper being 1.96.

3.6 Keywords Classification

Keywords mentioned in the research papers aid us in getting an insight into the focus of
the research field of the papers. As there is no standard way in which keywords are
mentioned, the authors vary the number of keywords used to outline the paper according
to their own criterion while some of the authors don’t mention it at all [11, 12]. Similar
pattern has been observed while performing analysis of the 565 research papers of
PLM IC proceedings. Some of the authors didn’t mention the keywords at all [13] while

Table 3. Citation Pattern

Year No. of Articles No of Citations Average No. of Citations per Article

2005 52 300 5.769
2006 29 37 1.276
2007 85 142 1.670
2008 45 96 2.133
2009 68 209 3.074
2010 62 75 1.210
2011 46 84 1.826
2012 58 95 1.638
2013 70 59 0.843
2014 50 10 0.200
Total 565 1107 1.959
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others varied the number of keywords by large amount (the lowest number being 2 while
the highest number going up to 23). The total number of keywords for all the 565 papers
is calculated to be 2068 giving an average of 3.66 keywords per paper.

Taking into consideration the diversity of the keywords found, the approach used in
this research paper for classification of the keywords is to take into account only the
first three keywords mentioned by the authors as they describe the contents of the
research paper precisely. However, the shortcoming of this approach is that not all the
research papers of the PLM IC proceedings have keywords.

In order to calculate the rate of occurrence of keywords, NVivo 10 [14] software
has been used. While performing word frequency query in NVivo, stop words such as
conjunctions or prepositions are not taken into account as they are not meaningful in
the analysis. Also, ‘exact matching criteria’ for the words is selected while performing
word query analysis. If a keyword is made of more than one word, then the space
between individual words of that keyword is omitted before running query otherwise
NVivo breaks the keyword into separate words and gives rate of occurrence of indi-
vidual words of that keyword. For example, the keyword ‘Product Lifecycle Man-
agement’ is written as ‘ProductLifecycleManagement’ before performing the query
otherwise ‘Product Lifecycle Management’ is broken into ‘Product’, ‘Lifecycle’ and
‘Management’ by the software and the final result that is obtained is rate of occurrence
of each of the individual words rather than that of ‘Product Lifecycle Management’
altogether. The principal outcomes given by the software are the most frequently
occurring words, their citation count and their weighted percentage as shown in
Table 4. As can be seen from the table, keyword ‘Product Lifecycle Management’
occupies the top place with a citation count of 53 followed by the keywords ‘PLM’,
‘Modeling’ and so on.

Apart from using NVivo, Wordle has been used to create word clouds using the
first three of the author’s keywords as the input text (Fig. 7.). The clouds give greater
prominence to words that appear more frequently in the input text, thus helping us
easily visualize the words appearing most frequently in the submitted text.

Table 4. Top 10 most frequent keywords by taking into account first three author’s keywords

Number Word Rate of Occurrence Weighted Percentage (%)

1 Product Lifecycle
Management/PLM

93 9.12

2 Modeling 26 2.55
3 Knowledge Management 18 1.76
4 Product Lifecycle 12 1.18
5 Product Development 9 0.88
6 Ontology 9 0.88
7 PLM Implementation 8 0.78
8 Production Management 8 0.78
9 Production Engineering 8 0.78
10 Interoperability 8 0.78
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4 Findings and Conclusions

This study carried out a bibliometric analysis of 565 papers published by the PLM IC
proceedings for the period 2005–2014. The analysis helped us find out the growth of
literature over 10 years, the geographical & organizational distribution of papers,
authorship pattern, citation count of papers and the most frequently occurring keyword.

Though the number of articles published per year is not consistent and varies from
year to year, there is clearly a rise in the scientific literature involving PLM with total
number of publications rising from 52 in the year 2005 to 565 in 2014. The average
number of papers published for the period 2005–2014 has been found out to be 56.5.
Geographical distribution of the papers shows that France and Germany are the major
contributors at the PLM IC proceedings during the 10 year period and account for
43.36 % of the total number of published papers. The maximum number of collabo-
rations has been found out to be between France & UK with 6 publications and the
country with the maximum number of international collaborations is France with 19
tie-ups in total. Furthermore, 521 (about 92 %) research papers have been written by
multiple authors and only 44 research papers have been written by single author. The
most dominant is found out to be the 3 authors’ case. Hence, collaborative research is
prominent in this field with an average degree of collaboration of 0.922. Throughout
the 10 year period, universities and research institutions have contributed significantly
in the growth of scientific literature in the field of PLM while the number is quite low
for companies. Universities/Research institutions account for 74.16 % (419) of the total
research papers while only 9.38 % (53) of the research papers are contributed by
companies. Citation analysis shows that a total of 1107 citations have been obtained by
565 research papers over a 10 year period leading to an average number of citations per
research paper of 1.959. Lastly, there is a lot of diversity in the number of keywords
provided by the authors. Some of the authors didn’t mention the keywords at all while
others varied the number of keywords by a large amount (the lowest number being 2
while the highest number going up to 23). The total number of keywords for all the 565
papers is calculated to be 2068 giving an average of 3.66 keywords per paper.

The findings of this study provide us with useful information about the state of
PLM based research in the world. PLM is an evolving discipline that is attracting

Fig. 7. Word Cloud made by using first three author’s keywords

682 S. Bhatt et al.



attention from all over the world. Results of the study depend on the chosen data
source. The methodology mentioned in this paper has been applied to database of
PLM IC proceedings for a period of 10 years only to arrive at meaningful results in
order to get an insight into the evolution of research work done in the field of PLM. It
would be worth applying this methodology to other databases and time periods to
arrive at comparative results. For the time being, we can say that this study gives a
broad view of PLM IC proceedings effort to promote research work in the field of PLM
by bibliometric analysis and will prove very useful to perform similar bibliometric
studies in the field of PLM in the near future.
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Abstract. Hosting large-scale events is the dream of many cities around the
world, however challenging. Hosting a large-scale event is a complex project
that requires careful planning, precise implementation, interactive operation, and
successful closure of all activities, with the involvement of all relevant orga-
nizations, authorities and stakeholders. Therefore, event organizers pay their
utmost attention to the improvement of every aspect of Event Management.
Application of smart city concepts can address the complexity of service pro-
visioning during large-scale events, through better efficiency, higher quality, and
real-time decision-making capabilities. Lifecycle management concepts can
improve the whole event management cycle across different phases. This paper
proposes combining Smart City and Lifecycle concepts to improve vertical
service provisioning and horizontal integration between different sectors, across
different phases while creating a suitable platform for information and knowl-
edge sharing within the same event and with other similar events. This research
aims to reach a more holistic smart event experience.

Keywords: Smart city � Lifecycle � Event management � QLM � IoT

1 Introduction

Events are different in scale, from small gathering up to mega-events like World’s Fair
(EXPO), international conferences, sports world cups, and Olympics. Mega-events are
large-scale, with global audience, occurring regularly in different cities. Big cities
compete to host large-scale events in order to achieve global exposure, prestige and
persistent increase in recognition; in addition to many economic, social and cultural
benefits. Barcelona, Sydney, Beijing and London have all seen these benefits from
hosting the Olympics. The choice of the host city is normally through a bidding process.
Nonetheless, winning the bid alone does not guarantee the success of the event. The
success of the event for the host city means a memorable and smoothly functioning event
[1]. The current and future view of hosting large-scale events is becoming more about
end-to-end whole event experience that involves all utility sectors. To achieve such a
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view, vertical improvement and horizontal integration is required in and between sectors
like transportation, traffic, energy, water, waste, healthcare, security, etc.

Technology has mutual-benefit relationship with large-scale events. On one hand,
mega-events can be large-scale showcase for technological innovation [1]. On the other
hand, technology can address many of the complexity issues of large-scale events. In
this context, Smart city services can address the complex congregations of people [11]
and improve vertical service provisioning through smart transportation, smart energy,
smart waste, smart ticketing, etc. Nevertheless, the full realization of a complete smart
event cannot happen without horizontal flow of valuable information across different
domains instead of being locked into vertical applications or what so called “silos”.
K. Främling, et al. argue that this concept is closely linked to the concepts of Lifecycle
Management, which is commonly understood as a strategic approach that incorporates
the management of data, versions, variants and business processes associated with
heterogeneous, uniquely identifiable and connected objects [4, 5].

This paper proposes the integration of smart city and lifecycle management con-
cepts to ensure systematic involvement and seamless data flow between enormous
numbers of stakeholders from different sectors [1] in order to meet the requirements of
the “event sustainability management” standard, which requires control of
data/information, across all phases of event management cycle [6]. The remainder of
this paper is structured as follows: Sect. 2 describes the related work of previous
large-scale events and the applicable Smart City Framework (SCF). Section 3 explains
the proposed approach of integrating smart city and lifecycle management concepts.
Section 4 applies the proposed approach on the scenario of Qatar 2022 Fan Experience.
Section 5 shades light on the conclusion of this paper and the proposed future work.

2 Related Work

2.1 Smart City Applications in Large-Scale Events

London. The 2012 Organizing Committee of the Olympic Games (LOCOG) has
deployed Information and Knowledge Management (IKM) system with dedicated IKM
team to ensure information traceability across all phases of event management cycle.
The IKM team had three strategic aims: “first, to improve business productivity
through the deployment of a document management system and other collaboration
tools; second, to embed knowledge from previous Host Cities across LOCOG through
structured learning programs; and third, to ensure LOCOG’s knowledge, records and
archives are captured and transferred as a legacy to future Host Cities” [7].

The LOCOG has deployed number of digital online systems for accommodation,
transportation, ticketing, procurement, and information and knowledge sharing. An
innovative online booking system for accommodation was in place, allowing clients to
make their own bookings and amendments and hotel operators to input their rooming
lists. Through the system, LOCOG contracted a total of over one million room nights
from major hotel chains and other providers.
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In addition, London 2012 designed and delivered a comprehensive Travel Demand
Management (TDM) system, involving 1,300 buses and 4,500 cars serving nearly 300
venues (including hotels, training venues, etc.) [7, 8]. Ticketing had another online
system that availed 8.5 million tickets, 97 % of which were sold. To avoid black
market, the online ticketing system allowed ticket-holders to re-sell their tickets;
180,000 tickets were re-sold. Moreover, through the system, ticket-recycling program
helped 15,944 tickets to be recycled, allowing more spectators to attend the remainder
of the session when previous spectators leave early.

Another online platform was the “CompeteFor” which supported the procurement
function when the volume of goods and services required reached its peak in the final
year before the Games [8]. Finally yet importantly, Information and Knowledge Man-
agement (IKM) has been crucial component during and after the London 2012 Olym-
pics. The LOCOG created a flexible extranet platform called ‘The Exchange’ that
allowed sharing of information with a wide variety of external partners and stakeholders
in a very simple and intuitive way – in all, 60 secure mini-websites were built which
helped enable the ‘one-team’ planning approach with all relevant organizations [7].

Rio de Janeiro. Rio is the host city of two successive large-scale events, 2014
Football World Cup and 2016 Olympics. Hosting two mega-events represented an
opportunity for Brazil (more particularly Rio de Janeiro) to build, expand and mod-
ernize its infrastructure and services in different sectors related to those mega-events
[9]. Rio has created Centre of Operations to support the city in facilitating significant
cross-disciplinary working as well as responding to natural disasters. Meantime, Rio
has opened a significant amount of its data freely available to the public. The Centre of
Operations houses representatives from over 30 different departments [9]. It includes a
high-resolution weather forecasting and hydrological modeling system, which can
predict heavy rains as much as 48 h in advance. The Centre of Operations can monitor
transportation issues through real-time data streaming from sensors and video cameras.
Same time, residents have access to daily data feeds through mobile devices and social
networks. According to Sergio Borger from IBM Research Brazil [16], “Rio has
become one of the world’s smartest cities by infusing intelligence into its city systems
and urban infrastructures, that uses analytics to draw insight from a vast urban
network of sensors, digital devices and cameras to provide real-time and predictive
data about weather, traffic, transportation, power failures and other challenges”.

2.2 Smart City Framework

Smart city empowers event management with real-time decision-making enabled by
real-time data streaming from every connected digital object, thanks to Internet of Things
(IoT) [2]. The new sensing technologies, whether hand-held or remote devices, and the
development in machine to machine (M2M) communications form dramatic changes in
the IoT enabled smart services and applications offered to end users [12]. In addition to
sensors and machines, users are becoming very important source of information. Thus, a
coupled perspective including technologies and participatory governance for stake-
holders and users [13] is essential for a smart city model that continuously considers
evolving needs [14]. The CityPulse project has proposed a Smart City Framework
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(SCF) to serve as a Reference Architecture Model (ARM) [2]. The purpose of the SCF is
to set the main concepts, common language and the boundaries to be used by smart city
stakeholders, partners and interested parties when engaged in technical discussions about
smart city services.

The high-level view of SCF, illustrated in Fig. 1, has different interfaces (I/F)
towards the applications and towards the information sources/sinks. Information
Sources include: Internet of Things (IoT) sensors deployed in a city environment; city
information sources e.g. Open Data portals, city Geographical Information System
(GIS) data etc.; and, user generated information through social media e.g. microblogs
such as tweets that have been proven feasible for city related event extraction. Infor-
mation Sinks include: IoT Actuators, City Datastores and social media channels
through which cities could potentially push information to their citizens. The SCF
consists of number of Functional Groups (FGs).

The Large-Scale Data Analysis FG addresses issues related to integration of a large
scale of heterogeneous sources producing real-time streams and their semantic enrich-
ment. The Reasoning and Decision Support FG tackles issues related to the ability of the
SCF to adapt to alterations based on real-time information streams. It is mainly
responsible for monitoring the semantically enriched streams and adapting the collection
of stream information from one side and providing an API towards the Smart City
Applications from another side. The Large Scale Analysis and Reasoning and Decision
Support functionalities are supported by prior knowledge in the form of the Knowledge
Base FG and Reliability and Quality of Information control mechanisms by the Reliable
Information Processing FG. The Actuation FG covers any functionality that allows the
SCF to push control commands or information to the IoT actuators, social media sinks
and city information sinks. The Framework Management FG includes functionalities for
the management of the SCF itself such as fault, configuration, security management etc.
The Exposure FG covers the mediation of access with management and smart city
applications.

IoT Data Sources 
& Actuators

Social Media 
Sources & 

Sinks

City Information 
Sources & Sinks

IoT I/F City Information I/FSocial Media I/F

Information Source/Sink I/F

Smart City Applications Management 
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Management I/FSmart City Framework I/F

Exposure
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Reasoning, Decision 
Support

Large Scale Data 
Analysis
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Information 
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Actuation Framework 
Management

Fig. 1. High-level view of smart city framework [2].
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3 Approach

As described in Sect. 2, the role of technology and particularly digital and smart
solutions is becoming bigger in large-scale events. Yet, most of those solutions are
vertically locked, where the data collection, processing, analysis and the resulting
decisions and accumulated knowledge are normally locked within the boundaries of a
particular domain: traffic, parking, energy, water, etc. Although, it is not expected that
complete convergence will happen between those verticals; seamless flow of infor-
mation can help horizontal integration to be realized. Such integration is important for
efficiency purposes, taking into consideration that some parts of the value chain are not
fiscally feasible or administratively possible to replicate.

3.1 Smart City Model

On a very high-level, as illustrated in Fig. 2, the approach of this paper is to decom-
mission the collected data, processed information and accumulated knowledge; and
allow seamless flow between different domains, across all phases of event management
cycle; and hence, break up the exclusive use of information by its specific domain. To
do so, the Smart City Framework (SCF) – discussed in Sect. 2 – will be decomposed in
order to decouple the information sources and sinks from real-time intelligence func-
tions. In the meantime, a new Lifecycle Management function shall be introduced to
manage data, versions, variants and the business processes associated with heteroge-
neous, uniquely identified connected objects [4, 5]. The Lifecycle Management, in the
context of the large-scale event, shall support all phases of event management cycle;
integrating people, processes, and technologies; and assure information consistency,
traceability, and long-term archiving; while enabling intra/inter-collaboration within
the same event and with other relevant events [10].

In more details, this paper proposes a 3-layers model for the functional view of the
Smart City Framework (SCF). The three layers are namely: Data Stream, Lifecycle
Management and Real-time Intelligence, as depicted in Fig. 3. The Data Stream layer is
proposed to undertake four main functions from the Large Scale Data Analysis FG:
Virtualization; Semantic Annotation; Federation, Aggregation and Mash up Manage-
ment; and Event Detection. The Virtualization function provides open APIs and
common services to publish real-time data streams from different information sources
and create virtual representation of them. The Semantic Annotation function annotates
the virtualized data streams using prior knowledge about the information source (e.g.
location). The Federation, Aggregation and Mash up Management function integrates
and abstracts the federated data streams, and also integrates heterogeneous data streams
and (semi) static data sources to generate mashed up streams according to the appli-
cation requirement. The Event Detection function deals with changes and variations
over time and transforms observations and measurement data (originated from sensory
devices) and relations into higher-level abstractions to formalize concepts and
knowledge from the underlying raw data.

The Lifecycle Management layer is proposed to manage and perform access to
different types of data/information streams in the Datastores of the Knowledge
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Base FG. This layer gives access to raw virtualized and semantically annotated streams.
The Resource/Stream Management function maintains stream storage configurations
(which stream to be stored). In addition, User Profiles are stored for the user-centric
decision support that takes into account the types of users and provides access control
and rights management. The Lifecycle Management layer has also access to
static/factual Domain Knowledge as well as inferred knowledge objects and rules. It
also maintains the Quality of Information (QoI) knowledge that can be used to assess
the Reliability of Information.

The Real-time Intelligence Layer is proposed to undertake three main functions from
the Reasoning, Decision Support FG. The Real-time Adaptive Reasoning function is to
identify and react to changes. However, the Decision Support function is in charge of
reasoning about events that are relevant for a particular task (e.g. computing the optimal
path fromone location to another, according to some constraints and preferences specified
by the user explicitly or implicitly derived by users’ profiles). The Visualization function
provides user interface for easy configuration purposes. The Real-time Intelligence Layer
is also responsible for the Reputation andQoI Evaluation, as well as testing the reliability,
robustness and performance of the Smart City applications.

Smart City 
Application

Real-time 
Intelligence

Inform
ation Sources

Data Stream:
IoT, Social Media

City Datastores

Inform
ation Sinks

Lifecycle Management

MoL
EoL

BoL

Fig. 2. Smart city high-level conceptual model.
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3.2 Quantum Lifecycle Management

Focusing on Lifecycle Management, Product Lifecycle Management (PLM) has been
proven to trace and manage all the activities and flows of data and information during
the product development process and also during the actions of maintenance and
support [10]. The Open Group has standardized Quantum Lifecycle Management
(QLM) as an extension to and derivative of PLM [15], with two differentiating features.
First, PLM is mainly focused on information about product types and their versions,
however QLM may be applied to any “object” lifecycle including human, services,
applications, etc. [15]. Second, current PLM tools (CAD, PDM, ERP, etc.) focus more
on Beginning of Life (BOL) information [5], however QLM extends to include detailed
information about usage in Middle of Life (MOL) and End of Life (EOL), as well [15].
Accordingly, this paper adopts QLM as a Lifecycle Management system that is more
suitable for smart city services and applications.

QLM messaging specifications consist of two standards: the QLM Messaging
Interface (QLM-MI) that defines what types of interactions between objects are possible
and the QLM Data Format (QLM-DF) that defines the structure of the information
included in QLM messages [4]. QLM standards can serve the requirements of the smart
city high-level conceptual model shown in Fig. 2 from different perspectives. The QLM
standards, as proposed by The Open Group, provide generic and standardized
application-level interfaces [4] in order to create ad hoc and loosely coupled information
flows between any kinds of products, devices, computers, users and information systems
when and as needed [3, 4]. In addition, QLMappliesClosed-LoopLifecycleManagement
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Fig. 3. 3-layers model for the functional view of the SCF.
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(CL2 M) that enables the information flow to include stakeholders and customers; and
enables seamless transformation of information to knowledge [5]. QLM, through CL2M,
enhances information security, interoperability, manageability; but most importantly for
this research, information visibility and information sustainability to ensure data avail-
ability for any system, anywhere, and at any time, while being “consistent” (i.e., not
outdated or wrong) [5].

For the purposes of large-scale events, smart city infrastructure, services and
applications, can be either newly established or customized to serve the needs of the
event. In both cases, like all other aspects of the event, smart city shall be subject to the
same phases of event management cycle. Large-scale event has three distinct phases:
Beginning-of-Life (BoL) that includes conception and planning; Middle-of-Life
(MoL) that includes operation and maintenance; End-of-Life (EoL) that includes
post-event activities [6, 17]. Figure 4 represents two-dimensional mapping of event
management versus time and service. The time dimension represents the three phases
of event management cycle: BoL, MoL and EoL. The service dimension represents all
relevant services during large-scale events, e.g. transportation, energy, accommodation,
food, health, etc. The proposed approach aims to improve event management across the
two dimensions, time and service, by introducing Lifecycle Management and Smart
City respectively. The combination of Lifecycle Management and Smart City can
ensure maximum level of horizontal integration and vertical improvement.

4 Scenario of Qatar 2022 FIFA World Cup Fan Experience

The demonstration scenario will focus on the fan journey for the Qatar 2022 FIFA
World Cup, across different phases of event management cycle: BoL, MoL and EoL.
The BoL phase includes all fan activities prior to arrival to Qatar, e.g. ticket booking,
accommodation booking, visa issuance, trip planning, etc. The MoL phase starts with
the fan arrival to the airport, all the way till departure. The MoL phase includes all fan
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TimeEoLMoLBoL
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Fig. 4. Two-dimensional representation of event management.
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activities during event timeframe in Qatar, e.g. arrival/departure procedures, trans-
portation, accommodation, attending matches, food, health, security, etc. The EoL
phase includes all related post-event activities, after fan departure, e.g. photos/trophies
exchange, surveys, etc. First, each fan should have one unique profile that includes all
personal details, contact numbers, social media accounts, payment tools, booked
tickets, accommodation, arrival/departure details, planned touristic trips and any other
relevant information. The fan should have an interactive user interface that is secure
and strictly accessible by unique username and password. Through the user interface,
fan should have exposure to all available services, across the lifecycle, in order to
request information, plan and use those services.

The application of QLM on the fan lifecycle will enable data/information seamless
exchange with different phases of other intersecting lifecycles, like transportation,
health, energy, food, crowd management and other event lifecycles. Access rights to
fan data/information shall be defined as per each “user profile”, e.g. stadium operator
can have access to fan ticket and personal ID; hotel can have access to booking details,
arrival and departure time. Fan data sources can be smart wearable devices, social
media, and associated smart cards and RFIDs. Fan can define his own privacy settings
to decide on which information to be exposed, with whom, and level of exposure. On
the other hand, fan can receive information through push notifications using interactive
user interface, social media, SMS, or through information and multimedia self-service
kiosks that can recognize the fan and provide the needed information or guidance.

Ideally, the fan will put his plan during BoL and hence the fan profile will be
updated. Through QLM systems, all relevant information will be exchanged with
different phases of concerned lifecycles. Smart transportation, booking, ticketing and
other relevant smart city systems will aggregate all service requests from all fans and
plan their resources, during BoL; and operate accordingly during MoL, as presented in
Fig. 5. Nevertheless, this scenario is too ideal to become reality. The common practice
is that last minute changes happen and plans alter. Here comes the great value of smart
city applications and their ability to adapt using real-time decision-making capabilities.
For example, in case of last minute or during the event change of any planned activity,

Airport

Metro Station

Hotel

Bus

Stadium
Fan

BoL MoL EoL

Fig. 5. Demonstration scenario: fan lifecycle.
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the event detection in all relevant lifecycles shall detect this change; the reliability of
the information should be tested and accordingly real-time adaptive reasoning and
decision support shall trigger corresponding action(s).

5 Conclusion and Future Work

In this paper, we propose the integration of smart city and lifecycle management
concepts to enhance large-scale event management. The application of smart city
services and applications has been proved to address the complexity of service pro-
visioning in the intensive crowd of mega-events. While lifecycle management, in the
context of large-scale events, will support all phases of event management cycle;
integrating people, processes, and technologies; and assure information consistency,
traceability, and long-term archiving. The integration of smart city and lifecycle
management concepts will result in vertical improvement in service provision and
horizontal integration between different domains.

Although, PLM has been proven very successful to trace and manage all the
activities and flows of data and information during the product development process
and also during the actions of maintenance and support; QLM adds new capabilities
that make it more suitable for smart city modeling. This paper adopts QLM as a more
suitable lifecycle management system to be used for smart city modeling.

However, the presented concepts have shown good level of applicability, it should be
subject to more in depth practical test of implementation. The way forward can be using
the QLM standards: Data Formats and Messaging Interface, to model data exchange
between multiple smart city domains in the context of large-event management.
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Abstract. Utility industry has been faced with disruptive changes in their value
creation process over the last decade. New technologies and regulatory pressure
change the business models in the utility sector on a broad scale from power genera‐
tion to utilities retail business on international markets. As a consequence utility
companies need to provide complex product-service systems (PSS) to their customers
in order to cope with growing customer needs on service as well as on product level.
Successful player are currently introducing new product development techniques
being capable to orchestrate innovation processes in complex business networks with
multiples partners. As a result those companies can meet the growing need for
product individualization. The foundation for implementing such a product develop‐
ment concepts is a comprehensive description of such Smart Energy Products, which
enables different suppliers to collaborate effectively and efficiently. In this paper a
conceptual product model for Smart Energy Products will be proposed as a founda‐
tion for a holistic PLM for the utility industry.

Keywords: Smart energy product · PLM · Product complexity · Utility-industry ·
Product-service-systems

1 Motivation

Established utility companies face a tougher business environment, in which the capa‐
bility to introduce innovative products faster to the market becomes the key. Renewable
energy, national and cross-border regulation, and the integration of completely new
fields of application, such as electric cars, are the drivers in this development. Central‐
ized power generation and strictly hierarchical power distribution networks will be
superseded by intelligent, decentralized power generation and smart power grids. Once
this transformation, a topic much discussed under the name of “smart energy”, has been
completed the utility sector will be characterized by a large number of smaller new
providers and a start-up culture replacing the existing exclusive group of heavyweight
market players (cf. Budde and Golovatchev 2014). This change is not limited to the core
area of the industry, the power generation, but will have a particularly strong impact on
the interface with the customer. Clients will demand more transparency, control and
freedom of choice in an increasingly competitive market. Value added services based
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on the information from smart power grids will be a key factor enabling electricity
providers to maintain and develop their customer bases (cf. Seltitz et al. 2011).

In the near future, customers will be demanding customized services from the utility
industry going far beyond the simple provision of electric power. For instance, electro-
mobility will give rise to the need for charging stations which can be operated by munic‐
ipal utilities. Moreover, the power provider’s customers will develop from being merely
consumers to becoming business partners who produce electric power themselves (e.g., in
their own photovoltaics installations) and may even want to sell their surplus power.
(cf. Golovatchev et al. 2013). As a consequence of the growing demand for tailored prod‐
ucts and the dynamics of technological developments, the range of added value services
offered by power provider companies will grow and become more complex.

Currently utility companies face the following issues

• Increasing churn rates in the B2B market segment compared with the B2C business
• Although price sensitivity is a major driver for customers to switch, the individuality

of the service offering as well as the customer service quality play an increasing role
• The end-to-end processes starting with the offer and ending with payment is highly

dependent on efficient and flexible IT-Systems

Due to that, growth-oriented companies need to take control over:

• Reducing Time-to-Market
• A typical utility company has 500 products and a T2 M of 2-3 months
• Timing strategy is crucial in this market due to network effects

• Effective coping with increasing product variety
• Big utility companies have to manage more than 2.500 prices in two years
• Product understanding from a pure commodity good is changing to a complex

Product-Service System

In the following figure the conflict of objectives between time-to-market and a high
level of product variety is shown (Fig. 1):

Fig. 1. Balancing the goals of a high product variety and reduced time-to-market

In order to solve the conflict a holistic approach is needed, that enables the organi‐
zation to develop and manage more complex products in shorter time frames compared
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with the situation today. As a prerequisite a sound understanding of the product itself
needs to be established first, apparently, if otherwise the object of a corresponding
management approach remains fuzzy, the whole approach cannot be efficient and effec‐
tive. Therefore the next chapter will define the constitutive dimensions of the electricity-
based products first.

2 Constitutive Dimensions for Products in the Utility Industry

Before getting to the details of a product model for the utility industry, the main char‐
acteristics that determine the product model have to be set. For our purpose we suggest
the following four characteristics that apply in general for network-based Product-
Service systems which can not only be found in the utility sector but also in the tele‐
communication or shipping logistics.

Network Effect. Like in many other infrastructure based industries network effects can
be identified. These effects lead to specific requirements concerning the adoption and
diffusion of innovations in the market. Besides the original product benefit, utility
companies have to consider the derivative product benefit, which can be controlled by
them only to a limited extent.

Value Net. Network industries are based on a special value configuration: the value net
(Stabell and Fjeldstad 1998). Typical for this value configuration is a reciprocal production
technology and a system technology (the physical net), which imposes special require‐
ments on the coordination of value adding partners involved in the product lifecycle.

Service Characteristics. The simultaneity of production and consumption as well as
the integration of the external factor are characteristics of network based products. This
involves the need to describe such products in 3 dimensions: potential, process and
resource (Corsten and Gössinger 2003)

Immateriality. A further characteristic of the utility sector is the immateriality of the
product. In contrast to physical goods and services, high fixed and low variable costs of
production and sales are combined. New business models with zero marginal costs are
possible only with digital goods.

Based on these considerations an existing scheme for classifying products in the
telecommunication sector has been adapted to shed more light on the characteristics of
products in the utility industry (ref Paper product service architecture). In order to
differentiate the main network based product service systems from each other, we high‐
lighted the characteristics for telco and energy products (Fig. 2).
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Fig. 2. Classification scheme for network based product service systems

As it can be concluded from Fig. 2 the main differences between the utility and the
telco product can be identified in the dimension of immateriality. For a better under‐
standing about the nature of the energy products the differences in this dimension will
be further explained:

1. Kind of immateriality

There are various types of intangible real goods. With the aim to distinguish in particular
between the utility and the telecommunication industry, this feature should be differen‐
tiated at first between the generally intangible good classification of “information” and
“energy” in general. Due to the fact that energy can be further concretised we suggest
to differentiate between the various energy forms as well. For the purpose of the paper
electricity is in the focus.

2. Storability

Electrical energy can be stored mostly only for a very limited time and only by expensive
conversion cost into other forms of energy and is therefore viewed as not economically
storable. This explains the classification as partial. In contrast to the information, that
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can be easily stored and copied at zero cost. This non-storability entails that there is no
possibility of decoupling of production and consumption on the formation of storage
and thus production and consumption of electricity hast take place at the same time. The
problem of keeping a high availability level of power generation capacity in order to
secure the energy supply at peak demand describes the structural problem of the utilities
industry, which will get more intensive due to the competition as the investments could
not more be covered by the revenues.

3. Benefit provisioning

The supply of energy generates its value solely in connection with the use of (end-)
customer equipment, such as manufacturing equipment like a refrigerator or an oven.
Thus, the consumer is not interested in the energy as such, but to the benefit, e.g. light
or heat. This value is created by the use of electricity.

4. Non-Identification

It is not possible to assign the power actively fed-in by the contractor to the power
extracted by the other contractor party, because the power automatically responds to
changes in voltage and then flows where it current was taken. This shows that the
marking of the power is nearly impossible and eventuate in Non-Identification of the
key performance of electrical power.

3 Product Types in the Utility Sector

A prerequisite for a systematic product management in the utility industry is the product
systematization. Similar to the telecommunications industry, the product concept is
difficult to grasp in network industries. Generally the product is perceived as a service,
since electricity is intangible and therefore fulfills this important service characteristic.

But in difference to the general service understanding, the product in utility industry
is centered on the intangible component electricity, but in addition to this several other
components are essential e.g. processes like metering, as well as informational goods
such as pricing information or control information for a demand-side management.

According to this understanding the product in the utility industry can be defined as
a product-service system, which requires a physical energy network to provide services
and consist of the variety of other material (e.g. smart meters) and intangible components
(price information, installations etc.).

The fundamental classification scheme, proposed in the last section, helps to under‐
stand the unique characteristics of energy products as a whole compared with Telco
products or physical goods in general. In this section we will go one step further and
define the solution space of product components for energy products ranging from the
provisioning of electricity to Smart Energy Products.

Network Feature. This dimension characterizes the network-related performance of the
product. Energy service provider can offer in addition to the power supply also gas,
water and telecommunications services. This component includes services which use is
made possible by the direct access to a physical network infrastructure like the power

702 J. Golovatchev and O. Budde



grid or telecommunications network. Typical services include the supply of electricity,
the provision of network infrastructure for the conveyance or the realization of market
communication. In the context of electric mobility the infrastructure-related perform‐
ance consist of the infrastructure construction, operation and maintenance of charging
stations for the the energy supply of electric vehicles.

Service Feature. This dimension describes the range of possible services which could
be offered by energy service provider as the product components. Today these services
include meter operation and measurement services. As has been noted already, in general
a service character can be recognized for energy products. Services are an integral part
of the product offering of utility companies, especially in the context of electric mobility.
Typical characteristics can be maintenance services of smart meters, or energy
consulting services.

Information (Services). This dimension describes the range of information goods,
which can be offered by a utility company as part of its product-service system. Espe‐
cially for new business models such as smart homes or demand-side management, the
availability and quality of information goods is critical to success. Information services
are characterized by utilizing directly IT-systems. Therefore, it is necessary to specify
the IT services exactly by service-level agreements, so that the IT value chain can be
efficiently and effectively controlled.

Physical Goods. As material goods may be described the tangible, man-made objects
with a recordable technical function can be called (see Weber 2005, p 103). Material
goods are carriers of technology and the material realization of the utilization of services.
In the present context of e-mobility various material goods are necessary to provide an
appropriate power system to the customers. Firstly under this category fall the electric
cars itself and the other all other tangible goods that are either existentially necessary
for use (e.g. the charging cable) or a product-differentiating effect (e.g. navigation
equipment with vehicle-specific properties) (Fig. 3).

Fig. 3. Feature room for energy products
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This systematization allows the modeling and design of the product in utility industry
in more efficient way. In the following figure for each product category further details
are provided (Fig. 4).

Fig. 4. Details on the product categories in the utility context

This high product diversity described above requires well defined development
processes as well as product structures enabling mass customization. Furthermore, the
high market dynamic involves regular adjustments of the product strategies and a retire‐
ment management of old products in a systematic way.

Product lifecycle management (PLM) has the potential to cope with this complexity
trap and to speed up innovations while reducing costs. In the power industry, PLM
currently gains importance through the risen product complexity.

4 PLM Approach for Smart Energy Products

As a consequence of the growing demand for tailored products and the dynamics of
technological developments, the range of added value services offered by power
provider companies will grow and become more complex.

Having brought some light into the Smart Energy Product definition, the question
arises why complexity is an important issue for utility industry that needs to be managed
adequately. Providers must be prepared to handle the ever-increasing complexity. If they
are to master the related organizational and technical IT challenges, they will have to
develop a holistic product lifecycle management approach which will enable them to
adapt their product portfolios quickly.

Based on the authors’ experiences from several PLM implementation projects in this
area, the authors have finally proposed the integrated product development and imple‐
mentation framework - PLM framework for the service providers. It is based on a
modified model which has been implemented successfully in the telecommunications
industry, a field which is structurally related to power. The framework encompasses the
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four dimensions of PLM strategy, PLM process, product architecture, and PLM IT
architecture and should be used from energy providers as an orientation for their
processes and products in the future (cf. Budde 2012) (Fig. 5).

Fig. 5. PLM approach for the energy sector (cf. Golovatchev et al. 2010b)

PLM-Strategy. The purpose of the domain ‘PLM strategy’ is the alignment of the inno‐
vation and marketing strategy with the overall PLM strategy to allow for a synchroni‐
zation of the product development, market management and retirement processes. In
order to do so, a strong link to customer needs management has to be ensured, as well
as the safeguarding of lifecycle-oriented product and project portfolio management –
controlling and monitoring the innovation and product pipelines. A strategic PLM
process management defines the cornerstones of the PLM process by introducing PLM
process variants according to innovation level and by implementing consistence PLM
process reporting.

In particular, for the utiltiy companies the design of PLM process variants and agile
process play very important role by the development of various innovations. For example the
development of an energy tariff, as incremental innovation, requires completely another
product development process design as the introduction of new innovation complex prod‐
ucts and services in the context of e-mobility (cf. Golovatchev et al. 2010b).
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PLM-Process. Since PLM plays a crucial role for organizational success in such highly
complex and competitive markets as the utility industry, the relevance of an adequate PLM-
process is self-evident. As indicated in the earlier section, the requirements on such a PLM-
process have changed. Long-living products with a limited variance in their product struc‐
ture along their lifecycle are becoming less and less relevant. Those products have been
replaced by a new type of product-service-system that is characterized by the fact that it
consists of a bundle of components/modules, each with a different lifecycle and a high
variance and functionality. As the product concept has changed, the PLM-process has to
be adapted accordingly regarding sustainability and environmental issues.

As part of the definition of the functional integration, the organizational interfaces
between the different departments and with the external value chain partners involved
should be clearly defined. For electric mobility products of the utility companies it is
essential to synergistically integrate these interfaces in the PLM process model.

Product Architecture. Many present quality deficiencies in the product development in the
power industry originate from a diffuse definition o products as well as from the inconsis‐
tent view on the object “product”. The right product architecture leads to simplification, cost
optimization and sustainability of “product and service engineering” through the re-use of
the production and service modules, shorten “time-to-market”, avoiding overlaps in devel‐
opment and reduce technical variance, availability of the product modules range of all
service lines (factories) for all division of the utility companies

The problem of building a modular product structure can be also solved with the appro‐
priate product architecture. For the utiltiy industry a product modelling on the perform‐
ance level (market perspective), process level (service view) as well as the physical
product level (material goods and network) is required. In addition, for the modelling in
these dimensions is production view (data model) for product on the appropriate level of
information technology should be assured. For example, for e-mobility, the properties of
the available plugs in the charging stations should be taken in the consideration (cf. Budde
and Golovatchev 2011).

PLM IT-Architecture. Finally appropriate IT support architecture is necessary for the
efficient PLM process implementation. For the companies in utility industry such a PLM
IT- Architecture must support the PLM process in the dimensions: (1) Decision support,
(2) Operational support and (3) integration of supplemental business applications. We
suggest to rely on a PLM IT-Architecture that re-uses, respectively customizes existing
IT- components as far as possible. For the product-service-systems (PSS) in the utility
industry mainly the systems for the project and workflow management are essential.

In combination these four factors provide a framework for development and manage‐
ment of Smart Energy Products to ensure the growth for the utilities companies.

5 Conclusion and Outlook

The development and implementation of new business models in field of e-mobility will
lead to entirely new product concepts which need to be developed, managed, controlled
and ultimately replaced on the end of their lifecycle.
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Considering the fact that these concepts are currently still emerging, this paper
contributes to structure and alignment of the multitude of possible design levels or
elements which are relevant for a holistic PLM.

Based on these general characteristics we have derived a detailed scheme for a further
concretization of the Smart Energy Products. This definition and systematization of the
product provides essential perspectives on the product that lead to consequences in the
defining a corresponding product model for the energy service providers. Having
brought some light into the Smart Energy Product definition, the question arises why
complexity is an important issue for utility industry that needs to be managed adequately.
Based on the authors’ experiences from several PLM implementation projects in this
area, the authors have finally proposed the integrated product development and imple‐
mentation framework for the energy service providers.

The results of the paper will help energy service providers to develop and implement new
innovative Smart Energy Products faster and with higher quality. The presented approach
for the management of Smart Energy Products (PLM Framework) contributes to the appro‐
priate configuration of innovation and product management for energy service providers.

References

Budde, O.: Produktlebenszyklusmodell für die Telekommunikationswirtschaft. Apprimus
ApprimusWissenschaftsverlag, Aachen (2012)

Corsten, H., Gössinger, R.: Gestaltungsdimensionen von Dienstleistungen. Lehrstuhl für
Produktionswirtschaft, Univ., Kaiserslautern (2003)

Budde, O., Golovatchev, J.: Descriptive service product architecture for communication service
provider. In: Hesselbach, J., Herrmann, C. (eds.) Functional Thinking for Value Creation,
pp. 213–218. Springer, Heidelberg (2011)

Budde, O., Golovatchev, J.: Produkte des intelligenten Markts. In: Aichele, C., Doleski, O.D.
(eds.) Smart Market, pp. 593–620. Springer Fachmedien, Wiesbaden (2014)

Golovatchev, J., Budde, O.: Complexity measurement metric for innovation implementation and
product management. Int. J. Technol. Market. 8(1), 82–98 (2013)

Golovatchev, J., Budde O., Felsmann, M.: Im Strom der Zeit: Product Lifecycle Management
(PLM) als Instrument zur Beherrschung der steigenden Marktdynamik und Produktvielfalt in
der Energiewirtschaft (2013). http://www.detecon.com/plm_energie (Accessed on 02 May
2013)

Golovatchev, J., Budde, O., Hong, C.G.: Integrated PLM-process-approach for the development
and management of telecommunications products in a multi-lifecycle environment. Int. J.
Manuf. Technol. Manag. 19(3), 224–237 (2010)

Golovatchev, J., Budde, O., Hong, C.G., Holmeckis, S., Brinkmann, F.: Next Generation Telco
Product Lifecycle Management. How to Overcome Complexity in Product Management by
Implementing Best-Practice PLM (2010b). www.detecon.com/PLM (Accessed on 02 May
2013)

Seltitz, A., Kalkum, F., Rieger, V.: Smart Energy: New Values from the Energy Networks of the
Future: Success Factors for New and Established Providers (2011). http://www.detecon.com/
en/studies/smart-energy-new-values-from-the-energy-networks-of-the-
future_2011_03_01_343 (Accessed 02 May 2013)

Stabell, C.B., Fjeldstad, O.D.: Configuring value for competitive advantage: on chains, shops, and
networks. Strat. Manag. J. 19(5), 413–437 (1998)

PLM Framework for Development and Management 707

http://www.detecon.com/plm_energie
http://www.detecon.com/PLM
http://www.detecon.com/en/studies/smart-energy-new-values-from-the-energy-networks-of-the-future_2011_03_01_343
http://www.detecon.com/en/studies/smart-energy-new-values-from-the-energy-networks-of-the-future_2011_03_01_343
http://www.detecon.com/en/studies/smart-energy-new-values-from-the-energy-networks-of-the-future_2011_03_01_343


Towards Virtual Confidence -
Extended Product Lifecycle Management

Jan Oscarsson1(&), Manfred A. Jeusfeld2, and Anders Jenefeldt3

1 School of Engineering Science, University of Skövde, Skövde, Sweden
jan.oscarsson@his.se

2 School of Informatics, University of Skövde, Skövde, Sweden
manfred.jeusfeld@his.se

3 Volvo Cars Corporation, Skövde, Sweden
anders.jenefeldt@volvocars.com

Abstract. Product lifecycle management (PLM) systems maintain amongst
others the specifications and designs of product, process and resource artefacts
and thus serve as the basis for realizing the concept of Virtual Manufacturing,
and play a vital role in shortening the leadtimes for the engineering processes.
Design of new products requires numerous experiments and test-runs of new
facilities that delays the product release and causes high costs if performed in the
real world. Virtualization promises to reduce these costs by simulating the
reality. However, the results of the simulation must predict the real results to
be useful. This is called virtual confidence. We propose a knowledge base
approach to capture and maintain the virtual confidence in simulation results.
To do so, the provenance of results of real, experimental and simulated
processes are recorded and linked via confirmation objects.

Keywords: Virtual confidence � Simulation data management � Provenance �
Ontology

1 Introduction

The move towards shorter product lifecycles in industry has been going on for decades.
One reason is the stricter legal requirements for sustainable environmental product
footprints. Another reason is the increased customer demand for personalized and
customizable products. Last but not least, the global economy forces companies to
increase on quality and productivity to stay successful and profitable [1].

Traditionally, companies have emphasized efficiency in the operation, i.e. to rapidly
deliver high quality products to the customers. This strive has been one of the key
motives for efforts in implementing production philosophies such as lean production.
Today, the scope has been widened since shorter product lifecycles naturally puts a
higher focus on a rapid, reliable and efficient development and decision processes
preceding the operation phases.

This scope also includes a request for a fast ramp-up of production speed after start
of production. In many cases both product- and process development need to be
completed months or years before start of production just to offer an opportunity to deal
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with mistake recovery and system touch-up. Another time consuming activity can be
development of operator work instructions and training.

In order to meet the demand for an efficient development process companies started
adopting the concept of Virtual Manufacturing (VM), often in parallel with organi-
zational principles such as concurrent engineering and others. VM is a set of
computer-aided engineering (CAE) tools empowering engineers to work and express
their knowledge based on computer models in order for a business to make informed
decisions. The models may include products as well as the required manufacturing
processes and their related manufacturing resources (machinery, tools etc.). This is
commonly known as the Product – Process – Resource system (PPR). Typically, the
use of VM tools is divided in two distinct steps; Modeling and Simulation. On top of
these fundamental steps Optimization can be added [2].

A key advantage using VM is avoidance of costly and time consuming procedures
using physical prototypes for tests and validation. Use of prototype parts is often
connected with long lead times since they normally are made in a craftsmen manner.
Characteristics of the prototype material can be different compared with the final serial
production material, e.g. casted material is replaced by machined material which in turn
displays different properties.

Previously, VM was characterized by solitary CAE tools were information and data
was captured inside application specific models stored on a file server. The introduction
of Product Lifecycle Management (PLM) implied an integration of data and infor-
mation related to the PPR system. PLM offers an ability to manage the development
process and fully realize the idea of concurrent engineering [3].

This paper presents a framework for an integrated management of information and
knowledge stemming from VM and the Real world operation. At first, the term virtual
confidence is defined and motivated. Then, provenance and ontologies are proposed as
means to extract and manage knowledge related to the framework.

2 Virtual Confidence

Even though VM is a powerful concept, the level to which companies have integrated
VM in their practice varies considerably. One divider is the level of confidence an
organization has in VM and the specific CAE tools. Use of virtual manufacturing can
be classified in different levels with respect to the confidence you have in the results
from simulation, and to which extent you can rely on CAE technology. The term
virtual confidence (VC) captures this level of trust and utilization. The vision for VC is
avoidance of all tests, validations and training based on physical products, prototypes
and real-world machines. All analysis, tests, decisions and trainings shall be made
based on numerical data, e.g. CAD-models, simulations etc. prior to the start of
production.

Virtual confidence can be divided in different levels which also can serve as a
definition of the term:
Level 0: CAE technology not available.
Level 1: CAE technology available but immature.

CAE technology not used in industry for the development processes.
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Level 2: CAE technology available and recognized.
CAE technology is used as a complement to physical testing and support
decisions.

Level 3: CAE technology available and well established.
CAE technology used for product-, process- and resource development.
Results from CAE are used as a base for a majority of decisions. Physical
prototypes are used as a complement to virtual verification.

Level 4: CAE technology commonly used.
Analytical sign-off, project gates are closed based on results from CAE.
Serial (hard) tools etc. are ordered based on simulation results. No physical
prototypes used for tests or verification.

Level 0 means that reliable CAE technology is not available for use and should be
subject to research and development. Level 1 designates that CAE technology is
available but need further development and verification before it can be used in a
commercial project, i.e. the results from modeling and simulation are not trusted by
professionals. Level 2 implicates that CAE technology is available and verified in itself,
but is not used in commercial projects. There are several reasons for this including
corporate culture, lack of knowledge or legal reasons. One example of the latter is the
medical technology industry, which for implants requires clinical tests and verifica-
tions, first on animals and later on humans prior to a market release. Level 3 is a level
where a company uses CAE to a large extent during the development process, but not
completely. Still some physical tests are done, perhaps on a ‘just to be sure’ basis.
Reasons may be lack of knowledge or experience from the CAE technology used.
Level 4 is the most mature level. The company has identified which CAE tools are
required and have implemented them fully into the development process. No physical
prototypes are used; all decisions are made based on results from models and simu-
lations. Normally means this that suppliers and OEM’s are well integrated in the
development process and shares data on-line.

The type of business and its products and processes dictates the specific need for
CAE tools to be used within a specific company. However, it is not a wild guess that
utilization on level 3 and 4 will for most companies include a spectrum of different
CAE technologies. Furthermore, it is obvious that companies on level 3 and 4 has a
large need for PLM in order to manage all information and data generated in the virtual
world.

3 Simulation Data Management

Adopting the concept of VM using various CAE tools automatically brings about
numerous computer models and related information. Hence it will be important to keep
track on which models have been developed and which simulations have been made.
Otherwise is it a substantial risk that models will be re-built unnecessarily, resulting in
engineering waste when thinking in Lean terms.
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It is natural to use a PLM-system as a hub for managing simulation models, results
and other related information such as model limitations and simplifications in order to
manage them, as exemplified below:

Building a CAE model raises questions about issues such as model limitations, i.e.
shall the model reflect the entire physical system or only a significant portion of it. An
example of a typical limitation would be modelling of a production line for assembly
using a Discrete Event Simulation tool. Shall the model include any fork lifts which
supplies the assembly operators with parts or not? If no, then the model may assume
that assembly stations never runs out of raw material. Such a limitation will affect the
simulation result when compared to the real world outcome.

Other issues affect decisions regarding model simplification i.e. are there aspects
related to the physical system which is considered unnecessary to reflect in the model.
One example would be modeling of a product assembly. In reality the final appearance
of that assembly would be affected by the individual variation of the components as
specified by the assigned manufacturing tolerances. This may not be necessary to
reflect if, for instance, the aim is a component interference (or collision) analysis using
a 3D CAD system.

In [4] Gedell & Johannesson discusses re-use of detailed part designs in a context
of product design carryover or commonality for platform based development and
manufacture.

In a situation when carryover of a detailed design to a new product variant not is
possible, e.g. due to other considerations regarding model limitations and simplifications,
engineering lead time can be shortened significantly and quality improved if the under-
lying design rationale is retrievable during the new model design phase. The same need
goes for re-use of simulation models for manufacturing processes and system, see Fig. 1.

This insight is supported by a white paper published by CIMdata [5] which
addresses the area of simulation & analysis governance including a need for simulation
data management. This is captured by the Zachman Framework which presents
the‘7 W’s of Provenance’: Who, What, Where, Why, When, Which, and How [6, 7].

Examples of model data can be from various sources and includes all kinds of
requirement specifications, FEMA protocols, control plans etc. Simulation data

Fig. 1. Simulation data management
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includes Design of Experiment information, input parameters etc. If optimization is part
of the development process data and results shall be managed in a similar way.

Simulation data management also includes extraction and management of knowl-
edge which will be the result from modeling, simulation and eventual optimization.

4 Tacit Knowledge and Experience

One problem in most businesses is organizational learning. All humans make experi-
ences and learn from them during their career, building knowledge. A key challenge for
an organization is to accumulate this experience based knowledge. As an individual we
tend to forget over time, and during the career we move to new posts. The replacing
newbie will for natural reasons normally not have the detailed experience based
knowledge from the specific product or process [8].

In order to reach the vision of virtual confidence, information and knowledge
developed during the design and development phases ought to be combined with
experience based knowledge from products and manufacturing processes in operation.
This should be done in a way that offers those working in the engineering process a
natural way to combine new knowledge with proven experience based knowledge. In
the vision of virtual confidence PLM play a natural role as being the platform for
managing both experiences based on real world findings and knowledge developed
during the engineering process. This integration of information and findings from the
Virtual world and the Real world is expressed by the term Extended Product Lifecycle
Management as shown in Fig. 2 [9].

5 The Provenance of Virtual Confidence

In the knowledge management area, work is currently being made addressing the
challenge of capture, structure, store and use of knowledge [10]. Regardless if the
knowledge is generated in advance using virtual manufacturing or comes from real
life findings it needs to be managed in order to support high-quality decisions. Much of
the knowledge in an organization is tacit, i.e. only exists in the heads of the people.
Some of the knowledge is externalized in documents (memos, manuals, project reports,
etc.). Normally natural language is preferred in such reports, posing a challenge to
manage such knowledge. Failing to do so will limit the possibility to become a learning
organization.

The information system domain has proposed various approaches for knowledge
management including ontology-based information sharing, which can be used to index
the documents [11].

The externalization of the tacit knowledge is key to move up in the level of virtual
confidence, which in turn allows results gained from the virtual world to be used as if
they were confirmed by the real world. The rationale behind this argument is as
follows: If the results from virtual world models about products, processes and
resources have been confirmed by real world data in the past, then such (parameterized)
models have a high level of confidence and are candidates to be re-used for future
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projects. The past experiments or results from real execution should also ideally contain
ranges for the model parameters for which the virtual world results are matching the
real numbers. Hence, the first requirement for trusted models is the ability to link data
from real experiments and operation to VM models. The reality confirms the models.

A second requirement is to be able to identify, link and classify products, processes
and resources that are referenced by models. Products consist of parts, processes have
sub-processes, and resources such as machines have various functions and capabilities,
all interacting with each other. A product part like an engine may be used for different
car models, and will also perform differently depending on the car model. A PLM
system addresses the problem of identifying product, process and resource elements.
However, we need to augment the services of a PLM system with a knowledge layer that
allows capturing the virtual confidence. One candidate is semantic web technologies

Fig. 2. Facts and knowledge is captured inside the extended PLM-system
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bridging the gap by means of domain ontologies. Manufacturing domain ontologies
[12] provide names for classes of objects and their interrelationships. These names (also
called concepts) are used to uniformly express and index knowledge so it can be
searched and re-used later. The third requirement is about the ability to trace back a
result (e.g. the cycle time of a production step) to the context in which it is regarded as
valid. We propose to use provenance ontology to capture this knowledge. Provenance is
about memorizing the context in which an entity can be interpreted. The W3C prove-
nance ontology PROV_O [13] specifies the dimensions of provenance data: the time
when the entity was created, the entities from which it was derived, the activity that
generated the entity, and the agents/persons that were involved with the creation or use
of the entity. The entities linked by the provenance data establish a dependency network
that supports deriving the confidence level of the results as shown in Fig. 3.

The domain ontologies provide sub-class hierarchies of concepts and standardized
names for possible associations between concepts. Both are the basis of a semantic
search for product, process and resource components which is independent from the
data structures used in the PLM system. The link to the PLM system, also called

Fig. 3. Representing the provenance of virtual confidence
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commitment, still has to be done. We propose to use RDF [14] and techniques from the
Linked Data community for this purpose. In a nutshell, the identifiers for the objects
stored in the PLM system are translated into the RDF notation and can then be used for
forming knowledge statements in terms of the domain and provenance ontologies.

Figure 3 shows how we envision the use of provenance data for supporting virtual
confidence. In Fig. 3 are the labels of the circular objects placeholders for information
objects referenced in the knowledge base. ‘V’ labels represent simulation models
including their configurations. ‘R’ labels stand for result report. ‘C’ labels represent
confirmation objects, i.e. objects that establish the confidence in a result. The PLM
database contains the master data about processes, products, and resources in the
enterprise, master data is mapped to models and to the physical setups of experiments.

The starting point is the models and objects stored in the PLM system. These
objects are used to specify experiments and simulations. The rectangular nodes rep-
resent the result of actions. For example, the partial simulation model v1 has been
mapped from the PLM process model proc23. Storing an object like “map” with input
proc23 and output v1 allows tracing the dependencies of intermediate artefacts. Each
record about an action comes with information about who executed it, when, and
where. The simulation result in Fig. 3 is the object r1 which comes with data about
properties such as cycle time, resource utilization, and others. Hence, we can recon-
struct the context in which the result r1 was obtained. In the same way, the creation of
experimental results is recorded with provenance data, leading in Fig. 3 to the result
object r2. The action object “confirm” (executed by an expert) records that the result r2
is conforming the simulation results r1. As a consequence r1 is a (more) trusted sim-
ulation result that is a candidate for being re-used. Likewise, the observation of the
reality about the same products, processes and reality at a plant leads to results like r3
that both confirm (or dis-confirm) the experimental and virtual results. The virtual
confidence is thus encoded in the objects ci, which can be traced back to the PLM
objects representing the participating products, processes, and resources.

Assume now that a new product variant prod348 is being designed which only
marginally differs from prod347. In particular, the simulation model component v2
derived from prod347 is similar to the model that is derived from prod348. Then, the
simulation 17 is a candidate to be re-used without having to repeat the experiments.

6 Conclusions

Adoption of Virtual Manufacturing for the development process promise faster and
more cost-efficient implementations of new products. The problem is that models as
well as simulations simplify the reality, for example by reducing the number of vari-
ables. Using VM as a basis for business decisions demands a high level of confidence
for the model and simulation results. This paper proposed five levels of virtual con-
fidence. If a VM setup is confirmed by data collected from reality, then we are con-
fident that it is a valid model. If a new model matches with a parameterized
representation of a model that has confirmed simulation results, then the performance
and quality data can be obtained via the simulation models. This allows companies to
reach the higher levels of virtual confidence.
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Our approach to establish the virtual confidence is to create a knowledge base on
top of a PLM system that records the provenance of result data. If results of experi-
ments or measurements from the reality match the predictions of a simulation model,
then the result of the simulation model is marked as confirmed. This requires a pos-
sibility to manage not only the real world PPR-system data but also the provenance for
model and simulation data. Keeping the provenance allows re-creating the context in
which the results were obtained, i.e. who has performed which steps at which time
using which inputs and tools to come to the result. All results are eventually rooted in
the definitions of the PLM system. In particular, the link to the PLM system specifies
which versions of products, processes, and resources were the starting point for the
simulation model, or for the experiment, or for the measurements at the real world
operation.

There are a number of open issues. First, a new product variant may only slightly
differ from its predecessor. If this difference is not captured adequately in the virtual
models, then the results could drastically differ from the predictions. Second, the
provenance approach requires recording many dependencies between the objects of the
PLM system and the models used for simulation, experiments, and for creating mea-
surements in the real world.
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Abstract. The fast fashion industry is characterized by a complex supply chain
configuration, lots of players and an important critical success factor: time to
market. In order to ensure the compliance to the fashion collection timing, the
entire Product Development process has to be optimized through the analysis of
both the flows of material and information. The authors have personally been
involved in an in-depth case study, aiming to investigate the earlier phase of a
PLM implementation and trying to merge business processes with proper
enabling information technologies. The present study strives for analyzing the
underexplored topic of improving Product Development in the fashion industry
as well as identifying best practices for business process re-engineering in the
industrial environment.

Keywords: Process re-engineering � Product Lifecycle Management � PLM �
Fashion industry � Product development

1 Introduction

1.1 Improving Product Development in the Fashion Industry

Today’s fashion business demands a high degree of collaboration and global business
skill. Fashion companies need to be agile, sensitive to changing customer needs,
constantly monitoring customer buying behavior and delivering high quality products.

The economic pressures bearing on fashion companies come from both ends of the
value chain, consumers and retailers expect lower and lower prices, while the costs of
sourcing, manufacturing, and delivering have to be constantly monitored.

Fast fashion industry, in particular, is characterized by trends that change rapidly
and consumers across the world expecting to choose the latest product. Consequently,
fast fashion companies need to speed up their processes: this is the reason why timing
is a challenging issue in this environment.

Strategies based on low product cost and traditional business practices are no longer
sustainable. Product Development ask for innovative solutions supporting design,
purchasing and costing in order to maintain its competitive advantage.

Managing a large repository of information involving stakeholders from different
parts of the world brings down the operational efficiency of the company.

© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing Switzerland 2016. All Rights Reserved
A. Bouras et al. (Eds.): PLM 2015, IFIP AICT 467, pp. 718–728, 2016.
DOI: 10.1007/978-3-319-33111-9_65



Fast fashion companies are trying to integrate the various teams on a common
platform to take care of all these inefficiencies. The implementation of Product Life-
cycle Management (PLM) allows successful integration across the fashion enterprise: it
is not just a technology, but a strategic business approach that integrates people,
processes, business systems and information.

PLM also requires a strategic transformation initiative: before its implementation,
companies need to spend significant time developing plans to address people, processes
and data.

The link between people/processes/data and PLM is represented by a business
process mapping, which aims to identify the most critical tasks and the main non-value
added processes. The identification and modelling of enterprise processes can be used
as an efficient tool to capture and share process knowledge within the organization [1]
and to give more visibility to the roles involved in each activity.

When fashion companies realize that business process need to be re-engineered,
they should establish a change leadership team that includes executives and business
process leaders with a deep commitment. Their role is to coach and influence
middle-managers and business function leads, focus their change efforts and to provide
a forum for objective discussions of gaps, progress and lessons learned. They also
provide executive-sponsored support for continuous process optimization and issue
resolution.

The topic of Product Development improvement in the fashion industry has been
underexplored for many years, because it is originally related to handcrafted traditions
and introducing standardization in the kingdom of creativity appears an ambitious
objective.

Nowadays fashion companies have recognized the importance of optimize their
core processes and ask for innovative solutions to manage complexity.

1.2 Background for Research

Before approaching to the core part of the research, a literature review has been
conducted in order to recognize the depth of the studies about product development
improvement and their proximity to the fashion industry.

The product typology, its high creative content, its very short lifecycle and the
related processes generate a distance from the manufacturing industry but several
concepts, as definitions of Business Process Re-engineering (BPR) and PLM, are more
generalizable.

According to Bertoni et al. [2], since the design and development of a new PLM
solution require an adequate analysis of the involved business processes, it is often
coupled with a BPR activity to better deploy technologies and/or methodologies.

Huang and Mak [3] have defined BPR as a transformation approach that allow to
rationalize the product development process, resulting in better product design
decisions.

BPR aims at simplifying, eliminating and redesigning business processes for
greater efficiency and cost reduction [4]. It is able to determine where and how to
improve the processes and it is adopted in different industries to map all the activities
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throughout the entire value chain [5]. It is a knowledge intensive activity which
requires a strong interoperation between all its participants.

Schuh et al. [1] have proposed a process oriented PLM framework where the
identification of models encompassing business practices plays an important role.

Other approaches to the earlier phase of the PLM implementation have been pre-
sented by Messaadia et al. [6], through the deployment of systems engineering pro-
cesses to model PLM requirements, and by Ristova and Gecevska [7] and Zhang et al.
[8], proposing the Analytical Hierarchy Process methodology as a tool to support
decisions regarding investment in PLM.

The leitmotiv in these studies is that they are related to the manufacturing industry
and none of the cited studies analyzes the fashion industry. The same phenomenon is
replicated in the topics of PLM general description and its implementation: the most
part of the studies [9–13] is focused on the manufacturing industry.

BPR, PLM and the need to improve product development are practices actually
spread also in the fashion industry. This study has the purpose to fill the gap between
the implementation of business practices supporting product development in the
fashion industry and the lack of related literature.

The authors would like to underline how handcrafted processes can be merged with
outstanding innovative practices and to demonstrate that standardization, whatever
form it takes, leads to conformity, but does not stifle creativity.

Therefore, the goal of the present study is to analyze the earlier phase of a PLM
implementation project, highlighting the main optimization areas for the analyzed
industry.

The remainder of this paper is structured as follows. The second section describes
the approach adopted to achieve the research objective, including a depiction of the
business case and the methodology implemented. In the third section, the project
outcomes are analysed, detailing the deliverables of each phase throughout the case
study. A discussion of the main results has been provided in the fourth section and
finally, the paper concludes with several remarks and future challenges.

2 Research Approach

Enhancing product development through the best practices adopted in the fashion
industry and taking advantage from the opportunities offered by the evolution of
information technologies require project organization and proper methods.

An in depth case study has been performed with an exploratory purpose [14], given
the early stage of this study. Multiple data sources were adopted, such as interviews,
electronic and printed documents, group meetings with company employees [15] and
existing IT solutions in order to understand the process flow, the types of data
exchanged and to identify possible issues.

Indeed, case study research is especially appropriate for exploratory research, with
a focus on documenting a phenomenon within its organizational context, exploring the
boundaries of a phenomenon and integrating information from multiple sources [16].
The research has a longitudinal nature (January – March 2015) that has allowed the
authors to observe and formulate organizational change.
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The project was performed in a peculiar environment: while design and modeling
are conducted in house, the purchase department is in contact with international
strategic suppliers. It allows for insights into a wide range of organizational and
technological issues.

Twenty-four interviews were conducted during the case study, varying between one
to three hours each. The 24 interviewees were selected basing on a previous analysis of
the Organizational Breakdown Structure (OBS): modelers, product responsible and
graphic designers are divided per brand, line and gender; while buyers are divided per
suppliers’ geographical area. Marketing and Production officers have been included in
the interviews for their impact on Product Development. Three meetings have involved
also the ICT team, in order to have a comprehensive idea of the solutions implemented.

Before presenting the deliverables to the top management, the map of the As Is
processes has been shared with the managers of product, modeling/prototyping, pur-
chase and ICT departments. This early validation has ensured a fine-tuning of the
process model.

After the As Is final validation, the project focused on underlining issues and future
opportunities: a presentation has been designed to summarize these points and the
methodology used. Proposals have been examined by the top management, that has
given a feedback to finalize the To Be model. The project team has finally requested a
validation of the To Be model and proposed a plan to select the PLM solution that
better fits the business requirements.

In the figure below (Fig. 1) a timeline of the project is represented to better define
the described steps.

A synthesis activity was undertaken in order to compare the project findings with
the existing literature and the present study has been designed.

3 Project Outcomes

This section describes the main findings of the project, analyzing the current state of
processes and technologies, the impact of the leading issues and the opportunities
proposed. The final paragraph of this section is a development of the project, still on
going.

Fig. 1. Project timeline for the improvement of product development process
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3.1 The Current State Analysis

Business process modeling has allowed to map the entire set of tasks, milestones and
data (hard copy and soft copy), including also the Business Unit (BU) involved and the
specific roles. A model of the main macro-processes has been designed in Fig. 2 and
then, for each macro-process, tasks and information exchanged have been detailed.

Product managers and top management own the first macro-process, the collection
briefing: sell-in and sell-out reports support the choice of the product categories (e.g.
jackets, jumpsuits, pants…) that will characterize the collection. A spreadsheet recaps
final price, target cost and margin for each product category. Moreover, the collection
plan identifies the business milestones per product line (babies, kids, teens) that all the
people involved in product development have to respect.

Concurrently, the Stylist and the Fashion Designer look for new trends and moods.
This scouting activity is finalized by product managers, identifying the definitive
collection mood.

The next macro process is mood development: style and product development
define color libraries, fabrics, all-over, embroideries and artworks. The most part of the
documents are physical or hard copies.

Since the fabrics are defined, the purchase office begins the macro process of
preliminary quotation. Production areas are identified and the work load is distributed
among the suppliers. The business asks for a sample and, if it is approved, asks also a
preliminary quotation that will sustain the fabric booking.

The sampling process begins when the operations office starts to codify new fabrics
and colors in the existing PDM and, together with the product development, advance
the sample BOM. The purchase office books colored fabrics and accessories to the
suppliers and product development progress technical draws and sketches for sampling.
Modelers are now able to create patterns, prototypes and mock-up, using a 2D CAD
solution. During this process, the model is simply developed in the base size. All the

Fig. 2. As Is business process model
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information required to finalize the sample production (BOMs, prototypes, patterns,
comments) are collected within the Technical Dossier, which is sent to the supplier by
the purchase office.

Product managers and buyers begin a series of fitting sessions during preview
meetings and, when they approve a small set of sample, they ask the supplier to
produce the entire set of samples. The orders are managed by the IT Team thanks the
ERP solution, from this point to the production process.

During collection validation, Product managers and Modelers receive sample
products and continue the fitting sessions, that now involve also selling agents. In the
meanwhile, the collection book is created and updated after each fitting session. The
exhibition date represents the milestone of this process: it is the final approval of the
collection, when the sale network meets the business before the bulk production.
The IT Team provides the final sample BOM approval and clones it to create the
production BOM.

Concurrently, purchase and product development offices manage costing and
engineering. Buyers finalize the standard costs negotiation, simulate and confirm a final
cost, which will be integrated within the BOM. Product engineering is now completed.

The sales campaign starts when the sale network examines the collection and
begins to order for the stores. Product managers collect orders and progress the sales
campaign, producing also reporting data, as forecasts and competitors analyses that will
be proposed to the top management.

The purchase office checks the compliance to the supplier requirements (minimum
order) and issues a purchase order.

The final process within the boundaries of the project is production. Product
managers update the new version of the BOM, that is the production BOM, and buyers
ask for a pre-production sample. Modelers provide patterns changes, size grading and
production fitting. Product coordinator traces the changes reached during the fitting
sessions, from sampling to production, using a spreadsheet.

The product development office approves the final artworks and prepares the
Technical Dossier, that the buyer will send to the supplier. The purchase office provides
a timing for each supplier, defines priorities and sends the instruction notes for pack-
aging. Before starting production, a meeting is scheduled at the supplier’s factory to
recap the bulk production quantity and timing. Buyers are in charge to control the
production progress and produce reports (spreadsheets). When the supplier accom-
plishes the bulk production, he ships the order to the company.

The implemented tools and the information generated during the macro-processes
have been mapped in Fig. 3.

FF Company uses different ICT supporting product development. When the top
management establishes the boundaries of the collection, a business plan is performed:
it is stored in a business repository.

A specific creative suite is able to produce sketch, draws and artworks. It receive
inputs from the trends scouting: during this process a repository of the collection mood
is generated, supported by the retail feedbacks. The creative suite is also used during
the collection validation process, when creating the collection books.

A 2D CAD is employed to model paper patterns, prototypes and mock up.
Moreover, all the size specifications are generated within CAD.
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The information originated in the creative suite, as sketches, and the ones originated
in CAD, as size charts, consumptions and fitting notes, are inputs for the PDM, which
receives also the information about collection planning. PDM is used to progress the
main business milestones and, particularly, to associate technical data to the products,
as sample and production BOM.

The production BOM, in its approved state, is sent to the ERP which provides a
definitive code for the product. Within ERP, sourcing, quotation information and
purchase orders are managed.

When the BOM is completed and the product is progressed to the production
process, product development office defines the composition. The latter is sent to a
proper labeling solution, which generates labels for garments.

3.2 Issues, Opportunities and to be Modeling

The process analysis has not highlighted particular issues in the flow of activities, but the
way these activities are managed is relevant because often no enterprise system is
involved. Consequently, inefficiencies were reported, as re-entering data in spreadsheets,
lack of univocal information and issues in promptly sharing updates and changes.

Each detailed process imploded in Fig. 2 has been replicated, adding notes and
comments and removing non value added tasks.

Fig. 3. As Is enterprise architecture diagram
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The company faces process issues due to the presence of many BUs, lots of brand
and lines, lots of information in hard copy. Moreover, all the people involved in
business value creation have consolidated several practices, fitting with specific needs,
and consequently lots of similar reports are produced in different BUs.

On the other hand, IT architecture model has shown a lack of systems integration (a
solution is isolated in a single business area), many spreadsheets and lack of versioning.

The scope of this section is to propose interventions to improve the Product Devel-
opment process; theDiscussion sectionwill deepen the issues of this particular case study.

First of all, the functionalities of the PDM solution should be extended to the
upstream activities concerning the Product Development process. For instance, col-
lection briefing and business plan could be managed within a PDM/PLM solution.

Moreover, the functionalities related to collection planning and monitoring should
be improved: a complete set of milestones could be identified and managed within
PDM/PLM, avoiding to integrate information with spreadsheets.

Tasks and data in charge of the Style office, as fabric booking information, that are
currently stored on directories, could be managed through a PDM/PLM solution.

FF Company uses in a proper way the PDM solution: it is the tool to share all the
enterprise information and includes the overall technical data about sampling and
production (except for costing).

Nevertheless, two main directions of improvement have been identified:

– Extension of the PDM functionalities
– Implementation of a new PLM solution

The first enhancement allows reusing the current system with its customizations
and has a low impact on the users, who are already skilled on the tool functionalities.

On the other hand, the current PDM solution is in phase out and will need massive
interventions to improve its adoption, without covering the entire set of functional
requirements if compared to more up-to-date solutions.

The second enhancement proposed could satisfy all the functional and process
requirements and constitutes a valuable state-of-the-art solution. The main drawbacks
when introducing a new tool as PLM, are related to the huge investment required (for
licences and customizations) and to the criticalities in training key users on a new
technology.

3.3 Follow-Up

In this last phase of the case study, a finalization of the intervention proposals has been
performed.

The first goal has been to identify a short list of PLM solutions supporting and
fitting the needs of FF Company. The main vendors of industry-specific tools have
been identified and contacted. A questionnaire, including information related to the
main vendor’s references, have been administered so that a benchmarking between the
solutions has been provided.

Concurrently, we have asked the PDM vendor to perform a demo of the upgraded
version of their solution and costs have also been evaluated.
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Then, the costs and the return on investment of the entire PLM project have been
estimated.

Finally FF Company got the inputs to decide how to concretely improve its Product
Development process through appropriate ICTs.

4 Discussion

The in-depth case study has allowed a wider understanding of the optimization areas
for fast fashion business processes and of the challenges that a company playing in this
market has to face.

As a leader of children’s wear, one important issue for FF Company is the size
range, varying from 0 to 13 years. The apparel industry has in and of itself the
characteristic to be critical in terms of fitting and size development. Moreover,
managing apparel for children adds several issues for modelers, who have to be skilled
to develop sizes for newborns and children, with very different fitting requirements.
Consequently, lots of time is spent in modeling and engineering a single article and lots
of fitting sessions are essential. Plotters, cutting machines and 2D CAD are useful tools
to support this complex process.

There are too many paper based activities (i.e. materials tests and lab dips, fitting
notes for samples and production, etc…), so it is more and more difficult to share
documents and communicate in a timely manner to suppliers, trading companies, sales
agents, distribution channels. Therefore, data digitization may solve several issues.

The costing activity is poor within the design phase. In particular, planning and
tracking of actual vs. target costs for each product and of collection costs, are
overlooked.

The abuse of spreadsheets and shared directories characterizes this case study:
sketches and silhouettes are stored in shared directories, with consequent issues in
managing versioning and retrieving data. Moreover, enterprise systems are updated
later, mostly to feed the ERP. Each department collects and processes data in local
systems and the consequence is that there are diverging versions of the same data.

Many activities (briefing, line planning, style, books and catalogs) are not managed
by enterprise systems. Moreover, due the existing spreadsheet-based reporting systems,
each office needs to retrieve and elaborate several times the same information to
produce customized reports, statistics, and line sheets.

These qualitative findings contribute to an empirical experience from a PLM
pre-implementation phase, including the industry-specific features of fast fashion for
children’s wear.

5 Conclusions and Future Work

This paper aims at identifying best practices for business process re-engineering in the
fast fashion industry and at analyzing the earlier phase of a PLM implementation
project, underlining the optimization areas.
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The fashion industry is a complex environment, characterized by a huge importance
of timing, so streamlining product development is crucial.

First of all, a literature review has demonstrated a lack of studies focused on
business process re-engineering in the fashion industry. Thus, in order to reach the
above mentioned goal, an in depth case study has been performed. It has involved a
company leader of children’s wear and allowed the authors to shed some light on
product development features in terms of processes and information management.

Authors have strengthened their investigation through interviews, information and
data analyses related to each single task.

The current state of business process model and enterprise architecture diagram has
been designed and then validated by process owners and top management. Several
issues, mainly related to information management, have been identified and two main
directions to improve product development were proposed: an extension of PDM
functionalities and the implementation of a new PLM solution.

In the follow-up phase of the project, the authors supported the business to finalize
the intervention proposals, considering both benefits and costs related to the
alternatives.

The existing ICTs appear to be not integrated and poor in terms of workflow and
versioning management. Spreadsheets, hard copies and shared directories are currently
used instead of appropriate tools supporting product development.

This study demonstrates that the complex dynamics related to the fashion industry
need the help of innovation and IT solutions. Fashion companies are willing to improve
their traditional processes and to merge handcrafted activities with enabling
technologies.

The research also constitutes an insightful academic study that deepens the
underexplored topic of improving product development in the fashion industry. This is
one of the most value added feature of the research, trying to fill the gap between the
implementation of business practices supporting product development in the consid-
ered industry and the lack of related literature.

The continuation of the case study, including the methodologies used for the
software selection and the description of the PLM implementation project, may con-
stitute a future research direction.

In the future, more companies could be involved in order to increase the general-
izability of the results. Moreover, a comparison with the luxury fashion industry could
be performed to analyze the different behaviors.
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Abstract. To achieve the full potential of PLM in Systems Engineering tools
especially in view of the complexity of the system in industries such as the aero‐
space industry it is important to have a clear understanding of how best to use
such systems. Systems Engineering is an interdisciplinary field of engineering
that focuses on how to design and manage complex engineering systems over
their life cycles. Issues such as reliability, logistics, coordination of different
teams (requirements management), evaluation measurements, and other disci‐
plines become more difficult when dealing with large or complex projects.
Systems Engineering deals with work-processes, optimization methods and tools
in such projects. It overlaps technical and human-centered disciplines such as
control engineering, industrial engineering, organizational studies, and project
management. Systems Engineering ensures that all likely aspects of a project or
system are considered, and integrated into a whole. After a short introduction,
this paper, which is based on the results of the accomplished descriptive study
and literature survey, presents a generic integrated approach of System Driven
Product Development (SDPD) and demonstrates the general requirements of a
generic integrated approach during the Engineering Design of Systems. The
second section presents a new approach of Systems Engineering, which is based
on SDPD and will explain the different phases and sub-phases of the developed
approach. By means of designing a Quadrocopter the different phases of the
developed generic integrated approach will be demonstrated and presented.
Section three will discuss the results of the prescriptive study and address the
most important issues. In general this paper presents the prescriptive phase of the
design research methodology according to Blessing and Chakrabarti.

1 Introduction

Today the application and development of methods in Systems Engineering design is
something natural. There are many definitions of what System Engineering in the field
of product development is. For example, according to ANSI/EIA-632-1999 Systems
Engineering is “An aggregation of end products and enabling products to achieve a given
purpose”. DAU defined Systems Engineering as “an integrated composite of people,
products, and processes that provide a capability to satisfy a stated need or objective.”
According to INCOSE Systems Engineering is an interdisciplinary approach and means
to enable the realization of successful systems. It focuses on defining customer needs
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and required functionality early in the development cycle, documenting requirements,
then proceeding with design synthesis and system validation considering the complete
problem. Systems Engineering integrates all the disciplines and specialty groups into a
team effort forming a structured development process that proceeds from concept to
production to operation. Systems Engineering considers both the business and the tech‐
nical needs of all customers with the goal of providing a quality product that meets the
user needs. IEEE Std 1220-1998 said Systems Engineering is “A set or arrangement of
elements and processes that are related and whose behavior satisfies customer/opera‐
tional needs and provides for life cycle sustainment of the products”. ISO/IEC
15288:2008: “A combination of interacting elements organized to achieve one or more
stated purposes”. In general, it can be said that all this definitions consider Systems
Engineering from different aspect and perspective, which are valid in their field of
application. It can be said that Systems Engineering consider aspects like requirement
definitions, functional-, logical-, System- (Subsystems-) and components-Level. That
means for the successful accomplishment of Systems Engineering needs a systemically
and methodologically connection of the different disciplines. One of the important aspect
of Systems Engineering is the methodological process of engineering things. The history
of design method development is very long and therefore there are many relevant books,
theses and research papers in this area. Some of these conventional and general design
methods are described by Roth, 1979 [1]; Ehrlenspiel, 1974 [2]; Hubka, 1976 [3];
Rodenacker, 1976 [4]; Pahl and Beitz, 1977 [5]; Koller, 1985 [6]; VDI 2222 [7] and Suh,
1985 [8]. The application and development of the generic integrated approach presented
in this paper is defined for Systems Engineering process in an integrated product devel‐
opment environment. According to Ehrlenspiel integrated product development is a
“holistic approach to overcome the problems that arise in product development due to
the division of manpower” [2]. Furthermore, products become more complex and
because of that the development can not be accomplished by a single designer. Integrated
product development is an approach that includes different methods of problem solving,
organizational methods of optimizing interpersonal processes and technical methods for
the direct improvement of products [2]. The current situation of integrated product
development is based on a stronger interaction and integration of different design activ‐
ities, groups and departments. These new boundaries and approaches aim to provide
stronger support for the individuals (designers and other participants) in the design
process during their working process and tasks. Pahl and Beitz [5] defined the term
“method” in engineering design as analyzing the structure of technical systems and their
relationships with the environment. Furthermore, the aims of methods are to drive prin‐
ciples for the development of these systems from the system elements and their rela‐
tionships [5]. They also used the term “methodology” and defined it as a “concrete course
of action for the design of technical systems that derives its knowledge from design
science and cognitive psychology and from practical experience in different domains”.
This includes the planning of actions to connect working steps and design phases
according to content and organization. Furthermore, methods are prescriptive, goal and
solution oriented. Methods in the product development process present a kind of guide
and advice to reduce the complexity of something [5]. By means of methods, complex
problems are divided in smaller sub-problems which can be solved more easily. In
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addition, methods help achieve better cooperation and communication between the
participants in the product development process. The handling and administration of
design information and knowledge can also be supported through method application.
They also promote the comprehensible documentation of design information in the
development process [5]. Especially during the design process of mechatronic and
Systems Engineering there is a huge need of methodologies to handle all the information
during the development process of Systems Engineering. That means that specially
related to Systems Engineering there are methods necessary to be able to enhance all the
information, which are from different discipline of the product development process like,
mechanical, electrical, and information technology area. In this case without a system‐
ically product development it will be quite difficult to handle all the information. The
next section will present the developed system driven product development approach.

2 Development of a Generic Integrated System Driven Product
Development (SDPD) Approach

The following paper will explain the System Driven Product Development (SDPD)
approach based on four different main phases which comprise the top level of the devel‐
oped approach. These phases are: (1) Business Level (2) Functional Level, (3) Technical
Level and (4) Component Level. The example, which is chosen to explain the different
stages of the SDPD, is a Quadrocopter based on the SDPD approach at the University
of Applied Sciences. Figure 1 shows the different phases of SPDP.

Fig. 1. The different phases of SDPS
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2.1 Business Level

The Business Level of the product development contains all the costumers need and
wishes related to the product and its requirements. That means that the challenge during
the first stages of the product development is to understand and to translate the costumers
need into technical requirements. In product development and process optimization, a
requirement is a singular documented physical and functional need that a particular
design, product or process must be able to perform. It is most commonly used in a formal
sense in Systems Engineering, software engineering, or enterprise engineering. It is a
statement that identifies a necessary attribute, capability, characteristic, or quality of a
system for it to have value and utility to a customer, organization, internal user, or other
stakeholder. A specification (often abbreviated as spec) may refer to an explicit set of
requirements to be satisfied by a material, design, product, or service.

In the classical engineering approach, sets of requirements are used as inputs into
the design stages of product development. Requirements are also an important input into
the verification process, since tests should trace back to specific requirements. Require‐
ments show what elements and functions are necessary for the particular project. This
is reflected in the waterfall model of the software life-cycle. However, when iterative
methods of software development or agile methods are used, the system requirements
are incrementally developed in parallel with design and implementation. Requirements
are typically classified into types produced at different stages in a development progres‐
sion, with the taxonomy depending on the overall model being used. Furthermore, there
are different kinds of requirements, which are:

• Architectural requirements: Architectural requirements explain what has to be done
by identifying the necessary systems structure and systems behavior, i.e., systems
architecture of a system.

• Business requirements: High-level statements of the goals, objectives, or needs of an
organization. They usually describe opportunities that an organization wants to
realise or problems that they want to solve. Often stated in a business case.

• User (stakeholder) requirements: Mid-level statements of the needs of a particular
stakeholder or group of stakeholders. They usually describe how someone wants to
interact with the intended solution. Often acting as a mid-point between the high-
level business requirements and more detailed solution requirements.

• Functional (solution) requirements: Usually detailed statements of capabilities,
behaviour, and information that the solution will need. Examples include formatting
text, calculating a number, modulating a signal. They are also known as capabilities.

• Quality-of-service (non-functional) requirements: Usually detailed statements of the
conditions under which the solution must remain effective, qualities that the solution
must have, or constraints within which it must operate [4]. Examples include: relia‐
bility, testability, maintainability, availability.

• Implementation (transition) requirements: Usually detailed statements of capabilities
or behaviour required only to enable transition from the current state of the enterprise
to the desired future state, but that will thereafter no longer be required. Examples
include: recruitment, role changes, education, migration of data from one system to
another.
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The Quadrocopter is used here as a very good mechatronic example to define and
demonstrate the different steps of SPDP approach. A Quadrocopter is an aero-vehicle
and has four vertically acting rotors or propellers that give their power regularly down‐
wards so that the aero-vehicle kept stable in the air. It is a mechatronic product and
includes not only mechanical but also electronic, and software technical components.
Now the SPDP approach The “Requirement Management”-module in the PLM System
offers (Teamcenter) excellent opportunities to sync and manage the relevant require‐
ments in Office Word or Doors. A requirement specification in Teamcenter Systems
Engineering is a container for request and paragraph properties. These objects can be
structured within a requirements specification in a hierarchy of parent and child rela‐
tionships. Furthermore the PLM System Teamcenter enables traceability which contains
defining relationships. With traceability Teamcenter provides the opportunity to follow
the whole lifecycle of a request in forward and backward. Related to the quadrocopter
the requirements can be divided in different level of the systems. In the overall view of
the system the requirements are a long flight time, flexible maneuver and a high carry
weight. In the next section the functional level will be explained. Figure 2 shows a small
example of the requirements of the Quadrocopter on the top level.

Fig. 2. Extract at the requirements definition

2.2 Functional Level

The functional level is a method for the understanding of the total product and to define
defines the structure and behavior of a system. A system is structurally represented by
the functional or structural relationships between the individual components or sub-
functions with regard to the technical requirements. With the creation of a functional
system architecture, it is possible to identify the different functions in the entire system.
For the outdoor use of Quadrocopter it ist necessary to defined the functions consisting
of sinking, rising, landing, yaw, pitch or roll on the basis of defined customer require‐
ments. Moreover, the Quadrocopter construction should be very solid for the outdoor
use and the protection of the Quadrocopter with the so called bumpers. Furthermore, a
high flight time should be ensured. For this purpose, relevant parameters such as weight,
type of battery, engine/propeller combination and the losses occurring due to wind or
driving style are taken into account in the system development. The functions of the
Quadrocopter can be connected in the Visio diagram via ports. Ports are used to connect
the individual functions and to nest together. Between these links information or objects
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are transported. Ports can be displayed as input, output, input and output as well as
undirected. The following figure shows the ports are undirected symbolizes what can
be seen on the rectangular endpoints on Connector. After the request structure is linked
to the function structure, they can be represented visually in PLM System (Teamcenter)
with main and sub-functions in the form of functional blocks. Figure 3 shows the func‐
tional level based on the Systems Visio.

 

 

Fig. 3. Create a function set in Siemens PLM System (Teamcenter)

In order to assign the defined in Fig. 3 functional structure subsequent or preceding
structures are used in PLM System (Teamcenter) trace links. A Trace Link enables the
traceability of customer requirements; define the functional and logical view of the
sample submitted in outdoor flight. Furthermore, the trace link is used to display other
functions in the same structure or function in different views. These functions must be
linked together, so that the functionality of the system can be ensured through their
interaction.

2.3 Technical-Level

Once the functional structure is illustrated, the technical system architecture is created
with consideration to the functional structure. The technical system architecture of
SDPD approach describes the logical behavior of a system. To simulate the logic models
and modeling, the simulation tool Matlab & Simulink in 2013 used for the application
example. It enables the design engineers to consider the dynamic behavior of the
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components. The system modeling and simulation can be ultimately verifies that the
modeled system meets the requirements defined in the business level or not. Unexpected
interactions between the individual components or subsystems can be detected at an
early stage validation. In the simulation of the Quadrocopter control technology plays
a very important role. It helps to analyze and to ensure the stability during the flight as
well as to link the sensor data and the motor outputs to each other. For this, the PID
controller is used for the application example. In addition, can be guarantees that by
means of the integration module for Mathlab and Simulink in PLM System (Teamcenter)
significant issues of the work between the systems works. The interactions in Mathlab/
Simulink can be performed directly from within PLM System (Teamcenter). Thus, the
continuity between the systems can be represented very well. Figure 4 shows the mathlab
and simulink model of the quadrocopter.

 

Fig. 4. Matlab & Simulink model of the Quadrocopter

2.4 Component-Level

The final step of the SPDP approach of Siemens describes the Component Level. In this
context, physical design and the 3D geometric model of the product to be developed
should be designed as an overall design. First, the physical properties of the system are
shown and described in a hierarchical structure in Systems Engineering. The figure
below illustrates the structure of the component levels. After the behavioural description
of the individual components has been extensively described in the previous section, so
that a large part of the definition of the technical system architecture is covered. In
conclusion to this chapter, the physical system architecture is now still displayed, which
describes the real view of the overall system. Since the Quadrocopter not only contains
mechanical components, but also consists of electrical and mechatronic components,
design engineers need a 3D modeling solution that takes into account the different views
of 3D models of this whole system (Fig. 5).
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Fig. 5. The 3D-View of the Quadrocopter

3 Benefits for the Team During the Use of PLM System
(Teamcenter) Systems Engineering

When applying the Systems Engineering Module and SPDP-approach for the develop‐
ment team of the Quadrocopter is was possible to achieve all the goals during system
development. The mechatronic system Quadrocopter was in this way completely and
consistently mapped and integrated in PLM System (Teamcenter) with all processes.
This is one of the main strengths of the system engineering approach with PLM System
(Teamcenter). The following additional benefits were identified from the perspective of
the product development team:

• The Systems Engineering Module provides a very good integration of the customer
requests or demands in order to be transparent for each stage of the product devel‐
opment requirements.

• There is a classification of requirements and whose relations (Trace Links) possible.
Thus, the complex relationships of a system can be represented comprehensible.

• The synchronous communication between Systems Engineering Module with Office
programs.

• Based on the requirements solution blocks are represented consistently and trans‐
parently.

• The decision-making processes can be displayed and traceable throughout.
• The product development process can be integrated and presented detailed.
• Adjustments and changes may be permitted pursued and implemented.
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4 Summary

The complexity of the development as part of the product-development-process has
increased steadily with this interdisciplinary character. In order to control these
complexity and to be able to develop efficiently mechatronic systems during product
development process, a “System Driven Product Development” (SPDP) is suggested.
“System Driven Product Developement” integrates all engineering disciplines referred
in a single process to design a solution. This methodological approach followed mecha‐
tronic systems on requirements, capabilities, technical components to the physical
description of system. The SPDP approach is developed from abstract to specifically for
a particular procedure. The initial phase respectively the business level of the product
development process plays a important role in subsequent development steps. For this,
the module offers Requirement Manager excellent benefits in the definition of require‐
ments and customer wishes. A complete and early request definition that supports
customer needs extensive supports the development of high-quality mechatronic system.
By integrating Visio and Mathlab/Simulink in PLM System (Teamcenter) it is possible
to produce functional and logical point of view, so that the decision paths can be easily
traced during the design process and plausibly. In conclusion, that was very successfully
displayed in the project of the Quadrocopter using Systems Engineering in PLM (Team‐
center).
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Abstract. Business collaboration attracts substantial attention within manufac-
turing communities globally. Companies are collaborating with each other in order
to achieve open innovation and for gaining business benefits. This specific research
proposes a new business environment known as virtual factory, where similar type
of companies form and execute business ecosystem. Such changed business
environment demands for an end-to-end communication framework in order to
obtaining status update between each other business processes. This research ini-
tiates an approach to the formation and execution of a virtual factory business
environment that offers one of the important concepts and foundations central to the
realization of future manufacturing environment. The virtual factory that is sup-
ported by the end-to-end integration of ICT technologies ensures a plug-and-play
business process management functionality. In addition to, this research carried out
an effort to look into the current researches on virtual collaborations, their inherent
requirements and presented a communication framework between collaborative
partners through ICT-enabled infrastructure. A case example is highlighted within
the scope of this research with the objective to demonstrate and validate the pre-
sented communication framework that is to be implemented tomonitor andmanage
virtual factory business processes successfully.

Keywords: Virtual factory � End-to-end ICT solutions � Business
collaboration � Process monitoring � SMEs

1 Introduction

Reduced investment capability of companies due to economic crisis, highly dynamic
markets, intense competition and other external factors influences manufacturing
companies to react quickly and the adoption of changes faster than before. Today’s
customers expect personalized products or services, which often make difficult for
individual company to satisfy. To react such challenge, companies find other compa-
nies and integrate with them to work in collaborative enterprise networks [1]. In order
to create such networks, companies not only the capability to identify, model and
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expose their core competences, but the capability to execute their business processes in
an agile, short-time and often non-hierarchical business environments [2].

Due to global economic crisis, the manufacturing domain looks forward to achieve
business benefits mostly by exploiting the latest advancements in ICT that supports a
more productive, cost efficient and sustainable future. There exists distributed and
flexible manufacturing domain in recent days, however there are lacking more
responsive and agile manufacturing configurations to achieve added business potential
[3]. In such business environment, dynamic manufacturing networks in the form of
virtual factory stands out as a cutting-edge solution that enables manufacturing com-
panies to drive into the new global economy. This concept is expedited through the
ADVENTURE plug-and-play virtual factory business environment [4].

The concept of virtual factory emerge from the idea of formation and execution of
business collaboration with the help of end-to-end ICT solutions. This business envi-
ronment effectively support to highly customized and service-enhanced products along
its life cycle. It promotes co-creation and co-innovation, involving the manufacturers,
customers and local suppliers. To develop supporting tools and governance models for
virtual business environment, it is necessary to first identify representative business
scenarios that enable individual requirements to the collaboration. In this context, a set
of relevant business scenarios for virtual business environment are derived from the
requirements of the manufacturing domain are identified and discussed.

The rest of the paper is organized as follows: Sect. 2 represents the theoretical
framework that outlines relevant information associated with virtual collaboration,
while Sect. 3 defines virtual factory design requirements. Section 4 highlights the
business framework for virtual factory in the form of brief explanation of its life cycle
and associated sub-processes. An application of ADVENTURE virtual factory:
end-to-end integration of ICT solutions is presented in Sect. 5, whereas, the paper is
concluded with discussions and future works in Sect. 6.

2 Theoretical Framework

The formation of business collaboration is the natural evolution of typical supply
chains that aim to respond to global business challenges [5]. Business collaboration in
the form of virtual factory coined to express the establishment of dynamic alliances
among manufacturing companies in order to gaining mutual benefits. The virtual
factory constitute a demand-driven formation of enterprises for a certain purpose [6].
To be successful in such business environment, the interconnection and effective
communication among the various systems of every participating enterprise is con-
sidered a precondition. This communication extends to shop floor of partner companies
and is not limited to only systems level (e.g. ERP systems). The general objective
behind forming such networks is to reduce both costs and time to market, while
increasing flexibility, gaining access to new markets and resources, and utilizing col-
lective intelligence on methodologies and procedures [7].

The implementation of ICT and particularly Internet technologies developments led
to higher focus on virtual knowledge management and high value added activities
when they comes to design collaborative business. These changes in the organizational
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structures and business models need collaboration among multiple stakeholders, where
an organization shift from product-oriented enterprise to customer-oriented enterprise,
a shift centralized system to a ‘community or ecosystem oriented’ system [8]. The
developments in ICT sector and the emerging globalization of the economy, business
collaboration or networking is becoming increasingly important for innovation and
growth. In reality, easy interconnectivity between partner organizations is nowadays a
pre-requisite in achieving competitive advantage.

Table 1. Various dimensions of virtual collaborations and their associated benefits.

Dimensions Elements Advantages
Real-time 
information 
exchange among 
partners

• Ensure on time information
• Information visibility
• Access right for information
• Transparency of information

• Reduce information gap 
between partners

• Faster problem detection
• Improve trust between 

partners
• Quick response rate

Business process 
coordination and 
monitoring

• Collaborative process design and 
development

• Infrastructure for process 
coordination

• Process monitoring framework
• Storage of monitored data

• Optimize process 
performance

• Minimize process uncertainty
• Improve collaborative service 

level
• Reduce process related cost

Workflow 
coordination and 
management

• Business workflow design and 
management

• Integrate planning and 
coordination system

• Adaptation of appropriate 
planning

• Enhance workflow efficiency 
and accuracy

• Faster time-to-market
• Improve workflow 

uncertainty
• Expand service

New governance 
model

• Secure effective partnerships
governance

• Integrate automated business 
processes

• Building and sustaining 
legitimacy of the partnership

• Improve accountability of 
partnerships

• Ensure partner alignment and 
power

• Better resource utilization
• Improve market share

New methodology • Plan for developing new business 
models

• Understand on open 
collaboration models

• Collective intelligence and crowd 
sourcing models

• Better business collaboration
• Effective use of partners 

competencies and resources
• Forecast business success and 

profitability
• Adapt expanded resource 

pool
Synchronized 
production 
planning and 
scheduling

• Create efficient collaborative 
material plan

• Synchronize the flow of 
resources for multistage 
production needs among partners

• Develop constraint-based 
production schedules 

• Optimize process capacity 
and utilization

• Reduce finished goods and 
work-in-process inventory

• Minimize resource wastage
• Increase throughput 
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Most of the global companies need to take initiatives to recover from lost oppor-
tunities during the last years. The manufacturing sector still plays a major role in the
global economy and is seen as a vital sector for the successful future. To claim regular
success in both private and public sectors, ICT has been identified as a key driver with
a high potential to enhance manufacturing industry in a sustainable way [9]. The
developments of ICT framework tend to consider business services as some form of
‘black boxes’ that enables companies to perform some actions, being more focused on
data, control flow, and interoperability of collaborative processes. From a business
aspect, such services offers benefit to the product that is delivered to a customer with
higher satisfaction. Successful partners work together with other partners through ICT
enablers who offer complimentary expertise such as assets, processes capabilities and
capacities [10].

From the literature review, it is revealed that there are several dimensions within
business collaboration as defined by many researchers [13–15]. Some of the major
dimensions with their associated elements and benefits are illustrated in Table 1. From
Table 1, it is noticed that major dimensions in business collaboration are information
exchange, process coordination and monitoring, workflow management, governance
model and production planning and scheduling.

3 Virtual Factory Design Requirements: Business, Strategic
and Functional

The requirements within virtual collaboration whether it is business, strategic or
functional collaborative needs to assess them critically before moving forward to
establish such network. It is therefore highly recommended to ensure state-of-the-art
requirements collection and analyze them to get the optimum ones. Initially, in case of
virtual factory environment, Broker Company needs to collect the requirements and
shares with the potential partners in the proposed collaborative network. Such
requirements are collected following three steps as highlighted in Fig. 1.

Fig. 1. Synoptic view of the virtual factory designed requirements
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From Fig. 1, it is seen that there are three steps in the requirements collection
process within virtual factory. Step 1 is designated as business requirements, while step
2 and 3 are strategic and functional requirements respectively.

There are several requirements within business requirements as presented in step 1
in Fig. 1, however, major requirements are highlighted within this research scope.
Market research and analysis is one of the important business requirements, which
starts before initiating any forms of collaboration. During market research, possible
business opportunities are identified based on customers’ preferences and target market
segment is calculated eventually. After finalizing the target market segment by the
broker company of the defined collaborative business network, the next available
business requirement is to look for potential partners and select them based on the their
expertise, knowledge, experiences and product portfolios. The collaboration is formed
after making an agreement between collaborative partners.

The second step of virtual factory designed requirements are strategic requirements,
which are highly dependent on the previous business requirements. At this step, cus-
tomers’ responses as received from step 1 are analyzed and target product specifica-
tions are finalized. Based on the product specifications, essential product design and
analysis are done. In order to develop the target product, required collaborative process
planning and scheduling are performed. In addition to collaborative process planning,
process forecasting is also considered as strategic requirement in order to design the
business processes efficiently.

The final step of virtual factory requirements are functional requirements, which are
initiated based on strategic requirements. Within such requirements, business processes
monitoring and, management is considered an important requirement. In functional
requirements, partners also need to optimize their collaborative business processes. In
order to execute a successful business collaboration in the form of virtual factory,
partners need to design and develop a communication framework or channel with the
objective to exchange information between partners that consequently support to track
the process status. The final requirement is to design a database management system in
order to store the process related data or information of the virtual factory.

4 Business Framework for Virtual Factory Environment

The business framework for virtual factory environment contains four levels namely,
initiate, plug, play and dissolve as displayed in Fig. 2. From Fig. 1, it is seen that each
of the step is consists of several sub-processes as needed to formation and execution of
virtual factory successfully.

In the first step ‘Initiate’, Broker Company that initiates virtual collaboration in the
form of virtual factory identifies new business opportunity after rigorous market sur-
vey. From this market survey major customers preferences are screened out before
proceed towards collaborative network. The formation of collaboration initiates after
defining partners selection criterions based upon potential partners are looked for. At
this step, necessary governance model is initiated in addition to develop network’s
methodology. In order to measure the overall performance of the virtual collaboration
several key performance indicators are also finalized at this phase.
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In the plug phase of the virtual factory environment, partner’s selection process is
finalized and collaboration is started in order to achieve the identified business
opportunity. All partners signed an agreement to share each other resources and
expertise and maintain confidential information within the forum. The partners share
design information of the proposed product after signing the agreement. At this step,
production plan and operational routing and scheduling are initiated after finalized the
product specifications. In this plug phase, a communication channel is established
between the partners to exchange valuable information and to update collaborative
processes statuses. The network governance model as initiated previous step also
finalized at this phase.

After selecting the potential partners, virtual factory’s broker company allocate and
share costly resources among partner companies, which are also managed efficiently
among them. The required production plan and operational routing and scheduling are
finalized at this phase. In the plug phase of the virtual factory environment, different
collaborative processes are managed and to measure the processes performances for
evaluation purpose. All the partners’ processes are made interoperable in order to
processes updates and establish smooth message transfer between each other.

Final step of the virtual factory environment concerns with dissolution of the entire
business collaboration, which was formed temporarily based on the identified business
opportunity. At this step, profits and liabilities of the virtual factory are shared among
partners and disseminate the network’s outcomes. New knowledge and data as
achieved from this collaborative environment are stored in database system for future
use. Overall performance of the individual partners are published within the network
for further improvements. In case of better performance, partners are awarded as a
recognition. Critical after sales service of the sold products is also ascertained at this
phase, which is a part of customer service and satisfaction.

•Market research and analysis
•Collect customer 
requirements

•Identify business 
opportunity

•Select partners criterions
•Look for potential partners
•Initiate governance model
•Select key performance 
indicators

•Develop network’s 
methodology

Initiate

•Select network partner
•Sign contractual agreement
•Form business network
•Design collaborative product
•Finalize product specification
•Initiate production plan
•Initiate operational routing 
and scheduling

•Establish communication 
framework

•Finalize network governance 
model

Plug

•Allocate resource among 
partners 

•Manage resource efficiently
•Finalize production plan
•Finalize operational routing 
and scheduling

•Manage collaborative 
processes

•Establish interoperable 
processes

•Measure process performance 
and evaluate

•Ensure interoperable message 
transfer

Play

•Initiate network dissolution
•Share profits among partners
•Distribute liabilities among 
partners

•Disseminate network outputs
•Store data and new knowledge
•Publish performance level to 
partners

•Manage rewards
•Ascertain after sales service

Dissolve

Fig. 2. Synoptic view of business framework for virtual factory environment
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5 ADVENTURE Virtual Factory: An Example
of End-to-End Integration of ICT Solutions

This section highlights an end-to-end integration of ICT solutions for virtual factory
designed and developed under ADVENTURE project environment. The ADVENTURE
is a project funded by European Union (EU), where the aims were to ensure virtual
business collaborations among companies, mainly among small and medium size
enterprises (SMEs) in EU [4]. The virtual factory needs several systems to manage
effectively such as workflow management systems, project management systems,
document management systems and collaboration management systems. In order to
achieve such needs, virtual factory broker makes use virtual factory platform. Figure 3
displays an example of a process model within a virtual factory platform, where different
sub-processes of a product design and delivery phases are illustrated.

From the process model as displayed in Fig. 3, it is noticed that when a partner
within virtual factory receives an order for very new equipment to be designed from
scratch from a client, the ADVENTURE Process designer is used to model the entire
manufacturing process.

Implementing the Process Designer component and the integration with the Partner
management system, the partner company is able to search and select for suitable
partners, filtering them through non-functional requirements (e.g., CO2 emissions,
lead-time, cost, location, etc.…) and assign them to each external order. When the
essential processes are defined, the partner company can use the Simulation and
Optimization components, as part of the ADVENTURE platform to achieve the best
result for this concrete process. After optimizing the process, it is necessary to execute
it, which is done by the ADVENTURE Smart Process Engine component that controls
the workflow and invokes services on the partner company’s internal legacy systems
(Fig. 4) as well as on active virtual factory members’ legacy systems. For those partners
who are not technically integrated in the portal, web user interfaces will be available or
its interaction with the system.

Fig. 3. Virtual factory process model designed in ADVENTURE platform

744 A. Shamsuzzoha and P. Helo



In order to place an order in virtual factory partner’s legacy system, the Smart
Process Engine imports the model from Process Designer and invokes the respective
gateway service assigned to the internal task (see Fig. 4). The procedure to place an
order to a supplier’s legacy system is similar to Fig. 4. From Fig. 4, it is noticed that
ADVENTURE platform make the interfacing between partner’s legacy systems and
supplier’s legacy system in placing an order.

In case of placing an order in partner’s ERP system, it is noticed from Fig. 4 that
partner’s ERP system received an order through ADVENTURE platform, where the
order is processed through smart process engine, transform services and gateway
services. This order process is also monitored through real-time monitoring module
before saved in the ADVENTURE Cloud data storage. Eventually, the user can
visualize the order status through dashboard module as depicted in Fig. 4.

6 Discussions and Conclusion

Comparatively easy access to global resources and capabilities enables manufacturing
companies to select most suitable partner to form a temporary business network with
the objective to meet complex customer demand. Such inter-organizational relations
among business partners offer increased competitive power, which is often not possible
for an individual company to achieve. Such legally bonded collaborative forum is often
named as virtual organization [11], virtual factory [6], business community [12], etc. In
such business network, each of the partner’s core competencies and resources are used
to produce complex, capital-intensive products that is carried out along process chains,
composed of the contributions of different partner companies [1].

Fig. 4. Placing an order in virtual factory partner’s ERP system
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The effort of business collaboration becomes known after identifying a business
opportunity, where the broker company invites and selected partner companies. Such
collaboration implements collaborative processes where all partners have to create a
common result. These processes can effectively be managed through end-to-end inte-
gration with ICT solutions. The impact of such ICT solutions enable virtual collabo-
rations to react dynamically with partner companies through providing real-time
communication framework. The real-time communication framework provides neces-
sary support to monitor and manage the collaboration.

This research work highlights elaborately to an end-to-end ICT framework that is to
be applicable for virtual factory environment. This framework provides the detailed
phases of the VF life cycle along with associated sub-processes. These sub-processes
and their individual functionalities are explained for further use. The presented ICT
framework is implemented in a case business network, where the broker company uses
the framework to manage both of its own legacy systems as well as suppliers’ one to
place an order. With the scope of this framework, a complete order placement process
from partner’s ERP system to supplier’s ERP system is explained. This complete order
placement process can also be monitored and managed through such framework.

Future research can be investigated to extensively study the potential limitations
and risks of the business collaboration. In addition to, advanced ICT framework can
also be designed and developed to support agile and resilient virtual collaborations.
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Abstract. Some costly and complex technical products, such as walking
assistance devices, require ad-hoc design processes to address the very specific
needs of each user. However, the depiction of customer/user requirements in the
early stage of design stands difficult due to their subjective nature and the
separation between the user and the designer. To bridge these gaps, we introduce
the definition of a new modular digital toolbox based upon mixed reality system
and kansei engineering techniques. The hardware consists in modular Tangible
User Interfaces (TUIs), custom made by 3D printing and powered by a 3D game
engine. The interactive content is displayed in mixed reality, simultaneously to
the user and the designer. Kansei data are collected through questionnaires and
psychophysical measurements, during multiple collaboration phases. The
modularity of the system allows the evaluation of various TUIs, 3D content
behaviours and the best fitting type of display.

Keywords: Customer requirements � Collaborative design � Mixed reality �
Kansei engineering � Tangible user interfaces

1 Introduction and Motivations

1.1 Supporting Mobility Requires the Design of Complex
Mechanical Products

We are currently in the midst of a profound demographic shift. The aging of the
population in developed countries is a groundswell, due to a slowing birth rate and an
increasing life expectancy. In Japan for example, the share of the population over 60
was 8 % in 1950, 10 % in 2000, and is expected to reach 21 % in 2050. In a near future,
one out of four people will be over 65 [1]. Among all challenges raised by the aging of
the population, mobility appears as one of the most pressing issues [2]. The prevalence
of mobility impairments increases with age, i.e. one in ten for people in their fifties, up
to one in two for those in their eighties. Losing complete or partial mobility affects not
only the ability to walk, but also the ability to perform daily tasks, which is a major
determinant in quality of life and causes dependence on others [3]. To address walking
disabilities, “one fits all” solutions are the most common. As an example, wheelchairs
are often recommended to patients with mobility impairment conditions caused by
lower limbs disability. Although safe and easy-to-use, they also have many
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disadvantages, e.g. they limit activities due to their large footprint and make it com-
plicated to perform basic daily tasks due to the limited reach they offer. Wheelchairs
also tend to limit the visibility field of their users, making it difficult both to see and to
be seen.

In order to overcome most of these limitations, efforts have been put to offer users
an upright posture through more sophisticated products. For instance, robotic
exo-skeletal apparatuses [3] such as powered suit HAL [4], Ekso [5] or Vanderbilt
Powered Orthosis [4, 6]. Some of them may require using an additional remote walker
[7]. However, such products tend to be complicated and expensive, both to design and
operate.

1.2 New Design Tools for a Better Fit to Customer Requirements

For designers, one way of simplifying their products is to take into account the fact that
many people with walking-impairment have a valid upper body. Therefore, the focus of
research has shifted towards apparatuses capable of autonomously supporting users by
leveraging their remaining upper mobility and led to the design of simpler and less
expensive devices like illustrated in Fig. 1(c) [8, 9]. Due to space limitations, we are not
able to give more details about our use case.

At the same time, quality of living and comfort has taken priority over simple
functional solutions for the users. In projects involving medical assistance devices, it is
of paramount importance to take into account the detailed condition of the user and
focus on ergonomics, usability, user acceptance, body metrics and adequacy to the
user’s feeling [4]. Focusing on such items can result in safer products and faster
learning curves for the user [10]. These elements are key drivers of the final product
properties and should be considered from the very early design stages. They are all
related to what is called the user ‘kansei’ [11]. Kansei is a Japanese term that can be
translated as “emotion” or “affect” and encompasses all aforementioned items. It is
deeply linked to the customer requirements; as kansei engineered products tend to
increase the satisfaction of their users. However, incorporating the kansei requirements
at early design steps poses a major challenge because designers need to take into
account both psychological and physiological user requirements simultaneously.

(a)  (b)  (c)  

Fig. 1. Illustration of assistance devices for walking impaired people. (a) bimanual rear-wheel
driven folding wheelchair, (b) Exoskeleton (HAL) [4], (c) Walking assist machine using crutches
(WAMC) [8].
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Hence our research question: How to improve the design process of products that
require a good fit with the customers kansei requirements, such as walking assistance
devices?

Early user involvement in the design process has several advantages. The main
benefits are an increased access to and understanding of the user’s needs, experiences,
and ideas; improvements in medical devices designs and user interfaces; and an
increase in the functionality, usability, and quality of these devices. In particular, the
involvement of users is crucial at each stage of the product development cycle to
leverage in a cumulative way their contributions and thus to maximize their effects
[12]. One good option for integration through collaboration between user and designer
during the design process is the use of common “tools”. The tools are able to trace the
interactions between users, they support the design process itself and produce repre-
sentations of the concept, from early steps to final completion of the physical object.
The representations are key for collecting one’s kansei [11] and can be used as
boundary objects [13]. The tools facilitate exchange between the designers and the
people who will experience the products [14].

Therefore our objective is to invent a new tool to support the integration of the user
and their kansei requirements inside the design process of medical assisting walking
devices. For an optimal integration and compatibility into the current digital design
process of such products we concentrated our research on Computer Aided Design
(CAD) tools.

Hypothesis: With an earlier involvement of the user in the design process it is
possible to design better products. This could be achieved with a new tool that allows
the user to participate in the early stages of the design process the mobilization of his
kansei data can leverage the design process for better products.

2 Existing Digital Design Tools and Methods

2.1 CAD Strength and Weakness in Early Design Stage

The design of most complicated devices require simulations, analysis, and optimisation
conducted with CAD tools. As a consequence they are essential when dealing with the
design of medical assistance devices. However, the participation of users during the
design process and the integration of kansei engineering from the early steps could be
improved.

Because of the number of functions they support the CAD tools require a long
training with steep learning curves. The designers who use them only become experts
after years of mechanical education. They require good perceptive and imaginative
skills along with a technical educational background [15]. Their complexity notably
lies in their human machine interfaces, which impair collaboration and direct interac-
tion with the CAD objects [16]. The keyboard and mouse widely dominate work
environments. If they are very capable in terms of performance in expert’s hands they
however might not be easy to handle by elderly people who are sometimes unfamiliar
with the technology. They also require dexterity and precision, which may be an issue
in the case of physical impairment.
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The compatibility of CAD tools with early design stages, when kansei requirements
must be generated and collected, could also be improved. The conceptual design phase
is critical for involving collaboration between designers and users and integrating the
specific requirements of the latter [17]. As a consequence, the user is often requested to
give feedbacks about already well-developed representations (e.g. CAD models) which
are difficult to interact with. Recently, new types of Computer-aided Design interfaces
can produce realistic representations of the product being designed for a reasonable
cost. The Fig. 2 illustrates the limited feedbacks and perception clues for a user.

Mixed Reality (MR) is defined as a particular subset of Virtual Reality (VR),
related technologies that involve the merging of real and virtual worlds somewhere
along the “virtuality continuum” [18] that spans between completely real environments
and completely virtual ones and illustrated in Fig. 3. One of the major advantages of
this type of interfaces is the possibility of leveraging the real world with virtual ele-
ments (as in augmented reality) or to map virtual elements to real physical objects
manipulated by the user (as in augmented virtuality).

MR systems can facilitate the integration of user in the design process because they
offer an enhanced perception of the future product. The VR technology enables the user
to experience the design model with high quality of presence by using the interactive
three-dimensional image without making an actual product from the early design stages
[19]. They offer shared representations and boundary objects for better communication
between designers and users. Boundary objects [13] work to establish a shared context
between designers. They can be objects or models are simple or complex representa-
tions that can be observed and then used across different functional settings. These
representations of the under design object depict or demonstrate current or the possible
“form, fit, and function”, in other words, fitting to the knowledge of the user. An
enhanced perception of the CAD object for the user is illustrated in Fig. 4.

Fig. 2. Integration of the user in the design process with CAD tools.

Fig. 3. The “virtuality continuum” as defined in [18].
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2.2 Kansei Engineering Methods for Early Incorporation
of User Preference

Kansei engineering is a technique that can contribute to higher user satisfaction [11].
However, their implementation in real life is difficult, especially when the products to
be designed are complex and when the design is done in a lab-based environment, as is
it the case for walking assistance devices.

Design engineers have their own tools, processes and methods [20]. In order to
capture the user requirements during the medical design solution development,
designers usually refer to existing references. However, the information/data is not
necessarily relevant and applicable to generate new solutions. The methods discussed
in the scientific literature can rarely be applied to actual use cases, while current
industrial practice may be confidential. There is little knowledge available about
methods and approaches needed to capture the full range of requirements [10].
Designing specific walking assistance devices implies the collection of all the specific
requirements from the end user. It is expected from the designers to know the kansei
and lifestyle of users and to suggest realistic solutions to improve them [1]. The kansei
requirements challenges come on top of the traditional technical challenges, which are
already demanding and labour intensive [10].

This leads to the interweaving of several academic fields, i.e. medicine, engineering
and social sciences [21]. As a consequence kansei engineering design often imply the
integration of dedicated kansei tools and methods in addition to the process [11, 22].
However this approach consider the user as a source of design information but mostly
as an indirect participant. Kansei engineering methods recommends the collection of
customer feedbacks at the early design steps for best results. Measurable usability
criteria address issues related to the effectiveness, efficiency, safety, utility, learnability
and memorability.

We want to mix the advantages of MR (virtual and augmented reality tools) with
Tangible User Interfaces (TUIs) with kansei engineering techniques. Successful pro-
jects have been conducted with the integration of VR and kansei engineering, as
schematised in Fig. 5. This technique is called kansei engineering type IV [1].

Fig. 4. Integration of the User in the design process with VR CAD tools.
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2.3 Co-design for User Early Involvement

Typical digital tools follow a step-by-step process where representations are first shown
to the user and then modified by the designer, as illustrated in Fig. 6. This step by step
process requires the designer involvement to modify the CAD object after collecting
the user’s feedbacks.

Collaboration and co-design imply the ability for all participants to be able to
modify and interact directly with the representations, as illustrated in Fig. 7. Doing so
in a digital environment implies dedicated tools capable of supporting such activities,
with specific interfaces. This requirement is even more stringent when dealing with the
early design steps.

Fig. 5. Integration of the User in the design process with VR CAD tools in kansei engineering
type IV [1].

Fig. 6. Flow of representations along the design process.

Fig. 7. Flow of representations along a co-design process.
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3 Definition of a New MR Kansei Based Tool
for Early Co-design

3.1 Principles of the Tool

The tool needs to be compatible with the current design process, namely the digital
tools the designers are already using and their methods. We will use digital tools and
the manipulation of CAD data for a better integration. The system will focus on the
initial design steps for the definition of user requirements and during the design iter-
ations and evaluations of digital prototypes.

The tool needs to integrate the user in the design process by giving him simple
interfaces to collaborate actively with the designers. We also need the system to be
capable of changing configurations for fitting different users. One of the solutions is to
create the interfaces on demand for each use case and ensure their compatibility with
the system with a modular architecture.

The tool needs to be kansei engineering compliant. A kansei engineering process
requires being written in addition to the already existing design process, and capable of
leveraging the capacity for the designers to capture kansei data through interaction/
collaboration phases with the user. The Fig. 8 illustrate this workflow.

The Kansei data will be generated by a mix of several techniques, listed in Table 1.
During the design process the psychophysical state of the user is evaluated. Its satis-
faction is measured at the end of it with a questionnaire. The design tool itself is also
rated with the Self Assessment Manikin method [23].

Fig. 8. Co-design between Designer and Co-design with Designer and User with the
combination of MR system and kansei engineering IV [1].

Table 1. Items collected for creating the kansei data and the associated methods.

Method Kansei data - user feedbacks

Questionnaire Satisfaction of the design ergonomics
Satisfaction of the design appearance

SAM of the design tool Valence, arousal and dominance
Psychophysical measurements of
emotional arousal

Heart beat frequency, face emotions and galvanic
skin response
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3.2 Originality and Expected Benefits

Our tool offers three major advantages and combines the advantages of existing
methods and techniques. We build on demand the TUIs, ad-hoc to each new product
development. 3D printing seamlessly integrates with CAD and has the ability to pro-
duce custom interfaces at relatively low prices. The tool offers rich interactions with
touch, vision and hearing senses. TUIs can mimic real world environment and be very
effective for users both experts and not experts of digital design environments, they can
be effective boundary object and media of communication and collaboration. The
possibility to observe and collect more accurately the expressed feelings and intentions
of the participants is also increased. Tangible Augmented Reality (AR) combines the
intuitiveness of TUIs with the enhanced display possibilities afforded by VR. This
allows the implication of the user during the early design stages [24]. The benefits of
TUIs include allowing multiple users to simultaneously view, feel and manipulate a
physical shape instead of an abstract graphical representation [25]. TUIs also bridges
the gap between the worlds of bits and atoms through graspable objects and ambient
media in physical environment [26].

3.3 Description of the System

The full system we experimented is schematized in Fig. 9.

Easy-to-Use Hardware. The Oculus Rift® is a cheap head mounted display that can
display stereoscopic images using a low persistence OLED display to eliminate motion
blur and judder, two of the biggest contributors to simulator sickness. Low persistence
makes the scene appear visually stable, increasing the potential for presence. It is
installed with an additional positional tracking and can accurately map all of the user’s
head movements.

We 3D print TUIs on demand for each project so they can be fitting to both the
project and the user who will collaborate to the design process. The 3D printed
interfaces are made from simplified shapes of the early design subcomponents of the

Fig. 9. Schematic description of the system.

758 P.-A. Arrighi et al.



product as recommended in kansei engineering methods. The 3D printed TUIs are
produced ad-hoc to be simultaneously easy to manipulate and track. They are produced
with a Keyence® Agilista 3100 3D printer. We use the Microsoft Kinect® for 3D
tracking them.

The Software Implementation Offers Modularity. Unity® is a flexible development
platform for creating multiplatform 3D and 2D games and interactive experiences. We
use it to connect the TUIs to the virtual objects of the 3D scene to the stereoscopic
display. With Unity® software it is possible to assign to each TUIs several behaviours
depending on the specific design task and the user.

4 Conclusion

By combining mixed reality tools and tangible user interfaces, we created a new
computer-aided design system which facilitates the design collaboration between
designers and users and which allows to collect user data/kansei data in faster and more
flexible way in the early designs stage.

Our work will now focus on implementing and testing the tool in the context of a
real-life design of new WAMC and also other products. In complement of the kansei
data generated by the user, the usage of the tool from the design engineers’ point of
view will be assess. i.e. how useful is the user generated data and the productivity of
the collaboration. The development of such a co-design digital tool is expected to help
engineers designing user-friendlier products. This could enhance the quality of life for
people through better user experiences with their goods.

Acknowledgements. This research has been funded by the Japan Science and Technology
Agency (JST) Start-up Grant for Tenure-track Researchers, Number KH26000802.
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Abstract. The deployment of Additive Manufacturing processes had a rapid and
broad increase in the last years, and the same trend is expected to hold in the near
future. A way to better exploit the advantages of such technology is the use of Design
for Additive Manufacturing (DFAM), a set of methods and tools helpful to design a
product and its manufacturing process taking into account AM specificities from the
early design stages. However, until now DFAM has not received feedback informa‐
tion from the shop-floor additive machines. To overcome this information lack, we
present in this paper an integration between DFAM and a Manufacturing Execution
System (MES), an information framework able to real-time acquire, analyze and
synthesize process and product data. The MES-DFAM cooperation allows to improve
product quality and process performance, and to better deal with possible criticali‐
ties, both in the prototyping and in the mass production phases.

Keywords: Design for additive manufacturing (DFAM) · Manufacturing
Execution System (MES) · Additive manufacturing · Information systems ·
Monitoring systems

1 Introduction

According to the ASTM standard [1], Additive Manufacturing (AM) is defined as “the
process of joining materials to make objects from 3D model data, usually layer upon
layer, as opposed to subtractive manufacturing methodologies, such as traditional
machining”. Several synonyms are also defined for AM: additive fabrication, additive
processes, additive techniques, additive layer manufacturing, layered manufacturing,
rapid manufacturing and freeform fabrication. The first step of an additive fabrication
process is to decompose the model data of a part into a set of 2D cross sections. Then,
the AM machine adds material layer by layer to produce the physical object.

Appropriate tools are necessary to fully exploit this technology and its advantages.
Currently, there is a lack of appropriate information tools to support and promote this
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innovative fabrication process. The absence of design instruments is particularly notice‐
able [2]. Thus, the aim of this paper is to provide a framework for the deployment of
new information tools for additive fabrication and their integration with each other to
support the design.

Actually, few work has been done in the field of the integration between Product
Lifecycle Management (PLM) and Manufacturing Execution Systems (MES) for tradi‐
tional manufacturing processes. A first attempt has been done by Ben Khedher et al. [3],
who proposed a model for data exchange between PLM and MES. In D’Antonio et al.
[4] an application for this cooperation has been proposed in the field of aeronautic
industry. A schematic of the information exchange between the two information systems
is shown in Fig. 1. PLM-MES integration is helpful because it allows to compare the
product and process «As-Is» conditions with respect to the «To-Be» states. This coop‐
eration can lead to the creation of a knowledge-based system covering the whole product
lifecycle and makes feasible a quick feedback information mechanism, which is critical
for the implementation of continuous improvement practices. The improved data
exchange can allow to plan innovative strategies and make decisions for better and faster
reactions to market changes, and to enhance the competitiveness of a company.

Up-to-date, no applications of MES in the field of additive manufacturing exist in
literature. In this work we will provide a framework for the deployment of such infor‐
mation systems in AM and to integrate it with Design for Additive Manufacturing
(DFAM), a set of methods and tools helpful to design a product and its manufacturing
process taking into account AM specificities from the early design stages. In Sect. 2 we
briefly review additive manufacturing technologies and introduce DFAM. In Sect. 3 we
introduce MES and explain its possible deployment in additive manufacturing. In
Sect. 4 the MES-DFAM integration and its advantages are treated; finally, some conclu‐
sive remarks and hints for future work are provided.

Fig. 1. Schematic of information exchange between PLM, MES and the information systems
deployed at the shop floor.

2 Additive Manufacturing

2.1 AM Technologies

Today, several AM technologies are available; the choice of a particular fabrication process
is strictly tied to the deployed material: polymers, metals, ceramics and organic materials are
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among the main ones [5]. Material extrusion is among the most deployed methodologies: a
thermoplastic material is heated over its glass transition temperature and extruded through
a nozzle in a controlled manner. The extruded material is used to print 2D sections succes‐
sively, one on-top of another, until the object is complete. Due to their relatively low glass
transition temperatures, ABS and PLA are the mostly deployed thermoplastic polymers in
material extrusion [6, 7]. Metal AM is mainly based on powder: materials currently used
include steels, pure titanium and titanium alloys, aluminum casting alloys, nickel based
alloys, gold and silver. The list of metals and alloys deployable in AM grows as new tech‐
nologies emerge [8]. However, currently no process is able to create net shape parts, and a
post-processing operation is necessary (for example, to remove supports or to finish the
surface). Thus, a stand-alone AM implementation is not feasible, and the integration among
production processes is necessary [6].

The first advantage of AM processes is design freedom: possibilities in shape
complexity and custom geometry are extraordinary, compared to traditional manufacturing
technologies [9]. Furthermore, material waste is reduced, time-to-market is shortened and a
just-in-time production approach is feasible [8]. Moreover, in traditional processes different
stages take place at different locations, while this does not occur in additive fabrication:
hence, transportation problems, cost and energy consumption are reduced [9].

The applications of additive processes are increasing as new materials are available.
Currently, AM technology is deployed in aerospace, automotive and biomedical devices
manufacturing. The highly customization level allows to profitably deploy freeform
fabrication in personalized products and in the production of small lots [6]. Beyond end-
user products, an indirect usage of AM is also feasible, for example to develop and
produce tools for conventional machines [9].

The AM market is significantly growing in every manufacturing sector: in 2012, the
global additive manufacturing market was $1.8 billion; due to the continuous improve‐
ment in the performance and cost reduction of manufacturing systems, and the devel‐
opment of new materials, this market is expected to grow at a 13.5 % rate, reaching $3.5
billion by 2017 [10, 11].

2.2 AM Methodologies

Currently, research in AM is focused on developing new materials, software and
processes; little investigation is performed on the methods for designers. Nevertheless,
the design has a remarkable impact on the downstream phases, e.g. production, distri‐
bution, utilization and disposal. The DFAM methodologies are now a major issue to
exploit in an appropriate manner the potential of AM Technologies for product devel‐
opment [12]. Furthermore, digital fabrication and on-demand production dramatically
changed the manufacturing paradigms. AM allows to produce huge quantities as well
as small volumes of a product, with little or no stock; furthermore, a customer can look
for a product in a digital catalogue, customize it and send the resulting file to a small
firm to fabricate it [5]. To manufacture high-quality products, the properties of the
material must be well-known; however, these properties can strongly vary according to
the production parameters, such as the orientation of the part in the 3D printer, the build
speed and the tool path. Thus, the deployment of a consistent and structured design
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approach is mandatory. In traditional processes, Design for Manufacturing (DFM) prac‐
tice is deployed to eliminate production issues, and minimize manufacturing, assembly
and logistics costs [13]. However, additive processes have different constraints and DFM
cannot be deployed as it is; it must be re-thought to take into account the unique capa‐
bilities of AM, in order to fully exploit the advantages of such technology and consider
its limits from the early design stage [14]: in particular, new design tools are necessary
to define and explore product shape and properties, new materials, new efficient manu‐
facturing processes, and to assess lifecycle costs [15].

Design for Additive Manufacturing is a set of methods and tools helpful to design a
product and its manufacturing process taking into account AM specificities from the
early design stages: DFAM allows to determine an optimized process planning from the
functional specifications [16]. Rosen [17] defines DFAM as the synthesis of shapes,
sizes, geometric mesostructures, and material compositions and microstructures to best
utilize manufacturing process capabilities to achieve desired performance and other life-
cycle objectives. He also defines the DFAM structure shown in Fig. 2. Design is repre‐
sented by the right-left flow: functional requirements are transformed into properties
and an appropriate geometry; a process planning is performed to formulate a potential
manufacturing process. On the left-right flow, the designed object and its fabrication are
simulated to determine how well the original requirements are satisfied.

Fig. 2. Design for DFAM methodology extracted by Rosen [17].

Another structure for DFAM is formulated by Ponche et al. [16] (Fig. 3): their meth‐
odology is organized in three steps: determination of part orientation into the machine;
topological optimization of the part; optimization of the manufacturing paths. This

Fig. 3. Design for DFAM methodology extracted from Ponche et al. [16].
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methodology allows to take into account the characteristics and constraints of the chosen
AM process from the early stage of design.

In the next section, the functionalities of a MES and their possible cooperation with
DFAM will be discussed.

3 Manufacturing Execution Systems

Manufacturing Execution Systems are IT tools commonly deployed in companies
involved in traditional manufacturing. A MES enables information exchange between
the organizational level, commonly supported by an ERP, and the control systems for
the shop-floor, usually consisting in several, different, very customized software appli‐
cations [18]. A MES has two principal purposes. First, the system has to identify the
optimal sequence planning taking into account the constraints of the process, such as
processing and setup times, and workstations capacity, considering the requirements
and the necessities given by the organizational level. The system also has to manage and
allocate resources such as the staff and the material necessary for the manufacturing
process. There exist a large variety of commercial software able to deal with this kind
of tasks: among them, the most popular are designed by Siemens, Dassault Systemes,
General Electric, Rockwell Automation, ABB.

The second aim of a MES is to manage the bottom-up data flow: recently, the devel‐
opment of low-cost, small, easily available sensors led to a great diffusion of monitoring
systems to assess product quality and process performance, and to support the improve‐
ment of production process. The role of the MES is to collect the shop-floor information,
analyze it through proper mathematical techniques, and provide an exhaustive picture
of the current state of the process. Possibly, the analysis should be performed in real-
time, in order to make decisions to control the process with the necessary rapidity.
Examples of real-time monitoring systems integrated in MES are provided in [19–21].

MES for Additive Manufacturing. At the state of the art, there is no application of
MES in the field of additive fabrication. In literature there exist some predictive models
based on the values of machine parameters. In Vijayaraghavan et al. [22] a model to
predict wear strength of a part is provided, based on layer thickness, orientation, air gap,
raster angle and width. Byun and Lee [23] developed a decision making strategy for part
orientation based on surface quality, building time and part cost. Sood et al. [24, 25] use
air gap, raster angle and raster width to predict the wear rate and the compressive resist‐
ance of a part. However, the unpredictability of possible anomalies and failures neces‐
sitates the use of sensor-based monitoring systems. Rao et al. [7] measured vibrations
and temperatures to optimize process conditions, in order to obtain the best surface
roughness and to real-time detect possible drifts. In [26] a set of accelerometers is used
to trace in real-time variations in process dynamics and to early detect possible anoma‐
lies. Faes et al. [27] deploy an optical sensor to measure layer width and height and to
control the geometrical error in the z direction (perpendicular to slicing direction, tradi‐
tionally vertical).

In the cited examples, the monitoring systems are only used for real-time adjustment
of the fabrication process to obtain the best possible quality of the object currently in
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production. Nevertheless, shop-floor data contain a huge quantity of information useful
for different purposes. This information has to be properly extracted and dispatched. For
example, in traditional manufacturing an integration between PLM and MES is recom‐
mended: in case a criticality arises, the cooperation between the two systems allows to
react quicker and with better results [4]. Also in the field of additive manufacturing
proper information tools must be deployed to fully exploit this technology. In this work,
we focus on the integration between a MES and a DFAM; in the next section, a frame‐
work for this cooperation will be exhaustively discussed.

4 Integration Between MES and DFAM

The analysis of data collected by a sensor-based monitoring system is a task that has to
be performed by a MES. Several typologies of algorithms can be used, according to the
deployed kind of sensors and to the time-scale of interest. Sensor-fusion methodologies
can be used to correlate the values for different variables with the state of the machine
and the quality of the produced object. Possibly, the analysis should be performed in
real-time, to improve the reactiveness of the production system.

The results of the elaboration can be used with different purposes. First, they can be
deployed to adapt machine parameters for drifts or errors compensation: automatic
correction strategies can be developed, as well as instruments to support the awareness
of operators decisions. Second, a synthesis of the collected data that highlights the
reasons for which criticalities occurred or predicts them in advance can be provided to
the organizational level of the company, allowing it to plan actions that can enhance the
performance of the manufacturing process.

Furthermore, a very useful deployment of MES output can be made by the design tools.
In the field of additive manufacturing, DFAM can fruitfully deploy the data elaboration
performed by the MES. This allows the design to have a continuous feedback concerning
what occurs on the shop-floor. In this way, the design of a product and the related fabrica‐
tion process can be continuously adapted and improved. A schematic of a framework for
information exchange between the two information systems is shown in Fig. 4.

MES-DFAM integration allows to extend the DFAM model proposed by Ponche
et al. [16] (shown in Fig. 3). The model consists in three tasks and is able to optimize
the design of a product taking into account the capabilities and the constraints of the
process that will be used for its fabrication. In our view, MES support can be useful to
improve the result of all the three tasks performed by the DFAM.

First, part orientation has a strong impact on the quality of the finished part. Decision
support tools have been developed to identify the part orientation that results in the best
roughness and accuracy of the produced object. However, such tools are based on
predictions and simulations of process behavior. A feedback information from a set of
sensors able to evaluate the quality of the physical part would be useful to validate the
predictions and, in case of mismatching, to correct the model and the orientation of the
part into the machine. Second, the shop-floor information can also be used for further
adjustments of the part geometry. In case the quality or the precision of specific features
is not satisfactory, the shape of the object and the material distribution can be revised
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more quickly. The third task included in the DFAM methodology is the optimization of
manufacturing paths and machine parameters. A feedback information from the shop-
floor is useful because even minute uncontrolled variations can lead to strong differences
in the quality of the fabricated part. Several variables can affect the production process,
concerning the deposition (angle of the nozzle with respect to the beam, velocity at which
the material is fed) and the material (melt pool geometry, temperature, deposition
height); furthermore, the output quality is also correlated to the state of the deposition
chamber (such as temperature, humidity or oxygen concentration) [28]. All these param‐
eters interact with each other. It is not trivial to ensure the quality of a produced part by
controlling only a few variables, but further adjustments to the machine parameters can
be necessary according to the real operating conditions. Such adjustments can be taken
according to the measurements performed by the sensors, and a MES-DFAM integration
allows to quicker take decisions and actions to improve output quality.

Our proposal for MES-DFAM integration also allows to extend the model proposed
by Rosen et al. [17] (see Fig. 2): after planning a manufacturing process, they perform
simulations to check whether the design process results in producing an object in
compliance with the specifications. Such simulations can be supported by the MES
feedback, that allows to continuously validate the process and its model. In case an issue
arises, alarms may be generated, or strategies for self-adaptation or self-compensation
can be undertaken. Furthermore, functionalities to early detect possible decays of the
process over a longer time scale can be implemented.

Expected Advantages. Currently, the most important challenges in additive manufac‐
turing are poor part accuracy and lack of process repeatability [7]. This is due to the
complex relationships among variables which are, in many cases, still unknown.
Furthermore, the assessment of the current fabrication process state is not sufficient to
understand the whole additive phenomena: the history of variables such as the temper‐
ature distribution in the build chamber must be traced. The deployment of an heteroge‐
neous sensor-based monitoring system allows to extract new knowledge which, in turn,
should be used to improve the predictive ability of process models. Enriched models

Fig. 4. Proposed methodology for the integration between MES and DFAM.
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can lead to better product design and to a finest process tuning. As a consequence,
improved quality of the output can be reached (e.g. lower surface roughness and stair-
stepping effect, or improved stress resistance). To improve geometric quality, shape
deviations should also be considered [29, 30]. Therefore, the product shape must be
changed by compensating the geometric deviations [31, 32]. An improved control can
also enhance process repeatability, and tighter tolerances can be satisfied.

Furthermore, a direct communication between MES and DFAM allows to reduce
the ramp-up phase of a new product: machine parameters can be tuned in real-time, and
the acquired experience can be used for further product developments. This, in turn,
allows to decrease material and energy waste for unsatisfactory productions, leading to
cost reductions and improved sustainability. Wastes can also be reduced by a continuous
monitoring of the part during the fabrication process: if the sensors detect poor quality
of the object and improvements are not possible, the process may be stopped to avoid
useless operations and material consumption.

MES-DFAM integration can also be helpful in testing new materials or alloys: the
sensors-based system can collect information about the behavior of the process and the
quality of the product. The acquired data may validate the expected performance, or
provide hints for further adjustments or improvements.

5 Conclusions and Future Work

In this paper, a theoretical framework for the integration between MES and DFAM has
been developed. In Sect. 4 the possible advantages due to such integration have been
discussed. However, despite the numerous advantages shown, the deployment of moni‐
toring systems is currently restricted by the lack of proper smart sensors. This is mainly
due to two factors. The first one is a lack of access to the build chamber. The second is
the need for intensive computing power: due to the very small time scale at which addi‐
tive phenomena occur, fast and reliable in-situ measurements must be performed.
Furthermore, data elaboration must be fast in order to online control the process and
attempt to repair possible defects.

The systems integration proposed in this paper seems to be promising, but needs to
be validated: thus, in future work laboratory experiments and shop-floor tests have to
be performed. Nevertheless, the proposed framework is general enough to be deployed
with any of the available additive technologies discussed in Sect. 2; thus, several,
different tests can be performed.
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Abstract. Establish and management of ‘Master Data’ is a prerequisite in the
PLM system deployment. If the PLM project goes without company-wide
‘Master Data’, it is need to go back to the first step of the project and make these
‘Master Data’. In this paper, the definition of PLM, the process of the PLM
system implementation, how to make a classification of ‘Master Data’ required
for the PLM system deployment will be described.
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1 Introduction

Product Lifecycle Management (“PLM”, henceforth) is one of the innovation initia-
tives. It is not a bunch of IT systems but a philosophy, and PLM system regarded as
inevitable enterprise IT system as ERP and SCM. Because, Products define a company
[1], and manufacturing companies keep on trying to innovate the way to make products
which define the company.

PLM has been used in variety of industrial disciplines, also in the electric and
electronics industries, with different solutions used according to the product type. It is
not easy to integrate entire engineering IT systems and build an enterprise PLM system,
even in a company that produces a single product family.

Moreover, making an integrated PLM system is a challenge to a company like the
global enterprise electronics company which produces a variety of products including
TV, IT devices as smart phone, semiconductors, home appliances as washing machines
and refrigerators, because each of the business units requires different PLM solutions
that fit for their own purposes.

Master data is key to the PLM system implementation and Master Data Manage-
ment (“MDM”, henceforth) is important strategy for the global manufacturing
company.

This paper describes the definition of PLM, the process of the PLM system
implementation, how to make a classification of ‘Master Data’ required for the PLM
system deployment will be described.
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2 Definition of PLM

PLM is known that first advocated in their annual report (2000) by Dassault Systèmes,
and now being treated as a common noun as with CAD/CAM/CAE/ERP/SCM. The
definition of PLM is defined by the number of companies and organizations; Fig. 1
illustrates a “Word Cloud” form shown by varying the size of the word according to the
frequency in the sentence number of definition of PLM by Gartner, CIMdata, Dassault
Systèmes, Siemens PLM, PTC and SAP PLM.

Looking at this word cloud, a few key words are well noticeable like ‘PLM,
Business, Product, Process, Definition, Information and Management’. Referring to
mean a combination of these words, PLM can be defined as “Defines and Manages the
Product and Process Information for Business”.

In order to achieve effective horizontal integration at a global company with
employees working in the global longitude, executives connected to the company’s
knowledge base and establish social ties between employees and it should form a
kinship. These are supported by a standardized technical framework, Prof. Sumantra
Ghoshal created a framework for the enterprise integration as Fig. 2 [2].

This framework includes ‘Intellectual Integration’, ‘Emotional Integration’, ‘Social
Integration’ and these are linked to ‘Operational Integration’. PLM is central to the role
of ‘Operational Integration’ as well as ERP and SCM. Master data is key role in these
kinds of integration of the enterprise.

Fig. 1. Word cloud of PLM definition.
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3 The Process of the PLM System Implementation

The scope of PLM needs to be defined in an early stage of the project according to the
status of the company. In the early years, PLM was defined as a set of CAD, PDM and
digital manufacturing solutions [3, 4]. But recently CAD is no longer a main actor in
the PLM world, but a step of ‘plateau of productivity’ [5]. Other emerging technologies
are portfolio management and requirement management. PLM functionality can be
defined in various ways [1, 6–8]. In this paper, we introduced 12 function blocks.

In the a system perspective, each of the 12 function blocks can be defined as R&D
strategy management, project management, performance management, portfolio man-
agement, development engineering, manufacturing engineering, marketing & product
planning, requirements management, development quality management, product
information management, technical asset management and out-sourcing and collabo-
ration. 12 PLM function blocks are shown in Fig. 3. The overall PLM implementation
process is shown in Fig. 3.

After defining the scope of the enterprise PLM system, we need to look into
candidate PLM solution vendors for each function block. There are 4 criteria of PLM
vendor selection, which are ‘Functionality’, ‘Architecture’, ‘Cost’ and ‘Company’.
After the POC (Proof of Concept) stage, the most preferred candidate vendor is selected
for PLM project.

Fig. 2. Framework for organizational integration [2].
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‘Development Planning’, ‘Implementation’, ‘Quality Assurance’ and ‘Deployment
& Change Management’ are 4 stages of PLM implementation. Master data and MDM
policy has to be determined before ‘Development Planning’ stage of PLM implemen-
tation in Fig. 3 [9]. In this stage all kinds of new technologies such as SOA should be
considered [10].

4 Master Data Management in PLM

4.1 Master Data

Master data is the common language of the company as the core information to be used
in the same process management standards in the whole sector, and is information that
is used during business performed. Master data ensure the consistency of information
in the sector information of the company to control the process.

Gartner described MDM is a technology-enabled discipline in which business and
IT work together to ensure the uniformity, accuracy, stewardship, semantic consistency
and accountability of the enterprise’s official shared master data assets, and master data
is the consistent and uniform set of identifiers and extended attributes that describes the
core entities of the enterprise including customers, prospects, citizens, suppliers, sites,
hierarchies and chart of accounts [11].

Spruit and Pietzka said Master Data are the data describing the most relevant
business entities, on which the activities of an organization are based, e.g. counter-
parties, products or employees and they defined MDM as “the management of the
consistent and uniform subset of business entities that describe the core activities of an

Fig. 3. The implementation process of the enterprise PLM system [9].
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enterprise”. They derived 5 levels of master data management maturity levels which are
‘Initial’, ‘Repeatable’, ‘Defined Process’, ‘Managed and Measureable’, ‘Optimized’
[12].

Otto describes about MDM in Bosch [13], and several MDM research was done
[14–18] and the several reports were made [19–21], but MDM is not a popular research
theme in information management area. Also many company doesn’t interested in
enterprise wide MDM strategy. Without MDM strategy, a company confused to
implement IT system such as PLM, ERP and SCM, and eventually spend a lot of time
for align the master data before the last minute of implementation of enterprise IT
system. “One Specification One Code” rule can be secured if MDM strategy is strictly
activated in companywide.

Figure 4 illustrates a “Word Cloud” of MDM based on the reference book, reports
and papers of this paper. Looking at this word cloud, a few key words are well
noticeable like ‘Master, Data, Management, MDM, Business, Information, Application,
System, Customer, Process and Organization’. We can define MDM intuitively by this
word cloud. Some other word cloud of MDM can be found through the internet [22].

Loshin said master data includes the following: Customers, Employees, Vendors,
Suppliers, Parts, Products, Locations, Contact mechanism, Profiles, Accounting items,
Contracts, Policies [23].

4.2 MDM in PLM

Master data standardization is a prerequisite for PLM deployment. Figure 5 illustrates
Product Master Data in MDM [24]. MDM manages ‘Customer Master Data’, ‘Supplier
Master Data’, ‘Employee Master Data’ and ‘Product Master Data’.

Fig. 4. Word cloud of Master Data Management
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There are 9 kinds of in Product Master Data which are Parts Data, Design Data,
BOM, Docs/Specification, Configuration Data, Work Instructions, Product Quality
Data, Product Compliance Data, Product Service Data.

In addition to these 9 Product Master Data, more master data should be managed
for PLM, because PLM also covers marketing, R&D project management, not only
product data.

Figure 6 shows PLM master data for ERP, PLM and SCM. PLM Master data, for
the relevant departments within the company, the role of reference point for recog-
nizing the work to the same destination, procedures and information, and to ensure
linkages and consistency between enterprise systems and forms to maximize the effi-
ciency of enterprise-wide rather than piecemeal efficiency.

Effective analysis of the company’s own information using the ERP/PLM/SCM by
enabling the systematic management and rapid decision-making based on PLM master
data.

There are major four kinds of master data in PLM master data for the manufac-
turing enterprise. These are ‘Product Hierarchy’, ‘Development Type’, ‘Unit’ and
‘Functions’. Figure 7 shows PLM master data for the manufacturing enterprise.

Fig. 5. Product Master Data in MDM [24]

776 S. Myung



5 Conclusion

This paper describes the definition of PLM, the process of the PLM system imple-
mentation, how to make a classification of ‘Master Data’ required for the PLM system
deployment will be described.

Master data authoring system should be defined, depending on the characteristics of
each data. In a system other than the master data authoring system that requires a policy

Fig. 6. PLM Master Data for ERP, PLM and SCM

Fig. 7. PLM Master Data for the Manufacturing Enterprise
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used by referencing the master data. It is the basis of the “One Specification One Code”
rule of the company. Major master data authoring systems are PLM, ERP, SCM in the
enterprise manufacturing company.

Master data is a very important basic data for the PLM, it should be commonly used
in enterprise information systems. Master data must be established before the con-
struction of enterprise information systems, such as the PLM system, continue to be a
change in management.
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Abstract. Nowadays, the development of high-quality, highly-innovative
products is mandatory to satisfy the market requests. To support this process,
the deployment of IT tools, such as Product Lifecycle Management (PLM) and
Manufacturing Execution Systems (MES), is necessary. However, the efficacy
of such instruments can be increased if they are able to exchange information
with each other. Such integration provides the designers with a feedback from
the shop-floor: this allows to improve the quality of the product and the per-
formance of the process, as well as to quickly react to solve possible issues. To
emphasize the benefits of PLM-MES integration, a case-study in the field of
automotive components manufacturing is provided: the MES is equipped with a
real-time algorithm to control possible drifts of a monitoring system for a laser
welding process. In case of process instabilities, the design department is
immediately informed to evaluate possible solutions, and the critical event is
tracked into the PLM.

Keywords: Product Lifecycle Management (PLM) � Manufacturing Execution
Systems (MES) � Monitoring systems � Integrated product development

1 Introduction

In the last years of the 20th century, many companies attempted to deal with global
competition focusing on the reduction of the finished product cost. Thus, numerous
facilities have been offshored in countries characterized by a low labor cost. However,
today customers require high quality, customizable products; thus, an effective cost
management is not sufficient to comply with market requests. Hence, several manu-
facturing companies are shifting the focus of their business models from the production
cost to the quality and the innovation content of their products. This process is sup-
ported by the deployment of IT tools which allow higher process performance and
greater automation levels; they make feasible higher product quality and customization,
as well as extended cooperation among companies and suppliers across the value chain.
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Product Lifecycle Management (PLM), Enterprise Resource Planning (ERP) and
Manufacturing Execution Systems (MES) are among the mostly deployed IT systems
in modern manufacturing companies [1].

PLM is a strategic business approach that integrates all the information related to
the company products and activities throughout all the product lifecycle; it supports the
collaborative creation, management, dissemination and use of product definition
information across the extended enterprise from conception to end of life, and allows
information and knowledge sharing within and between organizations [2, 3]. The aim
of PLM is to ensure the fast, easy and trouble free finding, refining, distribution and
reutilization of the data required for daily operations [4].

ERP systems are software programs used by the company management to integrate
and coordinate information in every area of the business. ERP provides an enterprise
database in which all actions concerning finance, sales, marketing, purchasing and
human resources are traced [5].

A MES is a layer of communication that enables data exchange between the
organizational level, usually supported by an ERP, and the shop-floor control systems,
in which several, different, very customized software applications are employed [6].
The aim of a MES is twofold. First, the system has to evaluate the optimal sequence
planning taking into account the basic features of the process, such as processing and
setup times, and workstations capacity, considering the requirements and the neces-
sities given by the organizational level of the company. The system also has to manage
and allocate resources such as the staff and the material necessary for the manufacturing
process.

The second aim of a MES is the management of the bottom-up data flow: infor-
mation collected by monitoring systems at the shop-floor level can be used to assess
product quality and process performance. The MES analyzes such data; the results are
provided to the organizational level and used for process controlling tasks. The
functionalities of a MES have been grouped in 11 categories by MESA International
[7] (see Fig. 1): furthermore, the tasks for each enterprise layer and, in turn, for each
kind of information system are listed in the ISA95 – IEC62264 standard [8]. This
standard also provides definitions for the data structures to be exchanged among
information systems aiming to enhance their integration; however, it mainly focuses on
ERP-MES-Shop floor integration.

Actually, few tools to extract information from shop-floor data for online process
control have been developed. Existing software mainly focus on product quality and
process performance monitoring, using techniques such as control charts. However,
there exists a huge variety of sensors that allows to measure several heterogeneous
quantities; recently, monitoring and control systems assumed a relevant role in the
improvement of manufacturing processes thanks to the development of low-cost, small,
easily available sensors. In order to make intelligent a monitoring and control system,
these measuring devices should be supported by mathematical techniques able to
real-time integrate and analyze data collected from the sensors, to provide a complete
picture of the current state of the process and make available useful indications to
improve the process itself. Examples of real-time monitoring systems integrated in
MES are given in [9–11].
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This paper looks forward to extend the state of the art by presenting an original
integration between a PLM system and a MES that deploys a monitoring and control
system to acquire and analyze shop floor data. In Sect. 2 the case study is introduced. It
is the analysis performed on a laser welding process used in the assembly of auto-
motive components. Then a mathematical technique is introduced. It allows to analyze
shop-floor data and correct possible drifts in real-time; this technique is profitably
integrated into a MES. In Sect. 5 the PLM-MES integration is treated, and finally some
conclusive remarks are presented.

2 Manufacturing Process Description

In order to investigate the integration between PLM and MES, a case-study in the field
of automotive manufacturing is presented. The process at stake consists in a laser
welding operation: it is a process that obtains fusion by directing a highly concentrated
beam of coherent light on a very small spot. It allows to obtain high-speed, non-contact
and precise features with low heat effects.

In this study, we consider laser welding of synchronizer wheels and gears. The
joining of control gear and clutch body using the laser welding method looks for a
more compact and more efficient gearbox. The machine equipped with a CO2 laser is
used to achieve deep welding penetration on different kinds of 40NiCr steel parts. The
speed and the power of the machine are adjusted according to the parts to be welded; in
our tests, the laser power is 4 kW, and the speed is 3 m/min. The focal length is
200 mm. On average, the actual welding process produces 0.4 % defective parts,
mainly because of excessive porosity on the material or lack of depth of the welding.

An online monitoring system has been integrated into the welding machine to
assess the quality of the process. It consists in a Hamamatsu photodiode that converts
light variations into current. The sensitivity of the sensor is 270–980 nm; a narrow
band-pass filter, centered at 900 nm is applied.

Fig. 1. MES functionalities defined in [7].
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3 The Real-Time Data Processing Technique

In Fig. 2 (left) an example of a signal representing a welding operation is plotted.
A quick visual inspection allows to partition the signal in 5 parts: (1) an initial part in
which the monitored quantity is approximately zero: such data are recorded before
starting the welding operation; (2) an increasing transient; (3) a steady state phase;
(4) a decreasing transient; (5) a final part consisting in data acquired after the welding
operation is finished.

The initial and final parts of the signal do not concern the welding operation, as
well as the two transients are not representative for the condition of this task. Thus, an
initial operation is performed to extract the data corresponding to the steady state phase
from the original signal. The welding machine is deployed with different combinations
of parameters and to process several kinds of parts; thus, the definition of a unique,
general threshold value is not feasible. Therefore, to provide generality to our
methodology, a simple moving average approach is used, averaging over 1000 sam-
ples: this method allows to neglect sharp fluctuations and to focus on longer-term
trends. Through this analysis, we extract the part of the signal in which the moving
average value is greater than the overall signal average, and discard the remaining
parts. An example of application of this signal filtering technique is shown in Fig. 2
(right).

After this pre-processing operation, a feature extraction operation is performed: the
mean of the filtered laser welding signal is evaluated. For each acquired signal, data
preprocessing and feature extraction are repeated, and the average values are stored. In
Fig. 3 four time trends of the extracted averages are shown: they concern monitoring
activities performed on different days. This signal selection is representative of the most
of the possible manufacturing conditions. The data, acquired in four different days,
exhibit different magnitudes, as well as different variability. The plots show that data
are clustered because of some production breaks, mainly due to geometry changes or
manpower breaks. Discontinuities between the average values across two different
production lots occur: after an interruption in the welding operation, the magnitude of
signal averages is frequently greater than before the break. Furthermore, the average
values of the signal acquired by the photodiode exhibit different trends in different

Fig. 2. Example of a signal acquired during the welding operation (left) and result of the
filtration through the moving average technique.
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days, that can be decreasing or increasing with different magnitude. However, such
drifts do not result in quality poorness. This phenomenon is highlighted by the
least-squares interpolation lines; the mean drift rate d and the corresponding uncer-
tainties U at a 95 % confidence level are synthesized in Table 1. The results obtained in
different days are not compatible among each other, and it is not possible to find a
unique common trend for each day. Thus, to evaluate whether the process is in control
or not, the drift must be recovered; if the drift is not recovered, a type I error (false
positive) may occur. In the following sections, an adaptive, real-time methodology to
evaluate and recover data drift will be introduced, in order to reduce the risk of type I
error and ensure high-levels for product quality.

As stated, besides the drift of the mean values, data are also divided into groups as
there are some temporal interruptions of the production process. For example, the
signal in Fig. 4, corresponding to day 1, consists of three distinct production lots.

Fig. 3. Time trends concerning the average values of data acquired during days 1, 6, 7 and 10.

Table 1. Slopes and corresponding uncertainties of the least-squares interpolating the average
values of the filtered data.

d [mV/h] U [mV/h]

Day 1 –2.9 1.7
Day 2 –12.3 4.1
Day 3 56.5 8.9
Day 4 –3.1 2.1
Day 5 –3.0 8.0
Day 6 –21.6 5.7
Day 7 2.6 3.1
Day 8 0.1 1.3
Day 9 –14.8 0.8
Day 10 –2.5 8.7
Day 11 –13.3 0.8
Day 12 –9.5 1.1
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A linear regression analysis can be made for each lot. However, the slopes are generally
different from the one obtained on the complete day model, as shown in Fig. 4.

Nevertheless, even the analysis on single data groups does not lead to useful results
since the slopes are very different with each other. These results show that it is not
possible to correct the drift over a daily basis, as well as over a single production lot.
Thus, a dynamic correction method must be developed.

4 The Real-Time Control Technique

As shown in the previous section, the measurement of the welding operation is affected
by drifts which cannot be predicted: a standard compensation strategy cannot be
deployed, and an adaptive correction methodology must be developed.

First, since data are clustered (see Fig. 4) and production breaks lead to disconti-
nuities in the signal magnitude, a methodology to separate different production lots
must be identified. Since a single welding takes approximately 15 s, we assume that a
break occurs when an interruption longer than five minute occurs (i.e. the duration of
20 welding operations).

Then, we apply the technique for drift compensation. It consists in comparing the
average value of the signal for the current operation with the median value m of the
previous N operations. The deployment of the median value is preferable to the mean
value, because it is more stable and less sensitive to irregularities. To remove the drift,
m is subtracted from the mean value of the acquired signal, and the obtained value is
compared with the control limits. The aim is to decide whether the welding operation is
stable or not. In our tests, N is set to 7.

Figure 5 shows some results of the developed control technique for three different
lots. In each figure, the measured values (centered with respect to the median value)
and the corresponding corrected signal are compared. The regression lines show that
the drifts are minimized, and the variability of the mean values of the signals is also
reduced (Table 2). The blue lines represent the adaptive 99.7 % control limits; they are
evaluated through an inverse Student distribution, after performing a normality test. In
the first lot, approximately at t = 10 min., one point is slightly up and the following is
below the control limit. The third lot also shows that there are two risky points at
t ≈ 10 min.

Fig. 4. Time trends for the average values of data acquired in day 1.
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When the production of a new lot is started, the control chart is reset and the new
control limits must be evaluated (since the main values and the variability of the
measured signals are not constant). Thus, the first few produced parts can be used to
train the algorithm. The control limits become tighter as the number of produced parts
increases. Therefore, when the control limits are tight enough, the control chart stability
of the process can be verified.

Time trends for the average values of data acquired in day 1.

Fig. 5. Data from Fig. 4 before and after drift removal: first lot (top, left), second lot (top, right),
third lot (bottom).

Table 2. Main parameters of the data plotted in Fig. 5 after drift removal.

Lot 1 Lot 2 Lot 3

Mean [mV] –0.09 0.02 0.02
Std. deviation [mV] 0.41 0.35 0.35
Coverage factor (99.7 % conf. level) 3.18 3.17 3.16
Sample size 45 48 48
p-value <0.005 <0.005 <0.005
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5 PLM-MES Integration

As stated in the previous sections, PLM contains all the knowledge concerning the
design of both the product and the related manufacturing process. On the other side, a
MES interacting with a monitoring and control system is able to acquire shop-floor data
and real-time evaluate whether issues that can affect product quality or process per-
formance are arising. The lack of such system emphasizes the risk of producing
defective parts: once a product starts to be manufactured there is not a feedback of what
is really occurring in the shop floor. Thus, the first advantage expected by the
deployment of the monitoring and control system is product quality improvement:
sensors allow to detect, measure and monitor variables, events and situations that affect
process performance or product quality.

The integration between PLM and MES ensures product quality over long time
periods. The integration among these two systems allows to create a feedback infor-
mation mechanism that can enhance the performance of the production process and the
quality of the manufactured parts. The MES is able to detect systematic trends, criti-
calities, deviations, and to evaluate the variability of the process. In case a shop-floor
issue arises, the cooperation between the two systems allows to quicker take decisions,
leading to better and faster reactions to possible problems. For example, some com-
ponents of the product or some steps of the manufacturing process, even upstream the
critical task, can be redesigned; such changes must be stored into the PLM, in order to
make them available for future production. Furthermore, the integration among dif-
ferent information systems can be extended across several companies, for example
among a company and its suppliers: this cooperation allows a more effective data
exchange, leading to enhanced company agility and improved quality of transmitted
information.

The real-time control technique introduced in Sect. 4 is integrated into a MES and
is able to exchange information with the company PLM system: it transmits infor-
mation concerning the adaptive control charts. In case of process instabilities, an alert
message is generated and the design department has to identify the reason for which the
issue arose. A history of issues and critical events is stored, in order to provide useful
data for process revisions.

PLM-MES integration is also beneficial when a new product or process is released:
the information exchange between the two systems allows to adapt and tune the
manufacturing process in a shorter time and with improved performance. The moni-
toring system allows to detect differences between the real products and the expected
output, as well as to evaluate the performance of the process. Data collected during the
ramp-up phase contain a huge quantity of information that can be used to optimize
process and product design, resulting in increased competitiveness of the company:
production cost and cycle time are reduced, while the productivity and the capacity to
manufacture high-quality innovative products is increased. This improved reactivity
that allows to better deal with market changes.

The information systems integration is also helpful to improve process sustain-
ability. The monitoring system allows to predict the quality of the produced parts: thus
useless operations can be avoided (for example, further operations performed on a
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product that already exhibits criticalities) and reworking actions can be very focused.
This allows to reduce energy consumption and the environmental impact of the pro-
cess: material waste, water consumption, emission of pollutants are reduced.

Finally, PLM-MES integration enables to create a repository system in which all
the knowledge acquired during past operations is stored. This knowledge can be used
whenever useful: it can be integrated into an automatic decision system able to
undertake the best possible action, as well as used to suggest different possible sce-
narios to an operator, and support him in making aware decisions.

6 Conclusions

In this paper, a technique that allows the real-time adaptation of a control chart for the
laser welding process in the field of automotive components assembly is presented.
A photodiode is deployed to monitor the process; however, the collected data exhibit
drifts even when the process is in control and the quality of the welded parts is
acceptable. Thus, a mathematical methodology has been developed to online remove
the drift and real-time evaluate whether the process is in control or not. The method-
ology is very simple and has a very low computational cost; hence, it can be profitably
integrated into a microcontroller installed onto the welding machine.

The integration of this monitoring and control system into a MES is an essential
task: the aim of such system is to collect information at the shop-floor level and analyze
it to assess product quality and process performance. The first advantage expected by
such integration is product quality improvement: the photodiode allows to detect events
and situations that affect process performance and stability, as well as product quality.
Since the continuous quality control permits to decrease the quantity of defective
products, wastes and scraps and, in turn, to reduce production costs can also be
reduced.

The integration between MES and PLM is also important: a continuous information
exchange between these two systems allows to make quicker and more aware deci-
sions. In the case study presented in this paper, PLM-MES integration ensures that the
new welded parts meet design goals while ensuring high quality. This is achieved by
incorporating the algorithm introduced in Sect. 4 into the MES. The developed control
technique automates process stability and eliminates the drift of the process. Further-
more, the developed technique enables real-time detection of issues: thus, the process
can be immediately stopped or fixed in case of problems. Several correction strategies
can be stored into the MES to deal with the different possible issues that can arise
during the production, or alerts can be sent to the design department.

Acknowledgments. The authors also would like to acknowledge Eng. Edoardo Rabino from
Centro Ricerche Fiat for his precious support and cooperation.

788 G. D’Antonio et al.



References

1. Ben Khedher, A., Henry, S., Bouras, A.: Integration between MES and product lifecycle
management. In: 2011 IEEE 16th Conference on Emerging Technologies and Factory
Automation (ETFA), pp. 1–8 (2011). doi:10.1109/etfa.2011.6058993

2. Gecevska, V., Cus, F., Polenakovic, R., Chiabert, P.: Process of innovation in product
lifecycle management business strategy. Perspect. Innov. Econ. Bus. 9(3), 53–56 (2011)

3. Sudarsan, R., Fenves, S.J., Sriram, R.D., Wang, F.: A product information modeling
framework for product lifecycle management. Comput. Aided Des. 37(13), 1399–1411
(2005). doi:10.1016/j.cad.2005.02.010

4. Saaksvuori, A., Immonen, A.: Product Lifecycle Management, 3rd edn. Springer,
Heidelberg (2008)

5. Umble, E.J., Haft, R.R., Umble, M.M.: Enterprise resource planning: implementation
procedures and critical success factors. Eur. J. Oper. Res. 146(2), 241–257 (2003).
doi:10.1016/S0377-2217(02)00547-7

6. Meyer, H., Fuchs, F., Thiesl, K.: Manufacturing Execution Systems (MES): Optimal Design,
Planning, and Deployment, 1st edn. McGraw-Hill Professional, New York (2009)

7. MESA International: MES Functionalities & MRP to MES Data Flow Possibilities. MESA
International, Pittsburgh, PA, USA (1997)

8. IEC Standard 62264: Enterprise-control system integration. Genève (2013)
9. Arica, E., Powell, D.: A framework for ICT-enabled real-time production planning and

control. Adv. Manuf. 2(2), 158–164 (2014). doi:10.1007/s40436-014-0070-5
10. Snatkin, A., Karjust, K., Majak, J., Aruväli, T., Eiskop, T.: Real time production monitoring

system in SME. Est. J. Eng. 19(4), 62–75 (2013). doi:10.3176/eng.2013.1.06
11. Zhong, R.Y., Dai, Q.Y., Qu, T., Hu, G.J., Huang, G.Q.: RFID-enabled real-time

manufacturing execution system for mass-customization production. Robot. Comput.-
Integr. Manuf. 29(2), 283–292 (2013). doi:10.1016/j.rcim.2012.08.001

PLM-MES Integration: A Case-Study in Automotive Manufacturing 789

http://dx.doi.org/10.1109/etfa.2011.6058993
http://dx.doi.org/10.1016/j.cad.2005.02.010
http://dx.doi.org/10.1016/S0377-2217(02)00547-7
http://dx.doi.org/10.1007/s40436-014-0070-5
http://dx.doi.org/10.3176/eng.2013.1.06
http://dx.doi.org/10.1016/j.rcim.2012.08.001


Product Usage in Engineering Design

Xiaoguang Sun1(&), Rémy Houssin1,2, Jean Renaud1,
and Mickaël Gardoni1,3

1 LGECO, INSA of Strasbourg, 24 bd de la Victoire,
67084 Strasbourg Cedex, France

{xiaoguang.sun,jean.Renaud}@insa-strasbourg.fr
2 University of Strasbourg, 3-5 rue de l’Université, 67000 Strasbourg, France

remy.Houssin@unistra.fr
3 ÉTS/LIPPS, Montreal, QC H3C 1K3, Canada

mickael.gardoni@etsmtl.ca

Abstract. This paper mainly focuses on improving the product performance by
taking user factors into consideration during the design phase. Firstly, the impact
of design modification on the product lifecycle and the importance of the user in
the engineering design process is discussed. Secondly, some reasons of why
simply carrying out a socio-technical analysis hardly work on changing the
design result are explained, what kinds of the data should be concerned by
designer and how to collect data are discussed. Last, some helpful methods are
introduced. Considering the costs of modifications are usually very expensive
and it may make the product (system) more complex, a novel idea is proposed,
which to generate a user manual by analyzing the interaction between product
behaviour and user behaviour to help designer to minimize the possibility of
design modification after prototyping phase.

Keywords: Design process � Socio-technical � User � Product (system)
performance

1 Introduction

Most mechanical engineering designs can be defined as an innovative and highly
iterative process involve designer’s personal resources of creativeness, communicative
ability, and problem solving skill [1]. Despite the engineering design is already a fairly
mature field, design modification that occurs after prototyping phase remains a trou-
blesome issue. Design modification, that can be understood as to change the product or
some related documents when these in the issued state, is an essential and routine
activity in the whole product lifecycle. This alteration is attributable to various
uncertain factors, e.g. market changes, the inaccurate of the product positioning, the
incomplete customer and user requirements analysis, the imperfection of the product
development means and support tools, etc. [2], as is showed in Fig. 1. Over the years,
the global marketplace has fostered the need to develop new products at a very rapid
and accelerating pace and there is a continuous requirements for new, cost-effective,
high-quality products. Therefore, designer must be very efficient in the design process.
Taking too long to bring product into market, costing too much, or inconsiderate are the
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result of a poor design process [3]. In general, the impact of early design alteration on
the whole product lifecycle is less than the late change and the cost of the design
modification will increase over time [2]. Therefore, reducing the design modification is
significant to the entire product lifecycle.

In order to shorten the design cycle, reduce the design alteration and the costs of the
design, a group of researchers have focused their efforts on it and some well-established
engineering design approaches have been developed. Certain techniques can be
adapted to fulfill the requirements during the design process, however most current
technical approaches stagnate at the functional level, without analyzing the behaviour
of the overall system (system, user). Although, Industry and academia generally
acknowledge that human aspect is crucial for the success of the product, there are few
practicable approaches for designers concerning these factors in the synthesis part of
the design works [4]. It is also one of the primary reasons that the design modification
is required after prototyping phase. This paper primarily focuses on improving the
product performance by decreasing the design modification that occurs after the pro-
totyping stage during the design phase from the user’s perspective.

2 Product Usage in Engineering Design

In the beginning, a design problem always commences as a fuzzy, abstract idea in the
mind of the designer. When designer starts to design a product, the product itself is
unknown, but what designer wants it to do is known. It means that designer needs to
transform not only the customer requirements, but also the user requirements to the
product performance, as is showed in Fig. 2.

Fig. 1. Design modification in the product lifecycle
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Behaviour can be considered as the actual output, reflects the physical properties of
the system, however, function is only a desire [3]. The function can be defined as to
fulfill the customer requirements and express the purposes of the production system
(product). A product’s (system’s) function, usually, can be divided into many
sub-functions, and each sub-function may be subdivided. Each sub-function can be
fulfilled by a task. The structure can be considered as the elements of the product who
realize technical tasks. And the user realizes the socio-technical task to fulfill the
manual functions. The behaviour can be perceived as a characteristic of the structure
and/or user which can be directly derived from tasks done by the structure and/or user.

In fact, a common problem what most designer confronted is that there may be a
gap between desired performance and real performance. For example, a new product
(system) is designed in accordance with customer’s willingness to state an organized
object that works reliably and efficiently. However, when design finished, the prototype
may not run as efficiently as expected, even some dangerous phenomena may be
generated, the users might feel it difficult to support the way that they work, while the
human-machine interface may provide a poor match with the needs of the task [5].
Because the design process is very complex, especially for a complex product (system),
one of the main contributory factor of product (system) performance is human aspects.
However, it is hard for designer to take all factors and situations (structure, user) into
consideration during the design phase.

This part is organized as follows. In Sect. 2.1, the importance of the end user in the
engineering design is stated, and then, in Sect. 2.2, by reviewing the existing job, the
reason of why simply carrying out a socio-technical analysis hardly work on changing
the result of design after some fundamental decisions is presented. In Sects. 2.3 and 2.4,
some useful suggestions for integrating socio-technical factors into design process are
discussed.

Fig. 2. Function, task, structure and behaviour
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2.1 Sociotechnical Aspects or Factors

Design activity always begins with addressing the whole user experience [6]. User and
their experience play an increasingly prominent role in the design process, Redström
[7] argued that a main obligation of poor design is a matter of insufficient knowledge
about the end user, their capacities and requirements and desires. He also confirmed
that design activity should be based on improving such knowledge. Fernandez [8] held
that it will lead to a positive influence of productivity, health and safety of users, job
satisfaction if human being’s physical, physiological, biomechanical, and psycholog-
ical capabilities could be taken into account in the design phase and offered a good
implementation. Most products (systems) run with human being in some principle.

It is often considered from economic and social goals point of view that design is
considered as both a technical and a sociotechnical activity [9, 10]. Here, in engi-
neering design process, sociotechnical issues from human refer to physical, mental, and
sensory factor. Technical problems could be defined as some certain technical functions
in the functional analysis, and then, designer could find out the technical solutions to
achieve it. However, it is seldom that socio-technical considerations are integrated
successfully into the planning processes in practice.

2.2 Integrating Sociotechnical Factors into Design Process

A failure to deal with the social requirements may result in a poor design [5]. Human
factor in engineering is the study of interaction between user and the machine.
A successful design solution demands the design fits all the people using it. Many
researchers engaged in socio-technical systems for a long time. In order to design a
combine harvester seat to maximize the match seat dimension for Iranian operators,
Ghaderi et al. [11] obtain the data of 476 combine Iranian operators and select 200 data
randomly as a sample to propose combine harvester seat dimension based on anthro-
pometric principles. Dul et al. [12] recommended that designer could adopt the existing
ISO and CEN standards on ergonomics to improve human well-being and overall
system performance. Design process is systemic, interactive, and iterative. Houssin
et al. [13] argued that user safety information should be integrate in all phase by
building the working situation model to improve the product performance in the use
situations.

Despite the sociotechnical systems have been studied for many years, poor designs
are still existed. It seems that simply carrying out a sociotechnical analysis could not
change the result of design after some fundamental decisions have been made. Some
reasons are (1) an over system concept could be built without considering the difficulty
or the complexity in realizing the technical design that may impact the user experience.
(2) Different level of the modification of the new system may affect the users and
existing procedures. (3) It usually lays down system requirements and conducts a
phased development with limited time for feedback. (4) Since human factors experts
has been employed to estimate on a prototype, it is still impossible to solve all problems
that designer have identified. (5) The current design is not involving enough user types
in the design process and realizing the interaction between system and user. Where,
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user involving in design process is a real organization problem. If user intervenes early
in the design process designer could limit solution set. Otherwise, some expensive
modifications may be generated when user requirement needs to change at the later
design stage.

This may lead to the product (system) not run as efficiently as intended. Although
these continuing problems, Maguire [5] and Sun et al. [4] suggested that designer could
realize the optimization (high quality) system by carrying out a sociotechnical system
method in a particular environment where the advantage of the approach can be
achieved. For example, (1) building upon a more modest system concept after user
feedback. (2) Taking agile systems approach to develop more continual iterations of the
system in consultation with users, and allow the user requirements changing and
specified functions being modified before the development of the next system version.
(3) Recruiting a wide range of users to influence the fundamental design concept.

2.3 User Data Collection

From the discussion above, the information about sociotechnical include numerous
human physical, mental, and sensory factors. The difficulty in design process to take
human factor into account is the abundance of anthropometric data and some unpre-
dictable situations. Current practices of ergonomics analysis are mainly about human
posture and motion [14]. It guides system (product) design that will improve user’s
safety [13], comfort, and performance [4] and also provide a consideration of service
and disassembly recycle for product [15]. However, what kinds of information would
be of interest or useful to designers and engineers? The features of this information [14]
should be of (1) various anthropometric data sets and disparate groups; (2) a range of
protective device, such as gloves, and helmets, etc.; (3) predictive ability about strength
and stamina of different demographic when doing a task; (4) simulation ability that
could emulate actual movements and postures with less input descriptions in all
physically conditions; (5) providing hand grip, strength and visual sight lines with and
without mirrors and obstructions; (6) being capable of task timeline analyses; (7) per-
forming reach and fit analyses in all situations; and (8) transmitting data and/or carrying
out I/O commands well in different computer aided design (CAD) systems usually
involved in rendering and specifying products, tools, and workstations.

An existing problem is that the increasing mental workload during the process of
the human-machine interaction may lead user feel tired and difficult to support the way
they work. Naderpour et al. [16] argued that cognitive user knowledge (situation
awareness, SA) in the running process of product support systems to improve product
(system) performance and decrease failure rate. Although many researches have stated
that machine learning techniques could be useful for situation evaluation, when these
intelligent techniques deployed in practice, they are very limited as a consequence of
the lack of suitable training data [17].

The manner of the data collection is also important because it may influence the
choice of methods used` for user requirement analysis [15]. Data collection could
comply with some design principles, such as sociotechnical meta-principles [18, 19]
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that design is systemic, all parts of a system are interrelated, and that values and
mindsets are indispensable to design.

2.4 Design Approaches from User’s Perspective

To date, many existing jobs make an effort to develop a model to predict whether or not
a design will be viewed by user as comfortable [20]. Some typical methods for pre-
dictive modeling of human motions have been summarized by Chaffin [14].
Undoubtedly, digital human models (DHM) has received the most attention, these
models are capable of serving as effective ergonomics analysis and design methods and
required for virtual environment for the exploration and manufacturing designs from an
ergonomic perspective [14, 15, 21, 22]. The most crucial characteristic of the DHM is
that it allowed designer to discover potential problem and through the use of DHM to
emulate human ability, requirement and performance could save a great deal of time
and money in design and prototype testing [14]. However, it also exists several limi-
tations in this method. For instance, the simulation must on the basis of real human
motion data, it will take a lot of time and energy to collect data from disparate
group. There are still some others studies perceive that human mental and sensor are
also crucial factors improving performance and reducing errors. Naderpour et al. [16]
developed an abnormal situation modeling (ASM) to decrease operator’s load of work,
mental stress and the error rates that consequent in the process of dealing with
abnormal situations (highly complicated and exhausting mental activities). This method
also has some limitations. Updating knowledge is difficult when new information need
to be added. It offers only an estimate of user behaviour in the process. Sun et al. [4]
propose a behavioural design approach to help designers find out potentially hazardous
phenomena and zones of the product (system) during the design stage by taking user
conditions and requirements into consideration. A behavioural design approach
(BDA) software was developed as a simple case to valid the applicability of this
method. However, there are still many problems demanding further research. Such as,
how to categorize disparate users, e.g. specialists, experienced, “normal” users and
newcomers, how could the designer acquire more knowledge of the user, and so on.
Due to the final operator of product is user not the customer, we propose that developer
and designer can develop a knowledge base in the initial design stage not only for
customer, but also for user. Beyond the customer and user requirements, this type of
database should include various information about user such as user’s gender, age,
region, experience, etc.

3 The Case Study

In consideration of when modifications are required after the prototyping phase, the
costs of modifications are usually very expensive and the modifications often take the
shape of adding equipment and procedures that may impact the product (system)
performance. Normally, a product and a user manual are provided to the customer, and
the product is usually paid more attention than the user manual. A user manual is
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usually created as a user guide at the last phase of product development for the purpose
of giving assistance to operator using a specific system or product. Actually, a good
user manual not only can help user to use the product in a right and an efficient way,
but also can help enterprise to save a large amount of cost of staff training and customer
service. Now, we propose to generate user manual not at the last phase of product
development but during the design phase to guide the design process.

Herein, we just take a simple example to explain the design deficiency of one kind
of clip (Fig. 3) that result from the inconsideration of user factors. We take this example
to show that even for simple product the usage aspects influence the performance of
product. So for more complex product the problem is more influencing. We often
encounter such a problem: when we take notes in class or lecture, the book will be
automatically turn back or closed if we do not fix the book with our elbow or some
other things. To solve this problem, it is better for us to use a clip.

First of all, we should know how to use a clip. It takes three steps: (1) transfer to the
treatment area; (2) Open the clip; (3) close the clip. Then, by using functional analysis
we identified the sub-functions of this Clip. We used also the behavioural design
approach proposed by Sun [4] to identify each task necessary to fulfill all functions and
their nature (Table 1).

Fig. 3. The clip

Table 1. Function behavioural analysis

Function Tasks Task nature

F1 (Receiving the book) T11: Receiving Socio-technical
T12: Transferring to the treatment area Socio-technical

F2 (Fixing the book) T21: Receiving Socio-technical
T22: Transferring to the treatment area Socio-technical
T23: Open the clip Socio-technical
T24: Release the fingers Socio-technical
T25: Fix the book Technical
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The approach proposed by Sun [4] is constituted in the 7 following steps:

1. Dividing function into two parts. The first is the technical function realized by
technical solutions; the second is the manual function fulfilled by the user.

2. Finding the necessary structure to carry out the technical function.
3. Obtaining the behaviour of structure tasks (operation, motion, etc.) that the structure

has to perform to achieve the function.
4. Identifying and studying the tasks performed by the user to fulfil manual functions.
5. Analysing the interaction between the structure’s behaviour and the user’s

behaviour.
6. If the global behaviour meets the performance criteria (functionality, productivity,

safety, cost, quality, etc.), designers can continue to develop the system.
7. Where the interaction between the user’s behaviour and that of the structure does

not ensure the needed performance, designer have to do some modifications.
Designer can change user’s tasks, or go back to the structure level to modify the
structure or go back to the function level to modify or change the function
decomposition.

As a result, we analyzed the interaction between product behaviour and user
behaviour (Fig. 4) to find out the potential problems.

During the T23, in consideration of the age and the gender of the user, it may be
difficult for a young girl in the primary schools to open this type of clip cause that
young girls are usually not strong enough.

During the T24, the user locate the position of the book and release the clip, it is
dangerous that the finger might be caught in the clip.

Fig. 4. The behavioural analysis
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During the T25, when the book is fixed, due to the clip is too light the book may
close.

From this simple case, we can find some design deficiencies and could be avoided
if the user behaviour could be considered during the design stage, some modification
after prototyping phase also be avoided. Behavioural design approach could help
designer to find out the potential problems and determinate all tasks required to use the
product. Consequently, a user manual can be generated from these tasks before the
prototyping phase. By using the behavioural design approach during the design phase,
designer can carry out design activities and propose its user manual simultaneously. In
this case, a user manual will educate not only user how to use the product (system) but
also design activities to avoid the potential problems. In traditional approaches, these
problems may require some expensive modifications to be solved because the proto-
type is already designed. By using the behavioural design approach, generation user
manual allows designer to identify the potential problems before constructing the
prototype and avoid the costs of the modifications.

4 Conclusion and Future Work

In this paper, we have presented the impact of design modification on the product
lifecycle and discussed the importance of the user in the engineering design process.
From the existing studies, we find that one of the primary reasons of the design mod-
ification occurs after prototyping phase is that the designer fails to fully take the
socio-technical factors into consideration during design process. By reviewing the
existing approach of integrating socio-technical factors into design process, we also
realize that the difficulty in design process to take human factor into account is that the
abundance of anthropometric data and some unpredictable situations of user operation.
Although the case that we present is very simple, it still exists some design deficiencies
that result from the inconsideration of user factor. Usually, a user manual generated after
the prototyping phase to guide user how to operate the product (system). Now, we
suppose that to create the user manual by analyzing the interaction between product
behaviour and user behaviour to direct the design activities during the early design stage.
In this way, designer could minimize the possibility of design modification after pro-
totyping phase, thereby reducing the costs of the design and shortening the design cycle.
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Abstract. Product platforms has been widely accepted in industry as a means
to reach both high product variety while maintaining business efficiency. For
suppliers of highly customised products, however, the development of a plat-
form based upon pre-defined modules is a challenge. This is due to the large
differences between the various systems their products are to be integrated into
and the customer’s individual preferences. What is common for most platform
descriptions is the high level of concretisation, such as predefined modules, they
are built upon, but how can companies act when that is not possible? Are there
other principles that can be used for the definition of a product platform? This
paper presents a concept to incorporate other types of descriptions of different
levels of concretisation into a product platform. Parts of the concept has been
realised in a computer support tool and tested at a case company in order to
improve their quotation process.

Keywords: Product platform � Quotation � Engineering design � Reuse �
Design rationale

1 Introduction

Systematic investments in technology development (TD) has been pointed out as a
strategy for companies in industry to gain competitive advantage. This is a paramount
challenge for suppliers since their products are to be integrated into different systems
introducing several complex interfaces, markets, product uses and individual prefer-
ences. In past research a large emphasis has been put on splitting TD from product
development (PD) since they differ in prerequisites, technical maturity, time horizon,
need for competence, process repeatability, completion point and deliverables [1]. It
follows that by separating TD from PD one can reduce risk in PD projects [2].

For a sub-supplier developing and manufacturing engineer-to-order (ETO) prod-
ucts, this becomes even more challenging due to the uncertainty regarding future
customer requirements and needs. The challenge lies in conducting long term TD,
developing the “right” technology for a future market that is ready to be introduced in a
product when the time comes. At the same time a sub-supplier must fulfil the customer
individual preferences, introducing a demand for customisation which often has,
compared to TD, a much shorter timeframe. This stresses for strategies covering both
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long term and short term perspectives. Product platforms has been suggested as an
enabler for efficient customisation. However, the platform definition that builds upon
pre-defined modules and components has been shown to not be applicable to all
companies working with an ETO business approach [3]. This article elaborates how
such a company can describe the outcome of TD and PD by introducing descriptions
on different levels of concretisation. This is discussed in connection to a platform
approach as a means to increase reuse of design knowledge. In order to support the
presented concept a novel computer tool has been developed. The research question
can be stated as: How can a platform be described in order to support customisation in a
company working with an ETO business model?

The work presented in this paper has been conducted in close collaboration with an
industrial company. The information about the presented case has been gathered from
meetings, demonstration of applications, reviews of documents and in-depth inter-
views. A systematic literature review was made. The frame of reference presented in
this paper is a condensed version of the complete literature review made for this work.
The overall research approach used is the one proposed by Blessing [4]. This paper can
be positioned in between descriptive study 1 and the prescriptive study.

2 Frame of Reference

Customisation refers to the ability and strategy that aims towards designing and man-
ufacturing tailored products for an individual customer. Simpson [5] proposes product
families as a main enabler and describes two basic approaches for the design of product
families in order to achieve efficient customisation, top down and bottom up. Hansen [6]
divides specification processes into four levels in the following way: (1) Engineer-to
-order, (2) Modify-to-order, (3) Configure-to-order and (4) Select variant.

Platforms in Engineering Design. Several definitions of product platform can be
found in literature and depending on which definition is used, a product platform can be
many things. The existing definitions ranges from a platform consisting of components
and modules [7], a group of related products [8], a technology applied to several
products [9], to a platform consisting of assets such as knowledge and relationships
[10]. This is also reflected among sub suppliers, as shown in [11], where the company
platform description is categorised on four levels of abstraction and compared to their
customisation strategy. A risk emphasised in literature is the trade-off between com-
monality and distinctiveness [10]. Another trade-off is the one between increased
development efforts for the initial platform and the uncertainty whether the right
platform is chosen in order to develop a sufficient number of derivatives to gain back
the extra expenses [12]. Platforms are generally described to be of one of either two
kinds: Module based (discrete) or scale based (parametric) [5]. Cooper [13] suggests
that one deliverable from TD can be a technology platform, this is further investigated
by Högman [14]. Johannesson [15] questions if companies have a choice regarding
implementing a platform or not since platforms can exist on several levels.

Product models can serve as a way to describe some parts of a platform. The Product
Variant Master (PVM) is a method that have been described in several scientific articles
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and books, and can be used to model some aspects a product platform [16]. The
“Part-of” structure specifies the generic product architecture and the “Kind-of” struc-
ture describes the different kind of variants. CRC (Class Responsibility Collaboration)
cards are then used to map all variants. Another methodology that has been used to
model platforms is the “Configurable Component” (CC) concept. Here the connection
from functional requirement to design solution is mapped. Levandowski et al. [17]
proposes a methodology to model a platform in early phases of development using the
CC concept and set-based concurrent engineering.

Reuse of Design Knowledge. The reuse of design knowledge has been studied by
many researchers throughout the years. Haug et al. [18] emphasises knowledge
acquisition where the knowledge of the domain experts is gathered and formalised.
Stokes [19] presents a complete framework and in detailed described methodology,
called MOKA, aiming to collect and formalise knowledge in order to create knowledge
based systems. Huang et al. [20] describes the methodology for developing a knowledge
map and also the implementation in a case in the automotive interior business. Baxter
[21] considers knowledge as actionable information and problematizes that many pre-
vious design knowledge reuse systems exclusively focus on geometrical data which is
often not applicable in early stages. The author also emphasises that in order to reuse
design knowledge, several factors must be met: reusability, availability and relevance.
Regli et al. [22] defines design rationale as the explanation of why an artefact or some
part of an artefact is designed the way it is. According to [23] the access to design
rationale can support the development of new products, modification of existing ones or
reuse of an existing one in a new context. When it comes to computer support, research
has pointed out that three important factors are crucial for system success: Visualisation
[20], usability [24] and a concurrent working approach [25].

Summarisation and Research Opportunities. Aplatform approach has been shown
to be an enabler for efficient customisation, reuse and production standardization. There
is however a lack of research investigating how a platform definition can be described
in order to support sub-suppliers working with an engineer-to-order customisation
strategy. There is not many examples of supporting tools that aid the work of design
engineers in combination with such a platform definition. This stresses for methods
based on a real industrial needs. An important step in design knowledge reuse is the
knowledge acquisition process consisting of collection and formalisation. There is not
much mentioned however of what design knowledge descriptions actually supports a
platform definition of this kind and how these descriptions can be structured in order to
improve reuse.

3 An Intermediate Design Platform Description

As stated, earlier research has shown that it is beneficial to separate TD from PD. TD
has a fuzzy timeframe and no direct targeted customer and is triggered by the future
market opportunities, possibilities, trends and needs (Fig. 1). This is where the com-
pany takes the risk that needs to be taken in order to spur innovation developing new
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technologies, products and processes. The separation of TD and PD introduces an
interface between the two that needs to be managed. The main concept that is presented
in this paper is to use a platform approach to handle some aspects of this interface
(Fig. 1). The paper also argues that this platform definition, as will be presented, is an
enabler for customisation for companies working in an ETO business model. The aim
of the platform approach is to enhance the reuse of the technologies and designs
developed in a company. Reuse goes hand in hand with platform thinking as a way to
keep the design effort efficient and at a manageable level. What often is lacking is a
platform description to support the development in order to draw the benefits from
platform thinking to a higher degree. However, it is not seldom that sub suppliers does
not focus the development towards a platform, but rather develop single instances
every new project. This is especially true for companies developing and manufacturing
ETO products and where a module- or component based product platform is not
possible. This challenge of using a module- or component based product platform can
have several reasons such as unknown and ever changing interfaces to the system the
product is to be integrated into, different markets, different product uses, individual
preferences and a relatively low number of developed and manufactured products. To
manage the interface between TD and PD, the Design Platform approach is introduced.
As opposed to the top down and bottom up approaches described by Simpson [5]
where the platform is the focus of the development, the focus in the Design Platform
approach is on the instances with the Design Platform as a support for reuse. The
descriptions of the instances is what creates the platform definition which means that
the platform evolves as the instances are successively created. When a number of
instances has been created it can be seen as a discrete set that spans a design space, i.e.
what designs are feasible. The description of this design space is what builds up the
Design Platform.

The ultimate goal of PD is not the product as such but a product description. The
final product description is what is considered most important and is of course the focus
of PD. These descriptions (e.g. CAD drawings) are concretised to a high level which
also usually means a narrowing of the design space. Due to the narrowed design space

Fig. 1. The Design Platform is fed with descriptions created in both TD and PD. These
descriptions can then be used in future development project.
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the product instance will have limited possibilities to adapt to a new situation when the
prerequisites or requirements change, i.e. the possibilities to reuse the instance will be
restricted.

If design knowledge is captured, structured, saved and can be retrieved, it can be
reused in future development projects as a natural part of the platform definition. By
being proactive and exploring a design during TD and PD, this knowledge could be
saved and reused by the addition of descriptions on different levels of concretisation. It
is here investigated and presented how this can be achieved by saving and structuring
blocks of knowledge, here referred to as Design Elements (DEs). These are more
elaborated in a subsequent section. These descriptions that now are a part of consti-
tuting the platform realises something other than the component and module based
product platform (i.e. the highly concretised product description). The platform is now
not just composed by the physical elements that is the product but also the elements
that supports the designing and constructing of the product. Therefore the name “design
platform” is more suitable than “product platform” since it refers the activity as well as
the thing, design.

3.1 The Proposed Concept

The proposed concept is based on an object
oriented way of thinking. The idea is to see
the generic product description as a class,
when instantiated becomes an instance
(object). There are different levels of classes
in the concept whereas the top level is called
“Design description class” and is composed
by a product architecture class with sub-
classes, metadata model classes and DE
classes. The generic product architecture is
based on the theory of PVM [16] but is here
tweaked to better fit the purpose. The main
concepts of the PVM will be kept but will
now also host DEs that also describe parts of
the design process. The “part of” structure
describes the class hierarchy of subsystems
and components whereas the “kind of”
structure describes the types of instances. Every class in the “part of” structure is
described by a metadata model. Every object corresponding to a certain class is then
coupled to this metadata model. Each type of DE is a class of its own. The generic set
of DEs is inspired by the ICARE forms [19]. An explanation follows: (1) Entity is a
description of a specific component or subsystem and includes e.g. function and
behaviour. (2) Activity is a task or process and basically describes how something is
done including inputs and outputs. (3) Rule describes a valid relation for the designer to
use, usually described by a mathematical formula. (4) Constraint describes a limitation
usually based on some boundary condition e.g. manufacturing equipment (Fig. 2).

Fig. 2. Design description class
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The design description is a living document during PD and TD and is continuously
filled in with the knowledge and relational descriptions as the product is developed.

4 Case of Application

The case company is a sub supplier within the automotive business. The company site
in focus develops e.g. subsystems for the interior of the car where comfort is essential.
Information about the case company was gathered by meetings, demonstration of
applications, reviews of documents and in-depth interviews. The focus of the case
study is to investigate how the quotation process can be supported by a platform
description that contains both product and design process knowledge on different levels
of concretisation.

As of today the case company sees possibilities of improvement when it comes to
speed, accuracy and level of reuse in the quotation process. However, today there is no
existing support for this.

4.1 The Product

The product in focus is a system to provide a dynamic
seat support for a car by the use of pneumatics. The
system enables a highly customised pressure distribution
on the body which can increase the comfort and the
ergonomy eccentially. The system consists of a number
of components and subsystems. The carrier plate, seen in
Fig. 3, is mounted to the car seat and is the base for the
rest of the pneumatic seat support system. The product
architecture can be configured to feature from simple
lumbar supports to highly dynamic full back massage
systems including lumbar, side and cuchion supports.
The system consits of pump, valves, hoses and inflatable
elements that interfaces the human body and provides
the varying pressure distribution. The valves and the
pumps are connected to a PCB with hosting software
that controlls the pressure, air flow and valve opening
and closing sequences.

In order to receive a common generic view of the product the PVM method was
used. Through a set of interviews and studying of the product documentation the
common structure could be identified and validated. The following activities consisted
of identification of metadata to describe and judge the applicability of the bottom most
elements of the PVM. The metadata consisted of attributes that was a mix between:
(1) given parameters that was customer quantifiable requirements or derivatives of
requirements, (2) limitations of the component or subsystem, (3) geometrical
dimensions, (4) characteristic features and (5) general information.

Fig. 3. The carrier plate with
the system mounted on it
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4.2 The Quotation Process

The process was mapped from a designer point of view and focus was put upon
identifying crucial given parameters (e.g. requirements) going in to the process, what
design variables (variables set by the designer) they affected, and in turn what com-
ponents and subsystems (items) that affected.

The quotation process of the company is similar to the standard case. It starts with
an inquiry from customer or by a demo performed by the case company. An inquiry
can be received either as a subjective question or with quantifiable requirements. The
process is specified from a manager’s point of view but does not support the designers
to a large extent. The process might differ based on if the customer is experienced with
the type of pneumatic system or not. It was discovered that the overall the quotation
process can be divided into two parts. The first part is the configuration stage where
already designed pneumatic systems are used as a first try in order to make an early
judgment of the quotation feasibility. If the quotation continues, it moves into the
design stage. This is where the components that are engineered to order is designed.
Often a number of systems is offered, ranging from simple to high end, in order for the
OEM to be able to offer products to a large customer segment. The first step in the
subsequent PD is therefore to identify if commonality can be achieved between the
different systems offered.

When mapping the quotation process it was
identified that the company combines two different
specification processes [16] when customising the
system. Complex sub systems that have predictable
interfaces or interfaces towards the own system is
developed in the TD projects (Fig. 1). The subsystems
and components developed within these projects are
then configured upon customer (configure-to-order).
The other types of components and subsystems are
the ones with complex or unpredictable interfaces
towards the customer product that the system should
be integrated into. These components and subsystems
are designed upon customer order making them
engineer-to-order. A figure describing the principal
relationships between specification processes and
interfaces is shown in Fig. 4.

4.3 The Identification of Design Elements

The Dependency Structure Matrix (DSM) tool was used to identify connections
between parameters, design variables and items. Item refers either to a component or a
subsystem. By combining the DSMs, mapping matrices was created to not only see the
connections inside one matrix (e.g. parameters) but also between the matrices
(parameters, items and design variables). This was done in order to ultimately map the

Fig. 4. Specification processes
and interfaces
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given parameters to items and in that way cluster what parameters that will be the input
to designing an item or configuring a system. All three DSMs play a part in defining
DEs. Since both parameters (input to the DE) and design variables (output from the
DE) are coupled to a generic item class, they will partly define the DE. Some
parameters and design variables will be isolated to a specific item, some will span
several items and some will only be on the architectural level. When evaluating the
result of the DSM one could see that the parameters mapped to one specific type of
item as well as the type of system architecture. It could be concluded that these two
were the parts of the product that were customised upon customer order.

A Novel Computer Support System. A computer application called “Design Plat-
form Manager” (DPM) was created to aid working with the presented concept. The
application manages DEs and is created using the scripting language Visual Basic. The
object structure is created as the above explanation. The DEs are created on templates
using MS Excel for user simplicity. A controlled nomenclature is used to guarantee DE
consistency. When a DE has been created by filling in an Excel template, the DPM
indexes the Excel file and puts it into a file vault. At start up DPM reads a selection of
contents from each DE and presents it in order for the user to search among DEs. When
a DE is selected it is opened up in MS Excel to be edited or read. Figure 5 shows a
screenshot of the computer support system user interface as well as four Design Ele-
ment templates. Upon quotation a class can be searched and the user is presented with
the saved design elements that is valid for that specific class. This way the user will
have a better foundation for making decisions and judge what labour that has to go in to
the subsequent PD and in turn approximate the cost of a product. This enables the
designer to have access to some of the design rationale in the beginning of PD that can
support the development.

Fig. 5. Screen shot of the “Design Platform Manager” user interface and Design Element
templates
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5 Discussion

To reuse knowledge created in the design process is an ever challenging task in
industry. Past research has not been successful in covering the whole issue, rather small
pieces have been covered to aid in specific situations, artefacts, processes and types of
knowledge. This paper tries to add a piece in the unfinished puzzle by the use of a
platform approach in order to support companies working in the ETO business. The
presented concept uses Design Elements that are pieces of knowledge about the design
process or the product. The definition assumes that the design knowledge can be
discretised and formalised. By introducing DEs in the platform definition one intro-
duces knowledge descriptions that can be on different levels of concretisation which
also can constitute parts of the design rationale. This way, relevant design knowledge
descriptions for each instance is captured, structured and coupled to a generic archi-
tecture to be browsed in the future. In the case of the development of a component
where there are no finished designs, these DEs will create a base-line for the designer to
start from, describing what entities, activities, rules and constraints that are valid for a
specific class of component or subsystem. With the use of the DEs the development can
start at a higher degree of concretisation due to the bandwidth of descriptions
introduced.

The validation of the concept and proposed computer support system has been done
as far as early testing at the case company. The design engineers are positive about the
level of support it introduces for knowledge reuse, especially in the quotation process.

6 Conclusions and Future Work

The approach presented here addresses an area in platform based development where
not much has been explored. The bodies of knowledge in the areas of component and
module based product platforms as well as knowledge reuse is vast, but the combi-
nation of the two with a focus on sub-suppliers in the ETO business is lacking.

The paper describes how companies in industry can use a platform definition,
consisting of both process and product knowledge, as a means to practice reuse to a
higher degree. The approach is realized in the novel computer support tool called
Design Platform Manager and applied in a case with a company active in the auto-
motive industry.

The future work will consist of continuing the development of the Design Platform
Manager in order to fully support the presented concept in terms of modelling design
instances, searchability, visualisation of connections between DEs and between DEs
and design instances. An ontology is also planned to be developed to better guarantee
DE consistency. Evaluation of the concept and computer tool will continue as well.
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808 S. André et al.



References

1. Nobelius, D.: Managing R&D Processes - Focusing on Technology Development, Product
Development and their Interplay. Chalmers University of Technology, Göteborg (2002)

2. Lakemond, N., Johansson, G., Magnusson, T., Säfsten, K.: Interface between technology
development, product development and production - critical factors and a conceptual model.
Int. J. Technol. Intell. Plann. 3, 317–330 (2007)

3. Högman, U., et al.: Exploring the potential of applying a platform formulation at supplier
level-the case of Volvo Aero Corporation. In: DS 58-4: Proceedings of ICED 2009, the 17th
International Conference on Engineering Design. Product and Systems Design, Palo Alto,
CA, USA, 24–27 August 2009, vol. 4 (2009)

4. Blessing, L.T., Chakrabarti, A.: DRM, A Design Research Methodology. Springer, London
(2009)

5. Simpson, T.W.: Product platform design and customization: status and promise. Artif. Intell.
Eng. Des. Anal. Manufact. 18(1), 3–20 (2004)

6. Hansen, B.L.: Development of industrial variant specification systems. Technical University
of DenmarkDanmarks Tekniske Universitet, Department of Management EngineeringInstitut
for Planlægning, Innovation og Ledelse (2003)

7. Meyer, M.H., Lehnerd, A.P.: The Power of Product Platforms - Building Value and Cost
Leadership. The Free Press, New York (1997)

8. Simpson, T.W., Siddique, Z., Jiao, J.: Product Platform and Product Family Design -
Methods and Application. Springer Science + Business Media, Inc., New York (2006)

9. McGrath, M.E.: Product Strategy for High-Technology Companies. Irwin Professional
Publishing, New York (1995)

10. Robertson, D., Ulrich, K.: Planning for product platform. Sloan Manag. Rev. 39, 19–31
(1998)

11. André, S., et al.: Managing fluctuating requirements by platforms defined in the interface
between technology and product development. In: The 21st ISPE International Con-
ference on Concurrent Engineering. IOS Press (2014)

12. Halman, J.I.M., Hofer, A.P., Vuuren, W.V.: Platform-driven development of product
families - linking theory with practice. J. Prod. Innov. Manag. 20, 149–162 (2003)

13. Cooper, R.G.: Managing technology development projects. Res. Technol. Manag. 49, 23–31
(2006)

14. Högman, U.: Processes and Platforms Aligned with Technology Development - The
Perspective of a Supplier in the Aerospace Industry. Chalmers tekniska högskola, Göteborg
(2011)

15. Johannesson, H.: Emphasizing reuse of generic assets through integrated product and
production system development platforms. In: Advances in Product Family and Product
Platform Design: Methods & Application, pp. 119–146 (2014)

16. Hvam, L., Mortensen, N.H., Riis, J.: Product Customization. Springer Publishing Company,
Berlin (2008)

17. Levandowski, C., Raudberget, D., Johannesson, H.: Set-based concurrent engineering for
early phases in platform development. In: The 21st ISPE International Conference on
Concurrent Engineering-CE2014 (2014)

18. Haug, A., Hvam, L., Mortensen, N.H.: Definition and evaluation of product configurator
development strategies. Comput. Ind. 63(5), 471–481 (2012)

19. Stokes, M.: Managing Engineering Knowledge: MOKA: Methodology for Knowledge
Based Engineering Applications. Professional Engineering Publ., London (2001)

Introducing Design Descriptions 809



20. Huang, Y., et al.: Building a knowledge map model situated in product design. Int. J. Inf.
Technol. Manag. 14(1), 76–94 (2015)

21. Baxter, D., et al.: An engineering design knowledge reuse methodology using process
modelling. Res. Eng. Des. 18(1), 37–48 (2007)

22. Regli, W.C., et al.: A survey of design rationale systems: approaches, representation, capture
and retrieval. Eng. Comput. 16(3–4), 209–235 (2000)

23. Elgh, F., Poorkiany, M.: Supporting traceability of design rationale in an automated
engineer-to-order business model. In: DS 70: Proceedings of DESIGN 2012, the 12th
International Design Conference, Dubrovnik, Croatia (2012)

24. de Pinel, P., Maranzana, N., Segonds, F., Leroux, S., Frerebeau, V.: Proposition of
ergonomic guidelines to improve usability of PLM systems interfaces. In: Bernard, A.,
Rivest, L., Dutta, D. (eds.) PLM 2013. IFIP AICT, vol. 409, pp. 530–539. Springer,
Heidelberg (2013)

25. Preston, S., et al.: Knowledge acquisition for knowledge-based engineering systems. Int.
J. Inf. Technol. Manag. 4(1), 1–11 (2005)

810 S. André et al.



PLM Processes and Applications



A Multiobjective Optimization Framework
for the Embodiment Design of Mechatronic
Products Based on Morphological and Design

Structure Matrices

Didier Casner1(&), Rémy Houssin1,2, Jean Renaud1,
and Dominique Knittel1,2

1 LGECO, INSA of Strasbourg, 24 bd de la Victoire,
67084 Strasbourg Cedex, France

{didier.casner,jean.Renaud}@insa-strasbourg.fr
2 University of Strasbourg, 3-5 rue de l’Université, 67000 Strasbourg, France

{remy.houssin,dominique.knittel}@unistra.fr

Abstract. This paper deals with the embodiment design of mechatronic pro-
duct and is intended for proposing a novel design support framework based on
multiobjective optimization approaches. This framework builds design archi-
tectures by aggregating solution principles presented within a morphological
matrix. Then, the solution principles are analyzed against compatibility. This
compatibility analysis results in a design structure matrix. Once this compati-
bility analysis has been performed, the optimization framework developed in
this paper is applied to find combination of solution principles. We showed the
application of our framework for the embodiment design of a wind turbine.

Keywords: Design process � Mechatronic product � Multiobjective
optimization � Design structure matrix � Embodiment design

1 Problematic

A product is designed [1] to satisfy a need expressed by a client or provide a service to
him. A wide number of contributions were carried in the field of design engineering to
propose different design processes and methods. They all describe them as a phase-type
process of different granularity with phases such as [1]: clarification of the task [2, 3],
conceptual design [4–6], embodiment design [7, 8], and detail design [9, 10]. Our
research works are therefore intended to propose new design methods and tools, based
on multiobjective optimization approaches, to develop more efficient, more innovative
mechatronic systems [11, 12] integrating more features, requiring less time to design
them and being cheaper. This paper focuses on the support of the embodiment design
of mechatronic systems, not only in terms of architecture generation but also in
architecture selection. To use optimization tools, it is required to express the design
problem as an optimization problem, including several criteria and constraints, in a
mathematical form.
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This paper is divided in four parts. The first part presents a literature review on
methods used within the embodiment design phase to generate and select architectures.
The second part details our framework and its implementation. The third part shows the
application of the presented framework to the embodiment design of a wind turbine.
The fourth and final part exposes a conclusion and introduces research directions for
the future research.

A specialized company asked us to solve a problem related to the design of wind
turbines. This company wants to improve the performance of their wind turbines
regarding its design strategy. In this strategy, engineers are independently designing
and optimizing the different components of the wind turbine. Whilst the components
are themselves optimal, it does not produce an optimal global wind turbine, as the
problem is nonlinear and non-convex. With the company, we defined the objectives of
our design problem and the functional architecture of the turbine [12] shown in Fig. 1.
This approach includes three phases: the first phase deals with the definition of the
functional architecture, the second one aims developing subsystems from the mecha-
tronic system, and the third one integrates the subsystems within the global mecha-
tronic system and optimizes this integration.

The preliminary study realized by the company shows that, in the installation site,
the wind distribution at 50 m follows a Weibull distribution with shape parameter equal
to 2.39 and scale parameter equal to 12.02 m/s. After this study, we defined with the
company the functional architecture of the turbine that leads to the definition of the
following technical functions shown in Table 1. Then we defined the morphological
matrix the solution principles that can be applied to realize each technical function.
They then entrusted us to find the optimal layouts by selecting and combining the

Identify the needs

Needs and requirements

Define global functions of the 
overall system

Define technical functions

Define the design and optimization 
problems

Mechanical 
problem

Mechanical 
Concepts 1

Mechanical 
technical 
solutions

Mechanical 
subsystem 

layouts

Actuation 
problem

Actuation 
Concepts

Actuation 
technical 
solutions

Actuation 
subsystem 

layouts

Sensing 
problem

Sensing 
concepts

Sensing 
technical 
solutions

Sensing 
subsystem 

layouts

Integrate subsystem layouts into
mechatronic solution layouts

Identify optimal parameters of the
mechatronic solution layouts

Select mechatronic solution layouts

Optimized mechatronic 
solution layout

Information 
processing 

problem

Information 
processing 
concepts

Info. proc. 
technical 
solutions

Info. proc. 
subsystem 

layouts

Design and optimize subsystem layouts

PHASE
1

Functional analysis
and

problem
definition

PHASE 2
Subsystem layout design and optimization

PH
AS

E
3

M
ec

ha
tro

ni
c

sy
st

em
in

te
gr

at
io

n
an

d
op

tim
iza

tio
n

Evaluation and verification

Fig. 1. Developed design method, presented in [12]
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solution principles defined in the matrix in order to: (1) Maximize the energy produced
and supplied to the cottage. (2) Minimize the cost of energy. (3) Maximize the relia-
bility of the wind turbine.

2 Literature Review

The literature review focuses on matrix approaches and tools that have been developed
to support the design process. Matrix methods are mainly used when the architectures
are modifications of already existing products, which is the case for most designs [13].
The authors think that inventive design approaches are mainly used to solve problems
when existing architectures are not enough efficient. The matrices are typically used to
map and visualize relations between properties of the product and/or activities in the
design process. One example of such a matrix method is the House of Quality from
Quality Function Deployment (QFD) [14, 15] where customer requirements are
mapped to engineering characteristics [16]. Suh [17] developed a system design
methodology based on a matrix approach to systematically analyze the transformation
of customer needs into functional requirements, design parameters and process vari-
ables. The design matrix from axiomatic design maps the relationship between the

Table 1. Solution principles for the wind turbine

Technical
functions

Solution principles

Capture wind
energy

Rotor with blades

Maintain in
high altitude

Tower Structure filled with
helium gas

Adjust altitude Cable None
Adjust power Gearbox Multi-ratio gear

transmission
Produce
electricity

Single phase
synchronous
machine

Three phase
synchronous
machine

Three phase
asynchronous
machine

Adjust velocity Hypersynchronous
cascade

Hyposynchronous
cascade

Store produced
electricity

Battery Supercapacitor

Convert AC to
DC power

Single phase rectifier Three phase rectifier None

Adjust DC
voltage

Chopper None

Convert DC to
AC power

Single phase inverter Three phase inverter None

Supervise the
system

Processor Embedded system
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functional requirements and the design parameters. Axiomatic design is based on two
axioms, the independence and information axioms, which are based on the properties
of matrix and should lead to a “good” design [18].

The design structure matrix (DSM) provides a simple, compact, and visual repre-
sentation of a complex system that supports innovative solutions to decomposition and
integration problems. This DSM can be useful to identify compatibilities, incompati-
bilities and dependencies between the different solution principles [19]. In 1948, Fritz
Zwicky [20, 21] introduced morphology as a method of thinking whose idea is to
systematically search for a solution to a problem by trying out all possible combina-
tions in a matrix. Also named morphological box or chart in the literature, the mor-
phological matrix is created by decomposing the main function of the product into
subfunctions, using methods such as the Functional Analysis System Technique [2, 22,
23], that are listed on the vertical axis of the matrix. Possible solution principles for
each function are then listed on the horizontal axis. To form complete system archi-
tectures, various solution principles are combined to create different architectures.

The quantified matrix [16] gives the engineer immediate access to approximated
properties of the complete system. Every potential subsolution is described either with
physical or statistical equations, or a combination of these. Useful measures of merits
are thereby quantified for each solution alternative. By aggregating the properties for
the chosen subsolutions a quantified value of the complete system can be obtained. To
create the quantified matrix, mathematical models of the solution principles should be
established first. These models express the principles as functions of the requirements
and other parameters. The properties of a solution element are also often dependent on
other solution elements within the chosen architecture, and one solution principle might
require or exclude other solution principles for other functions.

If the quantified matrix is implemented in a computerized environment, multiob-
jective optimization algorithms could be used to search for a set of optimal architec-
tures, known as Pareto-optimal solutions [25, 26]. In the next section, a mathematical
framework is presented that facilitates the formulation of the multiobjective
optimization problem.

3 Multiobjective Optimization-Based Embodiment Design
Framework

This section details the multiobjective optimization framework we developed to sup-
port the embodiment design process of mechatronic systems based on the morpho-
logical matrix and the design structure matrix used to formalize the compatibility and
dependency relationships between the solution principles. These matrices should be
used within a mathematical to formulate the multiobjective optimization framework.

The objectives of the multiobjective optimization-based embodiment design
framework detailed in this section. For each technical function expressed in the
functional architecture, solution principles or technical solutions are extracted from
solution databases. These solution principles shape the morphological matrix (see
Table 1). A compatibility analysis is then performed to identify incompatibility and
dependency relationships between each pair of solution principles. This analysis is
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synthetized using the design structure matrix. The objective of the multiobjective
optimization-based embodiment design framework is then to combine some solution
principles in order to build mechatronic products that concretize all technical functions.
Input data from our framework is then the morphological matrix summarizing the
solution principles that can be considered to realize a given technical function, and the
output data are possible architectures for the mechatronic system.

3.1 The Multiobjective Optimization Framework

In the following, we detail how this formalization can be integrated within a global
multiobjective optimization framework to generate and select solution architectures.

During the functional architecting phase, ahead from the embodiment design, the
product has been described by a set of technical functions that have to be translated into
a solution architecture, and evaluation criteria and constraints have been defined from
the customer requirements, the standards, the legislation, etc. This functional archi-
tecture as well as the evaluation criteria and constraints constitute the input data from
our optimization framework. Figure 2 presents the optimization framework we
developed in order to support the embodiment design process of mechatronic devices.

This framework has five steps:

• The first step analyzes the compatibility and dependency relationships between the
solution principles from the morphological matrix. This analysis aims to identify

Fig. 2. Our optimization-based embodiment design framework
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combination rules for the solution principles. The design structure matrix is con-
sidered to formalize this analysis.

• The second step aims to translate the morphological and design structure matrices,
as well as the evaluation criteria and constraints from the design problem as a
multiobjective optimization problem. This translation is performed using the
mathematical formulation that will be presented in Subsect. 3.2.

• The third step is intended for solving the problem defined in the previous step using
multiobjective optimization algorithms or heuristics. This problem solving process
leads to the definition of solution architectures built by combining the solution
principles, defined in the morphological matrix, according to the combination rules
extracted from the compatibility analysis. The multiobjective-oriented approach has
the effect of proposing not one but several optimal solutions, commonly represented
as the Pareto frontier.

• The fourth and final step evaluates the solution architectures resulting from the
optimization algorithms regarding the evaluation criteria and constraints and selects
the best satisfactory architectures. This evaluation and selection process uses
multicriteria decision analysis and decision-making tools, such as Electre, Pro-
méthée [27]. If no architecture fits the requirements, more solution principles may
be added in the morphological matrix and new architectures may be defined. If the
process still fails to find a satisfactory solution, inventive solutions [24, 28, 29]
should perhaps be required to solve the problem. This inventive architecture cre-
ation is not detailed in this paper.

In this subsection, we presented our multiobjective optimization framework
intended for computerizing the product architecting process of mechatronic devices.
This framework however requires translating the morphological and compatibility
matrices under a mathematical optimization problem. In the next subsection, we detail
how we realized this translation.

3.2 Mathematical Formulation of the Optimization Framework

This subsection aims to propose a mathematical formulation of the optimization
framework detailed in the previous subsection. This mathematical formulation is used
to perform the step 2 in our framework, presented in Fig. 1, related to the definition of
the optimization problem.

The evaluation of the different architectures uses criteria and constraints based on
the customer requirements and expressed during the functional analysis phase: some
evaluation criteria (named Cα) described as an objective function to minimize or
maximize, and inequality (named Cb) and equality constraints (named Uc). These
elements depend on the characteristics of the architecture. We may then define each
criteria and constraints as functions of the characteristics of the architecture, repre-
sented by the vector (X,y) and external parameters w such as the characteristics of the
environment.
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Minimize CaðX; y;wÞ 8a 2 1; . . .;NCf g
subject to CbðX; y;wÞ� 0 8b 2 1; . . .;NCf g

UcðX; y;wÞ ¼ 0 8c 2 1; . . .;NUf gXm
j¼1

xij ¼ 1 8i 2 1; . . .; nf g

xab þ xcd � 1 8ab; cd 2 f1; . . .mngjdab;cd ¼ �1
� �

xab � xef � 0 8ab; ef 2 f1; . . .mngjdab;ef ¼ 1
� �

xij ¼ 0 8i 2 f1; . . .; ng; j 2 f1; . . .mgjj�mi þ 1f g
xij 2 0; 1f g

ð1Þ

Where: mi correspond to the number of solution principles available for the
function i, and m = max(mi), 8 ϵ{1,…,n}. NC, NΓ, NΦ respectively correspond to the
number of criteria, inequality constraints and equality constraints defined in the design
problem. And:

dab;cd¼

1 if xab requires xcd
�1 if xab is not compatible with xcd
0 otherwise

8><
>: ð2Þ

The problem stated in the Eq. (1) can be solved using multiobjective optimization
algorithms [30] such as NSGA-II [31], MOGA [32]. The next subsections present an
implementation of the mathematical framework as an optimization framework and as a
Java software tool.

3.3 Implementation of the Optimization Framework

The optimization framework presented in Sect. 3.1 and the mathematical framework
introduced in Sect. 3.2 should be implemented in a generic computerized framework
for embodiment design and optimization. Figure 3 illustrates the process that includes
support for embodiment design optimization.

In this framework, the morphological matrix is obtained from the search for
solution principles that can be used to realize each technical function. Then, the
optimization algorithm modifies the optimization variables y and the matrix X in order
to optimize the system represented by its model. Models output are processed to
determine values of the objective and constraint functions, which will become the input
to the next iteration of the optimization algorithm, as well as the design structure
outputted by the compatibility analysis. The solution architectures that pass the eval-
uation process are filtered using the decision-support approach to select the best
architecture(s).
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Based on the set of technical functions (input data of the framework), the “Solution
Principles” aims finding the solution principles that can be considered to concretize
each technical function. These solution principles are then presented within the mor-
phological matrix (“Morphological Matrix” block). The mathematical formulation
presented in Sect. 3.2 is implemented in the optimization framework within the
“Objective and constraint function evaluation” block to evaluate the model outputs and
define the values for the criteria and constraints constituting the optimization problem.
The design evaluation model is determined from the different solution principles are
modeled by a set of equations used to calculate the characteristics of the solution
principle. As formulated in Sect. 3.2, the morphological matrix uses a binary repre-
sentation whose processing then activates the set of equations related to the selected
solution principles. These solution principles are used to determine the properties of the
complete architecture.

In the next section, we present an application of the presented optimization
framework to the embodiment design of a wind turbine.

4 Embodiment Design of a Wind Turbine

In this section, we studied one embodiment design example aiming to define solution
architectures for a wind turbine. Based on the morphological matrix presented in
Table 1, we analyzed the compatibilities and dependencies between the solution
principles from the matrix. We mainly considered different rules. For example, to
connect a principle A with a principle B, at least one output port of principle A and one
input port of principle B should have the same type. That means that the generator
outputs an electrical current and can, for example, only be connected to electrical
components (rectifier).

4.1 Compatibility Analysis- Design Evaluation Model

A design evaluation model of the wind turbine has been developed to get a quantitative
evaluation of the architectures generated by the optimization algorithm regarding the
criteria and constraints from the design problem. In order to reduce the calculation time

Fig. 3. Implementation of the optimization framework
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required for the optimization, we considered simplified static models that do not require
time simulation.

We modeled the aerodynamic model based on the Betz equation [33]. The aero-
dynamic power caught by the blades can be expressed by:

Pb ¼ 1=2 qSCp V
3 ð3Þ

Where Pb is the power generated by the blades, ρ the density of air, S the surface
covered by the blades, Cp the power coefficient and V the wind speed.

The power coefficient depends of the number of blades, their shapes, their orien-
tation, and their materials. However this coefficient is usually determined experimen-
tally using wind tunnels, some empirical relations can be found in the literature. Among
these expressions, we retained this relation that expresses the power coefficient as a
function depending of the number of blades, the material used [34].

Then we modeled Electrical power and energy. Considering the power produced by
the rotor (16), we may express the electrical power Pe supplied to the cottage as a
function of Pb and the power efficiencies gi of the N components located between the
rotor and the power grid (such as the transmission, generator, storing modules).

Pe ¼ ðPN
ði¼1Þ gÞPb ð4Þ

With the wind speed V ranges between 0 m/s and Vmax, P(v = V) the probability of
having wind speed equal to V. This wind distribution follows a Weibull distribution.
Then we express the electrical energy as:

E6 ¼ N
XM�1

i¼0

cpðviÞPðviÞv3i ð5Þ

With

N ¼ 1
2
WqS ¼ 1

2
365� 24
1000

YN
j¼1

gj

 !
qS ¼ 4:38

YN
j¼1

gj

 !
qS ð6Þ

The second criteria defined in the design problem aims to reduce the cost of energy.
To determine the global cost C, can be expressed as:

C ¼
X

ði¼1Þ
N Ci ð7Þ

With Ci: cost of the i-th component, and N: number of components in the system.
The reliability of the wind turbine can be expressed using the Mean Time To

Failure (MTTF). In this study, we considered that the reliability law Ri(t) for each
component i follows an exponential law, the reliability law of the overall wind turbine
R(t) can be expressed as:
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RðtÞ ¼
YN
i¼1

RiðtÞ ¼
YN
i¼1

expð�xitÞ ¼ exp �
XN
i¼1

xi

 !
t

" #
ð8Þ

4.2 Application of the Optimization Framework on the Case Study

We obtained the following optimization problem according to the design problem
expressed in Subsect. 1.1
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The optimization process therefore aims to identify, for each technical function
exposed in Table 1, the best technical solution to obtain the best combinations of
optimal solutions for the wind turbine.

We implemented the Eqs. (3) to (9) in Matlab in order to computerize the evalu-
ation and the optimization process. Matlab is then integrated into ModeFrontier soft-
ware that has been used to solve that problem. We considered the following parameters
for the optimization problem solving: (1) Algorithm: NSGA II [31]; (2) Number of
generations: 100; (3) Population size: 100; (4) Crossover probability: 0.2; Mutation
probability: 0.8.

Using optimization, we obtained the results shown in Fig. 4. This figure presents
the evaluation of different architectures and parameters (vectors y and ψ in Eq. (1) for
the three criteria exposed in (9). This figure shows evaluation from the solution
architectures generated by the optimization algorithm regarding cost, energy and
reliability. The first criterion should be minimized and the last two criteria should be
maximized.

In this figure, each scatter point represents the evaluation of the optimization cri-
teria for several architectures and sets of parameter. Based on this figure, we selected
the marked solution which will be considered as the optimal solution. We analyzed
solutions from the Pareto front (step 4 from our approach) in order to extract an
architecture that will be improved during the detailed design phase. This step is not
furthermore detailed in this paper and will be the subject of future communications.

822 D. Casner et al.



5 Conclusion

This paper dealt with the embodiment design of mechatronic devices. In this paper we
proposed a multiobjective optimization framework intended to computerize the process
for combining and selecting solution architectures built by aggregating solution prin-
ciples from the morphological matrix. In a first part, we described the morphological
matrix as a multiobjective optimization problem and use the design structure matrix to
analyze the compatibilities between the solution principles. Then, in a second part, we
presented the optimization framework showing how the proposed mathematical for-
mulation can be integrated within the embodiment design process. And, in a third part,
we exposed how this optimization can be implemented. Finally, in a final part, we
successfully showed how the proposed framework could be used to solve a case study
aiming to design a wind turbine and using Matlab and ModeFrontier.

This framework however shows weaknesses regarding the time required to program
the optimization problem using Matlab, the efficiency of the implementation of the
optimization framework within Matlab. These weaknesses will be solved using the
dedicated software application that is currently in development. It will be the object of
further communications. Finally, characterizing the optimization framework using
more complex systems can also be seen as an outlook.
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Abstract. Recent approaches for Product Lifecycle Management (PLM) aim
for the efficient utilization of the available product information. A reason for this
is that the amount of information is growing, due to the increasing complexity of
products, and concurrent, collaborative processes along the lifecycle. Additional
information flows are continuously explored by industry and academia – a
recent example is the backflow of information from the usage phase. The large
amount of information, that has to be handled by companies nowadays and even
more in the future, makes it important to separate the “fitting” from the “un-
fitting” information. A way to distinguish both is to explore the quality of the
information, in order to find those information that are “fit for purpose” (in-
formation quality). Since the amount of information is so large and the processes
along the lifecycle are diverse in terms of their expectations about the infor-
mation, the problem is similar to finding a needle in a hay stack.
This paper is one of two papers aiming to address this problem by giving

examples why information quality matters in PLM. It focuses on one particular
lifecycle process, in this case production. An existing approach, describing
information quality by 15 dimensions, is applied to the selected production
process.

Keywords: Product lifecycle management � Quality management �
Manufacturing � Production � Production planning and control � Data quality

1 Introduction and Problem Description

Closing the information loops along the product lifecycle is a recent effort under-taken
by research projects [1, 2]. One of the reasons why closing information loops is so
important is the expectation that activities like design, production, sales and mainte-
nance will be able to realize products and services with a better ratio between expected
and delivered characteristics (i.e. higher quality). As product quality is directly influ-
enced by the quality of the production processes [3, 4], an increased availability of
information will benefit production planning and control activities. Additional
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information can help to understand complex problems and take the most suitable
decisions to address them in a timely manner – common examples for these benefits are
Concurrent Engineering [5] and agile software development [6].

Technical capabilities for the collection and analysis of information, as well as a
sound business case are important prerequisites to increase the availability of infor-
mation in decision-making. However, the growing amount and heterogeneity of
information caused by, e.g. the industrial Internet and the Internet of Things, foster the
need to identify information that is fit-for-purpose (i.e. focus on information quality).
Recent literature about PLM puts little emphasis on this aspect.

This paper will discuss the importance of information quality in PLM from the
perspective of production. The same issue but from a product design perspective is
described in a sister paper (see [7]). Section two of this paper outlines information
flows in PLM and an exemplary approach to describe information quality.

2 Related Work

2.1 Information Flows in PLM

Handling product data and information along the complete product lifecycle is stated as
PLM [8]. A product’s lifecycle can be structured into three subsequent phases stated as
‘beginning of life’ (BOL), ‘middle of life’ (MOL) and ‘end of life’ (EOL). The initial
concept of PLM was extended during the EU-funded large-scale research project
PROMISE – it demonstrated the possibilities of closing information loops among
different processes of the lifecycle [9]. The recent concept of PLM is illustrated in
Fig. 1. Internal information flows within the phases are not covered in the illustration.

Among the three lifecycle phases, at least two types of information flows can be
established. The forward-directed flows are the ones that are typically mandatory to
design, produce, service and dismiss the product. Backwards-directed flows are
typically optional and allow optimization of processes/activities.

Fig. 1. A product lifecycle model and its major information flows [10]
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2.2 Information Quality (IQ)

Seamless decision-making processes are largely based on high-quality information.
Decision-makers realize issues with information quality if their expectations about the
information are not met. Examples for potential problems caused by low information
quality are summarized in Table 1.

From a general perspective, the quality of information can be defined as the degree
that the characteristics of specific information meet the requirements of the information
user (derived from ISO 9000:2005 [12]). Since the topic is intensely discussed for at
least two decades, several sophisticated definitions for ‘information quality’ exist.
Since the purpose of this paper is not to discuss these fundamental concepts, a thor-
oughly discussed definition is selected for this paper. Rohweder et al. propose a
framework for information quality that is an extension of the work conducted by Wang
and Strong [13] – the framework contains 15 information quality dimensions that are
assigned to four categories as summarized in Table 2.

The selected definition of information quality contains four categories of dimen-
sions that are related to a specific scope. Each category has dimensions that characterize
information by two to five dimensions (15 in total). A brief description of some
dimensions is provided in Table 3.

In order to receive a specific statement about the actual quality of an information
item, the as-is characteristics of the item must be compared with the required char-
acteristics (preferably using all of the quality dimensions). The better the matching is,
the higher the information quality is considered.

Table 1. Examples of problems related to flawed information [11]

not based on fact consists of inconsistent meanings is irrelevant to the work
of doubtful credibility is incomplete is hard to manipulate
presents an impartial view is hard to understand –

Table 2. Dimensions of information quality [13]

Quality category Scope Quality dimensions

Inherent Content Reputation; free of error; objectivity; believability
Representation Appearance Understandability; interpretability; concise

representation; consistent representation
Purpose-dependent Use Timeliness; value-added; completeness; appropriate

amount of data; relevancy
System support System Accessibility; Ease of Manipulation
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3 Approach

Production is the process of realizing products according to the specifications origi-
nating from product development. In this paper, production includes production
planning, manufacturing and assembly processes. During production, several charac-
teristics of the later product and its behavior during usage are defined, e.g. by the
chosen materials, machines and machine parameters. The decision of which materials,
machines and parameters are going to be used is taken during the production planning
phase and the previous product development phase. In this paper, the product devel-
opment phase is not in the focus.

During production, information between different manufacturing processes is
exchanged. The exchanged information is highly important to ensure the final product
quality [13]. In manufacturing, especially in the area of process monitoring and control,
information quality can play a decisive role in whether an analysis and the subsequent
action is successful or not. In order to apply the selected quality dimensions to production,
relevant information flows are divided into three categories as illustrated in Fig. 2.

Table 3. Excerpt of quality dimensions and their description (based on [14])

Quality dimension Description

Reputation Credibility of information from the information user’s perspective
Free of error Not erroneous; consistent with reality
Objectivity Based on fact; without judgment
Believability Follows quality standards; significant effort for collection and

processing
Understandability Meaning can be derived easily by information user
Interpretability No ambiguity concerning the actual meaning; wording and

terminology
Concise representation Clear representation; only relevant information; suitable format
Consistent
representation

Same way of representing different information items

Accessibility Simple tools and methods to reach information
Ease of Manipulation Easy to modify; reusable in other contexts

Fig. 2. Types of information flows in production
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Information Flows Within Production (Internal). In production, information quality
is generally of very high relevance as it often has a direct impact on key figures of a
company or a production network. Information used in manufacturing is often used as
input for machines with a low level of robustness against, e.g., missing values. Today,
production involves multiple processes exchanging not only physical goods but also
information. Those process chains can become rather complex and can be considered
dynamic. Looking at manufacturing at a more granular level, each process and product
has to be considered individually due to, e.g., deviations in its materials (Fig 3).

Through the backflow of information about the individual product earlier in the
same process or from previous processes individual adjustment of process parameters
becomes possible. These adaptions of the process may lead to significantly improved
performance and/or avoidance of significant problems. Today, many decisions
regarding value adding production processes are taken based on available information.
Control loops, scheduling decisions and program planning are just some examples
which strongly depend on information quality. Information in this context can include
real-time sensor information, e.g., for monitoring and control purposes, as well as
quality measures for subsequent process adjustments. A practical example can be
information about the individual chemical composition of the steel, used during heat
treatment. This information is vital for reaching the quality goal.

Information Flows Towards Production (Inbound). Extending this towards the
potential use of information from lifecycle phases other than production to support
production processes in a similar way, certain differences come to mind and present
specific requirements towards the information quality. The two main inbound infor-
mation sources are depicted in Fig. 4.: 1) information from the product design phase
and 2) information from the usage and maintenance phase.

Fig. 3. Internal information flows of a production process chain

Fig. 4. Inbound information flows towards production
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The product design phase is essential for production. In design the main properties
of the later product are set and the processes and process parameters are chosen
according to the information received from design. For information from usage, there
are two possibilities. First, the information is directly transferred and utilized or the
usage information is indirectly utilized via the design phase. An example for relevant
information from usage/maintenance is the surface quality of a product that depends on
environmental factors during usage. A product’s surface characteristics can be influ-
enced to some extend during the production process (e.g., heat treatment).

Information Flows From Production (Outbound). In production, information is not
only utilized but also produced in large quantities – machinery and tools are equipped
with sensors continuously producing information. Also process monitoring and
advanced systems, like Manufacturing Execution Systems, contribute to the increased
information generation. This information may be a valuable source for stakeholders
outside of production. In Fig. 5., outbound information flows to three other lifecycle
phases are depicted: 1) recycling and disposal, 2) usage and maintenance and 3)
product design and development. Examples cases for these three information flows are:

1. Information about potentially hazardous materials of the product introduced during
production (e.g. heavy metals).

2. Information about lubricants used during production which could influence the
areas of application of the product (e.g. regulation in food processing industry).

3. Information can be directly utilized for future design improvements that lead to a
variety of improvements, e.g. quality, efficiency or safety.

From the perspective of production, the example number three can be considered as
the most important outbound information flow. Popular approaches like ‘Design for
Manufacturing’ actually rely on such outbound information from production.

Within all these different possible information flows, an important aspect to con-
sider is the information quality. Whereas the right information in the right quality may
lead to significant improvements, flawed information may even have a worse impact
than no information at all. In the next section, this is discussed according to the
previously introduced IQ dimensions.

Fig. 5. Outbound information flows from production
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4 Discussion

In this section, the feasibility of the different IQ dimensions during application in
manufacturing and production planning is discussed. The overall structure follows the
one depicted in Table 2, with sub-sections resembling the four ‘scope’ categories. As
mentioned, production is very diverse in the applied processes and also individual for
each product type. Therefore, the given examples used to emphasize certain quality
aspects are not meant to be comprehensive – there are, most likely, multiple other
influences and aspects that are not covered in this paper. For each scope of the selected
IQ framework, the three different information flows introduced in the previous section
(i.e. internal, inbound and outbound) are briefly discussed.

4.1 Content Scope

The content scope, resembling the IQ dimensions ‘reputation’, ‘free of error’, ‘ob-
jectivity’ and ‘believability’, is very relevant in production. For information flows
within production (internal), ‘free of error’ is very important as the information is
often directly utilized by technical systems. Given that process chains are often dis-
tributed between different locations and companies, ‘reputation’ and ‘believability’
may also be relevant. However, ‘objectivity’ may be considered less relevant in this
area as measuring and sensor data can be considered rather objective by nature. For
outbound and inbound information however, all four IQ dimensions are highly rel-
evant. From a production perspective, these IQ dimensions matter most for inbound
information. However, for other stakeholders within the product lifecycle, the impor-
tance of information quality of outbound information can be considered equally high.
Here ‘objectivity’ is also relevant as these information items may contain
human-authored feedback information including its characteristic of subjectivity – also
stated as response-bias [13].

4.2 Appearance Scope

The relevant IQ dimensions of this scope are ‘understandability’, ‘interpretability’,
‘concise representation’ and ‘consistent representation’. For information flows within
production (internal), all four IQ dimensions discussed here are important. In highly
automated production environments, the appearance of information is mostly defined,
due to standardization or design of the production system itself. If standards are not met
nor the communication rules of the automated system are not followed, the system will
fail in most cases. Thus, these IQ dimensions are hard requirements, which have to be
fulfilled. In production processes with more manual work and thus more human-based
decision-making, the appearance of information is less regulated and, therefore, must
be controlled more. For inbound and outbound information flows, these IQ dimen-
sions cannot be assumed fulfilled due to standardization. There, the information is more
diverse and the possibility of different systems and/or requirements is rather high. Thus,
these IQ dimensions have to be carefully considered prior to establishing collaboration
along the product lifecycle.
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4.3 Use Scope

Regarding the use scope, the IQ dimensions ‘timeliness’, ‘value-added’, ‘complete-
ness’, ‘appropriate amount of data’ and ‘relevancy’ are in the focus. Within production
(internal) it can be observed, that timeliness, completeness, appropriate amount of data,
and relevancy are highly important. The often-automated use of information by
machinery and monitoring tools relies on information fulfilling these requirements. For
instance, even though today’s computing power and algorithms can handle large
amounts of data rather well, it is still important to evaluate what data is really relevant
with the goal in mind. For inbound and outbound information flows in production
these factors are also of relevance, however, there the potential use is broader and thus
the variety of quality requirements acceptable may be higher. For all information flows
in production the IQ dimensions ‘value-added’ is very important, as it is after-all a
business operation.

4.4 System Scope

From a system perspective, ‘accessibility’ and ‘ease of manipulation’ are the desired IQ
dimensions. Within production (internal), accessibility is critical, especially in dis-
tributed production environments. Assuming that in production information is mostly
based on sensor or other non-human-authored data, the access is mostly depending on
a) available communication means (technical) and b) the access rights. Ease of
manipulation is on the other hand not considered critical within production. Regarding
inbound and outbound information flows, accessibility is again highly critical, with
access rights being rather complicated to manage. Ease of manipulation is more
important here, as it might be necessary to reformat or pre-process information for
different purposes.

5 Conclusion and Outlook

This paper discusses the importance of information quality in PLM from a production
process perspective. From literature, a framework with 15 IQ dimensions is selected.
Then three different categories of information flows are defined to structure the dis-
cussion. These flows concern the usage of information within production (internal),
coming from production used elsewhere (outbound) and coming towards production
form different phases (inbound). In the following discussion, the importance of
information quality in production is discussed by mapping the IQ dimensions with the
three types of information flows identified before.

While the depth of the investigation conducted in this paper remains rather low
(e.g. few examples and no consistent use case), it aims to substantiate a debate about
the importance of information quality in PLM. This topic is of major importance, as the
amount, heterogeneity and velocity of available information is growing and the
selection of relevant information becomes more difficult. The definition of three types
of information flows (i.e. internal, inbound and outbound) can be applied to other
processes along the product lifecycle, in order to receive examples for all major
lifecycle phases. In future work, a combined paper is envisaged for that purpose.
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Abstract. Real data from manufacturing processes are essential to create useful
insights for decision-making. However, acquiring real manufacturing data can
be expensive and time consuming. To address this issue, we implement a virtual
milling machine model to generate machine monitoring data from process plans.
MTConnect is used to report the monitoring data. This paper presents (1) the
characteristics and specification of milling machine tools, (2) the architecture for
implementing the virtual milling machine model, and (3) the integration with a
simulation environment for extending to a virtual shop floor model. This paper
also includes a case study to explain how to use the virtual milling machine
model for predictive analytics modeling.

Keywords: STEP � MTConnect � Milling � Data generator � Data analytics

1 Introduction

The application of data analytics in manufacturing is one of the most promising
methods to help manufacturers improve the productivity of their systems by saving
money and time or reducing process flaws. Collecting manufacturing data is critical to
make use of the different techniques available for data analytics. In the framework
described in [1], the authors described the importance and the necessity of data col-
lection to run data analytics in the manufacturing area, which continuously generates
large amounts of data [2]. Data can be in different formats that can be defined as
structured or unstructured. The suggested framework needs to be able to understand
these different data formats to analyze the data. In particular, modern machines are able
to provide real-time data to monitor the values of operating parameters. This data can
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be specified in the MTConnect standard [3] in order to facilitate the communication
between equipment and software applications.

However, since acquiring data is still expensive and time consuming, simulation
approaches that can generate data at a lower cost need to be explored. Simulation
approaches have already allowed manufacturers to reduce costs and time at the factory
level [4] by generating simulated data that they can analyze to improve the performance
of their systems. While creating virtual machine models can allow manufacturers to
generate simulated process data, using these models together will lead to a virtual shop
floor model at the production level.

Combining simulation and data analytics at the process level can lead to a process
efficiency improvement at a lower cost. In [5], authors have compared Bayesian
Networks and Artificial Neural Networks for running analytics on real and simulated
data with efficient results to predict the output values.

This paper introduces a virtual milling machine model to generate machine mon-
itoring data from a process plan. In addition to the model, we also present an
agent-based model including a machine-state-chart diagram. We integrate our virtual
machine model into the agent model to use it in a simulation environment. We show
how the agent-based model and the virtual machine model can be embedded in a
shop-floor-level simulation environment combining discrete event and agent-based
models. Finally, we illustrate how data analytics can be applied.

This paper is organized as follows: Sect. 2 introduces the characteristics and
specifications of the virtual milling machine model. Section 3 presents the virtual
milling-machine model, and its combination with an agent-based model into a simu-
lation environment. Section 4 shows how a manufacturer can leverage this combination
and use the generated data to run analytics for system improvement.

2 Specifications of the Virtual Milling Machine Model

In this section, we present the specification of input and output data for our virtual
model. We also introduce the equations needed to compute the power metrics related to
the milling process and finally show the state chart that we define for representing the
behavior of a machine and include our model in a simulation environment.

2.1 Input Data and Output Data: From STEP-NC Program
File to MTConnect Document

We identify an ISO 14649 STEP-NC [6] program file (henceforth referred to as
STEP-NC file) and MTConnect document respectively as input and output data of our
virtual model. In [7], authors underline that a STEP-NC-based approach is promising
for digital manufacturing while authors emphasize MTConnect capabilities to improve
the interoperability of machine tools in [8]. Numerical control (NC) programs allow
manufacturers to automatically control machine tools. The use of NC machines and
computers in manufacturing led to the development of computer-aided manufacturing
(CAM) where computers interpret CAM files to send a set of instructions to the NC
machines in order to achieve the production defined in the original CAM file.
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MTConnect is an XML-based [9] standard to represent machine monitoring data.
This standard aims to provide interoperability so that manufacturers can monitor var-
ious brands and models of Computer Numerical Control (CNC) machines through a
common interface. By using this standard for the output data, we ensure that the data
will have a well-known structure that facilitates the communication for later uses.

2.2 Machine Tool Specification for Kinematics and Dynamics

To virtually model a milling machine, we compute kinematics (e.g., velocity and
position) and dynamics (e.g., force and power) corresponding to the events and
movements of the machine tool. A STEP-NC program specifies a sequence of
machining operations, and is used to create an NC program in the ISO 6983 (G-Code)
format [10]. Meanwhile, an MTConnect document generates continuous snap shots of
a machine tool’s actions and events using time as reference. Thus, for every instruction
of the NC program, we need to compute the corresponding metrics of the machine tool.
Computing these metrics requires equations that are derived from physical model-based
analysis of machine tool metrics. We make a calculation of power, which indicates the
amount of energy consumed per unit-time.

First, we defined a position function by deriving theoretical equations presented in
[11]. This function is presented in Eq. (1) assuming that linear velocity has a trape-
zoidal profile.

if 0� t� ta; then LiðtÞ ¼ 0:5aLt2

else if ta � t\ta þ ts; then LiðtÞ ¼ 0:5aLt2a þ viðt � taÞ;
else if ta þ ts � t\ta þ ts þ td; then LiðtÞ ¼ 0:5aLt2a þ vits þ 0:5Tð2vi � aLTÞ; T ¼ t � ta � ts

ð1Þ

where L: length from a previous point (mm), t: the current time (ms), ta: acceleration
time (ms), ts: steady-state time (ms), td: deceleration time (ms), vi: velocity on each axis
(m/s).

Using this function, our virtual machine model computes the kinematics that
include linear-axial positions as a function of time. These position data can be used to
detect cutting or non-cutting motions that occur between a work piece and a cutting
tool. The characterization of the motions contributes to determine the power
consumption.

Second, our virtual model computes the machine tool dynamics using theoretical
equations introduced in [12]. The power profile of a single NC code command for linear
movement consists of acceleration, steady and deceleration states. Power during the
steady state varies for cutting and non-cutting motions. During the cutting motion, the
power corresponds to the cutting power, which is caused from cutting forces, plus the idle
power. We use a physics-based equation, as expressed in Eq. (2), to calculate the cutting
forces. Equations (3) and (4), respectively, present the linear-axial and rotary-axial power
for a milling machine. Units can be obtained in the reference paper [12].
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Ft ¼ KtcbhþKteb

Ff ¼ KfcbhþKfeb
ð2Þ

PL;a ¼ Taw
gL

; Ta ¼ Je
dw
dt

þBwþ Ts

PL;s ¼ Tsw
gL

; Ts ¼ ðTgf þ lbdpðFf þFpÞ
2

þ Tf Þ=rg

PL;d ¼ Tdw
gL

; Td ¼ �Je
dw
dt

þBw� Ts

ð3Þ

PS;a ¼ ðTS;a þ TrunÞw
gS

PS;s ¼ Trunw
gS

PS;c ¼ PS;s þ 2pFcvc
gS

PS;d ¼ ð�TS;a þ TrunÞw
gS

ð4Þ

2.3 Machine States

To integrate our virtual milling machine model inside an agent-based model, we
develop a state chart that represents the different states of the machine. The model is
presented below in Fig. 1.

The default machine state is the idling state. As soon as a batch arrives (represented
by the transition batchReception in the figure), the machine goes to the next state called
batchSetup. This state models the required machine setup for processing the batch.
Once the batch is setup, the machine goes to the partSetup state where the machine sets
up each part to execute the needed operations. The next state called machining rep-
resents the milling process. Once the operations have been executed on the part, the
machine goes to the partEjection state that models unloading of the part. After this
state, two alternative paths can be taken by the machine in the state chart. If there are
still parts to process in the batch, the machine goes back to partSetup. In the other case,

Fig. 1. State chart diagram for a machine
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the machine goes to the last state, which is the batchEjection state, when the batch
unload step is modeled. After a batch has been ejected, the machine goes back to the
idling state waiting for a new batch.

3 Description of the Virtual Machine Model Architecture
and Integration in an Agent-Based Model

In the previous section, we have shown the specifications that define our virtual
machine model. In this section, we introduce the architecture of the virtual machine
model that makes it possible to generate machine monitoring data virtually. We then
present the integration of the virtual model inside an agent-based model. We finally
discuss the benefits of this integration.

3.1 Architecture of the Virtual Machine Model

Figure 2 illustrates the process flow (including involved tools and generated outputs for
each step) followed by the virtual milling machine model to generate MTConnect data.
The virtual milling machine model takes, as an input, a STEP-NC file. The model parses
and interprets this file using a toolkit for Parts 10, 11, and 111 (related to milling process
data and tools) that is written in C++ and referred to as ISO 14649 Toolkit in the picture.
This toolkit has been developed at the National Institute of Standards and Technology
(NIST) for programing with ISO 14649, Parts 10 and 11, and is being applied to study
different ISO 10303 [13] application-protocol file characteristics and their interpretation
[14]. Using this toolkit, we can generate the sequence of G-Code instructions. We
developed a physics-based modeler that we have integrated in our virtual model to
transform the G-Code instructions into machine tool kinematics and dynamics.

The computed movement metrics are length, acceleration, velocity, time, cutting,
force and power. Computations are based on the equations introduced in the previous
section. You can see below, in Fig. 3, a class diagram representing the movement
structure. For brevity, we show an overview of the class diagram. We define an abstract
class called Movement. This class is extended by another abstract class called
StraightMovement that is itself an extension by two classes called TraverseStraight
Movement and FeedStraightMovement. These two last classes allow representation as
two different movement types for the milling machine. The schema can be extended to
represent additional movement types in the future. All the computed metrics are also

Fig. 2. Step-by-step procedure of the virtual milling machine model
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represented as classes and are aggregated to the Movement class. The class Power is
abstract and is extended by two classes: TraversePower and FeedPower that will rep-
resent the power depending on the movement type. The physics-based modeler instan-
tiates this structure during the computations and generates a Movement collection that
represents the machine tool kinematics and dynamics.

To generate an MTConnect file corresponding to this STEP-NC file, we generate
time series data representing the current position of the machine tool and the consumed
power of the milling machine. Using the kinematics and dynamics that we generated in
the previous step and an MTConnect generator that we developed as part of the virtual
machine model, we generate MTConnect data representing the tool position and the
consumed power every 100 ms. We store these data in an MTConnect agent, which is a
web service that collects the generated MTConnect samples. This MTConnect agent
provides query functions that can be called to get specific sets of data previously stored.

3.2 Combination of the Virtual Machine Model into an Agent-Based
Model Using a Simulated Environment

To run our virtual machine model in a simulation environment, we integrate this virtual
machine model in an agent–based model. The software environment called AnyLogic
[15] allows us to extend the states and the transitions of a state chart using Java code.
While implementing the state chart in an agent-based model, we can call virtual
machine model functions by importing a Java ARchive (JAR) file that contains the
needed functions. We first implement the state chart introduced in Sect. 2.3 in the
agent-based model. We extend this state chart by implementing additional Java code to
initialize the parameters needed for the virtual machine model functions. During the
batchSetup state, we get the time needed by the machine to set up the batch as well as

Fig. 3. Class diagram representing the structure of a movement
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the power consumed during this step by reading the machine specification described
using XML. By following the same steps during the partSetup state, we generate the
values of the machine parameters that depends on the properties of the material used for
this batch. During the machining state, we include the parameters values inside a
STEP-NC file given as an input to the virtual machine model. Using the appropriate
functions, we can compute the machining time and the consumed power corresponding
to the STEP-NC file given as input. In partEjection state and batchEjection state, we
collect time and power consumed to achieve these ejection operations by reading the
machine specification as we do for the setup states. All the values of time and power are
subjects to a standard deviation to represent the uncertainty at a real machine level.
Once a batch has been processed (after the batchEjection state), we generate Comma
Separated Values (CSV) and MTConnect output files that gives the time and the power
consumed by the milling machine.

3.3 Benefits

This approach provides benefits for manufacturing simulation. The simulation appli-
cations reviewed in [16] illustrate the interest in simulation in the manufacturing area.
While simulations for manufacturing operations, such as planning or scheduling or
real-time control, seem to be the most important trend, generating machine-monitoring
data can lead to a more accurate simulation. The agent-based model implementation
allows manufacturers to use the milling model in a very easy way since the agent-based
model can be used directly to represent one machine. Thus, the virtual milling model
generates data during the simulation representing real machine behavior. Moreover,
agent updates are regularly possible. Collecting real data punctually makes it possible
to calibrate the virtual model. It also enables including realistic noise in the simulated
data to give more accuracy to the virtual model. Finally, the agent-based model can be
improved by integrating disturbances such as machine failure in the state chart.

Extending this approach, providing a library of agents can allow manufacturers to
choose the machine model to represent the machine involved in their manufacturing
systems. Updates on virtual machine models only require a library update. A manu-
facturer can use an agent from the library in the simulation without really knowing how
the integrated virtual model is implemented. Finally, different agents representing the
same machine can provide different capabilities depending on the studied problem such
as power consumption, flow capabilities and material consumption by integrating a
different virtual model.

4 Use Case

In this section, we will illustrate how to use the agent-based model to generate data. We
will first present the specification of our use case, and then show the implementation in
the simulation environment. The last part introduces the application of regression
analysis to generate an analytical model.
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4.1 Use Case Scenario

We define a scenario to represent a milling machine in the simulated environment. In
this scenario, a milling machine tool manufactures a steel part, as shown in Fig. 4. The
process parameters – feed rate, spindle speed, and cutting depth – control the tool path
strategies that are necessary to make the given machining features. We assign the three
process parameters randomly using a uniform distribution within the ranges given in
Table 1. This process plan decision generates STEP-NC files. Each STEP-NC file is
assigned to produce one part.

4.2 Implementation Results

Given the process plan scenario in Sect. 4.1, we instantiate the agent-based model in a
process flow model to collect MTConnect data. This process flow represents a flow of
batch coming to the milling machine. Our machining model generates MTConnect
documents for every part of the batch. To reproduce a real machine behavior, using an
identical set of process parameters leads to different power values representing the
variation that can occur in a real machine (±10 % uniform-random deviation during
feed movement, and ±5 % uniform-random deviation during traverse movement).
Using the agent-based model, we generate MTConnect time series data after every part
ejection while running the simulation.

Figure 5 shows the implementation of the scenario in Anylogic at the process and
agent levels. The MTConnect document provides the following set of information:
x_axis_position, x_axis_wattage, y_axis_position, y_axis_wattage, z_axis_position,
z_axis_wattage, c_axis_wattage, electric_wattage and coolant_wattage.

Fig. 4. An example of a milling part

Table 1. Process plan data

Process parameter Unit Lower bound Upper bound

Feedrate mm/s 30 90
Spindle speed rad/s 75.4 226.2
Cutting depth mm 2.5 3.5
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4.3 Predictive Modeling Using Generated Data

Using the simulated data, we are able to run regression analysis to generate an ana-
lytical model by using machine learning techniques. This analytical model can then be
used to predict values of the power consumption. After a normalization of the data, we
train a neural network model with the first 500 samples of our simulated data. We give
300 new samples as inputs of the trained model and compare the outputs of the model
and the simulated data generated by our virtual machine model using the same input
parameters. Figure 6 represents the comparison between the simulated total power
(X-axis) and the predicted total power (Y-axis).

As you can see, the plot shows a slightly curved line showing that the predicted
data are really close to the simulated data for the same input parameters. The coefficient
of determination, representing how close the predicted data are to the simulated data, is
0.986. By applying this approach and after validation, a manufacturer can also use this
model to compare the real outputs with the model outputs to establish diagnostic on a
machine in a manufacturing system. Extending it to a full manufacturing system will
allow a manufacturer to anticipate the behavior of the system in a simulation envi-
ronment by taking advantage of the simulated data.

Fig. 5. Example of simulation at the process flow and the agent levels.

Fig. 6. Scatter plot of the simulated and the predicted total power.

A Virtual Milling Machine Model 843



5 Conclusion

In this paper, we introduce a virtual milling machine model that allows us to generate
machine-monitoring data in MTConnect format. We show that we can integrate this
model in a simulated environment to take advantage of the generated data and generate
a predictive model to finally improve or make a diagnostic on a milling process
described in a STEP-NC file. In a future work, integration of maintenance and failure in
our model can make our generation of data more realistic and improve our simulation.
Moreover, taking advantage of our model and other existing models [17], we will be
able to develop a virtual shop floor model.

Disclaimer

No approval or endorsement of any commercial product by NIST is intended or
implied. Certain commercial software systems are identified in this paper to facilitate
understanding. Such identification does not imply that these software systems are
necessarily the best available for the purpose.
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Abstract. Mass customization (MC) aims to support product individualization
while maintaining scale advantages. There are different options to allow indi-
vidual client influence throughout the product production process. Most efforts
to bring the customer closer to manufacturing of their customized product are
concentrated in the assembly stage, given the complexity to consider individual
needs since design. Emerging information management and flexible manufac-
turing technologies can support advances in current customization approaches
and levels. In this paper, Product Lifecycle Management (PLM) and Additive
Manufacturing (AM) solutions and technologies are applied to build a tailored
customization scenario for the design and production of an assistive technology
product considering individual characteristics of each customer. Based on the
scenario simulation, the objective is to detail the process and information flow,
which are essential in bringing clients’ specific needs into the design

Keywords: Mass customization � PLM � Additive manufacturing

1 Introduction

Mass customization involves the manufacturing of customized products in high vol-
umes. The customer is provided with individualized products and services produced
through flexible processes [1]. According to Hayes and Wheelwright [2] a company
that focuses on product development would choose a more flexible production process
allowing the customer to take action in early stages of the product lifecycle. Lampel
and Mintzberg [3] propose five types of strategy to deal with the decoupling point
position – the moment in which the customer can interfere in the production process.
Ranging from total interference to no interference at all on the part of the customer, the
five types are: pure customization; tailored customization; customized standardization;
segmented standardization; and pure standardization.

The costs associated with the anticipation of the decoupling point, from a sales
interference point in direction to an interference in the design of the product, increases
with the proximity to changes on the product structure and design [3]. Hence, pure
customization and tailored customization have been difficult to implement. Considering
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these difficulties, an intermediary customized standardization strategy is followed by
several companies that give the customer the ability to interfere in the assembly and
distribution of the product. Dell, for example, allows its customers to configure their
personal computers considering their specific needs and also to have it delivered
according to their preferences. However, customers have restricted options defined as
possible for assembly [4].

Silveira et al. [1] suggest that, conceptually, true mass customization products
should be defined as those that possess all requirements made by individual customers.
This implies the need of development in direction to tailored customization.

Zipkin [5] and Salvador et al. [4], consider that on a mass customization production
system, each customer provides unique information so that the product can be tailored to
his requirements, challenging the assumptions of traditional mass production. The
increase in product variety, provided by the individualized products, would decrease
internal operation performance considering the low flexibility of current manufacturing
process and the high flexibility required by the production of individualized products [6].

ElMaraghy et al. [7] consider that the more flexible the manufacturing process is,
the easier it is to change product design according to customers’ individual needs.
Maçanares et al. [8] comment that additive manufacturing (AM) technologies have
been increasingly applied in a wide range of applications. Nowadays, AM technologies
have been developed for new materials and are being used for new applications other
than rapid prototyping in industries such as aerospace, automotive, and biomedical. In
addition, Fogliatto et al. [9] state that the dissemination of AM will receive great
attention in the near future, representing an auspicious research opportunity in the MC
field.

This article presents a tailored customization strategy scenario that is enabled by
information management, following PLM assumptions, and flexible manufacturing
based on AM. The practical approach of this paper allows the information process
mapping based on a real case scenario. The goal is to present the information flow that
needs to be managed in a PLM context in order to enable a tailored customization
strategy. The scenario considers a parametric product manufactured through AM.

This paper is structured in five sections. Section 2 presents a literature review
considering the main areas related to this project: MC, PLM, and AM. Section 3
discusses the employed methodology together with the proposed scenario. Section 4
presents the main results of the scenario development. Finally, Sect. 5 discusses
conclusions and future research efforts.

2 Literature Review

In this section, a literature review is presented considering the main areas for the
development of the project. To that end, the concepts of MC are elucidated followed by
PLM and AM.
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2.1 Mass Customization

Pine II [10] and Davis [11] provide comprehensive definitions of MC. The authors
consider that MC is the ability to provide to customers individually tailored products
and services through agile, flexible, and integrated processes.

Pine II, in 1993, [10] portrayed that MC would be a new stage in industrial
production. However, building a production system with the previously described
characteristics is not a trivial task. To build a MC system, Zipkin [5] suggests three key
capabilities be developed:

• Elicitation: communication platform from the customer to the company that aims to
capture the information required to manufacture the customized good;

• Flexible process: the technology applied to manufacturing must be versatile and
able to produce the individualized product with both agility and efficiency;

• Logistics: includes the process after the manufacturing and the distribution required
keeping product identity and correctly delivering it to the customers.

For Fogliatto et al. [9], a MC process chain can be divided in four stages: elicitation,
design, manufacturing, and supply chain. This paper scenario is focused on the three
initial stages defined by Fogliatto et al. [9] – elicitation, design, and manufacturing.

Salvador et al. [4] discuss that, despite its difficulties, the MC concept is possible to
be implemented in practice. Company executives tend to perceive MC as a fascinating
but inapplicable idea. This kind of thought is due to the difficulties presented during the
implementation of MC systems and the failure of high-level companies to implement
it [4].

Once the client participates in configuring their product, the manufacturing, and
production scheduling is going to be impacted. This situation requires a dynamic
information exchange between areas of the company [12]. To overcome the challenges
referring to information management, the use of PLM is proposed.

2.2 PLM

Saaksvouri and Immonen [13] define PLM as a concept to managing process and
control information during the entire product lifecycle. PLM solutions offer many
features that support both the creation and the management of product data [14].
Portfolio management and capacity planning enable companies to react faster to market
change. Management of dynamic requirements identify the impacts from changes over
the product lifecycle phases [15].

To apply PLM concepts in a production environment, it is required to align people,
processes, and resources with the PLM strategy. Besides, the use of Information
Technology (IT) tools and systems to support information flow during product lifecycle
is essential [15].

Ameri and Dutta [16] affirm that PLM is a collection of technologies and tools
creating a shared platform to accelerate the information flow over the product lifecycle.
Companies, however, not only use PLM solutions but also adopt other IT systems,
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devoted to different activities. Considering its central role, PLM uses the product as a
central element, aggregating information from different areas and lifecycle phases [17].

PLM should collect the right amount of data throughout the product development
process in order to avoid over-engineered solutions and to increase the flexibility of the
products [18], as requested in MC.

2.3 Additive Manufacturing

Current technologies make online platforms available in which customers can express
their preferences in an easy and low-cost way. 3D modeling systems are getting more
accessible, and this allows customers to obtain a virtual preview of their products.

The advent of AM is changing the way of thinking in manufacturing. AM processes
are flexible and can produce objects from different materials – plastic, ceramic, and
metal. At first, AM was applied for prototyping only, but nowadays it can be applied to
create a variety of final parts, including jewelry, tooling, and parts such as airplane
engine components [8, 19].

AM built components by superposing several material layers until the final
geometry [20] is obtained. There are different types of AM that use different kinds of
technologies as, SLA (stereolithography), SLS (selective laser sintering), FDM (fused
deposition modeling), etc. [8, 20].

FDM manufactures objects from a filament extruded through a nozzle and
deposited on a platform. The nozzle works in a temperature that is higher than the
material melting point. By going through the nozzle, the material is melted and, when
in contact with the tray and the air, it loses heat and returns to the solid state. The
nozzle moves in horizontal planes, parallel to the platform; the material is deposited in
a thin layer, which, when superposed, form the object [20].

3 Methodology and Scenario

The research methodology involves the deployment of a practical MC scenario based
on PLM and AM, and the mapping of the process and the information flow considering
a tailored customization strategy (Fig. 1).

The scenario presents a MC environment in which the client provides the infor-
mation to be considered in his product, which is tailored according to his needs. The
product chosen for this scenario is an assistive technology product. Assistive tech-
nology represents a major opportunity for customization. It is about individual
demands related to people’s specific characteristics, which vary from person to person.

Scenario development
and implementation

Process
mapping

Information 
mapping

Fig. 1. Research methodology
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The product was designed considering the ideas that arose in the research center for
development of accessible products during an event organized by the authors’ research
group.

The following requirements and constraints were considered for the product in this
scenario:

(1) Represents different types of customization:
(a) Has components with variable dimensions [5];
(b) Has more than two components [6].

(2) Involves customization level capable of being managed through CAD and PLM:
(a) Customization parameters as integer, real and string;
(b) Parametric design.

(3) Considers restrictions of AM machine available (a low-cost FDM machine):
(a) Dimensions limited up to 320 mm × 210 mm at the base and 160 mm height

(3D Cloner ST. 2014);
(b) Is composed only of plastic (PLA).

Considering the scenario requirements and the constraints, the product chosen was
a forearm support to help people with superior limb disabilities to hold a cup. This
product has two main functions:

1. Fixation at user’s forearm;
2. Loading the cup.

In order to increase product variety, a modular architecture has been applied, with
two main modules.

1. Forearm support module;
2. Cup support module.

Figure 2 presents a draft of the product structure showing the component
arrangement and how it fits around the user’s arm.

By simulating the scenario for different clients, it was possible to derive the MC
process and observe the impacts on the information flow.

Fig. 2. Product architecture draft: (1) Forearm support – fits at user’s forearm; (2) Elastics used
below forearm support for fixation of the product on the user’s forearm; (3) Cup support – fits
over the forearm support
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4 Results

This section presents the main research results considering the process mapping
(Sect. 4.1) and information mapping (Sect. 4.2) of highly customizable products
(tailored customization) with client-specific geometry based on PLM and AM.

4.1 Process Mapping

Considering the entire product lifecycle, there is a number of different systems involved
in PLM. According to Schuh et al. [15], a comprehensive information management
approach depends on the integration of multiple software systems, such as an Enter-
prise Resource Planning (ERP), Product Data Management (PDM) and a Computer
Aided Design (CAD) [15]. Ameri and Dutta [16] consider that these systems should
work with shared information across the entire product lifecycle.

In this context, the product structure definition and management has a core role in
PLM [18], as it supports the creation of different variants of the product depending on
users’ requirements.

Following the MC process suggested by Fogliatto et al. [9], three stages of the
product lifecycle were analyzed: design, elicitation, and manufacturing.

The design stage considered that the product has to be tailored to customers’
necessities. The customizable part of the forearm support is the main structure that
involves that customer’s forearm. The gutter shape is molded by parameters seeking
the fit around the clients’ arm – according to their individual and specific needs. In
order to parameterize the gutter, five cross sections were established on the forearm –

each corresponding to an ellipse (Fig. 3). Twenty-two parameters are necessary to
determine the size and position of the ellipses.

Elicitation is the stage during which information on customers’ necessities are
collected and translated into data for the production system and to estimate the product
quotation. A specific geometry variant of the product is generated for each customer as

Fig. 3. Customizable sections of the forearm
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a response for his request for quotation. A unique identification number is generated
and should continue to be managed in order to be traceable if the customer places an
order.

In the manufacturing stage, the fabrication is started once the client order is placed.
In this scenario, the manufacturing process is AM, in order to support client specific
production of a plastic part with individualized geometry. A 3D model of the product
variant is generated with clients’ individual characteristics.

In order to manufacture the customized 3D model in the scenario, the CAD file is
saved as an STL file; this file is then processed in a machine specific software in order
to generate a Gcode file, which contains the machining codes; the Gcode file is sent to
the machine, in which the 3D model is produced out in PLA, completing the scenario,
as shown in Fig. 4.

Once the process is mapped, it is essential to map the information that is being
generated and exchanged during the scenario. This analysis is presented in Sect. 4.2.

4.2 Information Mapping

Each lifecycle phase embraces the accomplishment of several activities. The realization
of each activity takes place in different places and generates information. Table 1
relates the lifecycle stage with the information it provides and the kind of documents it
generates. This table is constructed considering the information collected during the
scenario analysis.

Product related information listed in Table 1 is managed by PLM [15]. Considering
the reference model suggested by Zancul [14], the information listed in Table 1 requires
PLM functionalities such as: product structure, product planning, product costs analysis,

Fig. 4. Manufacturing steps: (1) Variant modeling. (2) 3D printing. (3) Variant ready to use
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production process planning, document management, and configuration management.
These functions are applied to manage the information that is provided along the entire
lifecycle.

5 Conclusions and Discussion

Tailored customization strategies have been difficult to implement in real cases in the
industry. Changing the decoupling point of a product to a tailored strategy requires
more flexible production processes and structured information flow. To overcome this
situation, PLM and AM are being considered in this scenario for manufacturing per-
sonalized assistive technology products based on 3D parametric models. Integrating
lifecycle phase with customers’ needs and information together with the manufacturing
process is the key in building MC environments.

This paper presents the information and the process flow of a tailored customization
strategy based on data collected during the development of the research scenario. The
mapped process and information can be used to reproduce MC scenarios dealing with
customers’ integration to the process and the information flow.

Table 1. Information mapping.

Stage Information

Product architecture definition Describes general functionalities of the product.
Describes the components and the relations between
them.

Component parametric modeling 3D model of the product and its parts. Embrace every
possible variation that the part can possess.

Assembly modeling Brings assembly logic and must withstand all
variations that the customized product can have.

Customer request for quotation Customers’ individual information including
parameters values to determine the product-specific
configuration. Has ID information to allow product
tracking.

Variant definition 3D model of a specific product to a specific customer.
Display the individual characteristics requested by
the client.

Manufacturing instructions and
machine language definition

File in machine language containing command lines to
manufacture product variant.

Manufacturing information
estimation

Machine time, quantity of raw material, and estimated
manufacturing costs, generated by G-code
simulation.

Quotation Document presented to the client with requested
information, including price.

Purchase order Document that formalizes the purchase order by the
client

Manufacturing order Manufacturing order sent to the factory environment
with the characteristics requested by the client.
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For future research, many questions that to this date have not been fully explored
remain open. It is recommended to understand what is the best way to collect client
information during the elicitation stage; how to integrate the information generated in a
PLM environment; and the extension of the concepts to the last stage of the MC, as
proposed by Fogliatto et al. [9] – the supply chain.

Acknowledgment. The authors thank the São Paulo Research Foundation (FAPESP) and the
Brazilian National Council for Scientific and Technological Development (CNPq) for supporting
the research.

References

1. Da Silveira, G., Borenstein, D., Fogliatto, H.S.: Mass customization: literature review and
research directions. Int. J. Prod. Econ. 72(49), 1–13 (2001)

2. Hayes, R.H., Wheelwright, S.C.: Link manufacturing process and product life cycles. Harv.
Bus. Rev. 133–140, January 1979

3. Lampel, J., Mintzberg, H.: Customizing Customization. Sloan Manage. Rev. 38, 21–30
(1996)

4. Salvador, F., De Holan, P.M., Piller, F.: Cracking the code of mass customization. MIT
Sloan Manag. Rev. 50(3), 71–78 (2009)

5. Zipkin, P.: The limits of mass customization. MIT Sloan Manag. Rev. 42, 1–7 (2001)
6. Salvador, F., Forza, C., Rungtusanatham, M.: Modularity, product variety, production

volume, and component sourcing: theorizing beyond generic prescriptions. J. Oper. Manag.
20, 549–575 (2002)

7. ElMaraghy, H., Schuh, G., Elmaraghy, W., Piller, F., Schönsleben, P., Tseng, M., Bernard,
A.: Product variety management. CIRP Ann. Manuf. Technol. 62, 629–652 (2013)

8. Mançanares, C.G., Zancul, E. de S., Cavalcante da Silva, J., Cauchick Miguel, P.A.:
Additive manufacturing process selection based on parts’ selection criteria. Int. J. Adv.
Manuf. Technol. 80, 1007–1014 (2015)

9. Fogliatto, F.S., Da Silveira, G.J.C., Borenstein, D.: The mass customization decade: An
updated review of the literature. Int. J. Prod. Econ. 138(1), 14–25 (2012)

10. Pine II, B.J.: Mass customizing products and services. Strateg. Leadersh. 21, 6–55 (1993)
11. Davis, S.: From future perfect: mass customizing. Plan. Rev. 17, 16–21 (1989)
12. Jiao, J., Tseng, M., Ma, Q., Zou, Y.: Generic bill-of-materials-and-operations for

high-variety production management. Curr. Eng. 8, 291–322 (2000)
13. Saaksvuori, A., Immonen, A.: Product Lifecycle Management. Springer, Heidelberg (2004)
14. Zancul, E.: PLM reference model: a preliminary proposal for reference model evolution. In:

Rivest, L., Bouras, A., Louhichi, B. (eds.) PLM 2012. IFIP AICT, vol. 388, pp. 525–534.
Springer, Heidelberg (2012)

15. Schuh, G., Rozenfeld, H., Assmus, D., Zancul, E.: Process oriented framework to support
PLM implementation. Comput. Ind. 59, 210–218 (2008)

16. Ameri, F., Dutta, D.: Product lifecycle management: closing the knowledge loops. Comput.
Des. 2, 577–590 (2005)

17. Zancul, E., Piccini, L., Berglehner, S., Lachenmaier, L.: Product lifecycle management
functional reference model for software support. In: Abramovici, M., Stark, R. (eds.) Smart
Product Engineering. LNPE, vol. 5, pp. 243–252. Springer, Heidelberg (2013)

854 E.d.S. Zancul et al.



18. Schuh, G., Assmus, D., Zancul, E.: Product structuring - the core discipline of product
lifecycle management. In: 13th CIRP International Conference on Life Cycle Engineering
(2006)

19. Gandhi, A., Magar, C., Roberts, R.: How technology can drive the next wave of mass
customization. McKinsey on Bus. Technol. 2–8 (2014)

20. Upcraft, S., Fletcher, R.: The rapid prototyping technologies. Assem. Autom. 23, 318–330
(2003)

PLM Process and Information Mapping for Mass Customization 855



Multidisciplinary Interface Modelling:
A Case Study on the Design of 3D

Measurement System

Chen Zheng1,2(&), Julien Le Duigou1,2, Matthieu Bricogne1,2,
Peter Hehenberger3, and Benoît Eynard1,2

1 Sorbonne Universités, Paris, France
{chen.zheng,julien.le-duigou,matthieu.bricogne,

benoit.eynard}@utc.fr
2 Department of Mechanical Systems Engineering,

Université de Technologie de Compiègne, UMR CNRS 7337 Roberval
CS 60319, 60203 Compiègne Cedex, France

3 Institute of Mechatronic Design and Production,
Johannes Kepler University Linz, Linz, Austria

peter.hehenberger@jku.at

Abstract. Nowadays, a mechatronic system is regarded as a synergistic inte-
gration of a wide range of disciplines (electrical/electronic, mechanical, soft-
ware). Therefore, an integration of numerous technical disciplines and expertises
is often required during the design process of mechatronic systems. However,
neither academia nor industry has yet provided fully effective solutions to help
the engineers achieve such multidisciplinary integration. Multidisciplinary
interface modelling approach is considered as an effective way to represent the
interaction between the boundaries of components of different disciplines. The
authors propose a new multidisciplinary interface modelling approach to address
the issue of multidisciplinary integration. A three dimensional (3D) measure-
ment system, considered as an opto-mechatronic system integrating synergisti-
cally the electrical/electronic system, mechanical parts and information
processing and optical technology is used to demonstrate the multidisciplinary
interface modelling approach. A demonstrator based on the proposed approach
has been developed by using CATIA System Engineering V6.

Keywords: Mechatronics design � Multidisciplinary integration � Interfaces

1 Introduction

Mechatronic systems are considered as the resulting integration of electrical/electronic
systems, mechanical parts and information processing [1]. Because mechatronic sys-
tems encompass a wide range of disciplines, therefore the multidisciplinary integration
has been proposed and it becomes more and more crucial for mechatronic systems [2, 3].

To achieve such multidisciplinary integration, one of the problems which should be
overcome is described as “Design data-related problems” [4]. Such “Design data-related
problems” are related to the edition and management of the diversity of product data
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from different disciplines. However, neither academia nor industry has yet provided
relevant solutions to solve the problems in design of mechatronic systems [5].

The concept “interface” in the context of interface modelling of mechatronic sys-
tems refers to any logical or physical relationship required to integrate the boundaries
between systems or between systems and their environment [6]. These multidisci-
plinary interfaces can be also used to indicate the collaboration of engineers and to
provide a high-level guidance for organisation of design process. The authors propose a
multidisciplinary interface modelling approach to address the issue of multidisciplinary
integration. The proposed multidisciplinary interface modelling approach includes
three parts: interface classification, interface data model and interface compatibility.

Section 2 will give a review of related work on current interface modelling
approaches. Then, an overview on the multidisciplinary interface modelling approach
will be provided in Sect. 3. A 3D measurement system will be introduced as the case
study in Sect. 4. The design of pattern projection sub-system which is considered as
one of the most important parts in the measurement system will be selected and detailed
by using the proposed approach. Finally, the authors will draw the conclusions and
point out the future prospects for the multidisciplinary interface modelling approach.

2 Related Work

From the mid 1980s, the interface between systems and subsystems has been widely
used in software engineering [7]. During software design process, separated modules of
a program execute one aspect of the desired functionality. Such modules interact with
each other through interfaces. As systems became increasingly complex, a complex
system was always decomposed into subsystems. The topic of interface is at the heart
of the multidisciplinary nature of Systems Engineering [8]. Interface management is
considered as one of the most powerful tools of systems management [9]. The inter-
faces in mechatronic systems can be used to describe the interactions of subsystems
designed by different disciplines. Therefore it is significant to develop a proper inter-
face classification in order to represent much more details of an interface and help the
engineers to avoid the confusion by the misuse of interfaces.

Steward describes the interactions of subsystem as “information flows”, but such
information flows are not described in detail [10]. Counsell et al. describe the connec-
tions between different components as material, information and power [11]. Sellgren
proposes that interfaces can be classified as attachment, constraint and contact, but his
proposition mainly focuses on the mechanical interface [12]. Chen et al. classify the
interfaces as the “constraints” between electrical/electronic discipline and mechanical
discipline, but the interfaces between software discipline and electrical/electronic dis-
cipline or mechanical discipline are not mentioned [13]. Pahl et al. propose a method
namedModular Product Development (MPD) for complex system. This method starts by
decomposing the product into modules. The exchanges of energy, materials, and signal
between the modules were mentioned in this method [14]. Liang et al. develop a more
detailed classification based on the proposition of Pahl et al. by refining the energy as
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electrical, mechanical and hydraulic, etc. [6]. However, the interface between software
and other disciplines are not taken into consideration either. Komoto et al. believe that
some physical implementations have nothing to do with transformation of energy,
material, and signal (e.g., a function to fix connection between two mechanical com-
ponents or a function that holds a position), but they can be used to connect two com-
ponents as the interfaces. Thus geometry plays a crucial role during the design process.
They point out that attention should be also paid to such geometric information [15].
Sosa et al. distinguish the interfaces in terms of spatial dependency, structural depen-
dency, energy dependency, material dependency and information dependency [16].
Such classification method may lead to the misuse of overlapping interfaces. For
instance, the material dependency is described as “a requirement related to transferring
airflow, oil, fuel, or water”. However, such process of material transfer often occurs with
the energy transfer which was defined as “energy dependency”. Bettig et al. point out the
interfaces representation problem and tried to identify an overall representational
schema. Seven classes of interfaces are firstly suggested: Attachment interface, transfer
interface, control and communication interface, power (electrical) interface, spatial
interface, field interface and environmental interface. The seven interface classes are
reduced to four general classes of interface: attachment interfaces, control and power
interfaces, transfer interfaces and field interfaces. The reduced classification defines the
field interface as “an interface that transmits energy, material or signal as an unintended
side-effect of the intended function of a module”. This classification begins to consider
the negative effects of interfaces [17]. However, the field interface is so generic and need
to be detailed.

As presented before, the interface classification can give much more details about
an interface. Such details should be included in the interface data model. The interface
data model has been partially represented by current product models. The product
model can be used as an effective and efficient technology for the design of mecha-
tronic systems because it includes all the information that can be accessed, stored,
served and reused by the stakeholders. The authors reviewed current product models,
including STEP, CPM, MOKA and PPO. The interface data model should be created as
a part of product model of mechatronic systems. It should not only take into account
the proposed interface classification, but also represent the relationship between the
interface and other parts of the product model. However, according to the evaluation
results of the current product models, the interface data model has not been fully
developed in current product models [5].

The interface compatibility can help the designers to ensure consistency among dif-
ferent design teams and to prevent design errors during collaborative design process [18].
However, due to the partially-developed interface data model in current product models,
how can the interface data model be used to support the interface compatibility has not
been involved.

By considering the drawbacks of current interface classifications and interface data
models, the authors will present the proposed multidisciplinary interface modelling
approach in next section.
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3 Multidisciplinary Interface Modelling Approach

As discussed in previous section, the current interface classifications and interface data
models show several drawbacks. Three aspects of the multidisciplinary interface
modelling approach, interface classification, interface data model and interface com-
patibility, will be presented hereafter.

3.1 Interface Classification

The proposed interface classification for mechatronic systems concerns an interface
through three features: Type, Configuration and Desired/undesired.

Type: which types of information are transferred in the interface? Four types of
information are proposed: geometric interface, energy interface, control interface
and data interface.
Configuration: which elements does the interface link? Five configurations of
interfaces are proposed: interface between components (C-I-C), interface between a
component and the environment (C-I-E), interface between a component and an
interface (C-I-I), interface between two interfaces (I-I-I) and interface between an
interface and the environment (I-I-E).
Desired/undesired: does the interface create positive effects or negative effects to
the whole system?

The interface classification is considered as the foundation of interface modelling,
because this classification not only gives much more details of an interface, but also
avoids the confusion by the misuse of interfaces [17]. In next sub-section, a new
interface data model based on the classification will be presented.

3.2 Interface Data Model

The second aspect of the multidisciplinary interface is the interface data model. The
interface classification previously presented should be represented by the interface data
model. Moreover, attention should be paid to the concept of “port”. In the context of
multidisciplinary interface modelling of mechatronic systems, the port refers to the
primary location through which two elements interact with each other [6]. Two attri-
butes of port will be introduced. The first attribute is called “direction”, which repre-
sents how the information is transferred through this port. In other words, the direction
of a port holds a definition on which one is the master and which one is the slave of the
two elements linked by the interface. A compartment listing the attributes (in, out and
in/out) is to indicate that the information flows in (out of or in & out of) the element
through the port. The second attribute of the class port is the visibility. This attribute is
used to describe how the port can be accessed. The authorized values are “public”,
“protected” and “private”. The parameter and document related with one public port is
accessible directly by any engineers from any disciplines during the design process.
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A protected port can only be accessed by the creators and the authorised engineers from
other disciplines. The port carrying the private property is accessible only by those who
design it.

Figure 1 shows interface data model represented as a UML class diagram1. On the
one hand, the interface classification and the port with its related attributes are repre-
sented by the Interface and the Port class. On the other hand, it represents the rela-
tionship between the interface and other elements. However, main entities of current
product models can be found in the proposed interface data model so that mapping can
be constructed between current product models and the interface data model. Therefore
the interface data model can be used as an extension of current product models.

3.3 Interface Compatibility

The last aspect of the interface modelling approach is the interface compatibility. The
authors propose two rules to test the interface compatibility. Once the data model of an
interface is instantiated, the interface compatibility should be checked by the rules. One
example is cited here to illustrate the compatibility test method. Two components
(Component 1 and Component 2) are connected by an interface (Interface) through the

Fig. 1. UML class diagram of interface

1 http://www.uml.org/.
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ports (CP1 and CP2). Once the data model of the interface has been instantiated, the
interface compatibility should be checked. Two compatibility rules are presented as
follows:

CP1:Parameters1:value ¼ CP2:Parameters2:value
CP1:Parameters1:unit ¼ CP2:Parameters2:unit

ð1Þ

CP1:Parameters1:value\CP2:Parameters2:maxValue
CP1:Parameters1:value[CP2:Parameters2:minValue

CP1:Parameters1:unit ¼ CP2:Parameters2:unit
ð2Þ

In the compatibility Rule (1), CP1.Parameter1 presents the parameter stored in the
class Parameter of the port CP1, and CP2.Parameter2 is the parameter of port CP2. In
order to ensure the two components integrate with each other correctly, both the value
and the unit of the parameters of CP1 and CP2 should be equal. The Rule (2) is applied
to two cases. The first case is that sometimes the design parameter of one port is not
expressed by an exact value accurately but described as a constraint, such as the
minimum input current, maximum diameter of the hole and etc. The second case
concerns the component tolerance. Component can hardly hold dimensions precisely to
the nominal value, so there must be an acceptable degree of variation.

Once an interface has been established, the compatibility should be checked by the
compatibility rules presented above. If one interface proves to be incompatible, two
incompatibility solutions can be adopted to deal with this incompatible interface. These
solutions will be presented as follows:

Figure 2 shows an example of the two incompatibility solutions. A simple
mechatronic system (System) can be decomposed into 2 components (Component 1

(a) Solution 1 

(b) Solution 2 

Fig. 2. Example of incompatibility solutions
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and Component 2) and an interface (Interface 1). However, when the designs of the two
components have been finished by the designers, the interface (Interface 1) may prove
to be incompatible. Figure 2(a) shows the first solution. The Component 2 can be
redesigned and replaced by the Component 3. The compatibility of the interface
(Interface 1) should be then re-checked. Figure 2(b) shows the second solution. A new
component (Component 3) can be added between the two components and two new
interfaces (Interface 1.1 and Interface 1.2) will be created accordingly. The compati-
bilities of the two new interfaces should be checked.

Solution 1 is simple to operate by the designers because this solution demands the
designers to change one of the two component linked by the incompatible interface.
However, in a complex mechatronic system, one component may link to others through
several interfaces. After the change of such component to solve the incompatibility
problems of one interface, nevertheless, other interfaces linked to this component
which proved to be compatible before may become incompatible. Such conflict may
always exist during the design process. Solution 2 demands the designers to further
decompose the incompatible interface, which is much more complex than Solution 1.
However, Solution 2 does not create design conflicts because the new component does
not affect other elements of the system. Therefore, the designers should carefully select
the solutions to solve the incompatibility problems during the design process.

The three aspects of the multidisciplinary interface modelling approach, have been
presented previously in order to help the engineers achieve the multidisciplinary
integration during the design process of mechatronic systems. The authors also provide
a case study by means of a three dimensional (3D) measurement system to demonstrate
the propositions more clearly in next section.

4 Case Study

The case study is chosen to demonstrate the proposed interface modelling approach
based on a three dimensional (3D) measurement system [19]. This measurement system
is designed for reconstruction of object surface based on optical measurement. It is
considered as a mechatronic system integrating synergistically the electrical/electronic
system, mechanical parts and information processing and optical technology. Figure 3
shows the principle of the measurement modes.

This 3D measurement system can be generally decomposed into six sub-systems.
Pattern projection sub-system (C1.1) projects the fringe patterns onto the measured
object, and the deformed image reflected by the measured object is received by the
Deformed image reception sub-system (C1.2). The original fringe patterns and the
deformed image will be compared and analysed by the 3D image reconstruction
sub-system (C1.3). The measurement modes (Fig. 3) can be switched by the Mode
switch sub-system (C1.4). The whole system is supported by the Mechanical support
sub-system (C1.5) while the power is supplied by the Power supply sub-system (C1.6).
In order to demonstrate the proposed data modelling approach more clearly, the Pattern
projection subsystem (C1.1) has been selected in this paper.

The Pattern projection sub-system is one of the most important parts in the 3D
measurement system. A white light source (C1.11) illuminates the DMD (Digital
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Micro-mirror Device) (C1.12) generating the fringe patterns. The fringe patterns are
then injected into the image guide (C1.13) and projected on the measured object
through the compact probe (C1.14).

This image guide (C1.13) has to be taken into consideration very carefully. On the
one hand, an image guide with a high resolution is needed to meet the requirement of the
inspection for the industrial equipments. On the other hand, the image guide has to be
flexible enough to accommodate the industrial environment (E1). Therefore an interface
(I1.1) can be constructed between the industrial environment (E1) and the image guide
(C1.13). In order to realise a better reconstruction result, the designers of the optical
team choose the image guide with the highest resolution (FIGH-100-1500N), whose
minimum bending radius is 200 mm. By analysing the scale of the whole measurement
system and the industrial environment, the designers of the mechanical team propose the
maximum scale of system. The value of the maximum scale (350 mm) is represented as
maxValue in the instance Industrial scale.

The data model of the interface I1.1 with the ports EP1 and CP2 can be created
according to the above analysis. The UML object diagram in Fig. 4 shows the instance
of the interface I1.1 and the two ports EP1 and CP2 linked by I1.1. Demonstrator based
on the data model has been developed by making use of CATIA V6. The interface
compatibility rules proposed in Sect. 3.3 is realised by the Knowledgeware of CATIA
V6. The check result of interface compatibility shows that the interface between the
industrial environment and the image guide is incompatible, because the minimum
bending diameter of the image guide is beyond the size limit proposed by the industrial
environment.

The incompatibility of the interface between the industrial environment and the
image guide has been detected. The incompatibility solutions proposed in Sect. 3.3 can
help the designers to solve this problem. As described in the Solution 1, one element
linked by the incompatible interface can be changed to solve this incompatibility
problem. Thus, by referring the data sheet of the image guide, the designers of the
optical team replace the image guide with FIGH-70-1300N whose minimum bending
radius is 150 mm, and the interface compatibility can then be validated. This com-
patible interface between the industrial environment and the image guide means that
the size of the image guide accommodates the industrial environment.

Fig. 3. Principle of the measurement modes: (a) Active mode 1 (b) Active mode 2
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Once the design of the image guide has been finished (FIGH-70-1300N), the
attention should be paid to the interface (I1.12) between the DMD (C1.12) and the
image guide (C1.13). By referring the data sheet of the image guide, the designers of
the optical team can find that the image circle diameter of the FIGH-70-1300N is
1.2 mm. However, the maximum diameter of the image circle projected by the DMD
should be the width of the DMD (8.3 mm), which can be obtained by calculating from
the data sheet of the DMD. By applying the interface compatibility test method, the
designers will find that the interface between the DMD and the image guide is
incompatible because the image circle diameter of the DMD is different from that of the
image guide. This incompatible interface between the DMD and the image guide
indicates that these two components do not integrate correctly and cannot be connected
with each other directly. Solution 2 requires the incompatible interface to be decom-
posed into an Interface-Component-Interface structure. A lenses system which can
change the image circle diameter will be designed by the designers of the optical team.
The compatibility of the new interface will be then checked.

The sub-system called Pattern projection sub-system of the 3D measurement sys-
tem has been selected to demonstrate the proposed multidisciplinary interface mod-
elling approach. Once the data model of an interface has been initiated, the interface
compatibility should be checked in order to guarantee the different elements integrate
correctly.

5 Conclusion

The paper focuses on the multidisciplinary interface modelling approach which can be
used during the collaborative design process of mechatronic systems to help the designers
achieve the multidisciplinary integration. This approach incorporates the interface clas-
sification, the interfaces data model and the interface compatibility. The interface clas-
sification provides much more details of an interface to the designers and helps them to
avoid the confusion by the misuse of interfaces. The interface data model will be created

Fig. 4. Instance of the incompatible interface I1.1
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as a part of product model of mechatronic systems. It not only takes into account the
information proposed by the interface classification, but also represents the relationship
between the interface and other parts of the product model. In order to guarantee the
different elements integrate correctly and eventually ensure the multidisciplinary inte-
gration among design teams, interface compatibility should be checked with the support
of interface data model.
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Abstract. This paper presents findings of two research projects, which study
current PLM practices and future PLM challenges of global manufacturing
companies.
This study focuses on maturity of PLM adoption, PLM system architectures

and integrations between the tools and seeks a better understanding of a real
business phenomenon by comparing case companies to models presented in
literature. Data was collected by interviews and benchmarking sessions in six
plus three companies in two projects. The companies are categorized by using a
four level PLM maturity model.
This research indicates that the PLM adoption maturity and architecture

models are related to the effectiveness of PLM usage. Service and project
businesses seem to be challenging aspects. This is because PLM systems are
mainly used in beginning of life activities of the product. In the future also the
end of life and middle of life activities should receive more support from the
tools and software.

Keywords: Product lifecycle management � PLM maturity � PLM systems
architecture

1 Introduction

Product lifecycle management (PLM) in global manufacturing companies has been
studied through the analysis of nine industrial cases. Six of them were analyzed in 2011
by Pulkkinen et al. [1] and three new companies are analyzed in this follow-up study in
2014 and 2015. The focused factors of PLM were the maturity of PLM, business types
and PLM systems’ architectures.

The research questions of this paper are: how mature is the PLM approach and what
kind of changes are taking place in PLM architectures of case companies? The paper
continues with a literature review, which substantiates the research approach and serves
as a theoretical basis for of the model which is used in the analysis. The research
method is outlined and results presented. The conclusions summarize the findings and
estimate the effects of the changes in the architectures of PLM systems.
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2 PLM Architecture, Maturity and Business Processes

Two widely cited models of different PLM architecture integration approaches were
studied. Crnkovic et al. [2] identify three levels of integration in their book “Imple-
menting and Integrating Product Data Management and Software Configuration
Management”. Even though they concentrate on the integration of PDM and SCM, the
same logic can also be applied to the integration of other engineering tools and sub-
systems like PDM and ERP or EDM and PDM. The levels are full integration, loose
integration and no integration [5].

In full integration a homogenous system containing all the subsystems with a
common repository and common information model is built. Loose integration means
that the each system has its own functions and local data storage. The systems are
independent, but there are mechanisms for information exchange and thus data can be
accessed from both systems. If there is no integration, the data transfer between the
systems has to be done manually by users [5].

Bergsjö et al. [3] identify four different approaches as ways to connect the tools
used for product development. Similarly to Crnkovic et al. [3], Bergsjö et al. [2] focus
on PDM and SCM integration concepts in order to simplify the analysis. The four
approaches are best-in-class, one system as integrator, all-in-one integration and
peer-to-peer integration [2].

These two models are compared and based on them three dominant architecture
types were discovered: legacy architecture, single source architecture and
service-oriented architecture [5].

1. The term legacy, or ad hoc, architecture can be used to define the state of the
architecture of tools, applications and systems of a company before or in the starting
point of a PLM software harmonization project. This means there is little or no
integration between the subsystems and data exchange is performed mostly man-
ually. The legacy system might have a unifying name, but in practice usually
consists of many different databases and applications [4] with limited or
non-existent interoperability.

2. The all-in-one integration introduced by Bergsjö et al. [2] shares several aspects
with full integration model defined by Crnkovic et al. [3] and both form a single
source architecture. Typical for a single source architecture and for the two inte-
gration models is that it is important that all the data is stored in a single database
with which each separate tool communicates. As the master database usually
belongs to one system, such as PDM or ERP, it can be defined as the PLM
backbone [5].

3. The third architecture model is the Service-oriented architecture (SOA). In this
study, service-oriented architecture is considered as an approach which integrates
heterogeneous applications and databases. In this context, heterogeneous means that
the information models and processes vary. Therefore SOA will make it possible to
bridge gaps between the intercommunication between various tools.

The benefits of architecture integration can be approached for example from the
viewpoints of user satisfaction and system manageability. Engineers who use the tools
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prefer at least the amount of functionality they have had before, thus resisting any
change which might hinder the usability of a software or system. Therefore companies
keep using legacy systems or customize the new software implemented drastically.
From the other viewpoint, the amount of different subsystems and tools can lead to a
very difficult to manage architecture with several interoperability functions and inte-
grations between every system [5].

At the moment the legacy architecture is still found to be the most common, as
single source bundles and the middleware needed in a service-oriented architecture are
difficult to implement at present. Because of the lack of standardization and common
information models between the software of various suppliers, the task of creating the
middleware needed for SOA is still very challenging [5].

A four level PLM maturity model put together by Vainio [5] was used. The model
is based on two models by Batenburg et al. [6] and Stark [7]. Each of the levels include
a determination of the level of application of PLM, extent of the users and organiza-
tions involved in the PLM application, level of integration, level of interoperability and
finally a summary of the situation as a whole. The model is presented in Table 1.

3 Research Method and Material

An overall outlook of the current situation of PLM in a considerable sample of the
largest Finnish manufacturing companies is presented in this paper. The material used
is based on nine case studies, corresponding to the amount of companies involved in
two research projects. The case companies represent fairly typical examples of system
architectures in the Finnish manufacturing industry. There are also some cases which
do not share the same PLM strategies, for example when a company’s operations are
based on project business, in other words one-of-a-kind products, rather than standard
or configurable products.

We applied different methods for collecting the raw data and for the analyzing of it.
The data was collected with pre-surveys done via e-mail, structured interviews and nine
benchmarking sessions. Pre-surveys were used to gather factual information about for
example the software systems used. The benchmarking sessions involved the partici-
pants of all the case companies involved in each project. In a session the hosts pre-
sented the PLM approach of a company and answered consequent questions. The
active audience consisted of PLM experts, practitioners, managers, consultants, and
researchers. The benchmarking sessions gave more accurate information on the PLM in
a company than the interviews.

All the sessions were recorded, notes were taken and presentation material col-
lected. The collected data was processed and reported (nine reports of 10–30 pages).
Finally, the reports were sent for validation and verification to the interviewees and
company representatives.

Benchmarking was found to be an effective research method. The information
gathered in the pre-surveys and benchmarking site visits was examined and all the
issues related to the subject of this paper were extracted. This information was then
reflected to the PLM maturity and PLM system architecture integration models.
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4 Results and Analysis: Maturity, Processes and Architecture

The four level PLM maturity model seen in Table 1, was used to evaluate all nine case
companies. Results are presented in Table 2. The numbers in the table indicate the
maturity level range from 0 to 3, in which Level 0 is seen as the initial level where
PLM is not thoroughly understood and investments in it have not been made. Level 3 is
a sophisticated level where PLM activities function across the extended enterprise and
throughout the lifecycle of a product [5].

Several common challenges were discovered. Company mergers, in both being the
company merged and merging, have created problems in the past. The amount of

Table 1. PLM maturity level summary.

Level 0 Level 1 Level 2 Level 3

Application of
PLM

Non-existent Local initiatives
exist, but there
is no overall
vision

Company-wide
understanding of
the importance of
product data is
taking shape

PLM is seen as a
business
problem
spanning the
whole product
lifecycle

Involvement and
understanding

From few to
no people
involved

Few people
understand
PLM

It is clear for
everyone where the
company is and
where it wants to
be

Widespread
understanding
of PLM in the
company and
in its extended
enterprise

Integration No
integration

Simple
departmental
integrations
between some
PDM tools

Integration between
PDM tools and
simple integrations
with for example
ERP

PDM tools are
fully integrated
and there is
widespread
integration
with related
systems such
as ERP

Level of
interoperability

Between
individual
tools only

On a
departmental
level

On a
cross-departmental
level

Across the
extended
enterprise

General
description

There is no
PLM
investment
and
individual
legacy
systems are
used

PLM is realized
as individual
applications
integrated on a
departmental
level. There is
no overall
PLM vision

PLM is understood
relatively well and
integrated on a
cross-departmental
level

PLM is
integrated
across the
supply chain.
PLM is utilized
in
state-of-the-art
ways, for
example in a
closed-loop
fashion
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systems and tools has led to for example harmonization challenges. Most, if not all,
PLM systems and tools still focus on the Beginning of Life (BOL) activities.

Especially the project companies have difficulties in information management, as
the information, data and knowledge are spread across the other participants of the
project. These subcontractors might have very different product data management
systems and processes, which are not interoperable. Security questions emerge when
more than one company wants access to certain information. A project company might
not have the necessary information for service business if the information from other
participants of the project is not available.

In addition to the evaluation of three more companies, one of the original six
companies was re-evaluated after four years. Results from the second benchmarking
session indicate that change in PLM related issues is not very swift. Some of the future
plans mentioned in 2011 have been actualized, but even so, the values in Table 2, have
not changed.

The benefits of architecture integration can be approached for example from the
viewpoints of user satisfaction and system manageability. Engineers who use the tools
prefer at least the amount of functionality they have had before, thus resisting any
change which might hinder the usability of a software or system. Therefore companies
keep using legacy systems or customize the new software implemented drastically.
From the other viewpoint, the amount of different subsystems and tools can lead to a
very difficult to manage architecture with several interoperability functions and inte-
grations between every system.

Legacy architecture is found to be the most common type used among the case
companies. Single source bundles and the middleware needed in a service-oriented
architecture are difficult to implement at present. Nevertheless, a legacy architecture is
not seen as an architecture worth developing further and therefore the scenarios of
changing from a legacy architecture to either single source or SOA are most probable
and realistic. Also a change from single source to SOA could be possible, if for
example a company wants to expand its PLM architecture to the whole extended
enterprise, in other words the subcontractors and other companies in the supply chain
who use different PLM tools and systems.

Table 2. The PLM maturity of the nine case companies.

Maturity aspect/Case (A–I) A B C D E F G H I

Application of PLM 3 2 2 3 2 1 1 2 2
Involvement and understanding 2 1 1 3 2 1 1 1 1
Organizational 2 2 2 3 3 2 0 0 1
Level of interoperability 2 1 1 3 2 1 0 0 2
General description 2 1 1 3 2 1 0 1 2
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5 Conclusions

The research subject, product lifecycle management, was discussed in the literature
review part by presenting a four level PLM maturity model, which has been put
together based on two models presented in literature. Each of the levels include a
determination of the level of application of PLM, extent of the users and organizations
involved in the PLM application, level of integration, level of interoperability and
finally a summary of the situation as a whole.

As a part of the maturity model, two widely cited models of different architecture
integration approaches were presented. Based on these two models, three dominant
architecture types were discovered: legacy architecture, single source architecture and
service-oriented architecture. Legacy architecture is clearly the most dominating
architecture type, however most of the companies are planning to develop their PLM
landscape towards either single source or SOA architecture.

An overall outlook of the current situation of PLM in a considerable sample of the
largest Finnish manufacturing companies is presented in the result section of this paper.
The material used in this research is based on six plus three case studies, corresponding
to the amount of companies involved in two research projects. The case companies
represent fairly typical examples of system architectures in the Finnish manufacturing
industry. There are also some cases which do not share the same PLM strategies, for
example when a company’s operations are based on project business rather than
standard or configurable products. This follow-up study also indicates that the results of
the original study are still valid. Furthermore the re-evaluation of one case company
shows that the progression of PLM culture is rather slow. There have been no major
steps forward during four years.

There would be plenty of room for further research in PLM architecture and its
relation to system and tool usage. The usage could be monitored more closely for
example by researching how much time and resources could be saved when switching
from manual data transfer between systems to automatic data exchange. Other potential
areas for future research which have been discussed during the benchmarking site visits
in the research projects are the importance of information quality, how to improve reuse
of information and how to improve data search functions.

Acknowledgments. We thank all the participants of benchmarking and Finnish funding Agency
for Technology and Innovation for funding the research.
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