. B nuK Ghosh qum 1) Tam

_ and Hummatmn

—~Sensor-Based Integration
S




Control in Robotics
and Automation
Sensor-Based Integration



ACADEMIC PRESS SERIES IN ENGINEERING

Series Editor
J. David Irwin
Auburn University

Designed to bring together interdependent topics in electrical engineering, mechanical
engineering, computer engineering, and manufacturing, the Academic Press Series in Engin-
eering provides state-of-the-art handbooks, textbooks, and professional reference books for
researchers, students, and engineers. This series provides readers with a comprehensive group
of books essential for success in modern industry. Particular emphasis is given to the
applications of cutting-edge research. Engineers, researchers, and students alike will find the
Academic Press Series in Engineering to be an indispensable part of their design toolkit.

Published books in the series:

Industrial Controls and Manufacturing, 1999, E. Kamen

DSP Integrated Circuits, 1999, L. Wanhammar

Time Domain Electromagnetics, 1999, S. M. Rao

Single and Multi-Chip Microcontroller Interfacing, 1999, G. J. Lipovski



Control in Robotics
and Automation

Sensor-Based Integration

Edited by

B. K. GHOSH

Department of Systems Science and Mathematics
Washington University

St. Louis, Missouri

NING XI

Department of Electrical Engineering
Michigan State University

East Lansing, Michigan

T. ). TARN

Department of Systems Science and Mathematics
Washington University

St. Louis, Missouri

ACADEMIC PRESS
SAN DIEGO / LONDON / BOSTON / NEW YORK / SYDNEY / TOKYO / TORONTO



This book is printed on acid-free paper. &
Copyright . 1999 by Academic Press

All rights reserved.

No part of this publication may be reproduced or transmitted in
any form or by any means, electronic or mechanical, including
photocopy. recording, or any information storage and retrieval
system, without permission in writing from the publisher.

ACADEMIC PRESS

A Division of Harcourt Brace & Company

525 B Street, Suite 1900, San Diego, CA 92101-4495
http://www.apnet.com

Academic Press
24-28 Oval Road, London NW1 7DX
http://www.hbuk.co.uk/ap/

Library of Congress Cataloging-in-Publication Data
Control in robotics and automation : sensor-based integration / B.K.
Ghosh, editor, Ning Xi, editor, T.J. Tarn, editor.
p. cm. -- {Academic Press scrics in engincering)
Includes bibliographical references and index.
ISBN 0-12-281845-8
I. Robots--Control systems. 2. Automatic control. 1. Ghosh, B.
K. 1956— . II. Xi, Ning. III. Tarn, Tzyh-Jong,
1937~ 1V. Series.
TJ211.35.C65 1999 98-38975
629.8'92--dc21 CIP

Printed in the United States of America

9900010203 DSG987654321



Contents

Preface

Contributors

Section | INTRODUCTION

1. Sensor-Based Planning and Control for Robotic Systems:
An Event-Based Approach
Xi, Tarn

AN e o

Introduction

Event-Based Planning and Control

Event-Based Motion Planning and Control for a Robot Arm
Event-Based Planning and Control for Multirobot Coordination
Implementation of Event-Based Planning and Control
Conclusions

References

Section Il VISUALLY GUIDED SENSING AND CONTROL

2. Observer-Based Visual Servoing
Hashimoto

Nk W=

Introduction
Mathematical Formulation
Jacobians

Nonlinear Control Law
Linearized Controller
Experiments

Conclusions

References

3. Using Active Deformable Models in Visual Servoing
Sullivan, Papanikolopoulos, Singh, Pavlidis

S e

Introduction

Importance of the Visual Servoing Problem
Issues

Previous Work

Proposed Approach

The Minnesota Robotic Visual Tracker

10
23
42
51
52

57
59

60
62
65
68
76
76
87
88

91

91
92
93
95
95
103



vi CONTENTS

—_

SN

Experiments
Discussion
Future Work
Conclusions
References

4. Visually Guided Tracking and Manipulation

Lei, Ghosh
1. Introduction
2. Modeling of the Tracking and Grasping System
3. Estimation of the Motion Field of the Reference Point
4. The Control Design for Tracking and Grasping
5. Simulation Results and Discussion
6. Conclusions
References

Section 11l MULTIPLE SENSOR FUSION IN PLANNING AND CONTROL

5. Complementary Sensor Fusion in Robotic Manipulation
Ghosh, Yu, Xiao, Xi, Tarn

Eadlb i S e

Introduction

Grasping

Tracking an Unknown Trajectory on a Surface
Conclusion

References

Appendix

6. Feedback Control with Force and Visual Sensor Fusion
Nelson, Khosla

AR

Introduction

Previous Work

Sensor Resolvability

Visual Servoing Formulation
Vision—Force Servoing
Experimental Results
Conclusion

References

7. Sensor-Referenced Impact Control in Robotics
Wu, Tarn, Xi, Isidori

NN R W e

Introduction

History and Background
Impact Dynamics
Robust Impact Control
Switching Control
Experiments

Summary

References

Suggested Readings

105
110
111
112
112

115

115
117
121
130
139
142
143

145

147

148
151
169
178
179
181

183

184
186
188
202
204
207
213
214

217

217
218
220
222
226
233
235
240
241



CONTENTS

Section IV SYSTEM INTEGRATION, MODELING, AND CONTROLLER DESIGN

8.

10.

A Modular Approach to Sensor Integration
Anderson

Introduction

Terminology

The Problem of Algebraic Loops

Scattering Theory

Applying Scattering Theory to Robot Modules
Computing the Jacobian Scattering Operator
Discretizing Dynamic Networks

Imposing Nonlinear Constraints Using Sensor Feedback
Implementation

Examples

Conclusions

References

PO N0 XN kW=

—_—

A Circuit-Theoretic Analysis of Robot Dynamics and Control
Arimoto

Introduction

Passivity of Robot Dynamics and Nonlinear Position-Dependent Circuits
SP-ID Control

Adaptability and Learnability

Realization of Friction/Gravity-Free Robots

Generalization of Impedance Matching to Nonlinear Dynamics

Learning as Making Progress Toward Impedance Matching

Conclusion

References

e A ol B

Sensor-Based Planning and Control in Telerobotics
Hamel

Introduction

History of Teleoperations and Remote Handling
The Notion of Telerobotics

Typical Application Domain

A Robust Telerobotic Concept

Current Research in Integrated D&D Telerobotics
Key Remaining Challenges and Summary
References

N e W=

Section V. APPLICATION

11.

Automated Integration of Multiple Sensors
Baker

Introduction

Background

Automated MSI System
Target Sensor Domains
Sensor Anomaly Correction
Empirical Evaluation
Validation

Sumary

References

RN R W

vii

243
245

245
246
246
249
252
255
258
260
264
264
267
267

269

269
271
274
275
278
279
281
283
283

285

285
286
295
297
300
302
307
308

311
313

313
314
320
330
332
334
338
343
344



viii

CONTENTS

12. Robotics with Perception and Action Nets
Lee, Ro

P NN R W

Introduction

Pan Architecture

Uncertainty Management

Error Monitoring and Recovery
Planetary Robotic Science Sampling
Simulation

Experimentation

Conclusion

References

Appendix

13. A Fuzzy Behaviorist Approach to Sensor-Based Reasoning
and Robot Navigation

Pin

SN S ol e

Index

Introduction

Fuzzy Behaviorist Approach and Rule Generation for Vehicle Navigation
Rule Base Generation Method and Automated System

Sample Experimental Results

Augmenting the System with Memory and Memory-Processing Behaviors
Concluding Remarks

References

347

348
349
352
360
362
365
373
377
378
379

381

381
384
395
397
407
416
417

419



Preface

In recent years there has been a growing interest in the need for sensor fusion to solve
problems in control and planning for robotic systems. The application of such systems would
range from assembly tasks in industrial automation to material handling in hazardous
environments and servicing tasks in space. Within the framework of an event-driven
approach, robotics has found new applications in automation, such as robot-assisted surgery
and microfabrication, that pose new challenges to control, automation, and manufacturing
communities.

To meet such challenges, it is important to develop planning and control systems that can
integrate various types of sensory information and human knowledge in order to carry out
tasks efficiently with or without the need for human intervention. The structure of a sensing,
planning, and control system and the computer architecture should be designed for a large
class of tasks rather than for a specific task. User-friendliness of the interface is essential for
human operators who pass their knowledge and expertise to the control system before and
during task execution. Finally, robustness and adaptability of the system are essential.

The system we propose should be able to perform in its environment on the basis of prior
knowledge and real-time sensory information. We introduce a new task-oriented approach
to sensing, planning, and control. As a specific example of this approach, we discuss an
event-based method for system design. In order to introduce a specific control objective, we
introduce the problem of combining task planning and three-dimensional modeling in the
execution of remote operations. Typical remote systems are teleoperated and provide work
efficiencies that are on the order of 10 times slower than what is directly achievable by
humans. Consequently, the effective integration of automation into teleoperated remote
systems offers the potential to improve their work efficiency.

In the realm of autonomous control, we introduce visually guided control systems and
study the role of computer vision in autonomously guiding a robot system. As a specific
example, we study problems pertaining to a manufacturing work cell. We conclude with a
discussion of the role of modularity and sensor integration in a number of problems involving
robotic and telerobotic control systems.

Portions of this book are an outgrowth of two workshops in two international conferences
organized by the editors of this book. The first one, “Sensor-Referenced Control and
Planning: Theory and Applications,” was held at the IEEE International Conference on
Decision and Control, New Orleans, 1995 and the second one, “Event-Driven Sensing,
Planning and Control of a Robotic System: An Integrated Approach,” was held at the
IEEE/RSJ International Conference on Intelligent Robots and Systems, Osaka, Japan, 1996.

ix
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In summary, we believe that the sensor-guided planning and control problems introduced
in this book involve state-of-the-art knowledge in the field of sensor-guided automation and
robotics.
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CHAPTER 1
I

Sensor-Based Planning and Control
for Robotic Systems: An Event-Based
Approach

NING XI
Department of Electrical and Computer Engineering, Michigan State University, East Lansing, Michigan

TZYH-JONG TARN

Department of Systems Science and Mathematics, Washington University, St. Louis, Missouri

1 INTRODUCTION

1.1  Motivation

There is growing interest in the development of intelligent robotic systems. The applications
of such systems range from assembly tasks in industrial automation to material handling in
hazardous environments and servicing tasks in space.

The intelligence of a robotic systems can be characterized by three functional abilities.
First, the robotic system should be controlled directly at the task level; that is, it should take
task-level commands directly, without any planning type decomposition to joint-level
commands. Second, the control systems of robots should be designed for a large class of tasks
rather than for a specific task. In this respect, the design of the control system can be called
task independent. Finally, the robotic system should be able to handle some unexpected or
uncertain events.

Traditionally, robots were designed in such a way that action planning and the controller
were treated as separate issues. Robotic system designers concentrated on the controller
design, and the robotic action planning was largely left as a task for the robot users. To some
extent, this is understandable, because action planning is heavily dependent on the task and
task environment.

The split between robot controller design and robot action planning, however, becomes a
real issue, because the action planner and a given control system usually have two different
reference bases. Normally, the action planner, a human operator or an automatic planner,
thinks and plans in terms of events. That is, the planner’s normal reference base is a set of

3
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events. On the other hand, when it comes to the execution of planned actions, the usual
reference frame for existing robot control systems is a time-based or clocked trajectory,
typically a polynomial representation or decomposition of joint space or task space motions
with time as a driver or independent variable. Eventually, this clocked trajectory representa-
tion can be combined with some expected or desired sensed events at the end of the
trajectory. However, the main motion or action reference base of existing industrial robot
control systems is time.

The two different reference bases for robot action planning and robot action execution or
control (events versus time) cause unwanted complications and represent a bottleneck for
creating intelligent robot control and intelligent robotic workstations. Intelligent robot
control depends to a large extent on the capability of the robotic system to acquire, process,
and utilize sensory information in order to plan and execute actions in the presence of various
changing or uncertain events in the robot’s work environment. Note that sensed events in a
robotic work environment do not appear on a precise time scale. Hence, in reality, motion
trajectories from start to destination cannot be planned on the basis of time alone. Instead,
the executable representation of robot motion or action plans should be referenced to other
variables to which sensed events are normally related. This would make the plan represen-
tation for control execution compatible with the normal reference base of the applied sensors.

The main motivation of this thesis work is to take a step toward intelligent robotic systems
through the combination of event-based motion planning and nonlinear feedback control.

1.2 Review of Previous Work

There exists voluminous literature on the subject of motion planning. Motion planning
consists of two basic problems, path planning and trajectory planning. Latombe [1] and
Hwang and Ahuja [2] give excellent surveys and pertinent references in this area. Basically,
there are two major approaches. One is based on the configuration space ideas proposed by
Lozano-Perez and Wesley [3]. In order to use the configuration space approach, complete
knowledge of environment is required, so the most useful results with this approach are for
off-line path planning. The other approach uses a potential field method pioneered by Khatib
[4]. It can be applied to real-time motion planning. However, to get the potential field of an
environment again requires complete knowledge of the robot work space. Therefore, it is very
difficult to apply this approach to a changing environment. The issues of motion planning in
a dynamic environment are discussed by Fujimura [5]. However, most of the results were
obtained under very strict assumptions, such as “the robot velocity is greater than all obstacle
velocities,” and they are valid only for a two-dimensional work space.
The common limitations of the existing motion planning schemes are twofold:

I. The planned motions are described as a function of time.
2. Complete knowledge of the work environment is assumed.

These limitations make it impossible to modify or adjust a motion plan during execution on
the basis of sensory or other on-line information. Therefore, these schemes cannot accommo-
date a dynamic environment consisting of not sharply defined or unexpected events, such as
the appearance of an obstacle. Of course, if some kind of logic function is incorporated in
the time-based plan, it may be able to respond to some unexpected events. However, because
of the very nature of time-based plans, complete replanning of the motion after a change in
the environment or occurrence of an unexpected obstacle is needed in order to reach the final
goal.
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Some effort has been made to develop a path planning scheme based on sensory
information [6]. This method is, however, purely geometric and is not integrated with the
control execution.

The results of pioneering research on non—time-based robot motion analysis, planning,
representation, and control execution have appeared in the robotic literature. In [7] and
[66], the velocity-versus-position phase space technique is introduced, using harmonic
functions to relate velocity to position along a given geometric path. Phase space concepts
are applied in [8], [9], and [10] to find the optimal joint space trajectory of an arbitrary
robot manipulator that has to follow a prescribed path. In [11], a phase space variable is
used to obtain a dynamic model of a tricycle-type mobile robot, which can then easily be
linearized by feedback. In [12], a phase space approach is applied to the path following
control of a flexible joint robot. In these methods, the phase space technique is used as a
analytical tool to find an optimal time-based trajectory. In fact, phase space (velocity versus
position) has been widely used in physics and in early control theories to describe motion
trajectories.

The real challenge in motion planning is to develop a planning scheme integrated with a
control system that is able to detect and recognize unexpected events on the basis of sensory
information and adjust and modify the base plan at a high rate (same as the dynamic control
loop) to cope with time and location variations in the occurrence of events without
replanning. The first technical difficulty is the development of a mathematical model to
describe the plan so that it is inherently flexible relative to the final task goal and can be
easily adjusted in real time according to task measurements. The second difficulty is the
development of an efficient representation of a sensory information updating scheme that can
be used to transmit the task measurement to the planner at a high rate (same as the control
feedback rate). The third difficulty is the integration of the planner and controller to achieve
a coordinated action and avoid deadlocks or infinite loops.

2 EVENT-BASED PLANNING AND CONTROL

2.1 Introduction

A traditional planning and control system can be described as in Figure 1.1. The core of the
system is the feedback control loop, which ensures the system’s stability, robustness, and
performance. The feedback turns the controller into an investigation—decision component,
The planning process, however, is done off line, which is understandable because the task is
usually predefined. The plan is described as a function of time, and the planner gives the
desired input to the system according to the original plan. Therefore it could be considered
as a memory component for storing the predefined plan. All uncertainty and unexpected
events that were not considered in planning are left to the feedback control loop to handle.
If a system works in a complicated environment, the controller alone is not able to ensure
that the system achieves satisfactory performance.

In the past 5 years, considerable effort has been made to improve the planner and
controller in order to handle unexpected or uncertain events, in other words, to achieve
intelligent planning and control. The concept of intelligent control was introduced as an
interdisciplinary name for artificial intelligence and automatic control systems [13]. Saridis
[14] and Saridis and Valavanis [15] proposed a three-layer hierarchy for the controller and
planner. Since then, based on a similar idea, various “intelligent” planning and control
schemes have been developed [16-18]. The basic idea of existing schemes is to add to the
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FIGURE 1.1

Traditional planning and control system.

basic system in Figure 1.1 high-level monitoring layers that monitor the performance of the
system. When some unexpected discrete event, such as a system component failure or outside
disturbance, happens, the high-level layer either replans the desired input or switches it to
some predefined contingency plan.

However, for some high-speed systems, which may also work in very complicated
environments, it is almost impossible to replan the motion in real time and it is extremely
difficult to predefine the contingency plans without knowing the nature of unexpected events.
Furthermore, besides discrete events, there are also continuous unexpected events. For
example, the error of a system is a cumulation with respect to time. The high-level layer is
not able to detect it and take any action until it exceeds a certain threshold. This significantly
reduces the precision of the system. In addition, the high-level layers in existing schemes are
implemented by different heuristic techniques. The computation is usually time consuming.
As a result, the sampling rate of the high-level layer is much lower than that of a real-time
control loop. Therefore, it is not able to deal efficiently with continuous unexpected events.

The real challenge is to develop a planning and control scheme that is able to detect and
recognize both discrete and continuous events and adjust and modify the original plan at a
high rate (same as the feedback control loop) to recover from errors or unwanted situations
and eventually to achieve superior performance.

The first technical difficulty is the development of a mathematical model to describe the
plan so that it can be easily adjusted and modified in real time according to system output
measurements. The second is the development of an efficient representation for sensory
information updating that can be used to transmit the system output measurements to the
planner at the same high rate as the control feedback loop. The last is the integration of the
planner and controller to achieve stable and robust system performance.

2.2 New Motion Reference and Integration of Planning and Control

The event-based planning and control scheme will be able to overcome the preceding
difficulties and to meet the challenge. The basic idea of the theory is to introduce a new
motion reference variable different from time and related directly to the measurement of
system output. Instead of time, the plan—desired system input is parameterized by the new
motion reference variable. The motion reference variable is designed to carry efficiently the
sensory information needed for the planner to adjust or modify the original plan to form a
desired input. As a result, for any given time instant, the desired input is a function of the
system output. This creates a mechanism for adjusting and modifying the plan on the basis
of the output measurement. More important, it makes the planning a closed-loop, real-time
process. The event-based planning and control scheme can be shown as in Figure 1.2.

In Figure 1.2, the function of Motion Reference is to compute the motion reference
variable on the basis of the system output measurement. The planner then gives a desired
input according to the motion reference. It can be seen that the planning becomes an
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FIGURE 1.2

Event-based planning and control scheme.

investigation—decision component in the sense of feedback. Therefore, the event-based
planning and control scheme has an ability to deal with unexpected or uncertain events.

In addition, the motion reference variable is calculated at the same rate as feedback
control. In other words, the original plan is adjusted and modified at a very high rate. As a
result, it is able to deal not only with discrete unexpected or uncertain events but also with
continuous unexpected and uncertain events, such as cumulation of error and system
parameter drifting.

Furthermore, the high-level heuristic layer could still be added, which would be compat-
ible with the event-based planning and control scheme.

In considering Figure 1.2, some theoretical questions arise. First, after a motion reference
loop is introduced, how does it affect the stability of the system? Second, how does it affect
the dynamic performance of the system, and how can such a system be designed to achieve
a desired performance?

2.3 Stability in the Event-Based Reference Frame

If a system is asymptotically stable with time t as its motion reference base, and if the new
motion reference s is a (monotone increasing ) nondecreasing function of time 1, then the system
is (asymptotically) stable with respect to the new motion reference base s.

If the system is asymptotically stable with respect to ¢, by the converse theorem [19], we
can find a Liapunov function L(X{r)) such that

1. L(X(t)) is positive definite.
L{X(t
2. w is negative definite.

dt

If the motion of the system, is referenced to s, then L(X(s)) is still positive definite.
In addition,

dL(X() _ dL(X(s) _ dL(X(s)) ds
de At ds dt

If 5 is a {(monotone increasing) nondecreasing function of ¢, then

ds ds
—_— — >
<dl - 0>’ dt = 0
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Thus,
dL(X(s))
ds

is (negative definite) negative semidefinite. Therefore, the system is (asymptotically) stable
with respect to s.

2.4 Equivalence of Time-Based and Event-Based Controllers

Two methods could be used for designing a controller. The first one is based on a time-based
dynamic model

d>

= f(x) +glx)u x,ueR™
dt

y = h(x) yeR™

Second, the event-based motion plan could be introduced into a dynamic model. A control
system could then be designed on the basis of the event-based dynamic model

dx 1 1 m
E:Wﬂx) +Ws)g()<)u x,ueR
y = h(x) yeR”

The event-based dynamic model has the same motion reference as the planner. It can be
linearized by introducing a proper trajectory plan [11]. Since the event-based dynamic model
depends on the trajectory plan, the control law becomes trajectory dependent. For designing
a task-independent controller, the time-based dynamic model is adequate because it is
independent of the trajectory plan. The most important issue is to synchronize the two
references for the planner and controller.

If the nonlinear feedback control algorithm is applied to both time-based and event-based
dynamic models and the linearized systems have same pole placements, then no matter what
dynamics model is used. the system receives an identical control command.

Time-based nonlinear feedback is given as

u, = a,(x) + B, (x)w,

The corresponding linear model is

dé 4 g m

d[“ = 52: C1rs CZtER

d

% =w, w,eR”

and
-1 2 -1
L,L;h | '[L2h, L,Lh,
O([(X) = - : : > ﬁt(x) = :

2
L,Lsh,| | Lih, L,Lh,
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Event-based nonlinear feedback can also be described as
U, = o (x) + B(x)w,

The corresponding linear model is

déy, m
d_Sl: S2s éls! 52s6R
dé,
—==w, w,eR"™
ds s s
and
L, Lyhy | L300 hy )™
gjolepiely fiv' 1 Ly/ULf/U 1
a(x) = — : C b Bdx) = :
2
Lg/va/vhm Lf/uhm L!]/L‘Lf/”hl
Therefore,
-1 2 -1 2
L,Lh, L2k, L,Lh ] L2k,
O(S(X) = _Uzlmxm _2Imxm = - .
v
2 2
L,Lh, L2h, L,Lh,| |L3h,
and
L,Lh,
BS(X) = Uzlmxm = ﬁt(x)vzlmxm
L,Lh,
Then
Uy = 0,(x) + B0 0y

% (x) + B ()@’ w,)

H

So the corresponding linear model can be written as

¢ c o r _pm
dt“:ﬁm €1 €2 €R
dé

=2 =20, w,eR"

dt

If the poles of linear models are placed at the same locations, we have
w, = v*w,
Thus,

Us = O(t(x) + ﬁ,(x)wt =U

= OC,(X)
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Therefore, no matter what motion reference is used for a dynamic model, the robot sees that
u, and u, are formally the same.

The preceding results lay down a foundation for applying the event-based planning and
control scheme to practical systems, especially robotic systems. Obviously, different motion
reference variables could be chosen based on the nature of the systems and the control
objectives. Designing the motion reference becomes the first and the most important task in
developing an integrated event-based planning and control scheme.

3 EVENT-BASED MOTION PLANNING AND CONTROL FOR A ROBOT ARM

3.1 Event-Based Robot Motion Description

In general, the motion reference should be closely related to the objective of the system,
should properly reflect the performance, and should efficiently carry the sensory information.
In robot planning and control, one of the most important problems is to control the robot
to track a given path. In a robot tracking problem the major system event is the path
tracking itself. Therefore, the most natural reference to this event is the distance traveled, s,
along the given path, S. If s is chosen as the reference, then the motion along the given path
can be written as

is_,

dt .
1.1

@_a (1.1)

dt

where v and « are velocity and acceleration, respectively, along the given path S.
Based on the results of kinematic and dynamic work space analysis [20,21,64], the
trajectory constraints could be stated as

o] < v, velocity constraint
[a| < a, acceleration constraint (1.2)
da

<k  constraint for jerk-free motion

de

Obviously, during a motion the arc length s is a function of . Thus, v and a can also be
described as a function of s, instead of ¢, that is, v = V(s), a = A(s).

In order to get a event-based trajectory plan, we will convert (1.1) and (1.2) to the
event-based dynamics model.

d
Let us define w = v?, that is, w = W(s), and u = d—a. From (1.1), we then have
s

dw
ds B
da
as

2a
(1.3)
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The corresponding constraints are
w| < w,, velocity constraint

la] < a,, acceleration constraint (1.4)

m

ul < u jerk-free constraint
]

m

It is seen in (1.3) that after s is introduced as the motion reference, the model becomes a
second-order linear dynamic model with states and input constraints.
Basically, the event-based trajectory planning is to find the velocity profile as a function
of path or position, that is, v = V{(s), subject to the kinematic and dynamic constraints.
Obviously, for any given initial and terminal conditions s, s, v, and v, the trajectory
plan is not unique. Using various criteria, different event-based optimal plans could be
obtained.

3.2 Event-Based Time-Optimal Plan

It is well known that the time, T, to complete a motion is

S]l
J dt = J —ds-j ~—ds

Let us define x; =w, X, =a, ¢, = X — W, C; = —X; — W, C3 = Xy — Q,,, C4 = — Xy —
and
X 0 2 0 ax
X=|"', F= ., B= , — =X
o reloo) o=
Then
X' =FX + Bu

with constraints C < 0, where C = [¢; ¢, ¢; ¢,]".
Now the preceding motion planning problem becomes an optimal control problem. It can
be stated as follows:

sf
Min J, J =J x; *ds

So

Subject to X' = FX + Bu (1.5)
C <0 lul < u

with X(0) =0, X(s;) = 0.
The Pontryagin maximum principle [22] can be applied to solve this problem. The
Hamiltonian of (1.5) is

H=x{*4+ AT (FX + Bu) + u,c; + p1,¢5 + 3¢y + uqcl (1.6)
where A = [4; 4,]7 satisfies

0H
M= —— 1.7
3 (1.7)



12 CHAPTER 1 / SENSOR-BASED PLANNING AND CONTROL FOR ROBOTIC SYSTEMS

In addition,

and

2 2
N d Cl _ 2 C// d C2 _2
QT e T T2
,_dc3_ C,_dc4_
= - L=t
ds ds

0 lf xl <Wm 0 lf xl
Uy = s My =

>0 if x,=w,

>0 if x, =

0 if x,<a, 0 if x,
Hy = s> Ha = .

>0 if x,=a

m

From (1.6)—(1.9), the time-optimal solution is obtained as

( U, Sp<S<s,

0 s, <s<s,

—U, S, <S$ES$,

u=( 0 s3<s<s,
—U, $3<S5KS5

S5 < 8§ K Sg

Uy, S <SS,

U,S — U,So S

%)
—

a 54

m

“
L8]

—U,Ss+ Uu,s; s,

\%]
W

a= 0 53

—UyS + UpSq 34

©
W

—a, Ss

%)
fo))

AN AN AN AN
INCINCINININ NN
&

UpS — UpyS; S

i
~

2 o 2

U, S — 2u,,545 + U, 5,

, 2 ‘ 2
2a,,s + u,, 57 — 2U,,5¢5; + U,,5¢ — 24,5,
2
—u,s% + 2u,,535 + W, — U,,53

m

Wm
— Uy st + 2 + Wy — Uy S5
U,S U, SaS + W, — U, Sy
8 2 2 ,
—2a,s + 2a,,5s — U, S5 + 2u,5,55 + w,, — w,.S

2 2
UpS™ — 2U,,SpS + Uy, Sy

>0 if x,

2
a4

— W

—a

—da

—da

<s
<Ss
<s
<S
<s
<Ss

<Ss

v
oy

NCINCINININ N A
(2]
IS

(1.8)

(1.9)

(1.10)

(1.11)

(1.12)
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where

1
m m
5 =59 +—,

m m

w a w
S3=So+ T+, sy=sp— " —
m um am
w a
m - “m
S5 =8, ——, S¢ = S; —
am um

Since we have w = v? and w, = v2, the time-optimal velocity profile is
m = Um p yp

£
2

(t,, 5% — 21,505 + U,,S¢)

2 2 1
(2a,,5 + u, ST — 2U,,508; + UnSo — 2a,,5,)*

2 241
(_umS2 + 2umS3S + o, — ums3)2

1

m

2 2y3
(—Ups? + 2u,,5,5 + vy — U, 55)°

m

(—2a,s + 2a,,s;

(UpS? — 2,5 ;S + Uy, 1)

2 2 2 2 243
— UpSs + 2l’lmsél»SS + W — Dms4)2

Sp £S5,
5, <$< S,
8§, <SS,
S3 <SS,
Sy < 8K 85
S5 < S < S8
Se <SS

13

(1.13)

(1.14)

It can be seen that this time-optimal trajectory is a closed-form solution that is essential for
real-time implementation. The velocity and acceleration profiles are shown in Figure 1.3.

FIGURE 1.3

u
i
Us
Se S1 S: [ S Scl 8s S St 3
Ua
2k
2.
L i d W ;- 1 e —
Se S S: S3 S S Sy Se s
-2a
A
Ve
[ i t 2 1 1 L -
So | S S B3] Sa S» Ss S s

Velocity and acceleration profiles of the time-optimal motion plan.
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3.3 Event-Based Minimum-Energy Plan

In some trajectory planning problems, instead of giving the maximum velocity along the
given path, v, the total desired time to complete the path, ¢, is given. In this case, the
minimum-energy plan can be found. Let

s
sz |u| ds

The minimum-energy problem can be stated as
MinJ
Subject to X' = FX + Bu (1.15)
lal < a,,, Jul <
with X(sy) = 0, X(s;) = 0, and given ¢,.
As with the time-optimal planning problem, the Pontryagin maximum principle could be
applied to find a solution for (1.15). The solution has the same form as (1.10)-(1.14). The

only thing left is to determine the v,, as it is not given here.
As the final time ¢ is given,

m?*

tf Sfl
ty =f dt =J —ds (1.16)
0 S0 v

Based on (1.13) and (1.14), Eq. (1.16) can be solved and

_ Gl — aZ \/(a — Ayl l,) 4u,f,a,,,sf
" 2u,

(1.17)

Therefore, the minimum-energy trajectory is same as (1.14) and has velocity and acceleration
profiles similar to those shown in Figure 1.3, except that v, is given by (1.17).

Several Remarks

* The initial and final conditions, X(s,) and X(s), are not necessarily to be zero. Since
(1.5) and (1.15) are linear dynamic models, all the preceding results can easily be
extended to nonzero cases.

* The bounds w,, a,, are not necessarily to be constant. If they are functions of s, the
preceding methods could still be used to find the solutions.

« The solutions do not necessarily have profiles such as (1.14). If a? > w,u,,, then s, and
s, will become a single point. There will not be a period with constant acceleration a,,.
Using the same argument, if

- 8= 5o

+—= 3

m m

m|§
3
=|§a

then s; and s, will become a single point. The period with the constant velocity in the
velocity profile will vanish.
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3.4 Cartesian Space Decomposition of Event-Based Plans

In the preceding two parts, the event-based motion plan v = V(s) and a = A(s) have been
obtained. In order to get the following task space plan:

y="V,\s) (1.18)
z2=V/s)

and
X = A.s)
¥ = Ays) (1.19)
Z=A,s)

the v = V(s) and a = A(s) will be decomposed in the Cartesian space according to the given
path.

Any geometric path given in the task space can be approximated by a combination of
several straight lines and circular arcs. Hence, it is necessary only to find the decompositions
for the straight line and the circular path segments.

Straight Line Path

Suppose that the straight line path in task space is given and has a direction cosine (m, n, p),
with initial point (x, yo, Zo) and final point (x,, y, z,). It is easy to find a decomposition of
the event-based plan for the given straight line path,

X = mV{s)
y=nV(s) (1.20)
z=pV(s)

and
X = mA(s)
¥ = nA(s) (1.21)
Z = pA(s)

Circular Path

First, it is assumed that the circle is in the xy plane of the task space and the center of the
circle is at the origin. The radius of the circle is r, and the equation of the circle in the task
space is given by

= rcos(s/r)
= rsin(s/r)
=0

N = X



16 CHAPTER 1 / SENSOR-BASED PLANNING AND CONTROL FOR ROBOTIC SYSTEMS

Therefore, the Cartesian space decomposition of the event-based plan is

= -2y
¥
X
7= v (1.22)
=0

and
¥ = = (V) 2 Als)
¥ r
§= = HVEP + A (1.23)

7=0

In a general situation, the circular path is centered at (x,, y,, Zo) and tilted in the task space.
It is, however, always possible to build a new coordinate (x,, y,, z,) such that the given circle
is in the x,y, plane and centered at x, =0, y, =0. It is very easy to find a constant
transformation matrix T to satisfy

X Xo X,
Ty =1Yo|l=]|¥
z Zy z,

Then
X X, X
y = TAI yr + yO
z z, Zo

Therefore, the Cartesian space decomposition for a general circular path in task space is

yi=T g, ¥ =T (1.24)
2 AL Z,

where [%, 7, z,]7 and [X, y, 7] are given in (1.22) and (1.23).

3.5 Event-Based Control

The dynamic model of a robot arm with six degrees of freedom (DOF) is given by

© = D{q)d + Clg, §) + Glg) (1.25)
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The position and orientation output is given by

Y=hig) =[h(q) ho@) hs(@ hi@) hs(@) he(@)]” (1.26)

where Y=[x yz 0 A T]T
g = joint angle vector
D(q) = inertia matrix
C(q, §) = centripetal and Coriolis terms
G(q, q) = gravity loading
7 = joint torque vector
and g, teR®.

Equations (1.25) and (1.26), the robot dynamic model, are nonlinear equations. It is very
difficult to design a control law directly. Instead, the nonlinear feedback technique [32] will
be used to linearize and decouple the dynamic model and convert the nonlinear control
problem to a linear control problem.

Let x, =g, x, = ¢, and E(x, x,) = C(x, x,) + G(x,). Equations (1.25) and (1.26) can be
rewritten in a standard nonlinear state space form

5(1 _ X2 0
«"‘j_[—D_‘(Xl)E(X) i Dl(xl)]T

Therefore, the robot dynamics model could be stated as

{x = f(x) + g(x)t (1.27)

y = h(x,)
where x = [x, x,]7.
Using results of differential geometric control theory [61], there exist a diffeomorphic state

transformation T(x) and a nonlinear feedback law t = a(x) + S(x)v that linearizes and
decouples the robot dynamics. The diffeomorphic state transformation T(x) is given by

z=T(x) = [hy(x,), Loh(x ), ..., helx ), Lohg(x)]"
and the nonlinear feedback law is
T = a(x) + B(x)v
with

Lih1(x1)

a(x) = —D(x )}, ' : = —D(x ), '[J4g — JuD M (x)E(X)] (1.28)
L12”h6(x1)

plx) = D(x)J, ! (1.29)
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where h; is the ith component of h(g), L'} denotes the kth Lie derivative of h(x) along the
vector field f(x), and J, is the output Jacobian matrix of h(x,).
In the transformed state z with the auxiliary input v, Eq. [1.27] appear in the Brunowsky
canonical form as follows:
2= Az + Bv (1.30)
y=2Cz (1.31)
Here A, B, C are block diagonal matrices. To see the structure of these equations, we write

them in a more detailed fashion. Equations (1.30) and (1.31) represent six linear and
decoupled subsystems in the form

5 0 1 . 0
.= Z. v,
1 0 0 ] 1 t
yi=1[1 0]z
where z, = [h; thi]T. Each identical subsystem has double poles at the origin; therefore the

system is not asymptotically stable.
Introducing the feedback law

vf=v,—Fz;, i=1,...,6

where F; = [ f;, f;,]. the final form of the closed loop is as follows:

. [ o 0] .
Zi—[_fh _fiz z; + | v;

yi=1[1 0]z

Note that F, represents a linear Proportional-plus-Derivative (PD) controller.
Therefore, the nonlinear feedback control law is given by

t=D(g), '[Y40) + K,é(t) + K, e(t) — J,g] + Clg, §) + Glg) (1.32)
where

e(t) = Y1) — Y(1)
&t) = Y1) — Y(1)

From this, it can be seen that for a time-based plan, the reference base of input and
measurement is time t. For any time instance t, a measurement Y(t), Y(1); a desired input
Y4(t), Y¥t); and errors e(t), é(t) can be obtained. However, for an event-based plan, the time
is no longer a reference base. The input of the system is parameterized by the event-based
motion reference s. According to the new motion reference s, the error e and é must be
redefined in order to get a event-based control law.

In essence, for a digital sampled data control system we could determine the correspond-
ing Y¥s), Y¥s) for each sampling time n,At by first computing the desired velocity and then
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FIGURE 1.4

The event-based error definition.

integrating the velocity to determine the corresponding desired position as done in [7] and
{66]. Instead of this technique, we choose a new procedure illustrated in Figure 1.4.

In this figure, Y, = [x, y,z]" is a measurement, and the point s corresponds to a point in
the given path that, in our technique, has the minimum distance from Y, to the given path,
that is, the orthogonal projection of Y,. The Cartesian space coordinate of point s is
considered as a desired position Y4(s).

Based on s, a desired velocity Y4s) and desired acceleration Y¥s) can be obtained from
the event-based plan. Therefore, the new error definitions are

e(s) = Y¥s) — Y(s)

. . (1.33)

és) = YUs) — Y(s)
It can be seen that the new error definitions minimize the position error and make all errors
independent of time. If a robot arm is stopped unexpectedly during a motion, since the
motion reference base s depends only on the position of the robot instead of the time
increment, it stops increasing as well. Therefore, the errors will remain unchanged, which
makes it possible for the planner to modify the original plan to deal with the unexpected
events. [t should be noticed that in this situation, the error would keep increasing if the
scheme as described in [7] and [66] was implemented. This is because, in spite of the fact
that the robot arm has stopped, the desired inputs of the system are still updated along with
the increase in the time. As a result, errors will keep increasing. Eventually, the system will
become unstable. Therefore the time is still a “driving force” for the system.

Finally, Eq. (1.33) and Y%s) can be put into Eq. (1.32) to obtain an event-based control
law.

The event-based planning and control scheme is shown in Figure 1.5. The most important
part of Figure 1.5 is the motion reference block. For every measurement point Y, the motion
reference block calculates the orthogonal projection point on the given path in order to get
the corresponding motion reference variable.

3.6 Experimental Results

Trajectory tracking of both minimum-time and minimum-energy motion plans have been
tested on a PUMA 560 arm. The details of the experimental setup will be described in
Section 3.
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The sampling rate and feedback rate were 1000 hertz (1 millisecond) and the plots were
made with sample points taken every 100 milliseconds. All plots correspond to the best
possible gain values experimentally obtained for the task.

In the following plots, the absolute position error is defined as

Coos = /(XU5) = X()? + (%) — () + (2%s) — 2(s))°
and the absolute orientation error is defined as

€orin = arccos(3(t,R — 1))
where R is a rotation matrix between the actual orientation and the desired orientation.
Figure 1.6 shows the performance plots for four-circle tracking using the time-optimal
event-based plan. The radius of the circle is 0.1 m. It is tilted at 45°. In addition, v,, = 0.2 m/s,
a,, = 0.3m/s? It is seen from the performance plots that the peak absolute error is less than
I millimeter. In particular, the velocity error has been reduced comparing with a time-based
planning and control scheme [35]. In addition, the steady-state error has been significantly
reduced to less than 0.5 millimeter. The basic reason for obtaining a smaller steady-state
error is that the time ¢ is no longer a motion reference base, and the new reference base, arc
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F ' vl 3 5 AL '
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FIGURE 1.6

Four-circle tracking based on the time-optimal plan.
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length s, is directly related to the position. The event-based error definition ensures
minimization of the position error.

The arc length plots in the figure give the profiles of s versus time. It is seen that s is a
monotone increasing function of t.

In Figure 1.7, the trajectory constraints are increased to v, = 0.4m/s, a, = 0.4 m/s?
Because the errors have been reduced through the implementation of event-based planning
and control, the robot arm was able to track the four circles within 10 seconds. This cannot
be achieved by a time-based fifth-order polynomial motion plan [35].

Figure 1.8 is the result of using a time-optimal trajectory along a straight line path from
(0.6m, 0.0, —0.4m) to (0.0, 0.6 m, —0.2m) and v,, = 0.2 m/s and a, = 0.3 m/s’.

The minimum-energy event-based plan for two-circle tracking was also tested. The circles
are tilted at 45° and A,, = 0.3 m/s>. The results for different terminal times ¢, are given in
Figures 1.9-1.11. Because the motion reference base is not time, the desired final times ¢, are
not precisely achieved.

Figure 1.12 presents the results of an interesting experiment. During a straight line motion,
an unexpected obstacle stopped the robot motion. If the time-based plan were implemented,
the errors would keep increasing and eventually result in instability. However, it is shown
that the errors remained constant when the motion stopped, and once the obstacle was
removed, the robot completed the rest of the planned motion without replanning. This
demonstrates that the event-based planning and control scheme provides the robot with the
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Orien Pos Err (lirad)

timme (sec) time (sec)

B
5
2
<
time (sec) 0 5 10 3
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FIGURE 1.7

Four-circle high-velocity tracking based on a time-optimal plan.
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Straight line path tracking based on a time-optimal plan.

ability to handle an unexpected event. It significantly improves the safety and reliability of
the robotic system.

Figure 1.13 presents the results of a similar experiment for a circular path.

The preceding experimental results indicate that the performance of the event-based
planning and control scheme is comparable to that of the time-based motion planning and
control scheme. It is even better. The important point, however, is that it provides a natural
reference base for sensor-based planning and control.

4 EVENT-BASED PLANNING AND CONTROL FOR MULTIROBOT COORDINATION

4.1 Introduction

An important issue in multirobot systems is coordinated control. To achieve intelligence of
multirobot systems, it is essential to develop a proper planning and control scheme for
coordination.

Multirobot coordinated control has been a research subject for several years. Various
coordination schemes have been proposed. In [23] and [49], the master—slave coordination
scheme was proposed. The hybrid position—force control theory was extended to multiarm
coordinated control [36-38]. Control algorithms for multiarm object handling that take into
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Two-circle tracking based on a minimum-energy plan. {, = 16s.

account the object dynamics and achiceve simultaneous position and internal force control
appear in [24], [33], [407, [41], and [42]. The coordination of a multifingered robot has also
been widely discussed in [44], [45]. [46], and [47]. In a multirobot system, redundancy
becomes even more important. The related results can be found in [53], [54]. [55], [56], [57],
and [58]. Dual-arm situations have been intensively investigated in [43], [48], [50], {52],
and [63]. An experimental evaluation of master—slave and hybrid position—-force control
schemes was presented in [51].

In this section, issues in multirobot rigid-object handling are discussed. First, a new
event-based motion reference for a multirobot system is introduced. Then time- and
energy-optimal motion plans are obtained on the basis of this new motion reference. A
general task space is defined. Based on the nonlinear feedback technique, the multirobot
system including the robots’ joint motor dynamics is linearized and decoupled with respect
to the general output defined in the general task space. Then a task projection operator is
introduced. It projects the general output to a controllable subspace, that is, to the actual
task space for each individual robot. Finally, experimental results for a dual-arm coordina-
tion task are presented.

The ultimate goal is to develop an intelligent planning and control scheme for multiarm
coordination that can be conveniently implemented in a distributed computing architecture.
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Two-circle tracking based on a minimum-energy plan, ¢, = 12s.

4.2 Event-Based Coordination

An event-based motion planning and control scheme was successfully applied to a single
robot arm system in the preceding section. It is extended here for coordination planning and
control of multirobot systems. The most important step is to introduce a proper motion
reference variable to carry the coordination information efficiently to the planner such that

the best coordination can be achieved.
We consider a rigid object b handled by k robots that transport it in free space along a

given path S, which is the path of the center of gravity of the object.
In Figure 1.14,
K,, = world reference frame
K, = body-attached frame at center of gravity of object

K, = frame fixed at contact point of the ith robot that coincides with the hand
coordinate frame of the ith robot

r,€R® = generalized object coordinate with respect to K,

r;e R® = generalized coordinate for the ith robot with respect to K,

In addition, r; = h,(r,) is the coordinate transformation from the body-attached frame to the
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Two-circle tracking based on a minimum-energy plan, ¢, = 8s.

ith contact frame. We can assume that all robots can apply enough wrenches to control the
object in R®.

The event-based motion reference s is defined as the distance that the center of gravity of
the object travels along the given path S. The techniques used in the last section can be
applied here to find a time- or energy-optimal motion plan for the object as a function of s.

Therefore, the desired velocity and acceleration of the object are

7 = [xYs)y 4)Z4)0 40 A ds) TAsNT

.. .. 1.34
Fo = [X5(8)y 52 5(9)0 () A5 T (s)]" (139

Hence, based on the given coordinate transformations, the event-based motion plan for the
ith robot can be computed as

Fi(s) = Ju(rp)Fils) (1.35)
Fi(s) = (P ds) + Ju(riie(s) (1.36)

oh, . . . . .
where J, (rf) = — is the Jacobian matrix for the coordinate transformation.
REETT o

b
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FIGURE 1.12

Straight line motion with an unexpected obstacle.

In addition, the internal force exerted on the object must be controlled in order to keep
the contact between the robots and the object or to optimize the load distribution.

Let f; = [f1: fo: fai Jui foi o', i=1,2,...k, be the general force with respect to K,
exerted on the object by the ith robot, and

I ={ilf;=0}, I; ={ilfy;<0}, j=12,...6

J J

fis=2 fw fi-=2 [ i=1,2,...6

iell iel

where f;, and f;_ are the summations of all positive and negative forces along the jth
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FIGURE 1.14
A rigid object handled by multiple robots.
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direction on the object. The internal force is then

fim = [fl int> f2 ints f3 int> f4 int> fS int> f6 imJT

where

4 f <0
ﬁinlz{f;+ f’++ J= j=1,2,...6

i futfe>0

Based on the contact condition and the physical properties of the object, f;,,, can be planned
as a function of event-based motion reference s,

i =Fiumds), j=12,...6 (1.37)

jint

However, in most tasks, the f;,, can simply be planned as a constant value in order to keep
the contact between the robots and the object.

The event-based description of task plans does not simply involve replacing the commonly
used motion reference —time. Because the event-based motion reference is directly related to
the states of the system, the planner is driven by the states of the system. As a result, planning
becomes part of a real-time, closed-loop process.

Equations (1.35), (1.36), and (1.37) give the task plans for each individual robot in the
multiarm system. Instead of time, they are driven by the event-based motion reference s,
which is directly related to the coordination of the system. The coordination requires that all
the robots in the system follow the motion of the object in a planned manner. To achieve
coordinated control, it is necessary to obtain information about the motions of the object
and robots. This information can be passed to the planner of each robot through the motion
reference. Based on the current state of the system, the motion reference s is designed to
gvolve in such a way that the system can achieve the best possible coordinated control.

The coordinated control can be expressed by the requirement that for any point along the
path of the object, the robots should be in the states determined by the task planner, which
is driven by the event-based motion reference. For given measurements r;, f;, i = 1,2,...k,
define a coordination criterion

k
J= Y i) —r) W i) —r) + (= HTW A~ H)] (1.38)
i=1
where W, and W,, i=1,2,.. k, are weight matrices. They can weight the coordination
errors in different directions to ensure efficient coordinated control in some specific directions
determined by a given task.

The optimal motion reference s*, which can achieve the best coordination, is the solution
of

min J (1.39)

seS

The closed-form solution can be easily obtained for most paths, such as straight lines and
circles, by solving

oJ

0Os
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Event-based planning and control scheme for multiarm coordination.

Once the motion reference s is determined, the planner of each robot can calculate the desired
inputs based on the given s. [t can be seen that the planners driven by the event-based motion
reference always give the optimal plan to minimize the coordination error. The event-based
planning and control scheme for multiarm coordination is shown in Figure 1.15.

Several Remarks

L.

The motion planner driven by the event-based motion reference is no longer a memory
component driven by time. Based on the information about the current state of the
system, the planner gives the best possible desired input for the system to achieve
coordination. The planning becomes a closed-loop, real-time process, and the planner
becomes an investigation—decision component.

In Figure 1.15, similarly to the master—slave scheme in [23], each robot has its own
independent controller and planner. This gives flexibility to the structure of the
multiarm system and makes it convenient to implement it in a distributed computing
architecture.

In addition, similarly to the hybrid position—force control scheme in [24], each
individual robot has information about the current states of the other robots. This
makes it possible to achieve better coordination and internal force control [51].
Because the task planner is driven by s instead of time, if the motion is stopped by an
unexpected event, such as an obstacle, the motion reference s stops increasing.
Therefore, the errors remain constant and the coordination can still be maintained
according to the original plan. Once the obstacle is removed, s starts to evolve again.
The motion can be completed without replanning. Hence, this event-based coordina-
tion scheme has the ability to handle some unexpected events.

The criterion (1.37) can easily be extended to consider other factors, such as minimum
internal force and optimal load distribution.



4 EVENT-BASED PLANNING AND CONTROL FOR MULTIROBOT COORDINATION 31

4.3 Effect of Motor Dynamics on Force Control

It is essential to control the motion of a robot and the output force of the robot
simultaneously in multirobot coordination. It was shown that motor dynamics played a very
important role in the motion control of a robot manipulator [25].
In order to achieve both a good transient response and a small steady-state tracking error,
it is necessary to include the motor dynamics in the hybrid position—force control model.
Without considering the joint motor dynamics, the nonredundant robot dynamics can be
modeled as

D(g)j + Clg, 4) + Glg) + () f = (1.40)

where

g* = joint angle vector
D(q) = inertia matrix
C(g, q) = centripetal and Coriolis terms
G(q) = gravity loading
T = joint torque vector
J(q) = Jacobian matrix, such that y = J{g)q
y = position and orientation in task space

f = force output in task space

Applying the well-known nonlinear feedback control law,
© =D UV, — J@qd] + Clg. §) + Gla) + TV, (1.41)

if y L f, which implies that the force and position are not commanded in the same axis of
task space, the linearized model is

{fi I;‘ (142)
- 72

where

V, = position and orientation command

V, = force command

It is evident that there are no dynamics between the input command and the output force in
(1.42). The command affects the output instantaneously.
The commonly used force control law [24, 34] is

t

Vz=fd+Kfp(f"—f)+KﬁJ(f"—f)dt (1.43)

0
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where f“ is the desired force. K, and K ; are the proportional and integral feedback gains.
It can easily be shown that based on the linearized model f = V,, the feedback law

t

VZZfd+Kfp(fd_f)+Kfif (fd_f)dt

0

is equivalent to

_ ¢d Kfi l d
V,=f +ﬁ1+Kpr0(f f)de (1.44)

Therefore, the proportional control actually plays no role in the force feedback control law.
As a result, it would be very difficult to achieve both a small steady-state tracking error and
a quick transient response. Furthermore, if there is no integral feedback, that is, K ;; = 0, the
force control turns into an open-loop system. Because there are no dynamics between the
input and output of the force control loop, the motor dynamics become the dominant part.
Hence they must be included in the dynamic model in order to achieve stable and robust
performance.

4.4 Hybrid Position—Force Control for Coordinated Robots

The controllers in Figure 1.15 perform hybrid position-force control or position control
alone, depending on the nature of the tasks. However, it is desirable to have as small a change
as possible in the controllers for different tasks. This is one of the important characteristics
of an intelligent robotic system.

[t was shown in the last section that the dynamics of the joint motors play an important
role in hybrid position—force control. It is important to include the dynamics in the system’s
dynamic model.

Let the ith robot in the system have n, joints. Its dynamic model, including the joint motor
dynamics, can be written as

Diq)d; + Clqi,¢) + Glg)) + 1 =7,
dr; _
i -T ITi+Keiq,'+“i (1.45)
dt
i=1,2,...k

where

7, = joint torque that produces output force f;

T, = n x n diagonal matrix whose entries are the time constant of the joint motors
K,; = voltage constant of the motor (back electromotive force)

u; = motor armature voltage

and ¢g;, ,e R™
The general task space for the ith robot is defined as

%:qyi®%®gi
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where

. 6 . ..

HeR is the general position space.

F.eR® s the general force space.

Z,eR" is the general redundant joint space.
Y

’ji — f; e Rl 2 +nj

4q;

and @ denotes the orthogonal direct sum. For any given task, it will be a subspace of the
general task space.

Because only n; joints are available, the robot can be controlled only in a subspace of 7,
7..€R". Hence, the actual output is in 7.

T, 1s defined as

where

#, e Rb

F R

U e R~ Ur+h2)
The task projection operator B,.:.7,;— 7. is the basis of .7, and is described as

Bicz[Yic Fic Zic]

The joint space torque that produces the output force f can be written as [39]

[=U"@) *z,
where “#” denotes a pseudoinverse.

Because of redundancy, the joint torque is not unique for a given f; and can be formulated
as [39]
Ty, = JiT(CIi)fi -+ Un,- - JiT(qz')(JiT(qz')) #]r‘fi

where I, is an n; x n; identity matrix; J,(¢q,) is a Jacobian matrix, 7, = J;(q,)4;; “#” denotes
a pseudoinverse; I/, is any n; x 1 vector; and [1,,, — JN g ) Hqy) *#]I';, is a vector in the null

space of (J[(¢,) #*, which describes the redundancy of the robot.
By a similar argument,

4; = Ji#(qi)(fi - Jz(‘l)qz) + [In,' - Ji#(qi)Ji(Qi):]rri

where I, is any n; x 1 vector and [1, — J*(¢,)J (¢ ,)]T",, is a vector in the null space of J;(q,),
which also describes the redundancy of the robot.
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By choosing I',, = 0 and ', = §;, (1.45) can be written as

Di(q) F(q)Fi—Jd(@)d) + Cildi, 4) + Gila) + I T (@) fi+ U, — I (@) {(a:) *1di =
dr; _ et .
a T+ Keg+u

Let

(1.46)

T = Di(qi)‘]i#(qi)(’:i - ji(‘li)q,') + Ci(g;,4) + Gilqy)
Ty = Jir(ql‘)fi
Ty = [, — JiT(qi)(‘] iT(qz')) *14;

Then 1, =7;; + 7;, + T;3.
In addition, let

) . .
Uiy —E""” T, "1, — K4
dr;, -1
U dr i T2
dr;s -1
Uiz = _d; +1; T3

Then u; = u;; + u;, + ;5. As a result of these definitions, the dynamic model (1.46) has been
separated in the general task space .7,.
In the general position space %:

Di(qi)‘]i#(i:i - ji(qi)qi) + Cilgi,4) + Gilg) =14

% = =T 'ty + Kug, + uy 4
In the general force space .#:
J;r(qi)fi = Tiz
% o (1.48)
In the general redundant joint space Z;:
EAEHUP CHUR s o
%=—Tflri3+u,~3 e

When the motor dynamics is considered, acceleration measurements are necessary for
linearization and decoupling in the general position and redundant joint spaces [25]. In
practice, it is very difficult to get accurate acceleration information. Therefore, the motor
dynamics is considered only in the general force space and can be ignored in (1.47) and (1.49).
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After ignoring the motor dynamics in the general position and redundant joint spaces,
(1.47) and (1.49) can be rewritten as

Dya)J Fa)0Fs — Ji(a)ds) + Clain 4) + Gila) = TK.gi + Tuy (1.50)
and
(L, — JT(q)U [a9) *14; = Ty (1.51)
Based on the well-known nonlinear feedback technique, the nonlinear controls
uy = T (Dia) P @WVer — D@ @) (g dd + Cilain d) + Gila) — TiK .d)
i, = (T, J{(q) + I @) f; + I @)V

Uz = 7;—1[1’“ - JiT(qi)(JiT(qi)) Vs

can linearize and decouple the systems (1.47), (1.48), and (1.49) in %,, %, and %,. The
linearized models are

F=V,
fi:V;2
4=V

where V;;, V;, eR® and V,; € R™ are auxiliary inputs.

Since only n; controls are available, this linearization and decoupling are not actually
feasible in ;. But if we consider only the controllable subspace 7, the linearization and
decoupling can be achieved.

It can be proved that, if the position and force are not controlled in the same task space

axis for a robot, then the nonlinear feedback control,
U, = Tlv'ﬁl(Di(qi)Ji#(qi)IZl - Di(‘]i)Ji#((Ii)ji(CIi)Cji + Ci(g:, 9)

+Gilg) — TK.q) + T '] (q) + ) f; (1.52)
+JHQ@) Vi + T, — T @)V (@) *1V;5

linearizes and decouples the dynamic system (1.46) in 7. The linearized and decoupled
system is
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where
¥; ¥;
fi|= B f,
Zli qz
and
I_/;I I/il
I_/iz = BzTc sz
I_/iS Vs

Then the linear controllers
Vie = Fils) + ki, (78(5) — 7) + ki, (Fi(s) — F)

= [4s) + ki (Fis) — ) (1.53)
Viy = 4s) + k(@ 1) — ) + kip(@i(s) — )

I
Il

can be used to stabilize and control position, force, and redundant joints. All desired values
in (1.53) are given by event-based task planners.

Several Remarks

1. Because the preceding control law can directly take task space commands, it is a
task-level controller.

2. For a different task or a different system configuration, the structure of controler (1.52)
is same. Changes must be made only in the task projection operator B,.. In this respect,
the controller structure is task independent and is suitable for multirobot systems
working on complex tasks.

3. The management of redundancy consists of designing B, to achieve certain goals. In
addition, once the redundant joints are determined, their motion can be planned and
controlled based on some secondary optimization criteria, such as obstacle avoidance
and load sharing [24,59].

4.5 Experimental Results
Hybrid Position—Force Control

The preceding hybrid position—force control algorithm was implemented and tested on a
6-DOF PUMA 560 robot arm equipped with a FSA-3254 six-axis force—torque sensor. The
force—torque was measured at a rate of 1000 Hz, and the filtered force—torque was computed
at a rate of 500 Hz. The sampling rate for control and joint position—velocity measurement
was 1000 Hz. In the experiments the positions in the x and y directions and orientation
(O,A,T) were commanded. In the z direction, only force was commanded. Two different
controllers, one with consideration of the joint motor dynamics (third-order model) and the
other without consideration of the joint motor dynamics (second-order model), were used to
perform various tasks.
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In Figure 1.16, the constant desired force was tracked. It can be seen that the third-order
controller gave better force tracking. In addition, both controllers maintained good x and y
position tracking. Since the z position was not commanded, the error in the z direction was
much bigger than that in x and y.

In Figure 1.17 and Figure [.18, results for tracking variant desired forces are given. The
advantage of the third-order controller was more obviously shown in these cases. The control
law (1.43) was used in the second-order controller. Obviously, it took some time to establish
the feedback from the integration term. As a result, it performed poorly when tracking a

variant input.
The time constant of the motors for the first three joints of the PUMA 560 robot is 3 ms,
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FIGURE 1.16
Constant desired force tracking.
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FIGURE 1.17

Ramp desired force tracking.

and that for the last three joints is 1 ms. Therefore, if the higher sampling rate were applied
in force measurement, better results would be expected. However, the most important point
is that the experimental results clearly demonstrate the significance of considering the joint
motor dynamics in hybrid position—force control.

Dual-Robot Coordination

The given task, as shown in Figure [.19, was to transport a carton, weighing 0.45kg, by
squeezing it. The sampling rate for position and velocity measurements was 1000 Hz and for
force—torque was 1000 Hz. The feedback is computed at a rate of 1000 Hz.
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FIGURE 1.18
Step desired force tracking.

In the following figures, the coordination error is defined as

Ceoorai = (X 1(8) = X550 + (V1(5) = Y2907 + (2,08) — 2,()D)F — ((x(s) — x5(5))°

coord i

+(168) — ¥36)? + (2i0s) — 29)?)?

which is the difference between the actual and planned distances of the two contact surfaces

while squeezing the object.
In Figure 1.20, the motion is in the z direction and internal force is controlled in the y
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Arm1 Arm 2

FIGURE 1.19

Transporting a carton by dual arms.

direction. The position and orientation of the left arm were controlled. For the right arm,
the position in the x and z directions, the force in the y direction, and the orientation were
controlled. It can be seen that the internal force was well maintained, and good coordination
was achieved.

In Figure 1.21, both motion and internal force were in the y direction. Very good
coordination control and internal force control were achieved.

Figure 1.22 compares the experimental results of using the event-based coordination
scheme and using the undistinguished scheme with a time-based motion plan [24]. The motion
direction is the same as the internal force direction. Therefore, the coordination error and
internal force error are strongly coupled. It can be seen that the time-based scheme is unable to
complete the task because the coordination and internal force errors increase without bounds.
However, in the event-based scheme, the coordination and internal force are well maintained.
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FIGURE 1.20

The motion direction orthogonal to the internal force direction.



4 EVENT-BASED PLANNING AND CONTROL FOR MULTIROBOT COORDINATION

coordination error (mm)

-1 L
o] 2 4 6 8
time (sec)
200 ! : i
100

internal force error (gram)

-200
0

FIGURE 1.21

Motion and internal force in the same direction.

time {sec)

time (sec)
€ I v 7
£ ' - 11
Y L
-9 SO. ........................... ’,’ ,,,,,,,,,, ]
o i .
S ol )

time {sec)

Time-Based Planning and Control

Force Err {(gram)

time {sec)

Coord Err (mm)
)
s n O

)
0

(o)
oy
(o)

time (sec)

Event-Based Planning and Control

FIGURE 1.22

Comparison of time-based and event-based coordinated control.
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Compensation of unknown load by force—torque feedback.

In Figure 1.23, two different boxes, weighing 0.45kg and 1.8 kg, were lifted by the
dual-arm system without force feedback in their controllers. It is shown that an increase of
the load significantly reduces the accuracy of the coordination. However, if force feedback is
used, as shown in Figure 1.23, the effect of increased load on the coordination is very small.
That is, without knowing the change of load, the use of the force feedback in the nonlinear
feedback control law (1.52) can automatically compensate for the unknown load. Therefore,
high-accuracy force measurement and feedback play important roles in a multirobot system
coordinated control.

These experimental results demonstrate the advantages of the event-based coordination
scheme. The significance of the event-based coordination scheme is that it can handle some
unexpected events, and the control is carried out on the task level. Furthermore, the structure
of the control system is task independent. It makes it possible for the multirobot system to
work on complex tasks. Therefore, the event-based coordination scheme can be an important
step toward the development of intelligent multirobot systems.

5 IMPLEMENTATION OF EVENT-BASED PLANNING AND CONTROL

5.1 Introduction

The practical implementation of the planning and control scheme is an important step in the
development of robotic systems. It consists of two issues. First, one is developing a planning
and control scheme that can be easily and efficiently implemented. The second issue is
developing an efficient and user-friendly computing architecture for the implementation.
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Recently, several distributed computing architectures have been proposed. A hierarchical
multimicroprocessor system was designed to control the coordination of two PUMA robots
in a master—slave mode [26]. The distributed operating system REKCOR (REal-time Kernel
for COordinating Robots) was developed for a hierarchical computing structure [27]. The
real-time communication issues in a computer-controlled robotic system are discussed in
[28] and [29]. The local area network (LAN) was applied to coordinated control of a
multirobot system [30].

Basically, there exist two communication and synchronization schemes, tight and loose
coupling for distributed computing systems [31]. A tightly coupled computing system is
characterized by its reliance on shared memory as a communication scheme and a single
common operating system coordinating and synchronizing the interactions between proces-
sors. In contrast, the loosely coupled systems use message-based schemes in accordance with
network communication protocols. These systems are often controlled by distributed
operating environments. Of course, depending on the amount of coupling, these schemes
could also be combined.

In addition, based on the distributed computing architectures, various parallel algorithms
have been proposed to compute the robot dynamics [71-75]. In [65], an efficient Jacobian
inversion algorithm was proposed. It is an important step to implementing the task-level
control in real time. The parallelization of the nonlinear feedback control method was
presented in [69].

It can be seen that the event-based planning and control scheme is developed with
consideration of its implementability. As a result, the scheme lends itself naturally to a
distributed computing architecture. The practical implementation of the event-based plan-
ning and control scheme will be discussed in the following sections.

5.2 Description of Experimental System

A dual-arm experimental system, Figure 1.24, is currently operational in the Center for
Robotics and Automation at Washington University.

Two 6-DOF PUMA 560 robot arms [77] are equipped with FSA3254 force—torque
sensors [70]. Each sensor can measure force—torque in six directions at a 1000-Hz rate.

Each robot arm is controlled by a universal motor controller (UMC) [76], which is
capable of up to a 1000 Hz servo rate (without interpolation) on every axis. The UMC
controller consists of five parts. The first part is the power supply module, which provides
both logic and servo power. The second part is the joint interface module. It contains the
pulse width modulation amplifier, which converts the logic-level signals to pulse width-
modulated signals at a level appropriate for the particular motor being driven. The third part
is the joint processor, which consists of a 10-MHz 32-bit NS 32016 microprocessor and a
floating-point coprocessor. It is used to perform the robot arm calibration and configuration
setup. The fourth part is the user processor, which is also based on the NS 32016 processor.
It has 128 K RAM memory, which is used as a shared memory for communication between
the UMC and other high-level computing devices. The last part is the expansion module,
which contains the interface board to connect the user processor multibus with the VME bus
of high-level computers.

The high-level computing device is a Silicon Graphics SGI 4D/340 VGX computer
[78]. It has four symmetric R 3000/3010 RISC processors with a 33-MHz clock rate. It is
capable of delivering up to 117 MIPS or 36 MFLOPS. An independent geometry engine
provides a real-time graphics capability. The SGI computer is interfaced with both UMC
controllers through a shared memory scheme. This allows extremely fast communication
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Bus structure of the control architecture.

between the SGI computer and the UMC controllers. The bus structure of the system is
shown in Figure 1.25.

Thus, existing computing and control systems can easily form the basis of development of
a distributed computing and control architecture for a multiarm robotic system.

5.3 Computation Load Analysis

In order to implement efficiently the planning and control schemes for multiarm systems, it
is important to study the real-time computation load of single-arm planning and control. The
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SGI computer provides a profiling tool that can produce detailed information about program
execution. Using profiling tools, the areas of code where most of the execution time is spent
can be found. In a typical program, a large part of the execution time is spent in relatively
few sections of code. It is most profitable to concentrate on improving the implementation
in those sections.

The nonlinear control with event-based planning for a single robot basically consists of
four parts. First is the data acquisition. It includes getting the measurement data from the
sensors and processing them, such as filtering and transforming joint space data to task space
through forward kinematics. The second part is the event-based motion planning. It
calculates the desired input for the robot based on the curent system outputs. The third part
is the nonlinear feedback computation. The last part is for computing the control commands,
sending them to the controller, and synchronizing the sampling and control according to the
given sampling rate.

The results of computing load analysis for 15 seconds of real-time execution of event-based
motion planning and nonlinear control of a single arm are shown in Figure 1.26. The
computation was performed by a single processor. The technique used for analysis is the
basic lock counting. A basic block is a sequence of instructions that is entered only at the
beginning and exits only at the end. Measuring the execution of basic blocks provides
statistics on the load of computation.

It can be seen in Figure 1.26 that

« The total number of program cycles in 15 seconds is 225235635.

« The subroutine for joint velocity filtering, vel filter, used 118095744 cycles, which is
52.43% of the total number of program cycles. Total execution time for vel filter is
7.8730 seconds. It is more than half of the total computing time.

e The vel filter used an average of 656 cycles per call and consisted of 1073 bytes of
generated code per line of source text. It is in the source file test_phase.c.

e The cumulative total of all cycles used by vel filter and nif (nonlinear feedback) is
70.61%. They are the major part of the computation load.

e The subroutine read_4bu is for reading the clock. The idle time of the CPU was spent
in executing read _4bu. The total executing time reflects the idle time of the CPU. It can
be seen that the idle time is less than 0.1644 second, which is less than 1.09% of the total
computing time. Therefore, the CPU was almost saturated.

5.5 Distributed Computing Architecture

Based on the preceding analysis, a single processor will not be able to perform the real-time
computation for a multiarm system, which requires additional computing resources to
calculate the multiarm motion reference and event-based planning and nonlinear control for
additional robots. The total computing time required will be more than the computing time
for a single arm multiplied by the number of arms. Therefore, a distributed computing
architecture is needed to implement the event-based planning and control for a multiarm
system.

The event-based coordination scheme can be conveniently implemented in a distributed
computing arhitecture. As shown in Figure 1.15, all controllers and planners are independent
entities. Only information exchanges are required for the “motion reference” block to receive
the outputs of robots and to send out s. Therefore, it can easily be implemented in a memory
sharing bus network, Figure 1.27. The planning and control algorithms for different robots
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Profile listing gene ed Fri Jun 2% 16:31:46 1993 waith:
prof -pixie a.0ut a4.0ut.Addrs a.out.Clounts

-plrocedures! using basic-block counts: -
* gsorted i1n descending order by the number of cycles executed in each .
* procedure; unexecuted procedures are excluded .

225235635 cyclas

cycles tcycles cum % cycles bytes procedure (file)
/call /line

118095744 52.43 52.4) 656 1072 velfilter (test_phase.c)
40940458 18.18 70.61 2729 10924 nltf (test_phase.c)
19007544 8.44 79.0S 1268 4744 gatstate (test_phase.c)
8388550 3.72 82.1M7 6} 6 sinf (faincos.s)
7000778 31.11 8s5.88 487 1276 stict:ion_comp (test_phase.cC)
5593188 2.48 88.36 ERb] 2052 fforward {(test_phase.c)
4195470 1.86 90.23 11 22 fabs (fabs.c)
3241728 1.44 31.87 18 72 read_4b {test_phase.c)
2836176 1.26 92.%2 2t S cosf (fsinco
2740274 1.22 94.14 274 1572 goto_init {t
2465504 1.09 95.2¢4 16 64 read_ébu {test_pha
1384268 0.88 96.12 22 88 write_4b (rtest_phase.c)
1590424 0.71 96.82 ? 6 atanf (atant.a)
1326160 6.59 97.41 89 708 gravity_comp (test_phase.c)
1205977 0.54 97.95 14 6 rint {rint.s)
1170312 0.52 9%8.47 26 7 atan2f (atanf.s)
896161 0.40 98.3¢ 180 1280 atline_phase_plannar (test_phase.c)
545509 0.24 99.11 545509 28 main {test_phase.c)
455091 0.20 99%.31 91 364 save_record {(test_phas
425085 4.19 99.50 8s 340 save_record§ (rest_phase.
415083 0.18 99.68 83 1028 orin_phase_planner {test_phase.c)
3130572 0.15 99.93 330573 1876 init_st (test_phase.c)
216084 0.09 9%.92 42 6 sqrtf (aqrtf.s)
63865 0.03 99.95 48 31 _flebuf {(flsbuf.c)
45175 ¢.02 99.97 886 18 _doprnt (doprnt.c}
28622 0.01 99.98 1061 19 _filbuf (filbuf.c)
6182 0.00 99.99 229 J4 number (doscan.c)
5133 ¢.00 99.99 191 31 _doscan (doscan.c)
4518 0.00 99.99 226 S _droa (gen/dtoa.s)
2814 ¢4.00 99.9%9 469 1876 umc_grav (tLest_phase.c)
2668 0.00 9%.39% 45 32 _xtlsput (flsbuf.c}
2443 0.00 99.9% 25 12 fclose {flsbul.c)
1998 0.08 99.9% 37 17 ungetc {ungetc.c)
1544 0.00 100.00 78 11 atof (atof.c)
1530 0.00 100.90¢ 10 20 printf (printf.c)
1371 0.00 100.00 (37 23 cvt {doprnt.c)
1215 0.0¢ 100.00 1215 19 _cleanup {flsbuf.c)
1102 0.00 100.00 $51 2204 getinit (test_phase.c)
1084 4.00 160.00 39 26 fflush (flsbuf.c)
45 0.00 100.00 108 5 _atod (gen/atod.s)
603 .00 100.00 31 S _dwmultu {gen/dwmultu.s)
486 0.00 100.00 18 36 scant (scanf.c)
450 0.00 10¢.00 30 6 _tenscale (gen/tenscale.s)
416 0.00 160.00 104 416 umc_com {test_ph el
84 0.00 100.00 20 § _fp_class_d (gen/_fp _class.s)
142 0.00 106.00 6 7 _write (mys/ write.s)
162 0.00 100.00 6 7 _read (sys/_read.s}
117 0.00 100.00 13 22 nvmatch (getenv.c)
112 0.00 106,00 112 18 getenv (getsnv.c)
89 ¢.00 100.00 45 23} _findbuf (flsbuf.c)
60 0.00 100.00 s 20 write_2bu (test_phase.c)
36 0.00 100.00 36 4 strcpy (gen/stxcpy.s)
36 0.00 100.00 18 16 satty (_isatty.c)
33 0.00 100.00 33 156 sis_open (test_phase.c)
32 0.00 100.00 32 23 _wrtchk (flsbuf.c)
26 0.00 100.00 26 17 _setchrclass (ctype.c)
26 ¢.00 100.00 26 5 __start (crtltext.s)
18 0.00 100,00 6 7 _close (sys/_close.s}
13 0.00 19¢.00 13 28 __call_sexitfns {atexit.c)
12 0.00 100.00 [3 7 .icetl (sys/_ioctl.s)
10 0.00 106.00 10 11 exit {gen/cuexit.c)
8 0.00 100.00 4 16 _omerror {_oserror.c)
6 0.00 100.00 6 16 open (sys/open.s)
6 0.00 t00.00 [ 16 mmap (sys/mmap.s)
2 0.90 100.00 2 B env_sigfpe {gen/stubfpestart.c)
2 0.0¢ 100.00 2 B8 _exit (sys/exit.s)

FIGURE 1.26

Computing load analysis of event-based planning and control for a single arm.
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Memory-sharing bus network.

can be computed in separate processors in SGI, which run in parallel. The motion reference
is computed in another processor. Based on the computation load profile in the last part, the
bottleneck of the computation is the joint velocity filtering. Part of the velocity filtering will
be passed to the user processor in the UMC controller. Because of the limitation of the
computation speed of the UMC user processor, the SGI still has to perform part of the joint
velocity filtering. Through the high-speed bus, all processors in UMC and SGI use
write—read shared memory to exchange information, as shown in Figure 1.27. It combines
the tightly and loosely coupled schemes. All processors communicate through a shared
memory, but the UMC controller and SGI have their own operating systems and run in an
asynchronous manner. This scheme ensures high communication speed and at the same time
also simplifies the programming.

It can be seen that changing the number of robots in the system does not affect the overall
data processing and computation structure. This gives great flexibility to the multiarm
system. The control and planning algorithms are executed in parallel. As a result, the overall
computation time will not be significantly changed by increasing the number of robots in the
system. Since the event-based coordination scheme naturally lends itself to a distributed
computing architecture, it is very efficient for real-time computation.

5.5 Several Issues in Practical Implementation
Robot Dynamic Model
In the dynamic model of the PUMA 560 robot (1.25),

DG, j) = D(j, 1)
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and

C(i, j, k) = C(, k. j)
Cli, k k) = —Ck, j,1), ik>]
Cl.j,j)=0, i=j

After neglecting the less significant terms [67], the nonzero terms are given as follows.
Inertial terms (Kg — m?):

D(L, 1) = 2.57 + 1.38C,C, + 035,55, + 0.74C,S, ,
D(1,2) = S, — 0.00575,, — 0.1367C,4
D(1,3) = —0.0057S,5 — 0.1367C,4

D(2,2) = 6.79 + 0.74S,
D(2,3) = 0.3679 + 0.3922S, — 0.0134C,
D@3, 3) = 1.16
D(4 4) =02
,5) =018
,6) =0.19

Coriolis terms (Kg — m?):

C(1,1,2) = 0.0174 — 1.362C,S, + 0.3562C,S, — 0.71245,5,S,, + 0.0268C,S,,
+0.3922C,C,; — 0.39225,S,, — 0.046C,, — 0.0347C,,C,, — 0.0112S,
C(1, 1,3) = 0.0174 + 0.3562C,S, + 0.3562C,S, — 0.71245,5,5,,
+0.0134C,S,, + 0.3922C,C,, — 0.0347C,,C,,
C(1,2,2) = 1.8181C, + 0.1367S,, — 0.0057C,,
C(1,2,3) = 0.1367S,, — 0.0057C,,
C(2,2,3) = 0.3922C, + 0.01345,

Gravity terms (N — m):

Q

(1) =
G(2) = —99.8C, — 3.73S, + 1.08C,, — 26.64S,,
G(3) = 1.08C,, — 26.64S,,
G(4) = 0.0855,,5,55
G(5) = —0.085(C 355 + S,,C,Cs)
(6)

G(6

Most of the experiments were carried out by using the preceding dynamic model.
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experimental results, however, suggest that when the velocity of the robot is confined within
the limit set by the manufacturer, neglecting the Coriolis and centripetal forces does not cause
performance to deteriorate [35].

Sticktion and Friction Compensation

The joint sticktion and friction are not incorporated in the robot dynamic model. They are
compensated by augmenting the voltage commands to the controllers.

PUMA 560 is driven by brush-type joint motors. They typically have a breakaway friction
that is about 4 to 6% of the full rated torque of the motor that sets a lower bound on the
friction values. The sticktion and friction parameter values were experimentally determined
[681.

The compensation of sticktion plays an especially important role in event-based planning
and control. It can be seen in Figure 1.3 that the initial feedforward and feedback are zero,
since the desired acceleration is zero with no position and velocity errors according to the
event-based plan (Figure 1.3). Therefore, the sticktion must be well compensated, and some
initial error has to be given in order to start a motion. The modified motion plan creates a
velocity error about 10% of the maximum planned velocity at the beginning of the motion.
Experimental results show that this scheme can start the motion smoothly and also can
overcome the incomplete compensation of the sticktion.

Joint Velocity Measurement Filtering

The joint velocity measurements are derived from the joint angle measurements by differen-
tiation. As a result, the joint velocity measurements are very noisy and cannot be directly
used for feedback control.

A multistep velocity filter is designed to estimate the joint velocity measurement. Each step
calculates the estimate of joint velocity as

k—1
(k) =< Y. (i) + v(k) — max ¥, — min %)/(n -2

i=k~-n+1
where
Vi, = {uk), ok — 1),... 8k —n+ 1)}

The estimate of the velocity is a running average of prior estimates and new measurements
after removing the maximum and minimum values. The window of filtering is n.

Each filter can run independently without synchronizing with the others. It is convenient
to implement filters in the distributed computing architecture as shown in Figure 1.25.

In the experiments presented in Sections 3 and 4, three filter units were used for each joint
velocity. One unit was implemented in the UMC user processor. The other two units were
implemented in SGI.

The main focus of this section has been the implementation of an event-based planning
and control scheme in a distributed computing architecture. The system that is described in
this section has proved to be an extremely successful research tool for dual-arm coordinated
control.

Apart from being versatile, robust, and open ended in its architecture, it can provide
sensory information at various levels, according to the requirements of the control strategy.
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In particular, the experiments reported in previous sections conclusively demonstrate the
effectiveness of the system. Another important feature of the system is that it can also
accommodate a variety of control strategies besides the event-based scheme. All control
strategies may be implemented easily by coding in high-level languages such as the C
programming language.

The computing and control architecture demonstrated here can clearly pave the way for
a new generation of commercial robot controllers that are more responsive, more flexible,
more efficient, and more robust.

6 CONCLUSIONS

In this research an integrated event-based planning and control method has been developed
using a motion reference variable other than time. It has been successfully applied to
single-robot arm motion planning and control, as well as multirobot coordination planning
and control. The important contributions of this research are as follows:

[. A new planning and control scheme—event-based planning and control— has been
developed. Instead of time, the events of a system are used as a motion reference to
describe the motion plan and to drive the system. The time is implicitly included inside
the motion plan and control process. Therefore, the