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Introduction

A supply chain (SC) is a network of different entities or nodes (suppliers,
manufacturers, distribution centers, warehouses, stores, etc.) that provide materials,
transform them into intermediate or finished products and deliver them to customers
to satisfy market requests. Among others, two main factors characterize an SC node:
the demand and the productive capacity. The definition of these parameters usually
requires a huge effort in terms of data collection. In effect, the information
management related to demand and productive capacity is a very complex task
characterized by a great number of critical issues: market needs (volumes and
production ranges), industrial processes (machine downtimes and transportation
modes) and supplies (part quality and delivery schedules). The market demand and
the productive capacity also generate a flow of items and finances toward and from
the SC nodes. Needless to say, the SC management takes care of the above
mentioned issues, studying and optimizing the flow of materials, information and
finances along the entire SC. The main goal of a SC manager is to guarantee the
correct flows of goods and information throughout the SC nodes to ensure the right
goods are at the right place at the right time.
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Preliminaries in Decision-Making

1.1. Introduction

Supply chain (SC) is the framework that gathers different commercial entities
perceived to be effective in the planning operations and cost-saving activities. We try
in the present chapter to define the main concepts used within the SC and that are
related to the decision-making between some entities of the SC, which is generally
viewed as a course of actions to be handled and scheduled by the manager. The
decision-making process starts by defining and stating the problem. Then, the
problem designer should be able to depict the problem features that characterize the
above-mentioned statements in order to select the appropriate solution approach. As
illustrated in Figure 1.1, two main categories of solution approach exist: optimization
approach and game theory approach. Once the solution approach is selected, it has to
be evaluated by the use of specifically designed metrics. Simulations are then
conducted in order to produce comparative study of the solution approach.

Hence, the decision-making process is decomposed into elementary steps to be
handled by appropriate experts and validated to measure the real gap between the
theoretical plan and its implementation. This system realization, implementation and
validation makes its design (from a theoretical point of view) and building (from a
practical standpoint) more coherent and much more efficient once compared to the
initial problem specification and system concept that can be pointed out from the
following list:

1) System: a set of components intercorrelated by precedence and resource
requirements in order to accomplish one or several objectives.

2) Closed system: a system that does not need any external interaction to
accomplish its objective(s).
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3) Open system: a system that continuously needs external interactions to
accomplish its objective(s).

4) Suboptimality: the quality of the solution related to the accomplishment of the
system objective(s) and to be the best, in which case it is called “optimal”, or close
to the best, in which case it is called “suboptimal”. The quality of such a solution is
closely dependent on the complexity of the process.

Once the decision-making process is defined and clearly specified, the problem
should be analyzed and quantitatively expressed in terms of its inputs and outputs.

The remainder of this chapter is organized as follows. In section 1.2, we define
the decision-making problems. Section 1.3 deals with the optimization modeling of
the decision problem. Section 1.4 presents the game theory modeling for the decision-
making problems.

1.2. Decision-making problems

A decision-making problem is the quantitative modeling of a problem situation.
Generally speaking, a decision-making problem is split into the following three main
components:

– the decision maker(s);

– the objective(s) to be reached;

– the set of structural constraints (system constraints and decision variables) that
bound the feasible set.

Depending on these components, we can point out the solution approaches that
solve a decision-making problem. To do so, it is required for the decision maker (DM)
to study the problem complexity in order to identitfy the class to which the deicison
problem lies. We can point out two main solution approaches for a decision problem:
the optimization or the game theory approach.

For the optimization modeling, two main classes of decision-making problems
are:

1) Constrained decision problems modeled as the optimization of an objective
function z(x) expressed while fulfilling a set of structural constraints that bound
the decision space. So, three components can characterize a constrained decision
problem, namely, the objective function, the set of constraints and the decision
variable requirements.

2) Unconstrained decision problems that consist of minimizing or maximizing
a function z(x) that is generally nonlinear. The main concern is the finding of the
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solution value that corresponds to the local optima of z(x). In this case, there is neither
consideration of system constraints nor of the range of the solution x.

Figure 1.1. Taxonomy of decision-making problems

From a game theoretical standpoint, we point out two main classes:

1) cooperative games that model a collaborative decision-making process where
a group of players (decision makers) can coordinate their actions and share their
winnings. In fact, the cooperative game theory deals with how players can synchronize
their decisions and divide the spoils after they have made binding agreements;

2) non-cooperative games that address the problem with multiple decision makers
where each one has to choose among various options from several possible choices.
However, the preferences that each decision maker has on his actions depend on the
actions of the others. Thus, his action depends on his beliefs about what the others are
willing to do. The main idea of non-cooperative game theory is thus to analyze and
understand such a multi-person decision-making process.

1.3. Optimization modeling of a decision problem

An optimization problem is a formal specification of a set of proposals related to
a specific framework that includes one decision maker, one or several objectives to be
reached and a set of structural constraints. A possible structure of an optimization
modeling is shown in Figure 1.2. Optimization has been practiced in numerous fields
of study as it provides a primary tool for modeling and solving complex and hard
constrained problems. Throughout the 1960s, integer programming formulations and
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approximate approaches received considerable attention as useful tools in solving
optimization problems. Depending on the problem structure and its complexity,
appropriate solution approaches were proposed to generate appropriate solutions in a
reasonable computation time. Several optimization studies are formulated as a
problem whose goal is to find the best solution, which corresponds to the minimum
or maximum value of a single objective function. The challenge of solving
combinatorial problems lies in their computational complexity since most of them
are NP-hard [GAR 79]. This complexity can mainly be expressed in terms of the
relationship between the search space and the difficulty to find a solution. The search
space in combinatorial optimization problems is discrete and multidimensional. The
dimensionality of the search space greatly influences the complexity of the decision
problem.

Objective Min/Max Z(x)

Structural constraints

g1(x) ≤ b1
g2(x) ≤ b2

...
gm(x) ≤ bm

Decision variables x1 ∈ A1, x2 ∈ A2, . . ., xn ∈ An

Figure 1.2. Structure of an optimization problem

1.3.1. Notation

We list below the major symbols used for defining an optimization problem:

Symbols Description
n the number of decision variables
k the number of objectives
x = (x1, . . . , xn)

T the vector of decision variables
c(p,n) the cost matrix
A the matrix of constraints
B resource limitations
EO the set of efficient solutions in the objective space
ED the set of efficient solutions in the decision space

Assuming the linearity of an optimization problem, its mathematical modeling is
outlined as follows:

Max p.x [1.1]
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S.t. A.x ≤ B [1.2]

x ∈ X [1.3]

where x = (x1, . . . , xn)T denotes the vector of decision variables, p, b and A are the
constant vectors and matrix of coefficients, respectively.

Many variants of this formulation can be pointed out:

– Continuous linear programming (CLP): the optimization model [1.1]–[1.3] is
a CLP if the decision variables are continuous. For continuous linear optimization
problems, efficient exact algorithms such as the simplex-type method [BÜR 12] or
interior point methods exist [ANS 12].

– Integer linear programming (ILP): the optimization model [1.1]–[1.3] is an ILP
if X is the set of feasible integer solutions (i.e. decision variables are discrete).
This class of models is very important as many real-life applications are modeled
with discrete variables since their handled resources are indivisible (such as cars,
machines and containers). A large number of combinatorial optimization problems
can be formulated as ILPs (e.g. packing problems, scheduling problems and traveling
salesman) in which the decision variables are discrete and the search space is finite.
However, the objective function and constraints may take any form [PAP 82].

– Mixed integer programming (MIP): the optimization model [1.1]–[1.4] is called
MIP, when the decision variables are both discrete and continuous. Consequently, MIP
models generalize CLP and ILP models. MIP problems have improved dramatically
of late with the use of advanced optimization techniques such as relaxations and
decomposition approaches, branch and bound and cutting plane algorithms when the
problem sizes are small [GAR 11, WAN 14, COO 11]. Metaheuristics are also a good
candidate for larger instances. They can also be used to generate good lower or upper
bounds for exact algorithms and improve their efficiency.

1.3.2. Features of an optimization problem

Optimization problems can be classified in terms of the nature of the objective
function and the nature of the constraints. Special forms of the objective function and
the constraints give rise to specialized models that can efficiently model the problem
under study. From this point of view, various types of optimization models can be
highlighted: linear and nonlinear, single and multiobjective optimization problems
and continuous and combinatorial programming models. Based on such features, we
have to define the following points:

– The number of decision makers: if one DM is involved, the problem dealt with
is an optimization problem. Otherwise, we are concerned with a game that can be
cooperative or non-cooperative, depending on the DMs’ standpoints.
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– The number of objectives: this determines the nature of the solution to be
generated. If only one objective is addressed in the decision problem, the best
solution corresponds to the optimal solution. However, if more than one objective
is considered, we are concerned with generating a set of efficient solutions that
correspond to some tradeoffs between the objectives under study.

– The linearity: when both the objective(s) and the constraints are linear, the
optimization problem is said to be linear. In this case, specific solution approaches
can be adapted as the simplex method. Otherwise, the problem is nonlinear, in which
case the resolution becomes more complex and the decision space is not convex.

– The nature of the decision variables: if the decision variables are integer, we
deal with a combinatorial optimization problem.

1.3.3. A didactic example

Let us consider the following optimization problem involving two decision
variables x1 and x2. We show in this illustrative example, inspired from [KRI 14a],
how the solution changes in terms of the nature of the decision variables that can be
either continuous or binary and the number of objectives k = 1, 2. Hence, four
optimization problems follow:

SINGLE OBJECTIVE MULTI-OBJECTIVE

CONTINUOUS

DECISION VARIABLES

Max 2x1 + x2

S.t. 5x1 + 7x2 ≤ 100

x1 − 3x2 ≤ 80

x ≥ 0

⇒
(x1, x2) = (20, 0)

z(x) = 40

Max 2x1 + x2

x1 + 5x2

S.t. 5x1 + 7x2 ≤ 100

x1 − 3x2 ≤ 80

x ≥ 0

⇓

ED = {(20, 0), (0, 14.285)}

EO = {
(

40
20

)(
14.285
71.428

)
}

BINARY DECISION

VARIABLES

Max 2x1 + x2

S.t. 5x1 + 7x2 ≤ 100

x1 − 3x2 ≤ 80

x ∈ {0, 1}

⇒
(x1, x2) = (1, 1)

z(x) = 3

Max 2x1 + x2

x1 + 5x2

S.t. 5x1 + 7x2 ≤ 100

x1 − 3x2 ≤ 80

x ∈ {0, 1}
⇓

ED = {(1, 1)}

EO = {
(

3
6

)
}
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As mentioned previously, the resolution of the single objective optimization
problem yields to the finding of the optimal solution that varies depending on the
nature of the decision variables. However, if a second objective is added, the
resolution generates a set of Pareto-optimal solutions, as it is the case for k = 2.

1.4. Game theory modeling of a decision problem

Game theory has become an important tool in the decision-making areas. Indeed,
it is considered as an alternative way that achieves cost-saving objectives. These are
realized using various collaboration schemas. Such schemas try to form coalitions of
players in order to minimize or maximize a given objective. The coalition formation
problem (CFP) covers two fundamental behavioral social notions: conflict
(competition) and cooperation. As such, the theory of games was divided into two
distinct types: non-cooperative game theory and cooperative game theory. In the
non-cooperative theory, a game is a detailed model of all the moves available to the
players. However, the preferences that each decision maker has on his actions depend
on the actions of the others. By contrast, cooperative theory abstracts away from this
level of detail, and only describes the outcomes that result when the players come
together in different combinations [BRA 07]. Once the type of game theory is
defined, the decision of each player to join the coalition or not is based on its shared
payoff generated due to that coalition formation regarding its individual payoff. This
shared payoff is calculated using an allocation method. The main objective of the
game theory is to find a stable coalition structure where no player has an interest in
deviating from the coalition.

1.4.1. Notation

We list below the major symbols used for defining a game theoretical problem:

Symbols Description
v(S) the payoff function
n the number of players
S the subset of coalitions
N = {1, 2, ..., n} the set of players
i the player’s index

Theoretical games can be defined as a set of n players/participants that can
coordinate their objectives and synchronize their strategies in order to achieve cost
saving while sharing information and allocating payoffs.
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Let N = {1, 2, ..., n} be a finite set of players with different cooperation
possibilities. Each subset S ∈ N is referred to each formed coalition or alliance. We
recall that a coalition is the group of players that synchronize their strategies and
goals. The number of coalitions is 2n − 1. For each S, ‖S‖ refers to the number of
agents within the coalition. v(S) be the characteristic function that associates a real
number with each coalition S which can be interpreted as the maximum value of cost
savings that the members of S would divide among themselves. Given a coalition S,
we define an allocation: (x1, x2, ..., xn) as a division of the overall created value. It
specifies for each player i ∈ S the payoff portion xi that this player will receive
when he cooperates with other players. We give in what follows some features of an
allocation:

– an allocation (x1, x2, ..., xn) is individually rational if xi ≥ v(i) for all i;

– an allocation (x1, x2, ..., xn) is efficient if
∑‖N‖

i=1 x(i) = v(N);

– an imputation is an efficient and individually rational allocation;

– a stability of a coalition structure is given if
∑

i∈S xi ≤ v(S).

The individual rationality means that a division of the overall value (i.e. an
allocation) must give each player as much value as that player receives without
interacting with other players (single coalition). Efficiency means that all the value
that can be created can, in fact, be divided among collaborating players.

1.4.2. The coalition formation problem

The CFP models many situations in multiple domains including multi-agent
systems, economics, industry or politics. One approach is concerned with cases where
a group of players is interested in accomplishing, individually or cooperatively, one
common task. The other is interested in sets of autonomous, self-motivated players
who act in order to achieve their own task or increase their own profit. A solution to
the CFP consists of:

– dispatching the players into coalitions forming a “coalition structure”. This step
is called the coalition structure generation (CSG). This step tries to search for the
coalition structure corresponding to the maximum total sum of coalition values;

– dividing the gains among the players in such a way that no player is tempted to
deviate. This is called the payoff division (PD).

Game theorists modeled the CFP as a cooperative game in its two forms, either as
a characteristic function game or as a partition function game, in order to obtain stable
payoff vectors [STE 68] and [KAH 84]. However, game theory did not provide any
mechanism to form coalitions of the players.
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Games with externalities assume that the payoff of a coalition depends on what
other coalitions form [BLO 96]. A function assigning to each coalition a payoff
depending on the whole coalition structure is called a “partition function”. Such a
game is called a “partition function game” [MAR 03].

All created works addressed the CFP in terms of two main features: the
superadditivity and the non-superadditivity. A game is superadditive if each two
subgroups of players receive at least as much when cooperating as by acting
individually. Therefore, the CSG step will obviously generate the grand coalition.

Table 1.1 reports the main research that has addressed the CFP. These works are
concerned in solving either the CSG step or the PD step. We continue this research by
addressing both features of the problem (CSG and PD) mainly for non-superadditive
games.

Superadditive games Non-superadditive games
CSG The grand coalition forms [DAN 04], [SAN 99]

in all cases [SEN 00]
[YAN 07]
[LAR 00]

PD [STE 68] [YAN 07]
[KAH 84]
[BEL 06]
[GIL 59]
[AUM 74]
[SHA 53]
Hart (1997)

Table 1.1. Classification of the CF papers in terms of the superadditivity

When the game is not superadditive, the proposed approaches try to generate the
coalition structures that maximize the total welfare as in [YAN 07], without dividing
the obtained payoff among the players.

The PD was addressed mainly for superadditive games. Various stability concepts
were proposed in the literature to define a dividing strategy with two alternative
designs:

1) non-cooperative game: prisoner’s dilemma “Nash equilibrium” Pollute, Risk;

2) cooperative game: coalition formation... “Nash equilibrium, Shapley, Core”
Profit, Cost.
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The payoff vector x should fulfill the following rationality concepts. To do so, let N
be a set of players, S ⊆ N a coalition of players, CS a coalition structure and C the
set of all coalition structures of N .

1) Individual rationality: a payoff vector x = (x1, .., xn) is said to be individually
rational if it satisfies:

xi ≥ υ({i}) ∀i ∈ N [1.4]

2) Coalitional rationality: a payoff vector x = (x1, .., xn) is said to be
coalitionally rational if it satisfies:

∑

i∈S

xi ≥ υ(S) ∀S ⊆ N [1.5]

3) Efficiency: an efficient payoff vector x = (x1, .., xn) for non-superadditive
games can be written as:

∑

i∈N

xi = max
CS∈C

∑

S∈CS

υ(S) [1.6]

1.4.3. The stability concepts

Nash equilibrium: this is a fundamental concept in the theory of games and the
most widely used method of predicting the outcome of strategic interaction in the
social sciences. A game consists of the following three elements: a set of players, a
set of actions available to each player and a payoff (or utility) function for each player.
The payoff functions represent each player’s preferences over action profiles, where
an action profile is simply a list of actions, one for each player. A pure-strategy Nash
equilibrium is an action profile with the property that no single player can obtain a
higher payoff by deviating unilaterally from this profile.

Core stability: to define the core, some additional notations will be useful. For any
subset S of the set of players N , let x(S) =

∑
i∈S x(i). In other words, the term x(S)

denotes the sum of the values received by each of the players i in the subset S.

DEFINITION 1.1 AN ALLOCATION.– (x1, x2, ..., xn) is collectively rational if
x(S) ≥ v(S) for all i.

DEFINITION 1.2 THE CORE.– [SHA 53] This is the set of efficient allocations
satisfying the collective rationality.

Cr(N, v) = {x(N) = v(N)andx(S) ≥ v(S)} [1.7]

In a game (N, v), if any group of players, say S, anticipated capturing a lower
value in total than the group could create on its own, i.e. if x(S) < v(S), then this
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group of players would do better to create a coalition apart, S, and divide the value
v(S) by themselves. This would not happen under core allocations. In summary, the
core has the interesting interpretation that the total created value is allocated in such a
way that no group of players would have the incentive to leave the system (the grand
coalition N ) and form a coalition apart because they collectively receive at least as
much value as they could obtain for themselves as a coalition. The grand coalition is
then immune to coalitional deviations, this concept has been called the core stability.

DEFINITION 1.3 THE GRAND COALITION N .– This is said to be stable or core stable
if it has a non-empty core.

1.5. Allocation methods

In this section, we turn our attention to describing the three allocation rules that
we use in the rest of the dissertation. This includes equal allocations, proportional
allocations and Shapley value allocations.

1.5.1. Shapley value allocation

This section is devoted to introducing the concepts and axioms of Shapley value
[SHA 53], one of the most central solution concepts in game theory. Shapley value
is a solution that prescribes a single payoff for each player, which is the average of
all marginal contributions of that player to each coalition of which he is a member. It
satisfies the following axioms:

– efficiency: the payoffs must add up to v(N), which means that all the grand
coalition surplus is allocated;

– symmetry: if two players are substitutable because they contribute the same to
each coalition, the solution should treat them equally;

– additivity: the solution to the sum of two games must be the sum of what it
awards to each of the two games;

– dummy player: if a player contributes nothing to every coalition, the solution
should pay him nothing.

There is a unique single-valued solution to games satisfying efficiency, symmetry,
additivity and dummy. The function that assigns to each player i the payoff [SHA 53]:

Sh(N, v)(i) =
∑

i∈S

(‖S‖ − 1)!− (‖N‖ − ‖S‖!)
‖N‖! (v(s)− v(s‖i)) [1.8]

The Shapley value awards to each player the average of his marginal
contributions to each coalition. The marginal contribution of a player i with respect to
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a given ordering is defined as his marginal worth to the players before him in the
order, v(1, 2, ..., i− 1, i)− v(1, 2, ..., i− 1) where 1, , i− 1 are the players preceding
i in the given ordering. The Shapley value is obtained by averaging the marginal
contributions for all possible orderings. In taking this average, all orders of the
players are considered to be equally likely.

The Shapley value is usually viewed as a good normative answer to the question
posed in cooperative game theory, that is, those who contribute more to the groups
that they belong to should be paid more. However, the Shapley value may be not
stable in the sense of the core. For instance, it may allocate a negative value to some
players. Besides, the Shapley value may lie outside the core unless for some special
games like convex games [SHA 71]. For a recent study on Shapley value’s stability,
see [BEA 08].

Equal allocations: the simplest allocation of savings would be to give an equal
portion to each player.

v(i) =
v(N)

n
[1.9]

Proportional allocation: another simple way of allocating savings would be to
distribute them proportionally to the initial inputs (contributions) of different players.
For example, consider a savings game (N, v) such that v(S) = (

∑
i∈S C(i)/C(S))

for any coalition S, the function C is the cost characteristic function. The savings may
be allocated proportionally to the stand-alone cost (individual cost) of each player.
This devision protocol is termed the cost-based proportional rule. Each player i gets,

v(i) =
v(i)∑

j∈S v(j)
v(N) [1.10]

1.6. Conclusion

We outlined in this chapter the main concepts related to the decision-making
process. As such, we pointed out two main classes of decision-making problems, in
terms of the number of involed DMs. For the single DM we surveyed the most
important tools that characterize the resolution of such a class seen as an
optimization problem that can address one or multiple objectives subject to structural
constraints. The resolution of an optimization problem depends on numerous features
mainly the complexity of the problem and its size. Alternatively, if multiple DMs are
involved in the decision problem, the problem modeling corresponds to a game that
can be cooperative or non-cooperative, depending on players’ standpoints. We
discussed some stability concepts related to game theory. We also detailed, for
cooperative games, the need for a coalition formation and the incentive of forming
coalitions followed by numerous payoff division protocols. All such concepts will be
used in the subsequent chapters that focus on supply chain activities involving single
or multiple DMS.
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Introduction to Supply
Chain Management

2.1. Introduction

Supply chain management (SCM) is the decision-making process that manages
different activities that generate advantageous profits to the suppliers, retailers and
customers involved. In addition, the efficient planning of activities can be profitable for
product development, sourcing, production, logistics and all flows that can link those
activities. SCM can also be seen as the process of optimizing a set of decisions that
generate cost-effective solutions which provide efficient plans for acting on numerous
levels while taking into account all decision-making standpoints.

SCM can therefore be defined as the set of activities utilized to efficiently integrate
the different elements of the supply chain (SC), which involve suppliers, retailers and
customers, so that products are produced and distributed at the right quantities, to the
right locations and at the right time, in order to maximize system gain while satisfying
service-level requirements.

The remainder of this chapter is organized as follows. In section 2.2, we define the
main elements in the SC, section 2.3 defines the main activities in the SC and section
2.4 outlines the decision levels in the SCM.

2.2. Main elements of the supply chain

The efficiency and the performance of the SC are defined by the needs of each
entity involved in the supply network, to lower its costs and increase its productivity.
These needs depend on the way each entity builds and operates its supply functions.
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Figure 2.1 presents an SC as a distribution network of all entities and functions,
involved in moving a product from the supplier to the retailer, through warehouses to
eventually end with the customer. A typical network may involve a variety of
functions in order to fulfill a customer’s demands. Every function fits into one or
more SC entities and has a role to play in each of them. Therefore, the concept of
SCM is mainly based on cumulative effort of all entities to optimize such functions
and to reach, efficiently, an end customer. SCM, therefore, is the active management
of SC functions to maximize customer value and achieve a sustainable competitive
advantage whilst staying cost-effective. It represents a conscious effort by all entities
to develop and execute SCs in the most effective possible ways. Figure 2.1 outlines
the main activities that may be accomplished within the SC, such as the ordering, the
warehousing, the inventory and the delivery. It is important to note that an effective
management of SC activities highly contributes to the minimization of the cost
incurred by the SC entities. Entities in an SC are defined as decision makers that
manage the four functions previously described. In Figure 2.1, the three relevant
entities that constitute the SC are detailed.

Figure 2.1. Supply chain structure
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1) Suppliers: the suppliers are the organizations that produce finished products.
They use the raw materials made by other producers to create their private products.
Two types of products are defined: intangible items, such as music, software, service
and designs, and tangible items, such as industrial products. Here, we focus on the
second categories of tangible products.

2) Retailers: the retailers are the entities that stock inventory and sell in small
quantities to the final customers. The main role of the retailers is to satisfy the
customers’ needs in an optimal way. In fact, they propose to their customers a
combination of products, prices and services. Each retailer locates a set of private
warehouses to stock products in order to respond to customers’ needs without delay.

3) Customers: design the organizations that sell and use a product. A customer
may purchase a product either to incorporate it to another customer or to consume it
(also called consumers).

The first layer of the SC corresponds to the set of suppliers that provide items,
which can be either raw materials or finished products. Each supplier disposes of its
own selling policy that generally consists of proposing:

– A price pj that does not depend on the quantity q to be ordered

In this case, only one price is considered. Hence, the selling volume of each
supplier j:

cj = pj × q, ∀q ∈ IN [2.1]

Subsequently, the set of suppliers is characterized by the following purchasing
costs, given a quantity q to be ordered:

Supplier1 ⇒ c1 = p1 × q
Supplier2 ⇒ cp = p2 × q

...
Supplierm ⇒ cm = pm × q





Each supplier should adjust its price

Based on such computations, each supplier j should adjust its cj in order to
maximize its total profit issued by one of the following two parameters, or both:

- the unit profit (pj): the margin of profit is high so that even if the ordered
quantity is low, the total profit is high,

- the quantity (q): the margin of profit is low in which case the total profit is
high due to the ordered quantity.
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In summary, it is noticeable that if the price offered by the supplier is independent
of the ordered quantity, there is no need for coalition formation.

EXAMPLE 2.1.– An example of a one shot purchasing price

Let us consider a (2, 3)-sized SC that involves a set of m = 2 suppliers and n = 3
retailers.

Supplier1 ⇒ c1 = 1× q
Supplier2 ⇒ cp = 2× q

}
Supplier2 should adjust his price

⇓
Supplier1

The most advantageous purchasing price is c1. Consequently, supplier1 will
revise its pricing policy regarding the proposed prices in the market. In fact, the low
price of supplier1 enhances retailers to order considerable quantities in such a way
that the profit will be generated in terms of the ordered quantity even if the unit profit
is low.

In this case, the 3 retailers will order from supplier1. Furthermore, there is no need
for coalition formation as cumulative orders do not generate any additional benefit.

Let us assume that retailers’ orders are the following:

Retailer 1 2 3
Quantity 30 100 50

In this case, supplier1 will realize a selling volume of:

Selling = 1× (30 + 100 + 50) = 180DT [2.2]

Indeed, each supplier will order individually.

– A quantity-dependent price pj

Suppliers can alternatively propose prices that depend on the ordered quantities in
the sense that the selling volume of each supplier j decreases if the ordered quantity
exceeds a prefixed threshold of the ordered quantities. In other words, each supplier j
tries to offer a quantity discount ej and an initial unit cost cj . For a threshold quantity
Qmax, suppliers deliver the ordered quantities with a minimal cost of Cmin that
entices retailers to order larger quantities than their economic-order quantity. Hence,
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the general purchasing cost with discount is reported as follows:

cj =






pj if q = 0
pj − ej × q if 0 < q < Qmax

Cmin if q ≥ Qmax

[2.3]

where: Qmax is expressed as:

Qmax =
pj − Cmin

ej
[2.4]

EXAMPLE 2.2.– An example of a one shot purchasing price

Let us consider a (1, 3)-sized SC that involves a set of m = 1 suppliers and n = 3
retailers. The purchasing cost is expressed as follows:

cj =






50 if q = 0
50− 0.005× q if 0 < q < Qmax

43.5 if q ≥ Qmax

where

Qmax =
50− 43.5

0.005
= 1300

Let us assume that retailers’ orders are the following:

Retailer 1 2 3
Quantity 500 400 400

Based on such proposed purchasing function, supplier j should adjust its cj in
order to maximize its total profit according to the retailers ordering strategies that
differ in the tasks to be handled either individually or by forming coalitions:

– The stand-alone strategy: each retailer is acting individually to demand its orders
from the supplier. In such a case, supplier j will realize a selling volume of:

Selling = (500× 47.5 + 400× 48 + 400× 48) = 62.150DT [2.5]

as the ordered quantity of each retailer belongs in the second landing of the purchasing
function;

– The collaborative strategy: retailers have the possibility of joining their orders to
benefit from the discount proposed by the supplier. Consequently, the selling volumes
according to the possible coalition structures are the following:

- {1,2};{3}: Selling = (900× 45.5 + 400× 48) = 60.150DT ,

- {1,3};{3}: Selling = (900× 45.5 + 400× 48) = 60.150DT ,
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- {2,3};{1}: Selling = (800× 46 + 500× 47.5) = 60.550DT ,

- {1,2,3}: Selling = (1300× 43.5) = 56.550DT .

In the following section, we detail all activities presented in Figure 2.1.

2.3. Main activities in the supply chain

2.3.1. The ordering problem

The ordering of items is an activity that involves a set of retailers and a set of
suppliers. It is generally labeled as a (n,m)-ordering problem that, depending on the
number of suppliers, can require a supplier selection step. Based on the decomposition
reported in Table 2.1, the main features that can determine the ordering problems
structure are:

1) The cardinality of the set of retailers 1 or n [2 possibilities]

2) The cardinality of the set of suppliers 1 or m [2 possibilities]

3) The purchasing price policy that can be
{
fixed [2 possibilities]
quantity − dependent

6 possibilities

These features give rise to six variants of the problem that differ in the tasks to be
handled either individually or by forming coalitions, in order to minimize the total
ordering cost. Hence, the ordering problem consists, generally, of a subset of the
following set of steps:

– supplier selection;

– collaboration;

– order launching.

Price/cardianlity (1, 1) (n, 1) (1,m) (n,m)
Fixed – Order launching – Order launching – Supplier selection – Supplier selection

– Order launching – Order launching

Quantity – Order launching – Collaboration – Supplier selection – Supplier selection
dependent – Collaboration

– Order launching

Table 2.1. Main variants of the ordering problem
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2.3.2. The warehousing problem

One of the main challenges of the retailers in the SC is the storage of ordered items
in available warehouses that can be used either individually or by sharing the storage
cost. We point out two main classes of warehousing problems (Figure 2.2):

– variable cost warehousing problem;

– fixed cost warehousing problem.

Variable cost warehousing problem Fixed cost warehousing problem

a) b)

Figure 2.2. Main classes of warehousing problems

The warehousing problem, in its basic version, consists of selecting a minimum
number of identical warehouses in order to load a set of products, given their weights
and values. Several constraints, as variable bins’ capacities and warehouses’
compatibilities, can be added to the warehousing problem giving rise to many
variants that model real case studies. In other words, given a number of private
warehouses and facing various customers’ demands, the retailer aims to find the best
warehousing strategy that minimizes the number of used warehouses and the overall
warehousing costs. Figure 2.3 is an illustration of warehousing problem.

2.3.3. The transportation problem

In the area of SCM, transportation problems are related to determining optimal
routes for vehicles going from one or more distribution centers to a set of customer
locations. These problems are known as vehicle routing problems (VRPs) and have a
fundamental economic importance in the field of distribution and SCM. The main
objective of the VRP is to deliver a set of customers with known demands while
minimizing the transportation costs and respecting the delivery time expected by the
customer. Hence, the VRP consists of finding a set of routes for K identical vehicles
starting and ending at the distribution center. By involving additional constraints and
requirements on routes construction, various VRP variants are to be defined. The
capacitated VRP (CVRP) is the most addressed version that involves a fleet of
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vehicles specified by a weight capacity. The VRP with time windows (VRPTW),
imposing a prefixed threshold of delivery time, should satisfy customers’
requirements. The VRP with pick-up and delivery (PDP) differs from the classical
VRP in the sense that goods have to be picked-up and delivered in specific amounts
in the routes. Finally, the heterogeneous fleet VRP (HVRP) is characterized by
different capacities for the set of vehicles.

Figure 2.3. An illustration of the warehousing problem

2.3.4. The inventory problem

A challenging problem that involves the three main entities of the SC (suppliers,
retailers and customers) is the inventory problem whose solution begins with an
in-depth study of customers’ demands for the appropriate quantities to be ordered
while taking into account the quantities that exist in the corresponding warehouses.
Hence, we can sum up the inventory management problem to be a master problem
that can be handled in terms of ordering, warehousing and transportation problems’
outputs. In fact, the inventory management problem within the SC plays a critical role
because it strongly affects the SC performances. Lee [LEE 93] considered inventory
control as the only tool to ensure SC stability, robustness and efficiency in the sense
that the computation of all ordered elements is online with the stored quantities,
customers’ demands and the delivery cost. Regarding all such components, the
inventory management problem positively affects the SC sustainability. Based on
such concepts, the objective of SC inventory management is to satisfy the customer’s
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demands by increasing the quality and service level while at the same time decreasing
total costs. Inventories affect SC costs and performances in terms of:

– tied up values, raw materials have a lower value than finished products;

– degrees of flexibility, raw materials have higher flexibility than the finished
products because they can be easily adopted for different production processes;

– levels of responsiveness, e.g. products delivery could be made without strict lead
times, whereas raw material transformation usually requires stringent lead times.

However, the inventory problem is not the only critical issue affecting SC
performance. The internal logistics management within each SC node (i.e. warehouse
management in a distribution center) similarly affects SC performance. The correct
organization of all the logistic processes and activities that take place within a SC
node (i.e. capability of using material-handling systems efficiently, time windows
planning for suppliers/retailers, unloading/loading operations, etc.) could have a
remarkable impact on processes both upstream and downstream of the SC and on SC
node internal costs.

The inventory management system at each SC node has to address the following
three issues:

1) review the stock status;

2) define the appropriate time to order new products;

3) compute the quantity to be ordered.

2.3.5. Computer science applications in supply chain management

The recent economic environment is characterized by its expanded pressure
for globalization and competitiveness. The latter has made exchanging information
between involved entities within the SC a critical task that affects its performance.
In fact, entities have to be adapted to new business models and rethink their role
and position given the possibility of utilizing and exchanging big data in order
to improve the SC performance. To do so, efforts have been made to create and
organize central information system solutions. For instance, cloud-based information
systems represent a better alternative to establish an information technology support
for the SCM [SCH 12]. Such information support is mainly based on decision support
systems (DSS) that provide a current market perspective on cloud computing and SC
from the position of logistics and from the perspective of the software industry. This
outlines the potentials of the DSS architectures to evaluate the SCM. Based on the
above discussion, numerous computer science applications within the SC are to be
pointed out:
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1) DSS implementation for handling SC activities: the fast design of an electronic
platform is less reliable in terms of individual expertise and skills for the decision-
maker (DM). In fact, the DM is looking for a simple interface that can be easily and
rapidly managed in order to provide appropriate deicsions. Furthermore, the DM is
allowed to perform strategic analyses by viewing available information in a statistical
way to determine minimal, maximal and average costs incurred by the firm per time
period and assessing service and cost levels. Figure 2.4 illustrates the use of the DSS
by the firm’s manager in order to make strategic decisions related to the ordering and
delivery of items [KRI 14b]

Figure 2.4. A DSS for the SC activities: ordering and delivery

2) Cloud computing for SC information storage in virtual machines: given large
volumes of data, and for security reasons, it is highly recommended to use cloud
computing to make sure that SC information is safe and reliable.

3) Big data analytics: firms in the SC try to adopt cost-effective tools to make
right decisions during their survival in the market. Such studies address both ad hoc
and specific situations. They also try to perform up-to-date tools that manage everyday
decision making as well as sensitive decisions. For this purpose, processing large
amounts of data, stored during the last years, quickly reaches its limits. Therefore,
big data management is very helpful for a sustainable and efficient decision-making
process.

2.4. Decision levels in the supply chain

In the SCM, the decisions can be classified into three levels: strategic, tactical
and operational level. Each level is distinguished by the period of time over which
decisions are made, and the granularity of decisions during that period.
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2.4.1. Strategic level

Strategic decisions are typically made over a long time period. At the strategic
level, each entity in the SC decides on the number, location and mission of the facilities
to operate and selects the portfolio of suppliers to employ in order to design a value-
creating supply network [KLI 10]. These are closely linked to the corporate strategy
and guide SC policies from a design perspective. Strategic decisions may also include
the decisions related to information and technology infrastructure that support the SC
operations, and to strategic partnership.

2.4.2. Tactical level

When the supply network is designed by the entity and becomes operational, it is
managed to respond, on a tactical and operational basis, to customers’ demands
through planning and control processes. Tactical (or mid-term) decisions include
planning decisions aimed at balancing charge and capacity. Such decisions include
the production (contracting, locations, scheduling and planning process definition),
inventory (quantity, location and quantity of inventory), sourcing contracts and other
purchasing decisions.

2.4.3. Operational level

Finally, the operational decision level addresses issues such as inventory
deployment, detailed scheduling and daily shipment. The so-called “flow
management” level is relative to short time decisions, such as the decisions of
launching the production, ordering and transportation of orders.

2.5. Conclusion

This chapter outlines the main components that define the SC network, i.e. the
entities and the activities within the SC. We began by giving a brief description of the
different elements of the SC network. After that, we focused on the cooperative SC’s
activities. The last section of this chapter was devoted to the main supply decision
levels. In Chapter 3, we will detail the ordering problem in the SCM.





3

The Ordering Problem

3.1. Introduction

Ordering refers to the forecasting of products, either for internal use or for
distribution, to meet external end-customers needs. The ordering process consists of
the following questions: what type of product will be ordered, how much is needed,
and when and where will the products be needed. It also determines where and when
to source products and how much inventory to carry. The management of the
ordering function requires respecting of the logistic network and supply chain
constraints, such as warehouse capacity, transport options and lead times. Many
extensions to the ordering problem have been explored and differ by the number of
levels in the supply chain and the number of actors at each level. Table 3.1 splits the
ordering problem in terms of two main components, namely the number of suppliers
(one or multiple) and the number of retailers (one or multiple). Hence, we address
four problem types. For each type, the problem inputs are displayed and adapted in
the following way:

(Fixed ordering cost︸ ︷︷ ︸
a/aj

, Unit purshasing cost︸ ︷︷ ︸
p/pj

, Retailer′s demand︸ ︷︷ ︸
d/di

,

Unit holding cost︸ ︷︷ ︸
h/hi

)
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One retailer Multiple retailers

One supplier (a, p, d, h) → EOQ (a, p, di, hi)
{

Collaboration
EOQ

Multiple suppliers (aj , pj , d, h)
{

Supplier selection
EOQ

(aj , pj , di, hi)






Supplier selection
Collaboration
EOQ

Table 3.1. Alternative ordering problems with respect
to the supply chain taxonomy

3.2. Terminology

The following symbols designate the shortcuts used for the ordering problem:

EOQ The economic order quantity
TC The total cost
PC The purchasing cost
OC The ordering cost
HC The holding cost

where the total cost TC is expressed in terms of the purchasing cost, ordering cost
and holding cost, as follows:

TC = PC +OC +HC [3.1]

We detail, in the following sections, each type of ordering problem and state the
ordering process followed by the corresponding equations.

3.3. The one supplier–one retailer ordering problem

The one supplier/one retailer ordering problem is based on a distributed decision-
making system having two hierarchical levels (e.g. between a supplier and a firm/firm
or producer and supplier). It involves bargaining between the related decision-making
units to achieve results that cannot be achieved by working in isolation [WAN 04].
Figure 3.1 presents a hierarchical link in a supply chain consisting of one supplier
and one firm. In terms of hierarchical planning, the supplier represents the upper level
whereas the firm represents the lower level in the decision-making process.

These two decision-making units are linked through connected flows of products
and information belonging either at the strategic, tactical or operational level in the
supply chain. However, at the strategic level, the overall design of the supply network
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is achieved [GEO 95], while at the tactical level we have the planning of the
replenishment decisions that organize the concrete relationship between supply chain
partners [TSA 99, CAC 99]. Finally, at the operational level, the current material and
information flow are actually operated [HEN 97].

Figure 3.1. A supply chain with one supplier and one retailer

The objective of each firm is to decide how many units to order and when so as to
maximize its total profit. Economic order quantity (EOQ) policy is viewed as a
powerful model to achieve such an objective. This model is studied first owing to its
simplicity and performance in considering the trade-off between purchasing,
ordering and holding costs in choosing the quantity to use in replenishing good.
Another advantage is that the model gives the optimal solution in closed form. This
allows us to gain insights about the behavior of the system. The closed-form solution
is also easy to compute. The EOQ is written as follows:

Inputs Outputs
d: The annual demand quantity q∗: The optimal order quantity
a: The fixed cost per order m∗: The optimal number of orders

h: The unitary holding cost
p: The unitary purchasing cost

TC = pd︸︷︷︸
PC

+ a
d

q︸︷︷︸
OC

+ h
q

2︸︷︷︸
HC

[3.2]

In order to compute the EOQ that corresponds to the optimal quantity to be
ordered, the more convenient way is to consider Q as the only variable in [5.2] and
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derive the optimal quantity to be addressed. To do so, we proceed to differentiate
[5.2] and set it to 0, as reported in equation [5.3]:

0 = −da

q2
+

h

2
[3.3]

Therefore, the EOQ is:

q∗ =

√
2da

h
[3.4]

Consequently, the optimal number of periods is:

m∗ =
d

q∗
[3.5]

3.3.1. An example of the one–one ordering problem

Let us consider an ordering problem that involves one supplier and one retailer.
The input data are reported in the first column of Table 3.2.

Inputs Outputs

d = 15000 q∗ =
√

2×15000×30
10 = 300

a = 30 m∗ = 15000
300 = 50

h = 10
p = 20

Table 3.2. Inputs/outputs for a one supplier–one
retailer ordering problem

Based on the computations of equations [5.4] and [4.8], the optimal ordering policy
is to launch 50 orders from the supplier. Each order amounts to 300 units. We can
conduct, on this vein, a sensitivity analysis on the problem parameters and generate a
tuning that can generate a desired threshold related to one of the involved components.

3.3.2. Summary

The one–one ordering problem can be stated in terms of the steps in Algorithm 1.
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Algorithm 1: The one–one ordering problem

1. Input data

– Fixed ordering cost: a

– Purchasing cost: p

– Holding cost: h

– The total quantity to be ordered: d

2. Ordering process

1) Compute the EOQ

3. Output data

– q∗: the optimal quantity to be ordered at each period

– m∗: the optimal number of orders

3.4. The one supplier-multiple retailers ordering problem

An alternative design of the ordering process can address a set of retailers aiming
to order from a single supplier. The ordering of items can be viewed as an incentive
for all retailers to form coalitions in order to gather their orders for a cost-effective
configuration. We address in what follows two supplier ordering policies:

1) Fixed purchasing price: the proposed supplier’s price is independent of the
ordered quantity.

2) Quantity-dependent price: the supplier proposes landings of prices in terms of
the ordered quantity.

Figure 3.2. Supply chain structure



30 Supply Chain Management and its Applications in Computer Science

3.4.1. Fixed purchasing price

A fixed purchasing cost is modeled as predefined constant value “a” to be
quantified at each ordering operation. The ordering cost for each retailer i
(i = 1, . . . , n) is written as follows:

TC = p× di + a
di
qi

+ h
qi
2

[3.6]

When a = 0, and because each retailer incurs its proper purchasing cost that
depends only on the quantity to be ordered, there is no incentive for retailers to form
coalitions for cost-saving finalities. Hence, the total cost for each retailer is:

TC = p× di + h
qi
2

[3.7]

3.4.2. An example of the 1 − n ordering problem

Let us consider an ordering problem that involves one supplier and n = 3 retailers.
The input data are reported in the first column of Table 3.3.

Inputs Outputs

d1 = 5000 q∗1 =
√

2×5000×30
10 = 54.77

d2 = 3000 q∗2 =
√

2×3000×30
10 = 134.16

d3 = 8000 q∗3 =
√

2×8000×30
10 = 219.08

a = 30 m∗ = 15000
300 = 50

h = 10
p = 20

Table 3.3. Inputs/outputs for a (1, 3)-ordering problem

The first step consists of computing the EOQ of each retailer when it acts
individually. As there is no fixed purchasing cost, retailers prefer the stand-alone
position.

When a #= 0, retailers are tempted to form coalitions in order to share the fixed
ordering cost a.

3.4.3. Quantity-dependent purchasing price

An alternative policy of the supplier can draw a price landing expressed in terms
of the quantity to be ordered. This pricing strategy is expressed in the following way:
regarding equation [2.3], the supplier offers the opportunity to benefit from a reduced
price if the ordered quantity exceeds a prefixed threshold termed quantity.
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Figure 3.3. A supply chain with one supplier and multiple retailers

3.5. The multiple suppliers–one retailer ordering problem

This ordering variant, which involves one retailer that tries to order from one
among a set of suppliers, involves two main steps already stated in Table 3.1:

1) Supplier selection: the retailer should at first produce a comparative analysis
between all suppliers’ total costs depending on the quantity to be ordered and prices’
landings, if any. This step is alternatively expressed as follows, given the retailer’s
demand d:

SUPPLIER SELECTION

Supplier1 Price1(d)
TC Computation−−−−−−−−−−−−→ TC1(d)

Supplier2 Price2(d)
TC Computation−−−−−−−−−−−−→ TC2(d)

...
Supplierm Pricem(d)

TC Computation−−−−−−−−−−−−→ TCm(d)

Best supplier Supplierj ⇒ TCj(d) = Minm
i=1TCi(d)

2) EOQ computation: once the appropriate supplier is selected, the whole quantity
to be ordered d should be divided into equal portions gradually along the time period.
Below are the two equations related to the EOQ computation:

Demand per period Number of periods

q∗ =
√

2da
h m∗ = d

q∗
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Algorithm 2: The multiple–one ordering problem

1. Input data
– Total number of suppliers: m

– Purchasing costs: p1, . . . , pm

– Fixed ordering cost: a

– Holding cost: h

– The total quantity to be ordered: d

2. Ordering process

1) Select the most cost saving supplier

2) Compute the EOQ

3. Output data

– j: the selected supplier

– q∗: the optimal quantity to be ordered at each period

– m∗: the optimal number of orders

3.6. The multiple suppliers–multiple retailers ordering problem

A more generalized version of the ordering activity is to extend the two problem
dimensions to multiple suppliers and multiple retailers. This enlargement of the
problem modeling involves, as mentioned in Table 3.1, the following tasks:

– Stand-alone scenario:

- individual EOQ computing;

- supplier selection.

– Coalitional scenario:

- collaboration;

- collaborative EOQ computing.

In the following, we detail the main guidelines of each scenario. Then, both
scenarios are to be compared to adopt the most cost saving one.
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1) Stand-alone scenario

Following is the modeling design of the stand-alone operation.

– Individual EOQ computing: For each firm i, the EOQ q∗i i related to its individual
demand di is computed, giving rise to the optimal number of periods m∗

i , using the
following equations:

Optimal quantity Number of periods

q∗i =
√

2diai
hi

m∗
i = di

q∗i

The following vector is an output for the supplier selection related to each firm:

IndividualEOQ = [(q∗1 ,m
∗
1)︸ ︷︷ ︸

Firm1

, (q∗2 ,m
∗
2)︸ ︷︷ ︸

Firm2

, . . . , (q∗n,m
∗
n)︸ ︷︷ ︸

Firmn

] [3.8]

– Supplier selection: Each firm is asked to select, from a set of suppliers, the
appropriate one depending on:

- the ordering price offered by each supplier j (j = 1, . . . ,m);

- the quantity to be ordered by firm i (i = 1, . . . , n).

Based on these two components, the ordering problem can be viewed as the
optimization of ordering cost of each firm i while fulfilling some structural constraints.
Hence, each firm i should minimize its total cost split into the effective ordering cost
and the supplier selection cost.

Given the following problem data, we can clearly model the m − n supplier
selection problem as follows:

Inputs Outputs

n: number of firms yj =

{
1 if supplier jis selected
0 otherwise

m: number of suppliers
q∗i : the quantity to be ordered per period of firm i
m∗

i : the number of periods for firm i
cjp: the unit ordering price of supplier j
di: the demand of firm i

Table 3.4. Inputs/outputs of the m− n ordering problem
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FOR EACH FIRM i = 1, . . . , n

OBJECTIVE Minimize the total cost of firm i
S. t.
CONSTRAINTS

– The total quantity to be ordered ≤ the demand of firm i
– Firm i should select only one supplier

The above specification is mathematically expressed as follows:

Min z(x) =
∑m

j=1

∑T
t=1 pjqityj +

∑m
j=1 sjyj

S.t.
∑m∗

i
t=1 q

∗
i yj ≤ di∑m

j=1 yj = 1
yj ∈ {0, 1}

[3.9]

2) Coalitional scenario

– Collaboration: The coalition formation allows the grouping of some orders in a
way that allows firms to considerably reduce their ordering costs. In fact, the ordering
price is generally inversely proportional to the quantity to be ordered. This task is
costly, as the number of possible coalitions is, given n firms:

2n − 1 coalitions

The generated coalition structures are then evaluated according to their total
ordering costs:

CS1 = {Coalition1, . . . , Coalitionk1} ⇒ Cost(CS1)

CS2 = {Coalition1, . . . , Coalitionk2}⇒ Cost(CS2)
...

CSh = {Coalition1, . . . , Coalitionkh}⇒ Cost(CSh)

CS∗ = {Coalition1, . . . , Coalitionk∗}⇒ Cost(CS∗)

where Cost(CS∗) corresponds to the minimum cost, i.e.:

Cost(CS∗) = MinkCost(CSk) [3.10]

– Collaborative EOQ computing: Once the best coalition structure CS∗ is
generated, the quantity to be ordered for each coalition is computed. Assuming that all
firms have the same fixed ordering cost a and the same unit holding cost h, the EOQ
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computation that generates, for each firm k:

- Q∗
k: the quantity to be ordered per period;

- M∗
k : the appropriate number of periods;

is expressed in terms of the coalition’s demand as follows:

Coalition1: D1 =
∑nb1

f=1 df ⇒ Q∗
1 =

√
2D1a

h and M∗
1 = D1

Q∗
1

Coalition2: D2 =
∑nb2

f=1 df ⇒ Q∗
2 =

√
2D2a

h and M∗
2 = D2

Q∗
2

...
Coalitionk∗ : Dk∗ =

∑nbk
∗

f=1 df ⇒ Q∗
k∗ =

√
2Dk∗a

h and M∗
k∗ = Dk∗

Q∗
k∗

The following vector is an output for the supplier selection related to each
coalition:

CollaborativeEOQ = [(Q∗
1,M

∗
1 )︸ ︷︷ ︸

Coalition1

, (Q∗
2,M

∗
2 )︸ ︷︷ ︸

Coalition2

, . . . , (Q∗
k∗ ,Mk∗)︸ ︷︷ ︸

Coalitionk∗

] [3.11]

Algorithm 3: The m - n ordering problem

1. Input data

– m: the number of suppliers

– n: the number of firms

– cpj : the ordering price of each supplier

2. Ordering process

– Supplier selection: Each firm supplier’s offer depending on the ordered quantity

– Stand-alone situation: Compute for each firm its individual ordering cost

– Coalitional situation: Coalition formation of the firms in order to gather their orders
for cost saving

– For each firm: Compare the coalitional and the stand alone costs

2. Output data
The best configuration: Assign each firm to one supplier and a coalition
Compute the ordering cost for each firm
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3.7. Conclusion

The ordering problem, perceived as a key activity in the SC, requires the
definition of a series of data inputs to be well studied. The ordering problem consists
of specifying the appropriate supplier and the price to be selected in order to save the
total ordering cost. In this chapter we analyzed four potential situations characterized
by the number of suppliers (one or many) and the number of firms (one or many). In
each situation, numerous steps are to be followed, namely the supplier selection and
the eventual collaborations that may occur between firms. Once these steps are
accomplished, the quantity to be ordered should be dispatched within a time period in
order to benefit from delaying ordered quantities. The study of the previously
announced ordering problems shows the effectiveness of adopting a collaborative
standpoint. Indeed, in a case of multiple suppliers, the supplier selection improves
the total ordering cost when compared to a random supplier selection. For a multiple
firms ordering problem, the collaboration is expressed in terms of coalitions designed
as joint orderings. In such cases, the cost gap of the coalitional and the stand-alone
situations is the best incentive for firms to reduce their individual ordering costs.
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The Warehousing Problem

4.1. Introduction

One of the most discussed problems in the supply chain (SC) is the storage of
firms’ items aiming at minimizing their costs while trying to fulfill numerous
resource constraints. In this chapter, we consider an SC network where firms attempt
to design a storage plan, given a prefixed number of facilities, and distribute them to
a set of customers. The possible rented facilities are determined through a signal sent
by other companies about their remaining capacities as well as their proposed rent
costs. The aim is the collaboration of different companies through sharing storage
capacities to improve logistics efficiency and cost saving. In the context of supply
chain management, collaboration can be applied by sharing transportation capacity
(CO3 project), warehousing capacity [CAR 10] as well as resource capacity
[BER 11]. The collaboration in transportation is accomplished by shared truckloads
that periodically shuttle between companies’ customers. The warehousing capacity
concerns shared/common warehouses to be used by a set of collaborative companies
and the resource capacity consists of sharing customer demands. Considering these
three types of capacity sharing can influence the design of the network as costs can
be reduced by using a collaborative network. In fact, a set of facilities must be
deployed to keep a high service level and at the lowest cost. To do so, each company
must analyze the potential and already existing networks according to their
customers’ needs. Hence, for a given planning horizon, the set of facilities to be used
is determined through opening and sharing decisions. Used resources can then be
classified into public and private facilities according to the customers’ requirements.
For this, common storage of items can be a challenging and cost-saving solution. In
the following, firms are tempted to form coalitions to share common warehouses. A
coalition is defined by the set of companies that accept to share the same warehouses.
This study aims to take the initial steps of the way the performance impact on the
supply chain design can be increased by using ideas and features of the collaboration
in the warehousing. We detail in this chapter four problem variants that differ in
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terms of the cost structure and the possibility of conflicts that may occur between
items. This chapter is structured as follows. Section 4.2 states the Warehousing
Problem (WP) followed by its eventual features’ extensions and the terminology
adopted throughout the WP description. Subsequent sections address the main four
WP variants: their specificities and problem descriptions. Illustrative examples
follow to show the effectiveness of such optimization modelings.

Figure 4.1. Main steps of the warehousing problem

4.2. Problem description

Given a set of firms characterized by their orders and a set of warehouses with
capacities known in advance, the warehousing problem consists of storing all firms’
orders in the warehouses in such a way to minimize the holding cost. Numerous
variants of the warehousing problem are of interest depending on the cost to be
incurred by the firms, as follows:

– variable cost warehousing problem: in which case each order, characterized by
its weight, has a cost that depends on the warehouse;

– fixed cost warehousing problem: which requires a cost for each hired warehouse.

Moreover, items can be in conflict; therefore, we point out two possible scenarios:

– non-conflicting items: there does not exist any conflict between pairs of items;
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– conflicts between items: some pairs of items should not be stored in the same
warehouse. This is due to some feature incompatibilities.

We develop in the remainder of this chapter the main features of each warehousing
configuration and model its mathematical model. Then, we detail a relevant problem
variant that takes into account the possibility of conflicts between items.

4.2.1. Terminology

Below, we list the major symbols used in the mathematical model.

– Parameters
n Number of orders
k Number of warehouses
C Cost matrix
Wj Warehouse j’s capacity
wi Weight of order i
Conflict(n×n) A square binary matrix that displays 1

if orders a and b are in conflict, and 0 otherwise

The cost matrix C depends on the cost protocol, as mentioned in section 4.2. The
variable cost requires the input of a unit warehousing cost cij which depends on order
i and warehouse j, expressed in a matrix C(n×k). However, if the warehousing cost
depends only on the warehouse, the cost matrix is designed as a line vector C(1×k) that
provides the cost of renting each warehouse j. We detail hereafter the mathematical
expression of the warehousing cost related to each situation.

Variable cost WP Fixed cost WP

– Cost matrix - Cost matrix

C(n×k) =





c11 c12 . . . c1k
c11 c12 . . . c1k
...

. . .
cn1 cn2 . . . cnk




C(1×k) = (c1, c2, . . . , ck)

– Objective function - Objective function
Min z(x) =

∑n
i=1

∑k
j=1 cijxij Min z(x) =

∑k
j=1 cjyj

– Decision variables
yk =

{
1 if bin kis used
0 otherwise xik =

{
1 if item i is assigned
0 to bin k otherwise
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For all WP configurations, the output is the storage configuration matrix x(n×m)

that expresses the placement xij of order i in warehouse j expressed as follows:

x =




x11 x12 . . . x1m

x21 x22 . . . x2m
...

. . .





⇓
if
∑n

i=1 xij ≥ 1, j = 1, . . . ,m⇒yj = 1

[4.1]

Equation [4.1] outputs the placement of the whole set of n items in the m
warehouses, knowing that the optimization process tries to use the minimum number
of warehouses in the sense that the total cost is minimized. In fact, the decision
variable is yj , which indicates whether a warehouse j is used or not. In such a case, if
an item is placed in a warehouse, the corresponding warehouse should be labeled as
used. This is mathematically expressed by yj = 1.

4.2.2. Inputs/outputs of the WP

The inputs and outputs of the WP are reported in the following table.

Inputs Outputs

n: the number of firms yj =

{
1 if warehouse jis used
0 otherwise

k: the number of warehouses
Wj the capacity of warehouse j wi: the weight of firm i’s order

xik =

{
1 if demand of customer iis assigned
0 to warehouse k otherwise

4.2.3. WP variants

The WP is defined through a set of features that determine a specific class in terms
of cost and item compatibilities. Hence, we point out the following possibilities:

– cost: variable cost or fixed cost;

– item compatibilities: without conflict or with conflict.

According to Table 4.1, four warehousing configurations are of interest. We detail
in what follows the main features of each problem configuration:
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– WP with variable cost/without conflicts: the WP in its current version requires
the minimization of a warehouse-dependent cost function already input as a cost
matrix that reports the unit cost given to an item i (i = 1, . . . , n) and a
warehouse j (j = 1, . . . , k). Hence, the cost matrix C is sized (n× k). System
constraints include the placement requirements that assign each firm’s order in one
warehouse. Furthermore, capacity constraints generate feasible solutions in the sense
that each warehouse, characterized by its storage capacity, should respect such
requirements.

Variable cost Fixed cost

Without conflict
Min. Var. cost
S.t. - Assignment constr.

- Capacity constr.

Min. Fix. cost
S.t. - Assignment constr.

- Capacity constr.

With conflict

Min. Var. cost
S.t. - Assignment constr.

- Capacity constr.
- Conflicts constr.

Min. Fix. cost
S.t. - Assignment constr.

- Capacity constr.
- Conflicts constr.

Table 4.1. Warehousing problem configurations
in terms of cost and item conflicts

– WP with fixed cost/without conflicts: the cost function to be minimized can be
seen from an alternative point of view that assumes a fixed warehousing cost for
each warehouse, once used for the storage activity. Regarding such an assumption,
the objective function should be modeled in terms of the used warehouses and the
consequent costs.

– WP with variable cost/with conflicts: this version of the WP assumes both
variability in the cost function, leading to the use of the C matrix, and the
possibility of incompatibilities between items. Based on these assumptions, a new
series of constraints, that impose the storage of orders, can arise regarding those
incompatibilities.

– WP with fixed cost/with conflicts: the WP can be seen as the storage of the
whole set of items regarding the possible conflicts during the storage process and
the consideration, in the computation of the cost function, of a fixed warehousing cost
allocated to the use of each warehouse. The mathematical model, described in the
remainder of this chapter, should take into account such considerations.

We proceed in what follows with a detailed description of the four WP variants.
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4.3. WP with variable cost/without conflicts

4.3.1. Mathematical formulation

Mathematical model [4.6] corresponds to the variable cost warehousing problem
assuming that no conflict exists between orders:

Min z(x) =
∑n

i=1

∑k
j=1 cijxij

S.t. ∑n
i=1 wjxij ≤ Wjyj j = 1, . . . , k∑k
j=1 xij = 1 i = 1, . . . , n

[4.2]

Mathematical formulation [4.6] refers to the optimization of the warehousing cost
while fulfilling structural constraint as detailed hereafter:

– Objective function: minimize the warehouse and order-dependent warehousing
cost.

– Constraints:

- capacity requirements;

- placement constraints.

4.3.2. An example

Let us consider a warehousing problem that handles a set of n = 6 orders to be
stored in k = 4 warehouses. It is assumed that storage costs of orders depend on the
selected warehouse. Therefore, the cost matrix C reporting the unit cost related to
order i and warehousing j is sized (6× 4):

C =





2 3 5 8
10 4 9 11
5 1 17 20
11 9 40 25
4 16 8 45
60 20 13 25
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Hence, the inputs/outputs of the WP are stated as follows:

Inputs Outputs

n = 6 yj(j=1,...,4) =

{
1 if warehouse j is used
0 otherwise

k = 4

(w1, w2, w3, w4, w5, w6) = (50, 80, 35, 60, 50, 45) xik(i=1...,6,j=1,...4) =

{
1 if order of firm i

is assigned to
0 warehouse k otherwise

(W1,W2,W3,W4) = (100, 150, 120, 200)

Min z(x) =
∑6

i=1

∑4

j=1
cijxij

S.t. ∑6

i=1
wjxij ≤ Wjyj , j = 1, . . . , 4∑4

j=1
xij = 1, i = 1, . . . , 6

⇒

Min z(x) = 2x11+3x12+5x13+8x14+10x21+

4x22+9x23+x2411+5x31+x32+17x33+

20x34 + 11x41 + 9x42 + 40x43 + 25x41 +

4x51 + 16x52 + 8x53 + 45x54 + 60x61 +

20x62 + 13x63 + 25x64

S.t.

50x11 +80x21 +35x31 +60x41 +50x51 +

45x61 ≤ 100

50x12 +80x22 +35x32 +60x42 +50x52 +

45x62 ≤ 150

50x13 +80x23 +35x33 +60x43 +50x53 +

45x63 ≤ 120

50x14 +80x24 +35x34 +60x44 +50x54 +

45x64 ≤ 200

x11 + x12 + x13 + x14 = 1

x21 + x22 + x23 + x24 = 1

x31 + x32 + x33 + x34 = 1

x41 + x42 + x43 + x44 = 1

x51 + x52 + x53 + x54 = 1

x61 + x62 + x63 + x64 = 1
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The optimizer outputs the following optimal solution x∗:

Output of the Optimizer Solution details z(x∗) = 23

4.4. WP with fixed cost/without conflicts

In this case, each warehouse is characterized by its cost. Once a firm i decides to
store its goods in warehouse j, it should incur the whole warehousing cost whatever
the quantity might be. The incentive behind a cooperation in the warehousing is the
share of this warehousing cost that does not depend on the stored quantity.

4.4.1. Mathematical formulation

The mathematical model related to the fixed cost warehousing problem is
expressed in optimization problem [4.3]:

Min z(x) =
∑k

j=1 cjyj
S.t. ∑n

i=1 wjxij ≤ Wjyj j = 1, . . . , k∑k
j=1 xij = 1 i = 1, . . . , n

[4.3]

4.4.2. An example

Let us consider a warehousing problem that handles n = 6 firms and k = 4
warehouses, as stated in the previous example. We assume that fixed costs are assigned
to warehouses.
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Hence, the inputs/outputs of the WP are stated as follows:

Inputs Outputs

n = 6 yj(j=1,...,4) =

{
1 if warehouse j is used
0 otherwise

k = 4

C(1,...,4) = (700, 1000, 1500, 800)

(w1, w2, w3, w4, w5, w6) =

(50, 80, 35, 60, 50, 45)

xik(i=1...,6,j=1,...4) =

{
1 if order of firm i

is assigned to warehouse k
0 otherwise

(W1,W2,W3,W4) = (100, 150, 120, 200)

Min z(x) =
∑4

j=1
cjyj

S.t. ∑6

i=1
wjxij ≤ Wjyj , j = 1, . . . , 4∑4

j=1
xij = 1, i = 1, . . . , 6

⇒

Min z(x) = 700y1 + 1000y2 + 1500y3 + 800y4

S.t.

50x11 +80x21 +35x31 +60x41 +50x51 +

45x61 ≤ 100y1

50x12 +80x22 +35x32 +60x42 +50x52 +

45x62 ≤ 150y2

50x13 +80x23 +35x33 +60x43 +50x53 +

45x63 ≤ 120y3

50x14 +80x24 +35x34 +60x44 +50x54 +

45x64 ≤ 200y4

x11 + x12 + x13 + x14 = 1

x21 + x22 + x23 + x24 = 1

x31 + x32 + x33 + x34 = 1

x41 + x42 + x43 + x44 = 1

x51 + x52 + x53 + x54 = 1

x61 + x62 + x63 + x64 = 1
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The optimal solution’s details, as output by the optimizer, are the following:

⇓
z(x∗) = 1800

(y1, y2, y3, y4) = (0, 1, 0, 1) ⇒ 2 warehouses are used

01030506 0204

Warehouse1 Warehouse2 Warehouse3 Warehouse4

4.5. WP with variable cost/with conflicts

In many situations, partners in the SC are tempted to minimize their storage costs
while taking into account conflicts between pairs of items in the warehousing process.
A predefined number of items, with different weights, are to be stored in a set of
warehouses with fixed capacities. The objective of the firms involved is to minimize
the number of bins used while respecting the incompatibility constraints in the storage
of some pairs of items. This problem is appropriately modeled as shown in Table
4.1. In fact, some of the considered items’ categories are incompatible and cannot
be jointly stored in the same warehouse. We model these conflicts in the following
the fact that if two orders are in conflict, at most one of the corresponding placement
decision variables should take 1. This requirement is modeled as follows:

if orders a and b are in conflict ⇒ xaj + xbj ≤ 1, j = 1, . . . , k [4.4]

These conflicts are summarized in the binary square matrix Conflict(n×n) that
displays 1 if orders a and b are in conflict and 0 otherwise. Thus, we symbolize:

– Conflict(a, b) = 1 if orders a and b are in conflict.

– Conflict(a, b) = 0 otherwise.
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4.5.1. Mathematical formulation

Let us consider hereafter an alternative WP formulation that assumes variable costs
and the possibility of order incompatibilities between pairs of orders.

Min z(x) =
∑n

i=1

∑k
j=1 cijxij

S.t. ∑n
i=1 wjxij ≤ Wjyj j = 1, . . . , k

xaj + xbj ≤ 1, j = 1, . . . , k, Conflict(a, b) = 1∑k
j=1 xij = 1 i = 1, . . . , n

[4.5]

Mathematical formulation [4.6] refers to the optimization of the warehousing cost
while fulfilling structural constraints as detailed hereafter:

– Objective function: minimize the warehouse and order-dependent warehousing
cost.

– Constraints:

- capacity requirements;

- conflicting order constraints;

- placement constraints.

4.5.2. An example

Let us consider a warehousing problem that handles a set of n = 6 orders to be
stored in k = 4 warehouses. It is assumed that orders’ storage costs depend on the
selected warehouse. Therefore, the cost matrix C reporting the unit cost related to
order i and warehousing j is sized (6× 4):

C =





2 3 5 8
10 4 9 11
5 1 17 20
11 9 40 25
4 16 8 45
60 20 13 25
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Hence, the inputs/outputs of the WP are stated as follows:

Inputs Outputs

n = 6 yj(j=1,...,4) =

{
1 if warehouse j is used
0 otherwise

k = 4

(w1, w2, w3, w4, w5, w6) =

(50, 80, 35, 60, 50, 45)

xik(i=1...,6, j=1,...4) =

{
1 if order of firm i

is assigned to warehouse j
0 otherwise

(W1,W2,W3,W4) = (100, 150, 120, 200)

Conflicts(6×6) =





0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 1 0
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0





The conflict matrix presented in the above inputs/outputs gives rise to three
conflicting pairs of orders, numbered from 1 to 3, as follows:

1 2 3
{1, 4}︸ ︷︷ ︸

1 and 4 in conflict

{2, 3}︸ ︷︷ ︸
2 and 3 in conflict

{3, 5}︸ ︷︷ ︸
3 and 5 in conflict

Hence, three sets of constraints should be inserted in the mathematical model.
Each set of constraints corresponding to the pair {a, b} forbids the joint storage of
orders a and b in the same warehouse, therefore the mathematical formulation of the
WP with variable cost and taking into account three pairwise conflicts is written in the
following way:

Min z(x) =
∑6

i=1

∑4

j=1
cijxij

S.t. ∑6

i=1
wjxij ≤ Wjyj j = 1, . . . , 4

x1j + x4j ≤ 1 j = 1, . . . , 4

x2j + x3j ≤ 1 j = 1, . . . , 4

x3j + x5j ≤ 1 j = 1, . . . , 4∑4

j=1
xij = 1 i = 1, . . . , 6

⇓
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Min z(x) = 2x11 + 3x12 + 5x13 + 8x14 + 10x21 + 4x22 + 9x23 + x2411 + 5x31 + x32 +

17x33 + 20x34 + 11x41 + 9x42 + 40x43 + 25x41 + 4x51 + 16x52 + 8x53 + 45x54 +

60x61 + 20x62 + 13x63 + 25x64

S.t.

– Capacity requirements

{
50x11 + 80x21 + 35x31 + 60x41 + 50x51 + 45x61 ≤ 100
50x12 + 80x22 + 35x32 + 60x42 + 50x52 + 45x62 ≤ 150
50x13 + 80x23 + 35x33 + 60x43 + 50x53 + 45x63 ≤ 120
50x14 + 80x24 + 35x34 + 60x44 + 50x54 + 45x64 ≤ 200

– Conflicts of 1 and 4

{
x11 + x41 ≤ 1
x12 + x42 ≤ 1
x13 + x43 ≤ 1
x14 + x44 ≤ 1

– Conflicts of 2 and 3

{
x21 + x31 ≤ 1
x22 + x32 ≤ 1
x23 + x33 ≤ 1
x24 + x34 ≤ 1

– Conflicts of 3 and 5

{
x31 + x51 ≤ 1
x32 + x52 ≤ 1
x33 + x53 ≤ 1
x34 + x54 ≤ 1

– Placement constraints






x11 + x12 + x13 + x14 = 1
x21 + x22 + x23 + x24 = 1
x31 + x32 + x33 + x34 = 1
x41 + x42 + x43 + x44 = 1
x51 + x52 + x53 + x54 = 1
x61 + x62 + x63 + x64 = 1

The optimizer outputs the following optimal solution x∗:

⇓
z(x∗) = 29

(y1, y2, y3, y4) = (1, 1, 1, 1) ⇒ 4 warehouses are used

0105 03 0206 014

Warehouse1 Warehouse2 Warehouse3 Warehouse4
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4.6. WP with fixed cost/with conflicts

We develop in what follows the fourth WP variant that assumes fixed costs for the
rental of warehouses [BEN 15].

4.6.1. Mathematical formulation

The WP with n = 6 items and k = 4 is reconsidered with the objective to minimize
a total cost expressed in terms of fixed warehousing cost that depends only on the cost
of renting warehouses. Moreover, conflicts between 3 pairs of orders are assumed. The
following mathematical model addresses such a WP variant:

Min z(x) =
∑n

i=1

∑k
j=1 cjyj

S.t. ∑n
i=1 wjxij ≤ Wjyj j = 1, . . . , k

xaj + xbj ≤ 1, j = 1, . . . , k, Conflict(a, b) = 1∑k
j=1 xij = 1 i = 1, . . . , n

[4.6]

Mathematical formulation [4.6] refers to the optimization of the warehousing cost
while fulfilling structural constraints as detailed hereafter:

– Objective function: minimize the warehouse-dependent cost.

– Constraints:

- capacity requirements;

- conflicting order constraints;

- placement constraints.

4.6.2. An example

We reconsider again the WP that handles a set of n = 6 orders to be stored in
k = 4 warehouses. It is assumed that orders’ storage costs depend on the selected
warehouse. Therefore, the cost matrix C reporting the cost related to warehouse j is
sized (1× 4):

C =





2 3 5 8
10 4 9 11
5 1 17 20
11 9 40 25
4 16 8 45
60 20 13 25
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Hence, the inputs/outputs of the WP are stated as follows:

Inputs Outputs

n = 6 yj(j=1,...,4) =

{
1 if warehouse jis used
0 otherwise

k = 4

C(1,...,4) = (700, 1000, 1500, 800)

(w1, w2, w3, w4, w5, w6) =

(50, 80, 35, 60, 50, 45)

xik(i=1...,6, j=1,...4) =

{
1 if order of firm i

is assigned to warehouse j
0 otherwise

(W1,W2,W3,W4) = (100, 150, 120, 200)

Conflicts(6×6)

As in the previous example, the conflict matrix presented in the above
inputs/outputs gives rise to three conflicting pairs of orders, numbered from 1 to 3, as
follows:

Conflicts(6×6)





0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 1 0
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0





⇓

Number 1 2 3
Pair {1, 4} {2, 3} {3, 5}

Hence, the following mathematical formulation accounts for the WP with fixed
cost and conflicts between three pairs of orders:

Min z(x) =
∑6

i=1

∑4

j=1
cjyj

S.t. ∑6

i=1
wjxij ≤ Wjyj j = 1, . . . , 4

x1j + x4j ≤ 1 j = 1, . . . , 4

x2j + x3j ≤ 1 j = 1, . . . , 4

x3j + x5j ≤ 1 j = 1, . . . , 4∑4

j=1
xij = 1 i = 1, . . . , 6
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⇓

Min z(x) = 700y1 + 1000y2 + 1500y3 + 800y4

S.t.

– Capacity requirements

{
50x11 + 80x21 + 35x31 + 60x41 + 50x51 + 45x61 ≤ 100y1

50x12 + 80x22 + 35x32 + 60x42 + 50x52 + 45x62 ≤ 150y2

50x13 + 80x23 + 35x33 + 60x43 + 50x53 + 45x63 ≤ 120y3

50x14 + 80x24 + 35x34 + 60x44 + 50x54 + 45x64 ≤ 200y4

– Conflicts of 1 and 4

{
x11 + x41 ≤ 1
x12 + x42 ≤ 1
x13 + x43 ≤ 1
x14 + x44 ≤ 1

– Conflicts of 2 and 3

{
x21 + x31 ≤ 1
x22 + x32 ≤ 1
x23 + x33 ≤ 1
x24 + x34 ≤ 1

– Conflicts of 3 and 5

{
x31 + x51 ≤ 1
x32 + x52 ≤ 1
x33 + x53 ≤ 1
x34 + x54 ≤ 1

– Placement constraints






x11 + x12 + x13 + x14 = 1
x21 + x22 + x23 + x24 = 1
x31 + x32 + x33 + x34 = 1
x41 + x42 + x43 + x44 = 1
x51 + x52 + x53 + x54 = 1
x61 + x62 + x63 + x64 = 1
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The optimal solution’s details, as output by the optimizer, are the following:

⇓
z(x∗) = 1800

(y1, y2, y3, y4) = (0, 1, 0, 1) ⇒ 2 warehouses are used

010306 020405

Warehouse1 Warehouse2 Warehouse3 Warehouse4

4.7. A DSS design for the warehousing problem

As the optimization of the warehousing cost is a relevant component for the SC
sustainability, we opt for a Decision Support System (DSS) to solve the storage
problems with different sizes. In fact, the implementation of optimization tools inside
storage problems is costly due to the complex structure of the optimizers involved
and their needs in terms of implementation requirements.

The DSS starts by the extraction of the storage data from the supply chain
databases. Figure 4.2 shows the screenshots of the DSS that correspond to the data
entry including the number of items, the conflicting items and the bins’ features.
Such storage data and packing information constitute the inputs for the resolution
step. Optimization tools used in the resolution step can either be accomplished by
CPLEX or Iterated Local Search (ILS), depending on the problem size, as reported in
Figure 4.2. A thorough investigation of the generated solutions in terms of the
number of iterations and the processing time illustrates how well the optimization
part operates. The DSS outputs the solution to be visualized later in a graphical
format.

Regarding Figure 4.2, three screenshots are reported:

a) data inputs are entered in the platform in order to define items’ features as costs
and weights, and warehouse capacities;

b) the solution approach is selected to be either a cplex optimizer or a benchmark
instance from a list of warehousing problems;

c) other parameters are adjusted in the third screenshot as the algorithm that
determines the initial solution and the stopping criterion (number of iterations or time).
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a) b) c)

Figure 4.2. DSS warehousing interfaces

4.8. Example

1) Let us consider an ordering problem that involves one supplier and one retailer
aiming at ordering 10000 items from a product x with a fixed unit purchasing price of
1DT . The unit holding cost is 5DT and n = 3 retailers.

The input data are reported as follows:

Inputs
Retailer 1’s demand d1 = 5000
Retailer 2’s demand d2 = 3000
Retailer 3’s demand d3 = 8000
Purchasing price (per order) a = 30
Hoding price h = 10
Unit price (from the supplier) p1 = 20

1) Compute the stand-alone position.

2) Compare the following two coalition structures:

CS1 = {{1, 2}, {3}} and CS2 = {{1}, {2, 3}}

3) Propose the most cost-saving coalitional form. Explain in detail.

4) What is the gap between the stand-alone situation and the best configuration?

5) Assume that a = 0, what is the best configuration?

6) If another supplier is involved in the ordering process where its purchasing price

is p2 =

{
25 if qi ≤ 10000
15 Otherwise what becomes the best configuration?
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4.9. Answer

1) We start by computing the Economic Ordered Quantity (EOQ) for each retailer
i (i = 1, 2, 3) expressed in terms of the following mathematical functions: EOQi:

q∗i =

√
2dia

hi
[4.7]

Consequently, the optimal number of periods is:

m∗
i =

di
q∗i

[4.8]

The total cost for each retailer is:

TCi = p1di + a
di
q∗i

+ h
q∗i
2

[4.9]

Based on equations [5.4], [4.8] and [5.2], we obtain the optimal ordering values
reported and the total cost, reported in Table 3.4.

q∗i m∗
i TCi

Retailer1 173.2 29 101 736
Retailer2 134.16 23 61 360.8
Retailer3 219.08 37 162 205.4

Table 4.2. Economic-order quantities and total costs for the
stand-alone position

2) The total cost for each coalition structure is:

CS1 = {{1, 2}, {3}}:

– EOQ: Let D1 and D = 2 be the demands of the first coalition A = {1, 2} and
B = {3}, respectively.

D1 = d1 + d2 = 5000 + 3000 = 8000 and D2 = d3 = 8000

Hence, the optimal quantities and frequencies are:

- Q∗
1 =

√
2×8000×30

10 =
√
48000 = 219.08 and m∗ = 37

- Q∗
2 =

√
2×8000×30

10 =
√
48000 = 219.08 and m=37

For coalition A, the total cost TCA = 20×8000+30×37+h 219.08
2 = 162 205.4.

For coalition B, the total cost TCB = 20× 8000 + 30× 37 + h 219.08
2 = 162 205.4.
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Let us now compute the individual costs of the retailers regarding the coalition
structure CS1: TC1 = TCA × 5000

8000 = 162 205.4 × 5
8 = 101 378.375 TC2 =

TCA × 3000
8000 = 162 205.4× 5

8 = 38 016.890625 TC3 = TCB = 162 205.4

3) CS2 = {{1}, {2, 3}}:

4.10. Conclusion

The warehousing problem is a significant activity that fully participates in the SC
performance in terms of cost and customer satisfaction. The warehousing activity that
starts from specifying the set of firms interested in storing orders in warehouses is
characterized by the well description of orders’ weights and warehouses’ capacities.
An additional feature that can be relevant in the definition of the warehousing is the
possibility of incompatibilities that may occur between orders. Hence, regarding the
announced features, four problem configurations were pointed out and illustrated by
didactic examples. Such illustrations show how well the warehousing activity can be
an incentive for firms to collaborate.



5

Inventory Management

5.1. Introduction

One of the challenging problems in the SC is inventory management, which
requires data from the three main entities of the SC, namely suppliers, retailers and
customers. It starts from a deep study of customers’ demands in order to expect the
appropriate ordered quantities while taking into account the quantities in stock. Hence,
we can sum up the inventory management to be a master problem that can be handled
in terms of the ordering, the warehousing and the delivery costs. In fact, the inventory
problem within the SC plays a critical role because it strongly affects the supply chain
performances. [LEE 92] considered the inventory control as the only tool to protect
supply chain stability, robustness and efficiency in the sense that the computation of
all ordered element is online with the stored quantities, customers’ demands and the
delivery cost. Regarding all such components, the inventory problem positively affects
the supply chain sustainability. Based on such concepts, the objective of supply chain
inventory management is to satisfy the ultimate customer’s demand while increasing
the quality and service level and decreasing the total costs. The inventory management
system at each supply chain entity (e.g supplier, firm and customer) has to respond to
three different questions:

– how often to review the stock status;

– when to order new stock;

– how much stock to be ordered.

The remainder of this chapter is organized as follows. In section 5.2, we define
inventory management. Section 5.3 outlines the main purposes of inventory
management. Section 5.4 presents the modeling of inventory management.
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5.2. Definition of inventory management

Inventory management is defined as a system that supervises the flow of
inventories from the suppliers to the customers through a set of intermediate
warehouses. As shown by Figure 5.1, inventory management is the control of the stock
level through ordering and storage policies that depend on the customers’ demands
and the suppliers’ produce. Alternatively, it keeps a detailed record of each new or
returned inventory in the warehouses. Four types of inventory exist:

– raw material inventories used to separate suppliers from the production process;

– work-in-process used to separate stages of the production process;

– operating inventories used to satisfy the needs and the timing of some
maintenances and equipment;

– finished goods because customer demands may be unknown or the production
process cannot respond as rapidly as desired by the customer.

Figure 5.1. The inventory system

Following the latter type of inventory, the main objective of the inventory
management is to handle the inventories’ stock regarding the supplier availability in
order to satisfy the customers’ needs with suitable delays and to save all of the
accompanying costs.
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5.3. Purposes of inventory

The need of the supply inventory is defined by the following purposes. First, to
separate operations of the production and distribution processes. Such separation is
necessary because these two processes are not always exactly synchronized. Inventory
is also defined to meet variation in product demands in the sense that the demand is
usually not exactly known, and a safety stock must be maintained in response to its
variation. Moreover, it is defined in order to meet price changes to take advantage of
possible quantity discounts and, finally, to provide variation in raw material delivery
time caused by unexpected events of the existing defected materials, a stock shortage
at the vendors’ plants or also in the shipping time variations.

For each of the proceeding inventory purposes, taking a decision that affects the
inventory size depends on the following inventory costs:

– the ordering costs that refer to the managerial costs dedicated to preparing the
purchase of an order. Ordering costs include all the details, such as counting items and
calculating order quantities; The costs associated with the exchange cost of business
data between the operated entities are also included in the ordering costs;

– the storage costs include the costs for storage of the inventories in the
warehouses, insurance and taxes. In fact, such costs affect the inventory management
in the sense that high holding costs tends to favor low inventory levels and frequent
replenishment;

– the shortage costs include costs to fill a delay or cancellation of a given request.
There is a trade-off between carrying stock to satisfy demand and the costs resulting
from stock outs and backorders.

Establishing the correct quantity to order from vendors or the size of lots submitted
to the firm’s productive facilities involves a search for the minimum total cost resulting
from the combined effects of four individual costs: ordering costs, storage costs and
shortage costs. Of course, the timing of these orders is a critical factor that may impact
inventory cost. We present in the next section the modeling of inventory control.

5.4. Inventory modeling

An inventory modeling provides the operating policies for maintaining and
controlling goods to be ordered and stocked. Such modeling is responsible for ordering
and receipt of goods: timing the order placement and keeping track of what has
been ordered, how much and from whom. There are several objectives of inventory
management:

– minimization of the inventory investment;

– determination of the right level of customer service;
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– balance of supply and demand;

– minimization of procurement costs and carrying costs;

– maintenance of an up-to-date inventory control system.

5.4.1. Terminology

The inventory problem can be stated in terms of input and output data:

Input data: Output data:
q the ordered quantity TC the total cost
d the annual demand EOQ the optimal order quantity
a the fixed ordering cost for each order T the order cycle time
h the unit holding cost N the number of orders
p the purchasing cost

where the total cost is expressed in terms of the ordering, holding and production costs
as follows:

TC = PC +OC +HC [5.1]

TC = pd︸︷︷︸
PC

+ a
d

q︸︷︷︸
OC

+ h
q

2︸︷︷︸
HC

[5.2]

5.4.2. Economic order quantity model

The problem for inventory management is, when ordering supplies, to determine
what quantity of a given product to order. Many formulas and algorithms have dealt
with this problem. Of these the simplest formula is the most used: the economic order
quantity (EOQ) or Lot Size formula. [HAD 63] covers many assumptions of the EOQ.

Let us assume that we are interested in optimal inventory policies for widgets. The
EOQ formula uses four variables. They are:

– q order quantity. This is the variable we want to optimize. All the other variables
are fixed quantities;

– a fixed ordering cost. This includes the fees charged for making any order and is
independent of q;

– h warehousing charge per year per unit of inventory.
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Figure 5.2. The EOQ process

The EOQ problem can be summarized as determining the order quantity q∗, that
balances the order cost a and the holding costs h in order to minimize total costs. The
greater q∗ is, the less the company will order and the more it spends for storage. As
showed by Figure 5.2, the basic EOQ model assumes that orders for inventories arrive
instantly and all at once. Then, the customers’ demand is perfectly steady.

In order to compute the EOQ that corresponds to the optimal quantity to be
ordered, the more convenient way is to consider Q as the only variable in [5.2] and
derive the optimal quantity to be addressed. To do so, we proceed to differentiate
[5.2] and set it to 0, as reported in equation [5.3]:

0 = −da

q2
+

h

2
[5.3]

Therefore, the economic order quantity is:

q∗ =

√
2da

h
[5.4]

The optimal number of orders per year is:

T =
d

q∗
[5.5]

The interval between orders is assumed to be as follows:

T =
q∗

d
[5.6]

5.4.3. Examples

1) Suppose:

d = annual demand = 2000 $

q = ordered quantity = 200 $

a = fixed ordering cost = 20 $
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h = warehousing charge per year per unit of inventory = 64

p = sale price per unit= 30 $

Following equation [5.2], the total inventory cost is:

TC = 30× 2000 + 20× 2000

200
+ 64× 200

2
= 66.600

The economic order quantity is as follows:

q∗ =

√
2× 2000× 20

64
= 35.35

The optimal interval of reordering is:

T =
35.35

2000
= 0.017 years, 0.017× 365 ≈ 7 days

Hence, the company will order every week.

2) A firm has 1, 000 A items (which it counts every week, i.e., 5 days), 4, 000 B
items (counted every 40 days), and 8, 000 C items (counted every 100 days). How
many items should be counted per day?

Item Class Quantity Policy Number of Items to Count Per Day
A 1,000 Every 5 days 1000

5 = 200

B 4,000 Every 40 days 4000
40 = 100

C 8,000 Every 100 days 8000
100 = 80

Total items to count: 380

3) Assume you have a product with the following parameters:

Annual demand = 360 units

Holding cost per year = 1.00 per unit

Order cost = 100 per order

What is the EOQ for this product?

EOQ =

√
2× demand× order cost

holding cost

=

√
2× 360× 100

1
=

√
72000 = 286.33
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The EOQ model assumes that any real quantity is feasible. The actual quantity
ordered may need to be an integer value and may be affected by packaging or other
item characteristics. In the following problems, an EOQ of 268 is assumed.

4) Given the data from problem 3, and assuming a 300-day work year, how many
orders should be processed per year? What is the expected time between orders?

N =
Demand

Ordered quantity
=

360

268
= 1.34 orders per year

N =
Ordered quantity

Demand
=

268

360
= 0.74 × 365 = 271.72

days between orders

5) What is the total cost for the inventory policy used in problem 3?

TC = Order cost× Demand

Ordered quantity
+Holding cost

× Ordered quantity

2
= 360× 100

268
+ 1× 268

2
= 268

6) Based on the material from problems 3−5, what would be the cost if the demand
was actually higher than estimated (i.e., 500 units instead of 360 units), but the EOQ
established in problem 3 above is used? What will be the actual annual total cost?

TC = Order cost× Demand

Ordered quantity

+ Holding cost× Ordered quantity

2

= 500× 100

268
+ 1× 268

2
= 320.57

5.5. Conclusion

The inventory problem, considered as a key activity in the SC, requires the
definition of a series of data inputs from the three main entities of the SC, namely
suppliers, retailers and customers. The inventory management consists of answering
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how often to review the stock status, when to order new quantity and how much
quantity to be ordered in order to save the total inventory cost. In fact, the inventory
management is defined as a system that supervises the flow of inventories from the
suppliers to the customers through a set of intermediate warehouses. We presented in
this chapter the economic order quantity as a simplest model that responds to the
purposes of inventory management. Mainly, to determine the optimal quantity to be
ordered, the number of orders and the time between orders.



6

The Delivery in the Supply Chain

6.1. Introduction

Today’s complex global supply chains are full of uncertainty. The volatile
economic environment and customer demand variability require supply chains to be
able to anticipate, control and react to disruptions and volatility, in collaboration with
customers, suppliers and logistics partners. In order to restore supply chain stability,
companies are looking for ways to optimize their global supply chain operations to
execute on a customer value strategy of selling and fulfilling the right products and
services at the right price, place and time. Transportation is one of these world players
that have a daily struggle to offer their customers not only the best products but also
the best experience, at the right time, price and quality. The main purpose in the
delivery activity is to optimize the transfers between all sites that can produce different
varieties of items and make sure they are available in the right quantities demanded
at the right point of sale. Traditionally, two alternative objective are considered: the
minimization of the total distance traveled or the minimization of the total travel cost.
This minimization is subject to system constraint as the route continuity, the delivery
to each customer once and the fulfillment of trucks’ capacity limitations. The delivery
problem thereby specified gives rise to a routing solution that uses a subset of the
available trucks while detailing each truck’s pathway. We explain in this chapter the
different transportation versions that may be addressed and the main benefits of an
optimization process in the resolution of such a mathematical modeling. As pointed
out in Figure 6.1, two delivery protocols are addressed:

– Delivery1 [Suppliers - Firms] Once orders are launched to the suppliers, a
delivery strategy should be studied for the storage of orders in firms’ warehouses.
Hence, given warehouses’ locations and available suppliers’ trucks, a cost saving
delivery plan is output while respecting structural routing constraints. Figure 6.1
reports a plotting of the delivery protocol between suppliers and firms’ warehouses,
termed as “Delivery 1”, that enables the storage of ordered items.
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Figure 6.1. The delivery process in the SC

– Delivery2 [Firms - Customers] Customer orders already stored in the
warehouses are to be delivered to the final customers while minimizing the total
delivery cost. Figure 6.1 clearly illustrates the two SC levels involved in the “Delivery
2” and shows the impact of an optimization of the delivery plan which has a great
impact on the traveled distance and the trucks used for the delivery, knowing that the
number of customers is relatively large.

We analyze in the subsequent of this chapter the “Delivery 2” routing class due to
its impact in the performance of the SC and its influence in the minimization of the
total cost incurred by all SC partners.

The present chapter is split into following sections. Section 6.2 outlines the main
steps of the delivery process in the SC starting from the acceptance of orders from
suppliers to the statement of the best routing solution. Section 6.3 states the delivery
problem, its terminology, inputs/outputs and its two main routing variants. Section
6.4 discusses the first variant named the delivery with capacitated trucks. Section 6.5
defines the second variant termed the delivery with times windows. For each problem
variant, we state its mathematical programming formulation followed by its problem



The Delivery in the Supply Chain 67

parameters and decision variables. This chapter is enclosed by an illustrative delivery
case study.

6.2. The delivery process in the SC

The delivery in the SC consists of specifying:

– a warehouse that constitutes a procurement source for customers’ orders;

– the set of customers to be served, their locations and their demands;

– a set of trucks to be used for the delivery of orders.

Hence, given such input data, the basic delivery process consists of minimizing the
travel distance of the set of trucks used, while fulfilling routing constraints.

Figure 6.2. The delivery process in the SC

Figure 6.2 displays the main steps of the delivery process. We detail below the
main steps to be followed, as reported in Figure 6.2, for a cost saving delivery
process:
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1) Receive firms’ orders from suppliers: ordered items are received in firms’
warehouses for final deliveries to customers. The assignment of appropriate
warehouses for the reception of orders is planned in such a way as to be close the
set of customers to be served.

2) Specify the warehouse’s location: extract the geographical coordinates of the
addressed warehouse. The position of the warehouse is part of the distance matrix to
be input for solving the delivery problem.

3) List the set of customers: orders and locations: once the set of customers to be
served is specified, their geographical coordinates are then extracted from the original
distance already created using customers’ geographical coordinates. This is done using
Google Maps API that computes the Euclidean distance between all pairs of vertices
(the set of customers and the depot). Hence, a distance matrix is extracted as the
following:

Depot 1 2 3 4 . . .
Depot 0 14 45 38 70
1 14 0 29 60 46
2 45 29 0 16 89
3 38 60 16 0 57
4 70 46 89 57 0
...

. . .

The demand of each customer is also provided to make sure that trucks’ capacity
limits are respected.

4) Find the best pathway: depending on the problem size, the delivery problem is
solved using:

– an optimizer, as CPLEX, that generates the optimal solution for small sized
instances;

– an approximate approach that approaches the optimal solution versus an
infinitesimal gap. The quality of the generated solution measured by this gap is
formulated as in equation [6.1].

Gap =
Approximate solution−Optimal solution

Approximate solution
× 100 [6.1]

6.3. Problem description

Figure 6.1 displays the basic scheme that points out a central depot containing all
customer orders and a routing plan, that delivers all customer orders, consisting of
three pathways (drawn in green, red and blue).
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Figure 6.3. The delivery process in the SC. For a color version of the
figure, see www.iste.co.uk/krichen/supplychain.zip

The CVRP is expressed as a connected graph G = (V,E) such that:

– V : is the set of selling points and the depot;

– E: express the distances of direct routes between each pair of connected vertices.

The delivery of orders, designed as a connected graph, is shown in Figure 6.4,

where |V | = 6 and |E| =
∑6

i=1
deg(i)

2 = 4+3+3+3+4+3
2 = 10 edges.

Figure 6.4. Graph modeling of the delivery problem
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6.3.1. Terminology

There follows the symbols used for the mathematical formulation of the delivery
problem:

– Parameters

n The total number of vehicles
m The total number of customers
V = {0, . . . ,m} The set of vertices where 0 refers to the depot
E = {{i, j} : i, j ∈ V } The set of edges
wj The order weight of customer j
ckij The traveling cost from i to j by vehicle k
[wk

min, w
k
max] The range of weight capacity for vehicle k

[dkmin, d
k
max] The distance range that vehicle k can travel

– Decision variables

yk =

{
1 if vehicle k is used
0 otherwise xk

ij =

{
1 if the route {i, j}is traveled by vehicle k
0 otherwise

6.3.2. Inputs/outputs of the delivery

The inputs and outputs of the DP are reported hereafter:

Inputs Outputs

n: the number of customers’ orders yj =

{
1 if truck j is used
0 otherwise

v: the number of vehicles
Wj the capacity of vehicle j
wi: the weight of customer i’s order

xk
ij =

{
1 if the route {i, j} is traveled by vehicle k
0 otherwise

6.3.3. Delivery variants

Numerous routing variants are relevant in the delivery of customers’ orders,
namely the capacitated vehicle routing problem (CVRP) [TLI 13] that tries to reach
the most cost saving solution while satisfying routing constraints and respecting
trucks’ capacities. The second routing variant called the vehicle routing problem with
time windows (VRPTW) ([KRI 14b]) takes into account, besides the routing
constraints, time window restrictions required from customers for the delivery of
launched orders.

6.4. First variant: delivery with capacitated trucks

This delivery problem also called the CVRP consists of finding least cost routes for
a heterogeneous fleet of vehicles that schedule their departures from a single depot to
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a set of geographically dispersed selling points. Each customer has his specific order
to be delivered by one of the vehicles.

CAPACITATED VEHICLE ROUTING VEHICLE ROUTING PROBLEM WITH

PROBLEM TIME WINDOWS

CVRP VRPTW

OBJECTIVE Minimize the total travel cost Minimize the total travel cost

SYSTEM CONSTRAINTS
– Routing constraints
– Trucks capacities’ limits

– Routing constraints
– Time windows requirements

6.4.1. CVRP specification

The textual formulation of the CVRP is written as follows:

Min the total traveling cost
S.t.

– Each customer is served by exactly one vehicle
– Each route starts and ends at the depot
– The weight and distance capacity of each vehicle should be respected

First, SC inputs are to be provided: customers’ demands and locations are to be
specified as well as the distance matrix in order to determine the vehicles’ travel costs.
Once the transport network is created, the warehouse, also called the depot, should
contain all customers’ orders to be distributed using numerous vehicles’ pathways.

6.4.2. Mathematical formulation of the CVRP

Based on the above mentioned assumptions in the specification (section 6.5.1), the
mathematical formulation of the CVRP with the vehicles’ weight capacities is written
as follows [TLI 14]:

– the objective function of delivery model [6.2] tries to minimize the total routing
cost;

– the first set of constraints of [6.2] expresses that each travel should start and end
at the depot;

– the second set of constraints in optimization model [6.2] guarantees that each
customer is served by exactly one vehicle;

– the third set of requirements corresponds to the typical flow conservation
equation that ensures the continuity of each vehicle’s route;

– the subtour elimination is presented by the fourth set of constraints;
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– the maximum capacity of a vehicle as well as its traveled distance belongs to an
allowed range, as reported respectively in the last set of constraints of model [6.2];

Min z(x) =
∑n

i=1

∑n
j=1

∑v
k=1 c

k
ijx

k
ij

S.t. ∑v
j=1 x

k
0j = 1 k = 1, ..., v

∑v
i=1 x

k
i0 = 1 k = 0, ..., v

∑v
i=0

∑n
k=1

∑max
i+=j,j=0 x

k
ij = 1 j = 1, . . . , n

∑v
i=0 x

k
ij −

∑v
i=0 x

k
ji = 1, j = 1, . . . , n, k = 1, . . . , v

∑
i∈S

∑
j∈S xk

ij ≤ |S|− 1, k = 1, . . . , v, ∀S ⊆ V, |S| ∈ {2, . . . , n}

wk
miny

k ≤
∑v

i=0

∑v
j +=i,j=0 wjxk

ij ≤ wk
maxy

k, k = 1, . . . , v

xk
ij , y

k ∈ {0, 1}, i = 0, . . . , n, j = 1, . . . , n, k = 1, . . . , v

[6.2]

6.5. Second variant: delivery with time windows

The second delivery variant consists of minimizing the total travel routing cost
while assuming that time windows for the delivery are imposed by the customers.
Based on such assumptions, additional time constraints are to be added to the basic
routing model.

6.5.1. VRPTW specification

Hence, the textual formulation of the delivery problem with time windows is
written as follows:

Min the total traveling cost
S.t.

– each customer is served by exactly one vehicle;
– each route starts and ends at the depot;
– each customer’s order should be delivered within the required time windows;
– the weight and distance capacity of each vehicle should be respected.
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Given here is a complete directed graph G = (V,E) where

– V = {0, 1, ..., n} of vertices;

– E = {(i, j)|i, j ∈ V, i .= j} of edges connecting the customers.

With each customer i is associated a fixed demand di (di > 0) of goods to be
delivered within a time window [ei, li] and a service duration si. With each edge {i, j}
∈ E is associated a cost cij and a travel time tij (cij ≥ 0 and tij ≥ 0). The set of
available trucks denoted by T = {1,2,...,v} is also specified and followed by the trucks’
capacities W , assumed to be identical. In this version of the delivery problem, the
number of vehicles is fixed in advance and it is required that each customer i is served
by exactly one vehicle within a time window.

6.5.2. Mathematical formulation of the VRPTW

The mathematical programming formulation can be written as follows:

Min z(x) =
∑n

i=1

∑n
j=1 cij

∑v
k=1 x

k
ij

S.t. ∑n
i=1

∑v
k=1 x

k
ij = 1 1 ≤ j ≤ n

∑n
j=1

∑v
k=1 x

k
ij = 1 1 ≤ i ≤ n

∑n
i=1

∑n
l=1 x

k
il =

∑n
j=1

∑n
l=1 xljk

∑n
j=1 x

k
0j = 1 1 ≤ k ≤ m

∑n
i=1 x

k
i0 = 1 1 ≤ k ≤ m

∑n
i=1

∑n
j=1 x

k
ij ≤ Wk 1 ≤ k ≤ v

xk
ij(sik + tij − sjk) ≤ 0

ai ≤ sik ≤ bi

xk
ij ∈ {0, 1} 1 ≤ i, j ≤ n; 1 ≤ k ≤ v

[6.3]

– the objective function of delivery model [6.2] represents the total travel cost to
be minimized;

– the first and the second set of constraints mean that every customer i ∈ {V \ 0}
must be served exactly once by a vehicle;



74 Supply Chain Management and its Applications in Computer Science

– the third set of constraints preserve the vehicle fleet;

– the fourth and fifth set of constraints ensure that each tour starts and ends at the
depot;

– the rest of the constraints ensure that capacity limitations and time requirements
are respected.

6.6. A real case study: the case of Tunisia

Let us consider a delivery problem that includes n = 9 customers to be satisfied
by k = 4 identical trucks. Each vehicle has a maximum capacity W = 1800.

The inputs/outputs of the delivery problem

Inputs Outputs

n = 9 yj(j=1,...,4) =

{
1 if truck j is used
0 otherwise

v = 4
C(9×9): cost matrix

(W1,W2,W3,W4) = (1800, 1800, 1800, 1800) xk
ij(i, j=1...,6, k=1,...4)

=

{
1 if the route {i, j} is traveled

by vehicle k
0 otherwise

Order O1 O2 O3 O4 O5 O6 O7 O8 O9

wi 220 150 100 500 300 150 250 500 770

The cost matrix C is reported as follows:





D c1 c2 c3 c4 c5 c6 c7 c8 c9
D 0 37.27 37.22 37.43 37.24 37.67 37.80 38.03 38.16 39.86
c1 0 37.05 37.70 37.45 37.97 38.04 38.38 38.24 39.58
c2 0 37.65 37.40 37.90 38.03 38.38 38.25 39.53
c3 0 37.25 37.30 37.37 37.73 37.61 38.88
c4 0 37.56 37.63 37.98 37.86 38.62
c5 0 37.13 37.48 37.36 38.06
c6 0 37.35 37.23 37.93
c7 0 37.12 37.58
c8 0 37.70
c9 0
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The optimal solution generated by the optimizer CPLEX uses two trucks out of
four. Subsequently,

– used trucks: (y1, y2, y3, y4) = (1, 1, 0, 0) ⇒
∑4

j=1 yj = 2

– truck 1: D
37.22−−−→ c2

37.05−−−→ c1
37.45−−−→ c4

37.56−−−→ c5

– truck 2: D
37.43−−−→ c3

37.37−−−→ c6
37.23−−−→ c8

37.12−−−→ c7
37.58−−−→ c9

Solution for Truck1 Solution for Truck2

D
37.22−−−−→ c2

37.05−−−−→ c1
37.45−−−−→ c4

37.56−−−−→ c5 D
37.43−−−−→ c3

37.37−−−−→ c6
37.23−−−−→ c8

37.12−−−−→ c7
37.58−−−−→ c9
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Travel cost(Truck1) = 149.28 Travel cost(Truck2) = 186.73

z(x∗) = 149.28 + 186.73 = 336.01

Figure 6.5. Delivery solution for truck 1 and truck 2

6.7. Alternative resolution approaches for the delivery problem

6.7.1. A tabu search approach for solving the delivery problem

The tabu search (TS) metaheuristic first proposed by [GLO 90] was extensively
used to solve hard constrained optimization problems, especially routing problems.
Due to its capability in escaping local optima by the use a tabu list and the
neighborhood generation, it performs well in generating promising solutions in a
reasonable computation time. The main components involved in the TS algorithm are:

– the initial solution generation;

– the neighborhood exploration;

– the tabu list that forbids going back to already visited solutions during a
predefined number of iterations;

– the diversification process;
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– the intensification process;

– the stopping criteria.

The TS approach proceeds iteratively by an alternative use of alternative
neighborhoods in order to diversify the search by exploring different areas of the
feasible set. All TS parameters were set after a meta-tuning. Once the numerical
solution is generated, the DSS moves to the design of the cartographical solution that
clearly illustrates the real itinerary. Customers’ locations are then marked in the
addressed area and vehicles’ pathways are highlighted.

Algorithm 4: A tabu search algorithm for the delivery process
1:

Require: cmd ← list of commands, C ← capacity, LISTT ← NULL,
Matrix ← list of distances

2: Find the initial solution S0 using a greedy-based algorithm
3: S∗ ← S0, nb ← 0, c∗ ← f(s0)
4: while T ime ≤ Tmax do
5: s = exchange(s∗) and s not in LISTT

if( f(s) < c∗) then
6: s∗ ← s
7: f∗ ← f(s)
8: Update LISTT
9: s = insertion(s∗) and s not in LISTT

if( f(s) < c∗) then
10: s∗ ← s
11: f∗ ← f(s)
12: Update LISTT
13: end while

6.7.2. A genetic algorithm for solving the delivery problem

Genetic algorithms (GAs) are likely to be the most widely known metaheuristic
algorithms for efficiently solving NP -hard optimization problems, today receiving
remarkable attention all over the world. GAs are computer procedures that employ
the mechanics of natural selection and natural genetics to make solutions evolve
efficiently. The basic concepts of GA were applied to numerous combinatorial
optimization problems. Such a metaheuristic is a population-based iterative approach
that handles a set of chromosomes in order to output, after a prefixed number of
iterations, an improved solution while applying genetic operators. Experimental
results on real instances have shown the capability of such approaches in generating
powerful solutions. Each chromosome has a fitness value associated with it, and a set
of best fit chromosomes from each generation survive into the next generation.
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6.7.2.1. Solution encoding

A solution to the delivery problem can be modeled as an array where each position
i informs about the involved customers that are handled by each vehicle. The depot is
symbolized as “0”. The encoding of a solution is the following:

0 2 6 . . . 4 0 1

The above solution indicates that truck1 delivers for customers 2, 6, . . . , 4, and so
on.

6.7.2.2. Crossover

One way for improving the solution quality of currently evaluated solutions is the
use of the crossover operation that consists of combining the gene chains of two
selected chromosomes to output new chromosomes. The crossover can be simple or
multiple. Simple crossover consists of exchanging portions of the two chains in a
single point while the second point includes several points of crossing. For the sake
of simplicity, we use the one-point crossover that selects two chromosomes, then
exchange the two portions in order to obtain new solutions. The process can be
described as follows:

(a) (b)
0 2 5 6 9 0 1

(c) (d)
0 1 2 0 10 8 0

(a) + (d) 0 2 5 0 10 8 0

(c) + (b) 0 1 2 6 9 0 1

6.7.2.3. Mutation

The mutation operator inverses two genes randomly, corresponding to the
assignment of two randomly selected items. Their re-assignment can yield to an
improvement of the solution.

↓ ↓
0 7 9 0 1 5 0

In the above scheme, customers 7 and 5 are selected for the mutation. The
exchange of the two genes makes customer 5 served by truck1 and customer 7
served by truck2.
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Algorithm 5: The genetic algorithm for the delivery process
1: Generate a population of individuals of size N : x1, x2,. . ., xN (an initial

solution).
2: Calculate the probability of survival (quality or fitness) of each

individual:f(x1), f(x2),. . . , f(xN ).
3: Check if the criterion of termination is reached. If so, go to finish.
4: Choose a pair of individuals for the reproduction (according to the chances of

survival of each individual).
5: According to the probabilities associated with each genetic operator, apply

these operators.
6: Place the individuals produced in the new population.
7: Check if the size of the new population is correct. If not, return to step 4.
8: Replace the former population of individuals by the new one.
9: Return to step 2.

6.8. A DSS design for the delivery problem

Due to its importance in the SC performance and cost influence, it is highly
recommended to use an electronic platform, known as a decision support system
(DSS), that facilitates the delivery of orders. We discuss hereafter a DSS [FAI 14]
and [FAI 12] for the delivery in the SC.

INTERFACE 1 INTERFACE 2

INTERFACE 3 INTERFACE 4
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INTERFACE 5 INTERFACE 6

Figure 6.6. Process flow of the delivery problem

COMMENTS ON FIGURE 6.6.

1) INTERFACE 1: the first interface inputs the basic data such as the number of
customers and available trucks followed by their characteristics.

2) INTERFACE 2: the second screen inputs customers’ positioning coordinates,
demands and time frames for their delivery.

3) INTERFACE 3: the third interface locates, using Google maps, the geographical
position of the involved customers on the map.

4) INTERFACE 4: given all data inputs, the fourth interface performs the CPLEX
optimizer to generate the optimal solution of the delivery instance using the previously
input data.

5) INTERFACE 5: the DSS can solve the delivery instance heuristically by
performing an approximate approach such as the tabu search metaheuristic.

6) INTERFACE 6: the solution is then output in a geographical format showing
the pathway of each truck used.

6.9. Conclusion

The delivery problem in the SC is a combinatorial optimization and integer
programming problem seeking to service a number of customers with a fleet of
vehicles. This challenging problem, first proposed by Dantzig and Ramser back in
1959, consists of a stream of strategic decisions within the SC. The delivery problem
consists of transporting items to some geographically dispersed customers using a set
of vehicles operating from a single depot. The objective of the delivery problem is to
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serve a set of customers with known demands on minimum cost vehicle routes
originating and terminating at the depot. The problem is then expressed in terms of
decision variables, parameters for those variables and constraints between those
variables. As the delivery problem is known to be NP-hard, approximate methods
perform well when generating promising suboptimal solutions in a reasonable
computation time. Beyond this classical formulation, a number of variants have been
studied. Among the most common are the capacitated VRP (CVRP), where each
customer has a demand for a good and vehicles have finite capacity and the VRP
with Time Windows (VRPTW), where each customer must be visited during a
specific time frame. We explored these two delivery variants and stated their
mathematical models.
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