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Preface

The goal of Physical Hydrology is to develop an un-
derstanding of the conceptual basis of the science of
hydrology and to introduce the quantitative relations
that implement that understanding in addressing sci-
entific and water-resources-management questions.
Previous editions apparently fulfilled a need for a
comprehensive text in hydrology for upper-level un-
dergraduates and graduate students, and I have been
pleased with its reception by colleagues and students.

At the time of the first edition (1992), hydrology
was still in the process of establishing itself as a dis-
tinct discipline with vital insights to fundamental
and practical environmental problems (Eagleson et
al. 1991), and the book was intended as a contribu-
tion to that process. By the time of the second edition
(2002), much progress had been made in that regard,
and my primary goals in revising Physical Hydrology
were to incorporate significant advances in hydro-
logic science, to provide an explicit connection of
that science to hydrologic modeling, and to make
more complete and useful the treatment of the rela-
tion between scientific hydrology and water-re-
sources management.

Hydrology is now well established as a distinct
geoscience and, in the decade-plus since the second
edition, there has been what seems to be exponential
progress in the field. Much of this progress (which
has been published in many dozens of different jour-
nals) is due to improvements in the ability to observe
hydrologic variables and to assimilate and analyze
large areally distributed data sets. But there has also
been significant conceptual progress in understand-
ing the ways in which the physics of micro-level pro-
cesses relate (or don’t relate) to the larger scales
dictated by hydrologic questions and data availabil-

ity; in understanding the connections among hydrol-
ogy, climate, ecosystems, soils, and geology; in
understanding the nature and limitations of simula-
tion models; and in developing new statistical tech-
niques appropriate to the quantity and quality of
hydrologic data.

It has been a daunting challenge to incorporate
this progress in the third edition, and one that can be,
at best, only partially met. In this attempt I have, in
addition to making essential updates, made major
changes in the organization and scope of the book:
Former chapters 1–9 and portions of some appendices
have been substantially reorganized into 10 chapters
within three major sections, plus seven appendices, as
described below.

Part I: Introduction
Chapter 1: Hydrology: Basic Concepts 
and Challenges

This chapter is a greatly expanded and much
more substantive introduction to hydrologic science
that now includes dimensions and units, properties
of water, characteristics of hydrologic variables (in-
cluding nonstationarity), and uncertainty in hydrol-
ogy, as well as hydrologic systems and conservation
equations. The chapter concludes with an applica-
tion of many of the basic concepts in a case study ex-
ploring the prediction of watershed runoff.

Chapter 2: The Global Context: Climate, 
Hydrology, and the Critical Zone

As in the previous edition, chapter 2 provides an
overview of the global aspects of the hydrologic cycle



x Preface

and its interactions with climate, soils, and major bi-
omes. In addition to describing the basic features of
global water and energy balances, this chapter incor-
porates many of the advances in these areas, particu-
larly the role of teleconnections. It includes a
detailed survey of the observational evidence for re-
cent changes in hydroclimate and an analytical ex-
ploration of the impact of climate change on runoff.

Part II: Surface-Atmosphere Water 
and Energy Exchange

Chapter 3: Principles and Processes
This chapter provides the basic physical con-

cepts for understanding precipitation, snowmelt, and
evapotranspiration, which are covered in the follow-
ing three chapters. It introduces relevant gas laws
and the characterization of atmospheric water vapor,
and describes the processes of precipitation forma-
tion and evaporation. The detailed treatment of tur-
bulent diffusion in the lower atmosphere, which was
formerly in an appendix, is now incorporated here.

Chapter 4: Precipitation
The scope of this chapter is essentially the same

as in the second edition, with updated treatments of
the meteorology, measurement, areal estimation,
and climatology of precipitation.

Chapter 5: Snow and Snowmelt
This chapter also retains the scope of the previous

editions, covering the hydrologic importance, material
characteristics, measurement, and distribution of snow,
as well as the physics and modeling of snowmelt.

Chapter 6: Evapotranspiration
This chapter now occupies a more logical place

in the sequence of topics, while retaining the basic
treatment of the second edition. After reviewing the
basic physics and classification of evaporative pro-
cesses, it develops the basic approaches to estimating
evaporation from water surfaces, bare soil, plants
(interception and transpiration), and land surfaces,
including the concepts of potential and reference-
crop evapotranspiration.

Part III: Water Movement
on the Land

Chapter 7: Principles of Subsurface Flow
This chapter provides the essential physics for

understanding infiltration, ground-water flow, and
runoff generation covered in the following chapters.
It introduces the material properties of porous media
and provides a more unified development of Darcy’s
law and the general equations of saturated and un-
saturated subsurface flow than in the second edition.
Capillarity is now discussed here as a basis for un-
derstanding water movement in the unsaturated
zone. The moisture-characteristic and conductivity-
characteristic curves, their analytic approximations,
and their relations to soil texture are presented here
in more detail than in the previous edition.

Chapter 8: Infiltration and Water
Movement in Soils

This chapter retains the treatment of the second
edition, including water conditions in soils, qualita-
tive and expanded quantitative descriptions of the in-
filtration process, the measurement of infiltration,
infiltration over areas (now including scaling ap-
proaches), and redistribution of soil moisture.

Chapter 9: Ground Water in the
Hydrologic Cycle

As in the second edition, this chapter focuses on
basic relations of regional ground-water flow to to-
pography, geology, and climate and the connections
between ground water and surface water in lakes,
streams, and the ocean. The ground-water balance
and approaches to estimating its components remain
a central focus, and the discussion of base-flow sepa-
ration has been expanded to include the base-flow in-
dex. As before, the chapter concludes with an
introductory treatment of well hydraulics as a basis
for understanding the effects of ground-water devel-
opment on regional hydrology and the concept of
“safe yield.”
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Chapter 10: Runoff Generation and 
Streamflow

The contents of this chapter are essentially the
same as in the second edition, but they have been re-
organized to provide a more logical treatment. The
chapter begins with a description of the watershed
and its stream network and introduces the basic fea-
tures of streamflow hydrographs and the geologic,
topographic, meteorologic, and antecedent condi-
tions that affect their shape. There is an expanded
and updated discussion of chemical and isotopic
end-member analysis for identification of runoff
sources. The effects of channel processes on runoff
characteristics are introduced. As in the second edi-
tion, the chapter concludes with an overview of con-
ceptual rainfall-runoff models, including unit
hydrographs and an updated treatment of the curve-
number approach.

Appendices
Appendix A: Measurement Precision, Significant Fig-

ures, and Unit and Equation Conversion is as in the sec-
ond edition, except that the discussion of dimensions
has been moved to chapter 1. This appendix now in-
cludes a table that can be used to make virtually any
unit conversion that may arise in hydrology.

Appendix B: Water as a Substance is also similar to
that in the second edition, but the introduction to
some of water’s unusual properties is also now incor-
porated in chapter 1. The appendix now includes an
introduction to stable water isotopes and their use in
hydrologic analysis.

Appendix C: Statistical Concepts Useful in Hydrology
covers essentially the same material as in the second
edition, except that (1) there is an expanded discus-
sion of regional frequency analysis and (2) the dis-
cussion of model evaluation has been moved to
appendix F. The tables and boxes for this appendix
are included on the disk accompanying the text.

Appendix D: Estimation of Daily Clear-Sky Incident
Solar Radiation is a revised and streamlined version
of appendix E of the second edition. Material in the
former appendix D (Water and Energy in the Atmo-
sphere) is now incorporated in chapter 3.

Appendix E: Stream-Gauging Methods for Short-
Term Studies is essentially the same as appendix F of
the second edition.

Appendix F: Hydrologic Simulation Modeling is a re-
vised version of material that was covered in chapter

2 of the second edition. It now concludes with an ex-
panded presentation of quantitative criteria used for
model calibration and validation (formerly treated in
appendix C).

Appendix G: Development of Scientific Hydrology is
an extensively revised overview of the history of sci-
entific hydrology that concluded chapter 1 of the sec-
ond edition.

Other New Features
• Each chapter is accompanied by a number of exer-

cises. These have been revised to emphasize analy-
ses using material and data obtained from the
World Wide Web and exploration of the local hy-
drologic environment.

• The disk accompanying the text has been revised,
and in addition to providing Excel programs (includ-
ing incident solar radiation, snowmelt, evapotranspi-
ration, and infiltration) to use in conjunction with
the exercises, it includes some longer explorations of
lake water balances and the use of simulation model-
ing in exploring watershed hydrologic processes.

• SI units are now used exclusively.

• In keeping with the goal of providing an entrée to
the literature of the field, this edition continues the
practice of supporting its discussion with extensive
reference citations, in the style of a journal article
rather than that of most textbooks. In this revision,
over 400 new reference citations have been added,
and they now total over 1,100.

• Chapter 10 of the second edition of Physical Hydrol-
ogy provided much valuable material on water-re-
sources management. Although an extensive
discussion of this topic was not included in the
third edition, most of the second edition chapter
10 has been made available as an additional re-
source for students and instructors on the CD that
accompanies the text.

• The detailed discussions of the way various hydro-
logic processes are simulated in the BROOK
model have been dropped. Though the space pre-
viously devoted to describing the BROOK model
as a window on simulation modeling had a justifi-
able purpose, omitting it seemed wise because (1)
the model was not in widespread use and (2) there
are many available models, and each instructor
likely has her/his own preference that she/he may
wish to use in conjunction with the text.
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1

Hydrology
Basic Concepts and Challenges

1.1 Definition and Scope
of Hydrology

Hydrology is the geoscience that describes and
predicts the occurrence and circulation of the earth’s
fresh water. The principal focus of hydrology includes:

• the distribution and movement of water substance
on and under the earth’s land surfaces, including
its exchanges with the atmosphere;

• its physical and chemical interactions with earth
materials; and

• the biological processes and human activities that
affect its movement, distribution, and quality.

The circulation of water on land occurs in the
context of the global hydrologic cycle, which in-
cludes the spatial and temporal variations of water
substance in the oceanic and atmospheric as well as
the terrestrial compartments of the global water sys-
tem (figure 1.1). Thus, the study of the global hydro-
logic cycle is included in the scope of hydrology
(Eagleson et al. 1991). The hydrologic cycle is a cen-
tral component of the earth’s climate system at all
scales, from local to global (Peixoto and Oort 1992).

Figure 1.2 shows the major storage components
and flows of the global hydrologic cycle, and figure
1.3 (on p. 5) shows the storages and flows of energy

and water that constitute the land phase of the cycle.
Figure 1.4 (on p. 6) gives a quantitative sense of the
range of time and space scales in the domain of hy-
drologic science.

Figure 1.5 (on p. 6) shows the position of hydro-
logic science in the spectrum from basic sciences to
water-resource management. Hydrology is an inher-
ently interdisciplinary geoscience, built upon the ba-
sic sciences of mathematics, physics, chemistry, and
biology, and upon its sister geosciences. Much of the
motivation for answering hydrologic questions has
and will continue to come from the practical need to
manage water resources and water-related hazards.
Thus, hydrologic science is the basis for hydrologic
engineering and, along with economics and related
social sciences, for water-resources management.

1.2 Approach and Scope
of This Book

This text has three principal themes:

1. The basic physical concepts underlying the sci-
ence of hydrology and the major conceptual and
practical challenges facing it (chapters 1, 3, and 7).

2. The global scope of hydrologic science, including
its relation to global climate, soils, and vegetation
(chapter 2).
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Figure 1.2 The principal 
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ways (arrows) of water in the 
global hydrologic cycle.

Figure 1.1 Pictorial representation of the global hydrological cycle [Trenberth et al. (2007). Estimates of the 
global water budget and its annual cycle using observational and model data. Journal of Hydrometeorology 
8:758–769, reproduced with permission of American Meteorological Society].
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3. The land phase of the hydrologic cycle (chapters
4–6 and 8–10, which proceed more or less sequen-
tially through the processes shown in figure 1.3).

A series of appendices supplement the main
themes, including: (A) dimensions, units, and nu-
merical precision; (B) properties of water; (C) statis-
tical concepts; (D) computation of clear-sky solar
radiation; (E) stream-gauging methods; (F) hydro-
logic modeling; and (G) the history of hydrology.

The treatments in chapters 3–10 draw on your
knowledge of basic science (mostly physics, but also
chemistry, geology, and biology) and mathematics to
develop a sound intuitive and quantitative sense of
the way in which water moves through the land phase
of the hydrologic cycle. In doing this we focus on (1)
relatively simple but conceptually sound quantitative

representations of physical hydrologic processes and
(2) approaches to the measurement of the quantities
and rates of flow of water and energy involved in
those processes. Chapter 3 introduces the basic physi-
cal principles underlying the processes of precipita-
tion formation, snowmelt, and evapotranspiration,
which are covered in chapters 4–6. Chapter 7 intro-
duces the basic physical principles underlying the
movement of water in the subsurface, which are the
foundation for understanding soil-water, ground-wa-
ter, and runoff processes discussed in chapters 8–10.

The material covered in this text constitutes the
foundation of physical hydrology; the advances in
the science that come in the next decades—in under-
standing watershed response to rain and snowmelt,
in forecasting the hydrologic effects of land-use and
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Canopy interception storage

Snowpack

Snow Rain

Overland flowTranspiration
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Surface detention
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Streams and lakes
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Throughfall and stemflow

Interception loss
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Figure 1.3 The prin-
cipal storages (boxes)

and pathways
(arrows) of water in

the land phase of the
hydrologic cycle. The

heavy dashed line
represents the bound-

ary of a watershed or
other region.
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Figure 1.4 Range of 
space and time scales 
of hydrologic pro-
cesses (Eagleson et al., 
Opportunities in the 
Hydrologic Sciences © 
1991 by the US National 
Academy of Sciences. 
Reprinted with permis-
sion of the National 
Academy Press).

Figure 1.5 Hydrologic science in the hierarchy from 
basic sciences to water-resources management 
[adapted from Eagleson et al. (1991)].
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climatic change over a range of spatial scales, in un-
derstanding and predicting water chemistry, and in
other areas—will be built upon this foundation.

1.3 Physical Quantities and Laws
Hydrology is a quantitative geophysical science

and, although it is not a fundamental science in the
sense that physics and chemistry are, its basic con-
cepts are founded on physical laws. Hydrological re-
lationships are usually expressed most usefully and
concisely as mathematical relations among hydro-
logic quantities, and familiarity with mathematics at
least through calculus is required to understand and
express hydrological concepts. In many practical and
scientific problems, the essential mathematical rela-
tions involve statistical concepts, which are often
somewhat theoretical and abstract; the basic statisti-
cal concepts frequently applied in hydrology are
summarized in appendix C.

In this chapter we distill concepts from physics,
statistics, and mathematics that are so frequently ap-
plied in hydrology that they can be considered basic
hydrological concepts. In doing this, we will encounter
a number of basic challenges that hydrologists face in
pursuing their science. These problems arise because
of the scale and complexity of hydrologic processes,
difficulties of measurement (important quantities like
evapotranspiration and ground-water flow are largely
unobservable), and temporal changes (past and future)
in boundary conditions.

The basic quantitative relations of physical hy-
drology are derived from fundamental laws of classi-
cal physics, particularly those listed in table 1.1.
Derivations of hydrologic relations begin with a
statement of the appropriate fundamental law(s) in
mathematical form, with boundary and initial condi-
tions appropriate to the situation under study, and
are carried out by using mathematical operations (al-
gebra and calculus). This is the approach that we will
usually follow in the discussions of hydrologic pro-
cesses in this text.

1.4 Dimensions and Units

1.4.1 Dimensions
Quantities determined by measuring take on a

value corresponding to a point on the real number
scale that is the ratio of the magnitude of the quan-
tity to the magnitude of a standard unit of measure-

ment;1 their dimensional quality is expressed in
terms of the fundamental physical dimensions force
[F] or mass [M], length [L], time [T], and tempera-
ture [Θ].

The fundamental dimensional character of 
measured quantities can be expressed as

[Ma Lb Tc Θd] or [Fe Lf Tg Θh], where the 
exponents a, b, ... , h are integers or

ratios of integers.

The choice of whether to use force or mass is a
matter of convenience. Dimensions expressed in one
system are converted to the other system via New-
ton’s second law of motion:

[F] = [M L T−2]; (1.1a)

[M] = [F L−1 T2]. (1.1b)

The dimensions of energy are [F L] or [M L2

T−2].2 Some physical relations will be clearer if we
use [E] to designate the dimensions of energy; thus
we define

[E] ≡ [M L2 T−2] = [F L]. (1.2)

Table 1.1 Summary of Basic Laws of Classical
Physics Most Often Applied in Hydrologic Analyses.

Conservation of Mass
Mass is neither created nor destroyed.

Newton’s Laws of Motion
1. The momentum of a body remains constant unless a net 

force acts upon the body (= conservation of momentum).
2. The rate of change of momentum of a body is 

proportional to the net force acting on the body, and is 
in the same direction as the net force (force equals mass 
times acceleration).

3. For every net force acting on a body, there is a 
corresponding force of the same magnitude exerted by 
the body in the opposite direction.

Laws of Thermodynamics
1. Energy is neither created nor destroyed (= conservation 

of energy).
2. No process is possible in which the sole result is the 

absorption of heat and its complete conversion into work.

Fick’s First Law of Diffusion
A diffusing substance moves from where its concentration 
is larger to where its concentration is smaller at a rate that is 
proportional to the spatial gradient of concentration.
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Quantities obtained by counting, or as the ratio 
of measurable quantities with identical 
dimensions, are dimensionless; their 

dimensional character is denoted as [1].

Quantities obtained as logarithmic, exponential, and
trigonometric functions are also dimensionless.3

Table A.2 gives the dimensional character of
quantities commonly encountered in hydrology. Those
with dimensions involving length only are classed as
geometric (angle is included here also), those involv-
ing length and time or time only are kinematic, those
involving mass or force are dynamic, and those involv-
ing temperature are thermal (latent heat is included
here also).

1.4.2 Units
Units are the arbitrary standards in which the

magnitudes of quantities are expressed. When we
give the units of a quantity, we are expressing the ra-
tio of its magnitude to the magnitude of an arbitrary
standard with the same fundamental dimension (ex-
cept, as noted, in the common temperature scales,
where an additive term is also involved).

The Système International (SI) is the 
international standard for all branches of 

science; it will be used throughout this text.

Hydrologists also encounter the centimeter-gram-
second (cgs) system, which was an earlier version of
the SI system. The British, or common, system is
still the official measurement system of the United
States, and so appears in reports of government
agencies such as the US National Weather Service
(NWS) and the US Geological Survey (USGS).

Largely because of the United States’ retention
of the British system, hydrologists commonly find it
necessary to convert from one set of units to another;
rules for doing this are given in appendix A.

It’s important to observe unit conversion rules 
carefully to avoid egregious and

embarrassing mistakes!

1.4.3 Dimensional Properties of Equations
The two most important rules to incorporate

into your thinking are:

1. An equation that completely and correctly de-
scribes a physical relation has the same dimen-
sions on both sides of the equal sign, i.e., it is
dimensionally homogeneous.

2. In equations, the dimensions and units of quanti-
ties are subject to the same mathematical opera-
tions as the numerical magnitudes.

A corollary of this latter rule is that only quantities
with identical dimensional quality can be added or
subtracted.

While there are no exceptions to the require-
ment of dimensional homogeneity, there are some
important qualifications:

• Dimensional homogeneity is a necessary but not a
sufficient requirement for correctly and completely
describing a physical relation.

• Equations that are not dimensionally homoge-
neous can be very useful approximations of physi-
cal relationships.

This latter situation arises because the magni-
tudes of hydrologic quantities are commonly deter-
mined by the complex interaction of many factors,
and it is often virtually impossible to formulate the
physically correct equation or to measure all the rele-
vant independent variables. Thus, hydrologists are
often forced to develop and rely on relatively simple
empirical equations (i.e., equations based on ob-
served relations between measured quantities) that
may be dimensionally inhomogeneous. Often, such
equations are developed via the statistical process of
regression analysis. Finally, it is important to recog-
nize that

Equations can be dimensionally homogeneous 
but not unitarily homogeneous. (However, all 

unitarily homogeneous equations are of course 
dimensionally homogeneous.)

This situation can arise because each system of units
includes “superfluous” units, such as miles (= 5,280
ft), kilometers (= 1,000 m), acres (= 43,560 ft2), hect-
ares (= 104 m2), liters (= 10−3 m3), etc.

As noted, dimensionally and/or unitarily inho-
mogeneous empirical equations are frequently en-
countered in hydrology. Because of this:



Chapter 1 ▼ Hydrology: Basic Concepts and Challenges 9

• The practicing hydrologist should check every
equation for dimensional and unitary homogeneity.

• The units of each variable in an inhomogeneous
equation MUST be specified.

• If you want to change the units used in an inhomo-
geneous equation, at least one of the coefficients or
constants must change.

The above rules are crucial because

If you use an inhomogeneous equation with 
units other than those for which it was given, 

you will get the wrong answer.

Surprisingly, it is not uncommon in the earth sci-
ences and engineering literature to encounter inho-
mogeneous equations for which units are not
specified—so caveat calculator!

In practice, there are often situations in which
we want to use an inhomogeneous equation with
quantities measured in units different from those
used in developing it. The steps for determining the
new numerical values when an inhomogeneous
equation is to be used with new units are detailed in
appendix A.

1.5 Properties of Water
Forces acting on water cause it to move through

the hydrologic cycle, and the physical properties of
water determine the qualitative and quantitative rela-
tions between those forces and the resulting motion.
These physical properties are in turn determined by
its atomic and molecular structures. Thus, although
the detailed study of these structures and properties
is outside the traditional scope of hydrology, it is im-
portant for the student of hydrology to have some
understanding of them.

The physical properties of water are highly anom-
alous. As explained in more detail in appendix B,

Most of the unusual properties of water are
due to its being made up of polar molecules 

that form hydrogen bonds between
adjacent water molecules and between

water molecules and earth materials.

Here we briefly describe the properties of water most
important to its behavior in the hydrologic cycle.
These are summarized in table 1.2 and described in
more detail in appendix B.

Table 1.2 Summary of Properties of Liquid Water (see appendix B for more details).

Property

Melting and boiling 
points

Density (ρw)

Surface tension (σ)

Viscosity (µ)

Latent heat of 
vaporization (λv)

Latent heat of fusion 
(λf )

Specific heat (heat 
capacity) (cw)

Solvent capacity

Uniqueness

Anomalously high for 
molecular weight.

Maximum at 3.98°C, not at 
freezing point. Expands on 
freezing.

Higher than most liquids.

Lower than most common 
liquids.

One of the highest known.

Higher than most common 
liquids.

Highest of any liquid 
except ammonia.

Excellent solvent for ionic 
salts and polar molecules.

Value at Surface

Melting: 0°C
Boiling: 100°C

999.73 kg/m3 (10°C)

0.074201 N/m (10°C)

0.001307 N · s/m2 (10°C)

2.471 MJ/kg (10°C)

3,340 J/kg (0°C)

4,191 J/kg · K (10°C)

Importance

Permits liquid water, as well as vapor and 
ice, to exist on earth’s surface.

Controls velocities of water flows. Lake and 
rivers freeze from top down; causes 
stratification in lakes.

Controls cloud droplet formation and 
raindrop growth; controls water absorption 
and retention in soils.

Controls flow rates in porous media; low value 
results in turbulence in most surface flows.

Controls land-atmosphere heat transfer 
and atmospheric circulation and 
precipitation.

Controls formation and melting of ice and 
snow.

Moderates air and water temperatures; 
determines heat transfer by oceans.

Solution initiates erosion and transports 
erosion products; plant nutrients and CO2 
delivered in solution.
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1.5.1 Freezing and Melting Temperatures
The hydrogen bonds that attract one water mole-

cule to another can only be loosened (as in melting) or
broken (as in evaporation) when the vibratory energy
of the molecules is large—that is, when the tempera-
ture is high. Because of its anomalously high melting
(273.16 K) and boiling temperatures (373.16 K), water
is one of the very few substances that exists in all three
physical states—solid, liquid, and gas—at earth-sur-
face temperatures (figure 1.6). The Kelvin tempera-
ture unit and the Celsius temperature scale are defined
by the freezing and melting temperatures of water.

1.5.2 Density
Mass density, ρw, is the mass per unit volume

[M L−3] of water, while weight density (or specific
weight), γw, is the weight per unit volume [F L−3].
These are related by Newton’s second law (i.e., force
equals mass times acceleration):

γw = ρw · g, (1.3)

where g is the acceleration due to gravity [L T−2] (g =
9.81 m/s2 at the earth’s surface). Liquid water flows
in response to spatial gradients of gravitational force
and pressure (i.e., weight per unit area), so either ρw
or γw appears in most equations describing the move-
ment of liquid water.

The change in density of water with temperature
is highly unusual (figure 1.7): liquid water at the
freezing point is approximately 10% denser than ice
and, as liquid water is warmed from 0°C, its density
initially increases. This anomalous increase contin-
ues until density reaches a maximum of 1,000 kg/m3

at 3.98°C; above this point the density decreases
with temperature, as in most other substances.

In the SI system of units, the kilogram (kg) is de-
fined as the mass of 1 m3 of pure water at its temper-
ature of maximum density, and the newton (N) is the
force required to impart an acceleration of 1 m/s2 to
a mass of 1 kg (i.e., 1 N = 1 kg · m/s2). Note that the
kilogram is commonly used as a unit of force as well
as of mass: 1 kg of force (kgf) is the weight of a mass
of 1 kg at the earth’s surface. Thus, from equation
(1.3), 1 kgf  = 9.81 N.

The anomalous density behavior of water is en-
vironmentally significant. Because ice is less dense
than liquid water, rivers and lakes freeze from the
surface downward rather than from the bottom up.
And, in lakes where temperatures reach 3.98°C, the
density maximum controls the vertical distribution
of temperature and causes an annual or semiannual
overturn of water that has a major influence on bio-
logical and physical processes. However, except in
modeling lake behavior,

The variation of water density with temperature 
is small enough relative to measurement 

uncertainties that it can be neglected in most 
hydrological calculations.

1.5.3 Surface Tension
Molecules in the surface of liquid water are sub-

jected to a net inward force due to hydrogen bonding
with the molecules below the surface (figure 1.8).
Surface tension is equal to the magnitude of that
force divided by the distance over which it acts; thus
its dimensions are [F L−1]. Surface tension can also
be viewed as the work required to overcome that in-
ward pull and increase the surface area of a liquid by
a unit amount ([F L]/[L2] = [F L−1]).

Figure 1.6 Surface temperatures and pressures of the 
planets plotted on the phase diagram for water (Eagle-
son et al., Opportunities in the Hydrologic Sciences © 1991 
by the US National Academy of Sciences. Reprinted with 
permission of the National Academy Press).
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Surface tension significantly influences fluid mo-
tion where a water surface is present and where the
flow scale is less than a few millimeters—i.e., in soils
that are partially saturated or in which there is an inter-
face between water and an immiscible liquid (e.g., hy-
drocarbons). As described in section 7.4.1, surface
tension produces the phenomenon of capillarity, which
affects soil-water distribution by pulling water into dry
soils and holding soil water against the pull of gravity.

As might be expected from its strong intermolec-
ular forces, water has a surface tension higher than
most other liquids. Surface tension decreases rapidly
as temperature increases, and this effect can be im-
portant when considering the movement of water in
soils (see chapter 7). Dissolved substances can also
increase or decrease surface tension, and certain or-
ganic compounds have a major effect on its value.

The relative importance of surface-tension force
relative to gravitational force in water flows is quan-
titatively reflected in the dimensionless Bond num-
ber, Bo, given by

where σ is surface tension, γw is weight density, and L
is a characteristic length of the flow (e.g., soil-pore
diameter or flow depth). In flows with Bo < 1, sur-
face-tension forces exceed gravitational forces.

1.5.4 Viscosity and Turbulence
Flows of liquid water occur in response to gradi-

ents in gravity and/or pressure forces. Viscosity is
the internal intermolecular friction that resists mo-

Bo
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Figure 1.7 Variation of
density with temperature
for pure water. It is highly

unusual that the maxi-
mum density occurs at

3.98°C rather than at the
freezing point (0°C), as it

does for most liquids. It is
also unusual that the solid
form, ice, has a lower den-

sity (917 kg/m3) than the
liquid at the freezing point.

These anomalies have
major impacts on the tem-
perature structure of lakes,
the behavior of rivers dur-
ing freezing and thawing,

the weathering of rocks,
and other phenomena.

Figure 1.8 Intermolecular
forces acting on typical surface (S)

and nonsurface (B) molecules.
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tion of a fluid. An important concomitant of viscos-
ity is the no-slip condition: the flow velocity at a
stationary boundary is always zero, so that any flow
near a boundary experiences a velocity gradient per-
pendicular to the boundary. At small spatial scales
(centimeter scale or less) and low flow velocities (less
than a few cm/s), viscous resistance controls the gra-
dient and the rate of flow.

However—and somewhat surprisingly—the vis-
cosity of water is low compared to other fluids be-
cause of the rapidity with which the intermolecular
hydrogen bonds break and reform (about once every
10−12 s). Thus, as flow scales and velocities increase,
inertial effects soon dominate the effects of viscosity,
so that formerly straight or smoothly curving flow
paths become increasingly chaotic due to eddies.
This phenomenon, called turbulence, produces a re-
sistance to flow that depends on the flow scale and
velocity, and is typically orders of magnitude larger
than that due to viscosity. Hence, the physical rela-
tions describing subsurface flow in soil pores, where
viscosity usually dominates, and in surface flows,
where turbulence dominates, are very different.

The relative importance of turbulent and viscous
resistance in a flow is quantitatively reflected in the
dimensionless Reynolds number, Re:

where ρw is mass density, μ is dynamic viscosity, and
U is average velocity. In subsurface flows, L is the
soil-pore diameter and flows with Re < 1 are domi-
nated by viscous resistance; in open-channel flows, L
is the flow depth and flows with Re < 500 are domi-
nated by viscous resistance.

1.5.5 Latent Heats
Latent heat is energy that is released or absorbed

when a given mass of substance undergoes a change
of phase. Its dimensions are energy per mass, [E M−1],
or [L2 T−2]. The term “latent” is used because no tem-
perature change is associated with the gain or loss of
heat. The large amounts of energy required to break
hydrogen bonds during melting and vaporization, and
which are released by the formation of bonds during
freezing and condensation, make water’s latent heats
very large relative to other substances.

The latent heat of fusion is the quantity of heat
energy that is added or released when a unit mass of
substance melts or freezes. For water, this is a signifi-

cant quantity, 3.34 KJ/kg. Latent heat of fusion
plays an important role in the dynamics of freezing
and thawing of water bodies and of water in the soil:
Once the temperature is raised or lowered to 0°C,
this heat must be conducted to or from the melting/
freezing site in order to sustain the melting or freez-
ing process.

The latent heat of vaporization is the quantity
of heat energy that is added or released when a unit
mass of substance vaporizes or condenses. Vaporiza-
tion involves the complete breakage of hydrogen
bonds, and water has one of the largest latent heats
of vaporization of any substance. The latent heat of
vaporization decreases with temperature. At 10°C its
value is 2.471 MJ/kg, more than six times the latent
heat of fusion and more than five times the amount
of energy it takes to warm water from the melting
point to the boiling point.

As discussed in chapters 2 and 3, water’s enor-
mous latent heat of vaporization plays an important
role in global heat transport (1) as a source of energy
that drives the precipitation-forming process and (2)
as a mechanism for transferring large amounts of
heat from the earth’s surface into the atmosphere.

1.5.6 Specific Heat (Heat Capacity)
Specific heat (or heat capacity), cw, is the prop-

erty that relates a temperature change of a substance
to a change in its heat-energy content. It is defined as
the amount of heat energy absorbed or released per
unit mass per unit change in temperature. Thus its di-
mensions are [E M−1 Θ−1] = [L2 T−2 Θ−1]. The ther-
mal capacity of water at 10°C is very high (4.191 KJ/
kg K) and decreases slowly as temperature increases.

The temperature of a substance reflects the vi-
bratory energy of its molecules. The heat capacity of
water is very high relative to that of most other sub-
stances because, when heat energy is added to it,
much of the energy is used to break hydrogen bonds
rather than to increase the rate of molecular vibra-
tions. This high specific heat has a profound influ-
ence on organisms and the global environment: It
makes it possible for warm-blooded organisms to
regulate their temperatures, and makes the oceans
and other bodies of water moderators of the rates
and magnitudes of ambient temperature changes.

1.5.7 Solvent Power
Because of the unique polar structure of water

molecules and the existence of hydrogen bonds, almost
every substance is soluble in water to some degree.

Re ∫
◊ ◊U L wr

m
(1.5)
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Ionic salts, such as sodium chloride, readily form ions
that are maintained in solution because the positive
and negative ends of the water molecules attach to the
oppositely charged ions. Each ion is thus surrounded
by a cloud of water molecules that prevents the ions
from recombining. Other substances, particularly polar
organic compounds such as sugars, alcohols, and
amino acids, are soluble because the molecules form
hydrogen bonds with the water molecules.

The importance of the solvent power of water to
biogeochemical processes cannot be overstated. The
first steps in the process of erosion involve the disso-
lution and aqueous alteration of minerals, and a sig-
nificant portion of all the material transported by
rivers from land to oceans is carried in solution
(chapter 2). Virtually all life processes take place in
water and depend on the delivery of nutrients and
the removal of wastes in solution. In plants, the car-
bon dioxide necessary for photosynthesis enters in
dissolved form (chapter 6); in animals the transport
and exchange of oxygen and carbon dioxide essential
for metabolism take place in solution.

1.6 Hydrologic Systems and the 
Conservation Equations

1.6.1 Hydrologic Systems
Several basic hydrologic concepts are related to

the simple model of a system (as shown in figure 1.9).

• A system consists of one or more control volumes
that can receive, store, and discharge a conserva-
tive substance.

• A conservative substance is one that cannot be
created or destroyed within the system. These are
mass ([M] or [F L−1 T2]), momentum ([M L T−1]
or [F T]), and energy ([M L2 T−2] or [F L]).

In most hydrologic analyses it is reasonable to
assume that the mass density (mass per unit volume
[M L−3]) of water is effectively constant; in these
cases volume [L3] (i.e., mass/mass density, [M]/[M
L−3]) may be treated as a conservative quantity.

A control volume can be any conceptually de-
fined region of space, and can be defined to include

Figure 1.9 Conceptual dia-
gram of a system.
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regions that are not physically contiguous (e.g., the
world’s glaciers). Horton (1931, p. 192) characterized
the range of scales of hydrologic control volumes:

Any natural exposed surface may be considered as a 
[control volume] on which the hydrologic cycle 
operates. This includes, for example, an isolated 
tree, even a single leaf or twig of a growing plant, the 
roof of a building, the drainage basin of a river-sys-
tem or any of its tributaries, an undrained glacial 
depression, a swamp, a glacier, a polar ice-cap, a 
group of sand dunes, a desert playa, a lake, an 
ocean, or the earth as a whole.

The storages in figures 1.2 and 1.3 are systems
linked by flows. The outer dashed line in figure 1.3
indicates that any group of linked systems can be ag-
gregated into a larger system; the smaller systems
could then be called subsystems.

1.6.2 The Conservation Equations
The basic conservation equation can be stated in

words as:

The amount of a conservative quantity entering a con-
trol volume during a defined time period, minus the 
amount of the quantity leaving the volume during the 
time period, equals the change in the amount of the 
quantity stored in the volume during the time period.4

Thus the basic conservation equation is a generaliza-
tion of (1) the conservation of mass, (2) Newton’s
first law of motion (when applied to momentum),
and (3) the first law of thermodynamics (when
applied to energy) (table 1.1). In condensed form, we
can state the general conservation equation as

Amount In − Amount Out = Change In Storage,
(1.6)

but we must remember that the equation is true only:
(1) for conservative substances; (2) for a defined con-
trol volume; and (3) for a defined time period.

If we designate the amount of a conservative
quantity entering a region in a time period, Δt, by I,
the amount leaving during that period by Ø, and the
change in storage over that period as ΔS, we can
write equation (1.6) as

Another useful form of the basic conservation
equation can then be derived by dividing each of the
terms in equation (1.7) by Δt:

If we now define the average rates of inflow, μI, and
outflow, μØ, for the period Δt as follows:

we can write equation (1.8) as

Equation (1.11) states that the average rate of 
inflow minus the average rate of outflow equals 

the average rate of change of storage.

Another version of the conservation equation
can be developed by defining the instantaneous rates
of inflow, i, and outflow, ø, as

Substituting these into equation (1.8) allows us
to write

Equation (1.14) states that the instantaneous 
rate of input minus the instantaneous rate
of output equals the instantaneous rate of 

change of storage.

All three forms of the conservation equation,
equations (1.7), (1.11), and (1.14), are applied in
various contexts throughout this text. They are
called water-balance equations when applied to the
mass of water moving through various portions of
the hydrologic cycle; control volumes in these appli-
cations range in size from infinitesimal to global and
time intervals range from infinitesimal to annual or
longer (figure 1.4). A special application of these
equations, the regional water balance, is discussed
in section 1.8, and an application of them to develop
a model of watershed functioning is presented in
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section 1.12. As indicated in figure 1.3, energy
fluxes are directly involved in evaporation and
snowmelt, and the application of the conservation
equation in the form of energy-balance equations is
essential to the understanding of those processes de-
veloped in chapters 5 and 6. Consideration of the
conservation of momentum is important in the anal-
ysis of fluid flow, and this principle is applied in the
discussion of turbulent exchange of heat and water
vapor between the surface and the atmosphere in
chapter 3.

1.7 The Watershed

1.7.1 Definition
Hydrologists commonly apply the conservation

equation in the form of a water-balance equation to a
geographical region in order to establish the basic
hydrologic characteristics of the region. Most com-
monly, the region is a watershed:

A watershed (also called drainage basin,
river basin, or catchment) is the area that 

topographically appears to contribute all the 
water that passes through a specified cross 

section of a stream (the outlet) (figure 1.10).
The surface trace of the boundary that delimits
a watershed is called a divide. The horizontal 

projection of the area of a watershed is
called the drainage area of the stream

at (or above) the outlet.

The watershed concept is of fundamental impor-
tance because it can usually be assumed that at least
most of the water passing through the stream cross
section at the watershed outlet originates as precipi-
tation on the watershed, and the characteristics of
the watershed control the paths and rates of move-
ment of water as it moves over or under the surface
to the stream network. To the extent this is true,

Watershed geology, soils, topography, and land 
use determine the magnitude, timing, and 

quality of streamflow and ground-water outflow.

Thus, the watershed can be viewed as a natural land-
scape unit, integrated by water flowing through the

land phase of the hydrologic cycle and, as William
Morris Davis (1899, p. 495) stated,

“One may fairly extend the ‘river’ all over its 
[watershed] and up to its very divides. Ordinarily 

treated, the river is like the veins of a leaf; 
broadly viewed, it is like the entire leaf.”

Although political boundaries do not generally
follow watershed boundaries, water-resource and
land-use planning agencies recognize that effective
management of water quality and quantity requires a
watershed perspective. At the same time, it must be
recognized that there are places in which topographi-
cally defined watershed divides do not coincide with
the boundaries of ground-water flow systems; this is
especially likely to occur in arid regions where topog-
raphy is subdued and underlain by highly porous ma-
terials (e.g., Saudi Arabia, portions of the US Great
Plains). This is discussed further in section 1.8.2.3.

1.7.2 Delineation
Watershed delineation begins with selection of

the watershed outlet: the location of the stream cross
section that defines the watershed. This location is
determined by the purpose of the analysis. For quan-
titative studies of water budgets or stream response,
the outlet is usually a stream-gauging station where
streamflow is continuously monitored. For geomor-
phic analyses of landscapes and stream networks, the
outlets are usually at stream junctions or where a
stream enters a lake or an ocean. For various water-
resource analyses the outlet may be at a hydroelectric
plant, a reservoir, a waste-discharge site, or a loca-
tion where flood damage is of concern. As indicated
in figure 1.10, upstream watersheds are nested
within, and are part of, downstream watersheds.

1.7.2.1 Manual Delineation
Although largely superseded by digital methods

(see section 1.7.2.2), understanding the process of
manual delineation provides valuable insight into the
watershed concept. Furthermore, digital watershed
delineations often contain errors, so it is essential to
check them.

Manual watershed delineation requires a topo-
graphic map (or stereoscopically viewed aerial pho-
tographs). To trace the divide, start at the location of
the chosen watershed outlet, then draw a line away
from the left or right stream bank, maintaining the line
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(a)

(b)

Figure 1.10 (a) Oblique aerial photograph of Glenn Creek Watershed, Fox, Alaska, looking 
southeast. Discharge-measurement weir is visible near center of photograph. (b) Glenn 
Creek Watershed and tributary watersheds delineated on a topographic map.
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perpendicular to the contour lines. Frequent visual in-
spection of the contour pattern is required as the di-
vide is traced out to assure that an imaginary drop of
water falling streamward of the divide would, if the
ground surface were imagined to be impermeable,
flow downslope and eventually enter the stream net-
work upstream of the outlet. Continue the line until
its trend is generally opposite to the direction in
which it began, and is generally above the headwa-
ters of the stream network. Then return to the start-
ing point and trace the divide from the other bank,
eventually connecting with the first line.

Note that a divide can never cross a stream,
though there are rare cases where a divide cuts
through a wetland (or, even more rarely, a lake) that
has two outlets draining into separate stream sys-
tems. The lowest point in a drainage basin is always
the basin outlet, i.e., the starting point for the delin-
eation. The highest point is usually, but not necessar-
ily, on the divide.

1.7.2.2 Digital Delineation
In recent years there has been a rapid develop-

ment of readily accessible and generally reliable digi-
tal tools for watershed delineation. These are based
on digital elevation models (DEMs), which are com-
puter data files that give land-surface elevations at
grid points. The DEM elevations are based on radar
reflections collected by satellite. The original data
usually contain many errors due to false readings
from vegetation, areas of radar shadowing by topog-
raphy, lack of reflections from water surfaces, and
other effects. Thus elaborate techniques are required
for removing spurious depressions and rises, filling in
areas subject to shadowing, and incorporating previ-
ously digitized stream networks (Tarboton et al. 1991;
Martz and Garbrecht 1992; Tarboton 1997; Verdin
and Verdin 1999; Lehner et al. 2008; Pan et al. 2012).
However, different techniques may provide widely
differing results, as found by Khan et al. (2013) for the
Upper Indus River Watershed in Pakistan.

Currently, there are two web-based services that
provide automated watershed delineation. In the
United States, the USGS provides the StreamStats
(http://water.usgs.gov/osw/streamstats) application
that not only delineates watersheds for user-selected
basin outlets, but also provides data on a large num-
ber of watershed characteristics and measured or es-
timated streamflow statistics. Globally, a team of
scientists connected with the World Wildlife Fund
has developed the HydroSHEDS database (http://

hydrosheds.cr.usgs.gov) describing the earth’s topog-
raphy, drainage networks, and watersheds at three res-
olutions: 90, 500, and 1,000 m. Figure 1.11 shows the
HydroSHEDS map of the major watersheds of Africa.

The automated approach to watershed delinea-
tion allows the concomitant rapid extraction of
much hydrologically useful information on water-
shed characteristics (such as the distribution of eleva-
tion and land-surface slope) that could previously be
obtained only by very tedious manual methods.

1.8 The Regional Water Balance

The regional water balance is the application of 
the conservation of mass equation to the water 
flowing through a watershed or any land area, 

such as a state or continent.

The upper surface of the control volume for ap-
plication of the conservation equation is the surface
area of the watershed (or other land area); the sides
of the volume extend vertically downward from the
divide some indefinite distance assumed to reach be-
low the level of significant ground-water movement.

In virtually all regional hydrologic analyses, it is
reasonable to assume a constant density of water be-
cause its density changes little with temperature, and
any variation is much smaller than the uncertainties
in the measured quantities. Thus we can treat vol-
ume [L3] rather than mass as a conservative quantity.
For comparative analyses of hydrologic climate it is
useful to divide the volumes of water by the surface
area of the region, so that the quantities have the di-
mension [L] (= [L3]/[L2]).

Computation of the regional water balance is a
basic application of hydrologic concepts because

Evaluation of the regional water balance 
provides the most basic characterization

of a region’s hydrology and potential
water resources.

In this section we will first develop a conceptual
regional water balance, from which we can define
some useful terms and show the importance of cli-
mate in determining regional water resources, fol-
lowing which we consider some of the observational
challenges intrinsic to hydrology.
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1.8.1 The Water-Balance Equation
Consider the watershed shown in figure 1.12.

For any time period of length Δt we can write the
water-balance equation as

P + GWin − (Q + ET + GWout) = ΔS, (1.15)

where P is precipitation (liquid and solid), GWin is
ground-water inflow (liquid), Q is stream outflow
(liquid), GWout is ground-water outflow (liquid), and
ΔS is the change in all forms of storage (liquid and
solid) over the time period. ET is evapotranspira-
tion, the total of all water that leaves a region as vapor
via direct evaporation from surface-water bodies,
snow, and ice, plus transpiration (water evaporated
after passing through the vascular systems of plants;
the process is described in section 6.5). All the quanti-
ties in (1.15) are total amounts for the period Δt. If we

average the water-balance quantities over a reason-
ably long time period (say, many years), we can write
the water balance as

where μ denotes the long-term average of the subscript
quantity. To be representative of the hydrologic cli-
mate of a region, the time period used for averaging
should be “many” years long, so that the annual cli-
matic cycle and, hopefully, the major interannual vari-
ability is averaged out. Thus ideally Δt would be
decades long—on the order of the 30-yr period used to
compute climatic normal values in the United States.
However, as one considers periods of many decades
and longer, the possibility of significant trends due to
climate or land-use changes increases and the validity
of long-term averages becomes uncertain. This prob-

m m m m m mP GWin Q ET GWout s+ - + +ÈÎ ˘̊ = D , (1.16)

Figure 1.11
HydroSHEDS map of 
major African watersheds 
and rivers [Lehner et al. 
(2008). New global 
hydrography derived 
from spaceborne eleva-
tion data. Eos 89(10):93–
104, with permission of 
the American Geophysi-
cal Union].
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lem of nonstationarity is one of the major challenges to
hydrology; it is discussed further in section 1.9.2.3.

Unless there are obvious reasons for thinking oth-
erwise (e.g., melting of glaciers, construction of large
reservoirs, large-scale water transfers in or out, exten-
sive pumping and export of ground water), it is com-
monly assumed that water storage is not significantly
increasing or decreasing over time, so that μΔS ≈ 0.
And, because watersheds are topographically defined
and ground-water flow is driven by gravity (section
8.2), we can often also assume that ground water and
watershed divides coincide so that GWin is negligible.
With these assumptions, we can write (1.16) as

Note that the units of the quantities in (1.16) and
(1.17) are rates; i.e., their dimensions are [L T−1] or
[L3 T−1].

We now introduce an important definition:

The sum of streamflow and ground-water 
outflow is called runoff (RO),5 i.e.,

RO = Q + GWout.

Therefore,

μRO = μP − μET. (1.18)

Runoff is the rate at which liquid water leaves
the region, and

The average runoff represents the maximum 
rate at which nature makes water available for 

human use and management, i.e., it is the 
potential water resource in a region.

However, as we will explore later in this chapter,

The temporal variability of runoff must be 
evaluated in assessing the actual

regional water-resource availability.

As we will see in chapter 6, evapotranspiration is
determined largely by meteorologic variables, so both
precipitation and evapotranspiration can be consid-
ered to be externally imposed climatic “boundary
conditions.” Thus, from equation (1.18),

Runoff is a residual or difference between
two climatically determined quantities.

One obvious implication of these results is that natu-
ral and anthropogenic climate changes will have
impacts on water resources—a phenomenon that has
recurred frequently in human history.

1.8.2 Evaluation of
Water-Balance Components

Evaluation of the regional water balances obvi-
ously involves measurement of its components. In
this section we introduce the major challenges in-
volved in measuring the terms in equation (1.16) and
in justifying the assumptions leading to equation
(1.18). These challenges are some of the central fo-
cuses of current hydrologic research; they are dis-
cussed in more detail in later chapters addressing
individual water-balance components.

Note that all components of the water balance
are subject to interannual variability and perhaps cy-
cles and trends as well as seasonal variability, so eval-
uation of the long-term average value of each
component (even at a single measurement station)
involves careful application of statistical principles,
some of which are presented in appendix C. And, as
in any discipline, every hydrologic measurement is
subject to some uncertainty; the evaluation of this
uncertainty is discussed in section 1.11.

m m m mQ GWout P ET+ = - . (1.17)

Figure 1.12 Schematic three-dimensional diagram 
of a watershed, showing the components of the 
regional water balance: P = precipitation, ET = evapo-
transpiration, Q = stream outflow, GWin = ground-
water inflow, GWout = ground-water outflow.
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1.8.2.1 Streamflow
In most humid regions, at least, streamflow is

usually by far the major component of runoff. If the
region of interest is a watershed, streamflow can be
measured at a single point—a gauging station at the
watershed outlet. Continuous monitoring at gauging
stations is expensive because it requires elaborate on-
site instrumentation and continued calibration (see ap-
pendix E), but it can usually be done relatively pre-
cisely. If the water balance is to be computed for a
region other than a watershed (e.g., country or conti-
nent), spatial as well as temporal averages of measure-
ments at several gauging stations must be computed.
This presents a statistical challenge because of the typ-
ically uneven distribution of gauging stations, the
nested nature of watersheds, the effects of scale, and
other complications that increase uncertainty.

Despite the importance of streamflow data, main-
tenance of a comprehensive global river monitoring
network faces numerous technological, economic, and
institutional obstacles. Because of this, the number of
gauging stations and access to river discharge informa-
tion has been declining since the 1980s, especially in
developing nations (Vörösmarty et al. 1999; Interna-
tional Association of Hydrological Sciences 2001).
Even in developed countries, the streamflow-measur-
ing network is frequently informationally sparse
(Mishra and Coulibaly 2009). As a result, there has
been intensive interest in developing satellite-based
methods for measuring streamflow (Bjerklie et al. 2003,
2005; Bjerklie 2007; Smith and Pavelsky 2008; Durand
et al. 2014). However, remote-sensing techniques are
considerably less precise than on-site measurements.

1.8.2.2 Precipitation
The measurement of precipitation at a point is

conceptually simple but, as examined in chapter 4,

subject to many sources of error. The error is com-
pounded when snow is involved (chapter 5). Compu-
tation of areal average values requires consideration
of the density and distribution of individual gauges
(most gauges are located at relatively low elevations
in populated areas), the degree to which observations
at nearby gauges are duplicative, and other factors.

Milly and Dunne (2002) examined sources of er-
ror in precipitation measurements as part of a global
study of water balances in large watersheds (average
area = 51,000 km2). They considered three additive
sources of error: (1) poor distribution of gauges, (2)
errors in measurements at individual gauges (section
4.2.1.2.7), and (3) failure to sample high elevations,
where precipitation usually increases due to oro-
graphic effects (section 4.1.5). In watersheds with the
highest precipitation errors, the main error source
was failure to sample high elevations. Overall, how-
ever, the three error sources varied in importance.
Figure 1.13 shows that there is only a very general
decrease in error with gauge density, and that densi-
ties at least on the order of 100 gauges/106 km2 are
required to achieve errors in the range of 10% in as-
sessing water balances in large watersheds. Although
this density seems sparse (it is equivalent to one
gauge in an area 100 km on a side), such densities
are found only in a very small fraction of the global
land area (Milly and Dunne 2002).

1.8.2.3 Ground-Water Inflow and Outflow
Regional ground-water inflow and outflow rates

are not directly measurable. The best information one
can hope for is monitoring of water-level elevations in
strategically located wells along with detailed knowl-
edge of the regional geology and in-situ measurement
of the hydraulic conductivity of important geologic for-
mations. If enough information and resources are avail-

Figure 1.13 Scatter plot of relative error in water-
shed average precipitation as a function of gauge 
density. Errors are smaller for larger watersheds [Milly 
and Dunne (2002). Macroscale water fluxes: 1. Quanti-
fying errors in the estimation of basin mean precipita-
tion. Water Resources Research 38(10), with permission 
of the American Geophysical Union].
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able, the magnitudes of the ground-water terms can be
assessed by developing a ground-water model of the re-
gion. This information is seldom available, so the usual
practice is to use existing geologic and topographic in-
formation to infer, at least qualitatively, the magnitudes
of the ground-water terms. Very commonly, this infor-
mation is not available, and these components are sim-
ply assumed to have negligible magnitude.

However, as explained in section 9.2, there are
many topographic and geologic situations in which
upstream watersheds contribute water to regional
ground-water systems that ultimately appears in the
streams draining downstream watersheds, and recent
research suggests that ground-water flows are often
significant components of the regional water balance.
Schaller and Fan (2009) found that μQ/μRO for 1,555
watersheds in the United States ranged from 0.03 to
8.9, with half the watersheds being importers of
ground water (μQ/μRO > 1) and half being exporters
(μQ/μRO < 1). They concluded that the distribution of
importing and exporting watersheds is well correlated
with climatic trends, with higher values of μQ/μRO as-
sociated with more arid regions, and that climate may
be used as a first-order predictor of μQ/μRO. Other in-
fluencing factors were (1) geology; (2) watershed size
(larger watersheds tend to collect the ground-water
flows of tributaries and have μQ/μRO closer to 1; and
(3) relative position or elevation of a watershed, i.e.,
headwaters versus coastal zones. This is discussed fur-
ther in section 9.5.5.2.3.

1.8.2.4 Storage
The net change in watershed storage over a pe-

riod of observation is the difference between the
amount of water stored as ground water and in riv-
ers, lakes, soil, vegetation, and snow and ice at the
end of the measurement period and the amount
stored at the beginning of the period. If St represents
the watershed storage at the end of year t and ΔSt ≡ St
– St – 1 is the change in storage over year t, then the
average change in storage over a T-yr period, μΔS, is

Until very recently, the only way of directly ob-
serving storage changes was to combine periodic rep-
resentative observations of all storage components
distributed over the region of interest. Such observa-
tions—particularly of ground water, which is usually
the largest storage reservoir—are virtually never avail-

able. Lacking these, hydrologists attempt to minimize
the value of μΔS by (1) using long measurement peri-
ods (large T) and (2) selecting the time of beginning
and end of the measurement period such that storage
values are likely to be nearly equal (small ΔSt). In the
United States, the USGS attempts to minimize the val-
ues of ΔSt, and hence ST − S0, by beginning the water
year on 1 October, on the assumption that by this time
transpiration will have largely ceased and soil moisture
and ground-water storage will have been recharged to
near their maximum levels. However, other water-year
spans may be more appropriate for specific regions—
for example, in northern areas the time of disappear-
ance of the annual snowpack in the spring may be a
time when watershed storage is likely to be full.

A new tool for directly observing regional storage
changes became available in 2002, when the Gravity
Recovery and Climate Experiment (GRACE) satellite
mission was launched. The GRACE mission consists
of two satellites at an altitude of ~450 km in an identi-
cal polar orbit. Mass redistribution on earth is mea-
sured by precisely monitoring the distance between the
two satellites and tracking their positions via global-
positioning-system satellites (Tapley et al. 2004). The
GRACE signal reflects changes in vertically integrated
stored water, including snowpacks, glaciers, surface
water, soil moisture, and ground water at all depths.
The system can measure mass changes equivalent to
~1 cm of water at the land surface over a distance of a
few hundred kilometers or more, and the measure-
ments can be used to assess total water-storage
changes in regions over many hundreds to thousands
of kilometers. At these scales, many studies have
shown that GRACE-derived stored-water observa-
tions compare well with ground-based measurements
and hydrological models (figure 1.14), and indicate
that GRACE can be used to monitor hydrological sys-
tems and improve hydrological modeling (Lettenma-
ier and Famiglietti 2006; Güntner 2008; Ramillien et
al. 2008; Longuevergne et al. 2010).

However, if the spatial scale of interest is less
than a few hundred kilometers, or if the time period
for averaging includes periods before 2002, GRACE
data cannot be used. Thus, hydrologists often face a
near-total absence of observations of storage changes
and must revert to the older strategy—which usually
amounts to simply assuming that μΔS is negligible.

1.8.2.5 Evapotranspiration
Like ground water, regional evapotranspiration

rates are not directly measurable. Unlike ground wa-
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ter, however, evapotranspiration rate is virtually al-
ways a significant, and very often the major,
component of the water balance. Thus, one of the
major challenges to hydrologic science is the deter-
mination of regional evapotranspiration.

As discussed in detail in chapter 6, local evapo-
transpiration rate, et, is determined by solar radiation
input, K; net infrared radiation input, L; air tempera-
ture, Ta; relative humidity, RH; wind speed, ua; soil-
water content, θ; vegetation height, zveg; and leaf
area, LAI:

et = fet (K, L, Ta, RH, ua, θ, zveg, LAI). (1.20)

Thus computation of regional evapotranspira-
tion rate requires representative regional information
about a large number of meteorological, soil, and
vegetation variables and a functional model for fET.
However, even in an intensely instrumented research
watershed, Kampf and Burges (2010) found that vari-
ous forms of fET gave et estimates that varied by 18%.

Since one cannot expect to have reliable mea-
surements of all the dependent variables in (1.20)
over an extensive area, other strategies must be used
to estimate et. Various approaches to this problem
are described in section 6.8. However, because the
direct computation of average regional evapotranspi-
ration is so intractable, it is often estimated from the

regional water balance via equation (1.17), usually
with the additional assumption that GWout is negligi-
ble, i.e., as

μET = μP − μQ. (1.21)

Equation (1.21) is probably the most common
application of hydrologic analysis. For example, in a
global analysis of the effects of vegetation density
and type on evapotranspiration, Peel et al. (2010)
used (1.21) to compute evapotranspiration for 861
globally distributed watersheds with ostensibly good
measurements of μP and μQ. Interestingly, equation
(1.21) gave negative values of μET for 114 (13%) of the
watersheds. The possible reasons for this physically
impossible result illustrate the kinds of measurement
challenges that hydrologists face: (1) underestimation
bias in the watershed average precipitation estimate;
(2) unknown error in the streamflow observations;
(3) unknown anthropogenic interwatershed water
transfers; or (4) existence of significant unknown sub-
surface flows (GWin or GWout). Peel et al. (2010)
judged that the first of these was the most likely cause
of error in this case. Note that the results of Schaller
and Fan (2009) also indicate that the assumption of
negligible ground-water inflows and outflows may
often introduce errors into estimates of evapotranspi-
ration made via equation (1.21).

Figure 1.14 Comparison between GRACE-derived stored-water variations for the 
High Plains aquifer (United States) with storage estimates derived from ground-based 
measurements. GRACE estimates are shown as rectangles (height reflects uncertainty) 
using two different methodologies. Continuous curves are ground-based estimates 
using three different methodologies [Longuevergne et al. (2010). GRACE hydrological 
estimates for small basins: Evaluating processing approaches on the High Plains Aquifer, 
USA. Water Resources Research 46, with permission of the American Geophysical Union].
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1.8.3 Summary
The regional water balance is a concise state-

ment of a region’s hydrologic climate and available
water resources. However, the above discussions
make clear that evaluating the terms in the water-bal-
ance equation presents major conceptual and mea-
surement challenges. Much of the rest of this text
focuses on methods for dealing with these chal-
lenges. In particular, the next two sections of this
chapter introduce some of the conceptual issues that
confront the characterization of quantities that vary
spatially and through time.

In addition to these scientific and technical is-
sues, it is important to note that the information
available for hydrologic studies is subject to social
and political influences because

Measurements of critical water-balance 
quantities are carried out by governments, and 
require continued commitments of resources.

1.9 Special Characteristics of 
Hydrologic Variables

Statistical techniques were developed to make
inferences about the properties of a target population
from the properties of samples drawn from that pop-
ulation. In classical statistics, inferences are based on
the assumptions that (1) every element of the sample
is equally representative of the population, (2) every
element of the sample has an equal chance of being
selected, and (3) the confidence in inferences can be
increased by increasing the sample size.

Because hydrologic variables are distributed in
either space or time or both, one or more of these as-
sumptions is often not satisfied. The sample values
of spatially distributed quantities are influenced by
geologic, topographic, vegetational, climatic, and
cultural factors that produce regional trends, redun-
dancies, discontinuities, and sampling gaps. Sample
values distributed in time are subject to temporal
trends, seasonal and other cycles, and unavoidable
sampling limitations (i.e., one cannot go back in time
to sample). The following subsections introduce
some of the approaches that hydrologists use to deal
with the challenges of spatially and temporally dis-
tributed variables. More detailed discussion of statis-
tical concepts is given in appendix C, and in Helsel
and Hirsch (1992).

1.9.1 Spatial Variability
Precipitation, soil moisture, evapotranspiration,

ground-water levels, and the properties of topogra-
phy, snowpack, soil, and vegetation that influence
hydrologic processes vary spatially over the geo-
graphic regions that constitute control volumes for
hydrologic analyses. Descriptions of spatial variabil-
ity are based on measurements made at discrete
points (e.g., precipitation gauges). These measure-
ments, which may be expressed as time averages,
constitute spatial samples.

Traditional statistical methods, such as those de-
scribed in appendix C, can be used to compute spatial
averages and measures of spatial variability from the
point values. However, spatially distributed quantities
usually have two characteristics that can cause con-
ventional statistical measures to be misleading: (1)
measurement points are unevenly distributed over the
region and (2) values measured at “nearby” points
are likely to be similar and, to some extent, redun-
dant. The point values are therefore almost always an
unrepresentative sample of the true field, and com-
monly large portions of the area have no information.

Because of this, and because of the importance of
accurately quantifying variables such as precipitation,
special techniques have been developed for character-
izing and accounting for spatial variability. The es-
sence of the most widely used of these techniques is
to examine the measured point values to identify a
mathematical model that relates the average differ-
ence Δp(d) in values observed at two points a distance
d apart. Such a model can be represented as

Δp(d) ≡ E[p(xi, yi) – p(xj, yj)] = fd(d) (1.22)

where p(xi,yi) and p(xj,yj) are the observations at map
coordinates (xi,yi) and (xj,yj), E[…] indicates the aver-
age of the expression in brackets, d is the distance
between the two points, and fd(d) is the mathematical
model. Once a suitable model is identified, it can be
used with the observed values to estimate values of p
at grid points throughout the region of interest.
These observed and estimated values can then be
contoured, and the contours integrated to determine
the regional average. Details of these techniques are
discussed in the context of rainfall analysis in section
4.3; however, they apply to other spatially distributed
quantities as well.

Increasingly, statistical concepts are being devel-
oped to facilitate combining ground-level measure-
ments of precipitation with satellite or radar observa-
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tions to enhance information about areal distribution
(e.g., Anagnostou et al. 2010; AghaKouchak et al.
2011; Lin and Wang 2011; Xie and Xiong 2011).

1.9.2 Temporal Variability

1.9.2.1 Time Series
As noted, the inputs, storages, and outputs in

figures 1.1, 1.2, and 1.8 are all time-distributed vari-
ables. Thus, the concept of time variability is inher-
ent to the concept of the hydrologic system, and we
have seen how time averaging is applied to develop
alternative forms of the conservation equations. De-
scriptions and comparisons of time-distributed vari-
ables in terms of their average value, variability, and
other characteristics are made by applying the statis-
tical methods described in appendix C to data sam-
ples called time series:

A time series is a time-ordered sequence of 
discrete values of a variable separated by a 

constant time interval Δt.

Time series are conventionally treated as representa-
tive samples of the long-term behavior of the variable
(but see the discussion in section 1.9.2.3).

For all time-series analyses, the time interval, Δt,
must be selected and the total time period of interest
divided into intervals of length Δt. Usually Δt = 1 yr
for water-balance or flood analysis, but for other pur-
poses Δt might be 1 day or 1 month. Some hydro-
logic time-series variables are inherently discrete—
for example, the number of days with more than 25
mm rain in each year at a particular location. How-
ever, variables like precipitation, evapotranspiration,
and streamflow are continuous time traces that take
on values at every instant in time.

For statistical analysis, one must convert a con-
tinuous trace into discrete form. To do this, first spec-
ify the time interval, then, depending on the purpose
of the analysis, select a single value of the variable of
interest associated with each interval. Figure 1.15 and
table 1.3 show typical values used to discretize time-
series samples for various types of analyses, and fig-
ure 1.16 shows three time series developed from the
continuous measurements at a streamflow-gauging
station. In all three cases, Δt = 1 yr, but different dis-

Figure 1.15 Schemes for 
converting a continuous time 
trace into a discrete time 
series. For each Δt, one may 
select the average [E(Q)], max-
imum [M(Q)], or minimum 
[m(Q)].
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charge values are selected for different analyses. It is
important to note that time series developed from a
single continuous time trace by choosing different dis-
cretizing schemes and/or different Δt values will in
general have very different statistical characteristics.

1.9.2.2 Temporal Variability of Streamflow
As noted in section 1.8.1, the long-term average

streamflow rate, µQ, is highly significant because it
represents the rate at which water is potentially avail-
able for human use and management (assuming neg-
ligible ground-water outflow). However, due to the
seasonal and interannual variability of precipitation,
snowmelt, and evapotranspiration, streamflow is
highly variable over time: even in humid regions un-
regulated streamflow at a given location typically
varies over three or more orders of magnitude. Be-

cause of this large time variability, we cannot rely on
the average flow to be available most of the time, and

The rate at which water is actually available
for use is best measured as the streamflow rate 

that is available a large percentage—
say 95%—of the time.

One conceptually simple but highly informative
way to summarize the variability of a time series is a
cumulative frequency graph called a duration curve:

A duration curve is a graph showing the 
fraction (percent) of time that the magnitude

of a given variable is exceeded.

Table 1.3 Examples of Time Series Discretization for Various Analyses.

Variable

precipitation, 
evapotranspiration

streamflow

streamflow

streamflow

storage

Purpose of Analysis

water balance

flood

water balance

drought, low flow

water balance

Value Used for Discretization

annual total or average

annual instantaneous maximum

annual total or average

annual minimums of overlapping consecutive day (d) averages; d = 1, 7, …, 180

value at beginning or end of year

1
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100

1000

10000
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Annual maximum
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Annual 7-day minimum
Figure 1.16 Traces of the

annual maximum daily stream-
flow, annual average daily

streamflow, and annual mini-
mum 7-day average stream-

flow for the Pemigewasset
River, New Hampshire.
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Duration curves are commonly used to depict the
temporal variability of streamflow; such curves are
called flow-duration curves (FDCs). Figure 1.17
shows the FDC for the Pemigewasset River at Plym-
outh, New Hampshire, the same streamflow record
analyzed in figure 1.16. To illustrate the significance
of time variability, note that the average streamflow
rate for the years plotted in figure 1.16 was 39.2 m3/
s. The minimum and maximum daily average flows
were 1.27 and 1,620 m3/s, respectively, so the ratio
of maximum to minimum was 1,270! The rate that
was exceeded 95% of the time was 5.38 m3/s, so the
“available water resource” for this watershed is only
about 14% of the average flow. Looked at another
way, the streamflow equaled or exceeded the average
only about 27.5% of the time. These values are typi-
cal of medium-sized humid watersheds; table 1.4

summarizes the general effects of watershed proper-
ties on natural streamflow variability.

The most widely used strategies for increasing
water availability are (1) to decrease streamflow vari-
ability by building reservoirs (section 1.10.2) and (2)
to extract water from natural ground-water storage
reservoirs (chapter 9). One may also attempt to in-
crease it by increasing μP through “rain making” (sec-
tion 4.4.4.2), or by modifying vegetation to reduce
μET (section 6.6.5.2). However, all interferences in the
natural hydrologic cycle usually have significant envi-
ronmental, social, economic, and legal consequences.

1.9.2.3 Nonstationarity
Implicit in the usual computation of regional

water balances and many other hydrological analy-
ses is the assumption that there are no significant
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Flow exceeded 95% of time = 5.38 m3/s

Average flow = 39.2 m3/s

0.275 0.95

Figure 1.17 Flow-dura-
tion curve for the Pemige-
wasset River, New 
Hampshire. Note that the 
average flow, 39.2 m3/s, is 
exceeded only 27.5% of 
the time. The flow that is 
available 95% of the time 
is 5.38 m3/s, so the “avail-
able water resource” for 
this watershed is only 
about 14% of the
average flow.

Table 1.4 General Effects of Watershed Properties on Relative Time Variability of Natural Streamflow.

Property

Size

Geology

Climate

Effect

• Larger watersheds tend to have lower variability (storage effect).

• Watersheds underlain by porous formations (sand, limestone) tend to have lower variability.
• Watersheds underlain by crystalline rock and/or clay tend to have higher variability.

• Watersheds in humid regions tend to have lower variability.
• Watersheds in regions of highly seasonal precipitation or snowmelt or in arid regions tend to 

have higher variability.
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long-term trends or cycles, i.e., that hydrologic time
series are stationary.

Stationarity is the assumption that a time series 
is a representative sample of long-term

(i.e., future) behavior.

If stationarity can be assumed, most traditional
statistical concepts can be applied to time series, in-
cluding the idea that increasing sample size (i.e.,
length of observation period) increases confidence in
statistical inferences. Clearly, this idea is question-
able if the underlying system is changing over time.

As pointed out by Milly et al. (2008), the station-
arity assumption has long been compromised by hu-
man disturbances (e.g., water infrastructure, channel
modifications, drainage works, land-cover and land-
use changes) as well as natural climate changes and
low-frequency internal variability (the teleconnections
discussed in section 2.1.6). Traditionally, water-re-
source planners have considered natural change and
variability to be sufficiently small to allow stationar-
ity-based design, and have made adjustments for sig-
nificant known human disturbances.

However, substantial anthropogenic change of the
earth’s climate is altering the means and extremes of
precipitation, evapotranspiration, and rates of dis-
charge of rivers (see section 2.2.8), and the relation be-
tween precipitation and streamflow (Zhang et al.
2011). Because of this, Milly et al. (2008, p. 573) assert
that “stationarity is dead and should no longer serve
as a central, default assumption in water-resource risk
assessment and planning.” Development of a replace-
ment for the concept is a daunting conceptual and
practical problem for hydrologists. The solution will
have to combine historical and paleohydrologic mea-
surements with projections of improved climate and
hydrologic models (e.g., Gilroy and McCuen 2012).
Milly et al. (2008, p. 574) emphasize that

“In a nonstationary world, continuity
of observations is critical.”

Statistical tests described in section C.8.5 can
help detect nonstationarity in time series of climatic
and hydrologic data.

1.10 Hydrologic Storage

1.10.1 Definition
In the global hydrologic cycle a given molecule

of water is always in one of the storage components
of figure 1.2, and in the land phase of the cycle a
given molecule is always in one of the components of
figure 1.3. Thus, although the term “storage” often
connotes a static situation, water is always moving
through any control volume and

Water in the hydrologic cycle is always in motion 
AND always in storage, and any hydrologic 

control volume represents storage.

1.10.2 Storage Effects
In many hydrologic reservoirs, such as lakes,

segments of rivers, ground-water bodies, and water-
sheds, the outflow rate increases as the amount of
storage increases.6 For these situations, we can
model the relation between outflow rate, ø, and stor-
age volume, S, as

ø = fø(S). (1.23)

In some cases, the nature of the outflow func-
tion fø(S) can be developed from the basic physics of
the situation. In most hydrologic control volumes,
such as natural watersheds, equation (1.23) is merely
a conceptual model. In the model of watershed func-
tioning described in section 1.12, observations of ø
and dø/dt are used to deduce the form of fø(S).

The simplest version of equation (1.23) describes
a linear reservoir:

ø = kR · S, (1.24)

where kR is a positive constant. Although no natural
reservoir is strictly linear, equation (1.24) is often a
useful approximation of hydrologic reservoirs (sec-
tion 10.2.5). Furthermore, kR has a simple physical
interpretation in a linear reservoir: Since ø and S
have the dimensions of [L3 T−1] and [L3], respec-
tively, the dimensions of kR are [T−1] and, as will be
shown in section 1.10.3, 1/kR is a significant reser-
voir time constant.

Where equation (1.23) applies, storage has two
effects on outflow time series:

1. Storage decreases the relative variability of the out-
flows relative to the inflows. Standard statistical
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measures such as the coefficient of variation (ratio
of standard deviation to mean; section C.3.5) or
simple ratios determined from FDCs, such as
Q95/μQ, can be used to quantitatively characterize
relative variability.

2. Storage increases the persistence of the outflows
relative to the inflows, i.e., the tendency for high
values to be followed by high values, and low val-
ues by low values.

As explained in section C.6.2, persistence can be
characterized by the autocorrelation coefficient of a
time series.

As noted earlier, equation (1.23) applies to most
watersheds, and table 1.4 lists some watershed char-
acteristics associated with varying degrees of outflow
variability. And, of course, water-supply reservoirs
are built to increase the available water resource by
decreasing outflow variability.

1.10.3 Residence Time

The residence time of a reservoir is the
average length of time that a “parcel”

of water spends in the reservoir.

Residence time (also called transit time or turn-
over time) is a universal relative measure of reservoir
storage (Bolin and Rodhe 1973). For a reservoir in
steady state (which can usually be assumed for natu-
ral hydrologic reservoirs), the average rates of inflow
and outflow are equal, and

Residence time, TR, can be calculated by dividing 
the average reservoir storage, µS ([M] or [L3]),

by the average rate of inflow, µI,
or outflow, µØ ([M T–1] or [L3 T–1]).

That is,

For many hydrologic reservoirs, such as lakes,
values of μS and μI or μØ can be readily determined,
and computation of residence time is straightfor-
ward. For others, such as watersheds and ground-
water bodies, it may be difficult to determine the
value of μS with precision; in these cases, we can usu-
ally speak of residence times in relative terms—for

example, under similar climatic regimes, streams re-
ceiving water from ground-water reservoirs with
large residence times (i.e., with large volumes of stor-
age per unit watershed area) will tend to have less
variable and more persistent streamflow than those
receiving water from reservoirs with shorter resi-
dence times (table 1.4).

For a linear reservoir, equation (1.24) applies to
the average values, i.e.,

μØ = kR · μS, (1.26)

and we see from (1.25) that the reservoir constant kR
equals the inverse of the residence time:

We can quantify the variability and persistence
effects of storage (section 1.10.2) as functions of resi-
dence time for a linear reservoir, as shown in figure
1.18. Note that the effects are substantial, even for
small values of μS/μØ.

1.11 Uncertainty in Hydrology

1.11.1 Causes of Uncertainty
Hydrology is a highly uncertain science due to

natural variability and to lack of knowledge (Mon-
tanari et al. 2009). Some of the specific causes of this
uncertainty are:

1. Many hydrologic processes are inherently random
(weather processes, subsurface flow paths).

2. Hydrologic processes in a given region may be
affected by processes occurring in distant regions
and/or at earlier times.

3. Although the physics of many important pro-
cesses are known at the “microscopic” scale, we
do not completely understand the dynamics of
these processes at the watershed and larger scales
at which they are observed and modeled.

4. We cannot observe in detail, and thus cannot
mathematically represent, the geometry of hydro-
logic control volumes (soils, aquifers, river beds,
watersheds), as well as most of the initial and
boundary conditions.

5. Hydrologists typically work under conditions of
data scarcity.

As discussed in detail in appendix F, computer
models simulating the functioning of the hydrologic

TR
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I

S

Ø
= =

m
m

m
m

. (1.25))

k
TR

R
= 1

. (1.27)
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cycle are widely used as tools in scientific investiga-
tions, as means of making real-time forecasts of natu-
ral hazards, and for assessing longer-term effects of
climate change or proposed water-resource infrastruc-
ture. In all applications, quantifying the uncertainty
of the model output response is extremely important,
and uncertainty assessment is receiving increasing at-
tention in hydrologic research (Montanari et al.
2009). In the remainder of this section, we discuss a
more limited but equally important aspect of uncer-
tainty: the assessment of uncertainty in measured
quantities and its propagation in computations.

1.11.2 Treatment of Random Uncertainty 
in Computations

Every measurement, no matter how precisely and
carefully made, is made with some degree of uncer-
tainty about the difference between the result of the
measurement and the “true” value of the measured
quantity. Consequently, any computation made with
measured quantities is also subject to uncertainty. Thus,

Understanding uncertainty and how it 
propagates through computations is an 

essential aspect of science.

Figure 1.18 (a) Ratio of relative variability
of outflows to relative variability of inflows

as a function of relative residence time
µS /µØ for a linear reservoir [equation (1.24)].

(b) Persistence of outflows (expressed as
the autocorrelation coefficient) as a func-
tion of relative residence time for a linear

reservoir when inflows have no persistence.
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1.11.2.1 Systematic and Random Error
The result of a measurement of a quantity x is

expressed as

xmeas = x ± δx, (1.28)

where xmeas is the measured value and x is the “true”
value. The difference, δx, is the error: the upper and
lower bound of the range7 in which the observer is
“reasonably confident” that the true value lies.

Measurement errors are of two types: systematic
and random.

Systematic error, or bias, is due to inherent 
tendencies for instrumentation or methods
of observation to consistently record values

that are on average higher or lower
than the “true” values.

These biases are often difficult to detect, but can be
quite serious in hydrology. For example, virtually all
methods for measuring precipitation at a point signifi-
cantly undermeasure the true value (see section 4.2.1).
In fact, Adam and Lettenmaier (2003) estimated that
global precipitation is undermeasured by about 12%.
Detecting systematic errors is often difficult and
requires careful analysis of the particular methodology
involved and comparison with other methods, so there
are no general approaches to accounting for them.

Thus, although one must always be aware that
systematic errors may be present, the discussion here
deals only with random errors:

Random error results from unpredictable 
fluctuations in values obtained in a given 

measurement situation that are equally likely to 
be greater than or less than the true value. The 
likelihood of random error is inversely reflected 

in the precision of a given measurement.

1.11.2.2 Absolute and Relative Error

In equation (1.28), δx is called
the absolute error.

In hydrology, uncertainty is often expressed as a
relative value, ε, where

ε is called the relative error.

It is virtually never possible to know with 100%
assurance the range in which the true value lies, so
the confidence in a given measurement is usually
specified as:

“I am 100 · p % sure that xmeas – δx ≤ x ≤ xmeas + δx”
(1.30)

or

“I am 100 · p % sure that
xmeas – ε · xmeas ≤ x ≤ xmeas + ε · xmeas,” (1.31)

where 0 ≤ p < 1. Obviously the values of p and δx or
ε are related:

δx and ε increase as p increases for a given 
measurement situation.

Appendix A presents the concepts of precision
and significant figures, and these concepts must be
kept in mind when stating uncertainties. As noted
there, most hydrological measurements are made
with no more than 3-significant-figure precision, and

Uncertainty δx cannot be stated with a greater 
absolute precision than the measured value.

For example, if discharge is reported as 32.5 m3/s
with a relative precision ε = 10%, the uncertainty δx
must be given as 3.2 m3/s, not 3.25 m3/s.

1.11.2.3 Statistical Characterization of Random 
Error

The central theory of random errors is called the
Gaussian theory of errors. It is based on the as-
sumptions that (1) the underlying processes generat-
ing the observed values are unchanged during the
measurements; (2) we are at least conceptually able
to make a large number N of repeated measurements
of a quantity x using the same methodology; and (3)
each measurement is subject to a number of sources
of potentially compensating positive and negative

e d∫ x
xmeas

. (1.29)
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random error. Five elements of the Gaussian theory
of errors are central to the analysis of random errors:

1. The best estimate of the true value of x is given by

x = xmeas = μx, (1.32)

where μx is the arithmetic mean of the observations,

2. If a histogram plotting the number of times a
given value xi is measured versus the difference
between that value and μx, the histogram will fol-
low the normal distribution (figure 1.19).

The normal distribution is described in detail in
appendix C; it is the familiar “bell-shaped curve”
in which the probability of measuring a particular
value of xi decreases symmetrically and asymptot-
ically toward zero as |xi – μx| increases.

3. The basic characterization of absolute uncertainty
is quantified as the error standard deviation, σx,
which is calculated from the observations as

4. It is a property of the normal distribution that
~68% of the values are within ±1 · σx of μx; thus a
smaller value of σx reflects a more precise set of
measurements.

5. The properties of the normal distribution allow us
to relate any value of p with a particular multiple
of the standard deviation, k(p) · σx; this relation is
shown in figure 1.20 (on p. 33).

Because about 68% of the measured values are
within ± σx of μx, we can now define δx = σx for p =
0.68 and write (1.29) as

“I am 68% sure that
xmeas – σx ≤ x ≤ xmeas + σx.” (1.35a)

Similarly, if we express a measurement precision
with 95% confidence, p = 0.95, k(p) = 1.96, δx =
1.96 · σx, and the statement becomes

“I am 95% sure that
xmeas – 1.96 · σx ≤ x ≤ xmeas + 1.96 · σx.”

(1.35b)

In summary, the Gaussian theory of errors al-
lows us to relate all the quantities involved in specify-
ing random uncertainty:

If we have information about p (the confidence 
statement) and δx (the absolute precision)

or ε (the relative precision), we can
calculate σx for the particular measurement as

As we will see in the following section, the value
of σx is required for determining how errors propa-
gate through computations involving measured val-
ues. Box 1.1 (on pp. 34–36) describes how σx is
determined in various situations encountered in hy-
drologic measurements.

1.11.2.4 Error Propagation
As noted,

Uncertainty in measured values
produces uncertainty in calculated

quantities derived from measured values.

Computation of these derived uncertainties is
called error propagation. Here we give two general
formulas for assessing the uncertainty of a quantity y
that is any function of m measured variables x1, x2,
…, xm, i.e., where

y = f (x1, x2, …, xm). (1.37)

1. If the errors in all the measured variables are ran-
dom, independent (i.e., errors in any variable xi are
not correlated with errors in any other variable xj),
and normally distributed (as we have been assuming
in the formulas in section 1.11.2.3), it can be shown
from the definition of the standard deviation that

2. Even if errors in some of the variables are not
independent and normally distributed, we can
specify an upper bound for σy as

mx i
i

N

N
x∫ Â◊

=

1

1
. (1.33)

s mx i x
i

N

N
x∫

-
-( )

È

Î
Í
Í

˘

˚
˙
˙

◊
=
Â1

1
2

1

1 2

. (1.34)

s d e
x

measx
k

x
k

= =
◊

( ) ( )
.

p p
(1.36)

s s s

s

y x x

m
xm

y
x

y
x

y
x

= ∂
∂

Ê
ËÁ

ˆ
¯̃

+ ∂
∂

Ê

Ë
Á

ˆ

¯
˜ +

È

Î

Í
Í
Í

+ ∂
∂

Ê
ËÁ

ˆ
¯

◊ ◊

◊

1
1

2

2

2

2

 ˜̃
˘

˚
˙
˙

2 1 2

.

(1.38)

s s s sy x x
m

xm
y
x

y
x

y
x

£ ∂
∂

+ ∂
∂

+ + ∂
∂

◊ ◊ ◊
1

1
2

2  .

(1.39)



Figure 1.19 Probability distribution of potential measurement errors of a quantity X, shown as having a true 
value X = 10. Such errors are usually assumed to be symmetrical about the true value and to follow the normal dis-
tribution (see appendix C). (a) Example of a case where one is 95% sure that the true value is within 10% of the 
measured value, so that sX = 0.1 · X/1.96 ≈ 0.5. (b) Example of a case where one is 95% sure the true value is within 
5% of the measured value, so that sX = 0.05 · X/1.96 ≈ 0.25. In both cases the shaded area = 0.95 (the probability p).
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Taylor (1997) gives derivations of these formu-
las. Equation (1.39) is useful for specifying the maxi-
mum error even when one is not sure that all the
measurement errors are uncorrelated and normally
distributed. Table 1.5 lists formulas derived from
(1.38) and (1.39) for computing the error standard
deviation for specific types of quantitative relations
commonly encountered in hydrology.

As noted above, equation (1.21) is often applied
to estimate regional evapotranspiration. In this case
the assumption of independent measurement errors
is warranted, so we can use equation (1.38) to give
the uncertainty in the result as
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Figure 1.20 Relation
between the probability, p,

that a given measured value
is within k(p) standard devi-

ations of the true value, as
given by the normal

distribution.

Table 1.5 Computation of Uncertainty for Specific Quantitative Relations.

Relation

Sums and differences
y = x1 ± x2 ± … ± xm

Products and quotients

Power functions
y = a · xb

Exponential functions
y = a · exp(b · x)

Logarithmic functions
y = a · ln(b · x)
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Box 1.1 Determination of Measurement Uncertainty

1B1.1 Single Measurement

The theory of random errors is developed by imagin-
ing a very large number of repeated identical measure-
ments of a given quantity. Such a situation is rarely 
possible in hydrology, particularly for field measure-
ments, where we typically have a single measurement of 
a given quantity at a given place and time. However, the 
theory can be applied to a single measurement, pro-
vided we have information about the uncertainty of 
such measurements generally. Ideally, such information 
should be based on systematic studies of measurement 
precision. In many cases, especially for field observations 
involving several steps, such studies have been used to 
develop “generally accepted” values for a given mea-
surement type. For example, for individual stream-dis-
charge (volume rate of streamflow) measurements, the 
USGS (Sauer and Meyer 1992) uses p = 0.68 and rates 
the precision of its measurements as

Quality ε% (p = 0.68)
“Excellent” 2
“Good” 5
“Fair” 8
“Poor” > 8

Thus for a “good” discharge measurement, where dis-
charge xmeas = 32.5 m3/s, δx = ε · xmeas = 0.05 · 32.5 = 1.6 
m3/s, and one would state

“I am 68% sure that discharge is between

30.9 m3/s and 34.1 m3/s.”

When needed for the error-propagation computa-
tions described in section 1.11.2.4, the error standard 
deviation can then be calculated from equation (1.36) as

1B1.2 Repeated Measurements

In some situations, as in laboratory experiments, one 
may actually make repeated measurements of a particu-
lar quantity. In this case, the best estimate of the true 
value is again the mean µx as in equation (1.33). How-
ever, the error standard deviation of this quantity is 
given by the standard error of the mean, σµX , which is 
calculated from statistical theory (section C.11.2.1) as

Thus we would now state the confidence in our result as

“I am 68% sure that µx – σµx ≤ µx ≤ µx + σµx.”

1B1.3 Time-Series Values at a Single Location

1B1.3.1 General Case
Hydrologists often use average annual values of pre-

cipitation and other quantities to characterize the 
hydrologic climate at a particular location. The average 
annual value is calculated as the mean µx of the time 
series of annual values xt for the T years of record:

If the measured values are independent—i.e., if 
there is no reason to suspect that there is a systematic 
relation between successive values of xt, such as a trend 
or cycle—we can again use the standard error of the 
mean to characterize the error standard deviation 
[equation (1B1.1)]:

If a significant time trend is identified (see box C.9 on 
the disk), the effective sample size Teff for calculating the 
standard error is smaller than T; so the uncertainty is 
larger than given by (1B1.4). The value of Teff can be cal-
culated using the methods described in section C.11.4.

1B1.3.2 Average Annual Streamflow
The USGS measures and reports average streamflow 

for each year at some 25,000 stream gauges. It reports 
the uncertainty of annual average streamflow using a 
scheme similar to that described above for individual 
streamflow measurements (Risley and Gannett 2006). 
However, for average annual streamflow the confidence 
level p = 0.95 and relative errors are reported as

Quality ε% (p = 0.95)
“Excellent” 5
“Good” 10
“Fair” 15
“Poor” > 15

Thus, if the average annual streamflow for a given 
year is µQ = 17.2 m3/s at a gauge rated “good,” the uncer-
tainty is δµQ = ε · µQ = 0.10 · 17.2 = 1.7 m3/s, and one 
would state

“I am 95% sure that the annual discharge

is between 15.5 m3/s and 18.9 m3/s.”

The error standard deviation for average annual 
streamflow is then given by equation (1.36):
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1B1.3.3 Long-Term Average Streamflow
The T-yr average streamflow at a given gauge, µQT, is 

calculated as

where µQt are the average annual streamflows for years t
= 1, 2, … , T. The error standard deviation for each year,
σµQt, is found as described in section 1B1.3.2; i.e.,

Assuming stationarity, the error standard deviation 
of the T-yr average streamflow is found from (1.38), 
(1B1.5), and (1B1.6) as

1B1.4 Values Measured Over an Area 

Quantities such as precipitation, snow depth, soil 
moisture, or vegetation properties are distributed over 
areas, such as a drainage basin. Areal averages of such 
quantities are typically calculated from time series of 
measurements at several points within the area. Compu-
tations of the areal average and its uncertainty are com-
plicated by the distribution of sampling points, the 
correlation between measurements at different points, 
and any spatial and temporal trends. There is no simple 
general approach to such computations, even in the 
absence of systematic errors (which can be large). 

One reasonably straightforward approach to assess-
ing random uncertainty that is applicable in areas within 
which there are no regional trends has been developed 
in the context of precipitation by Rodriguez-Iturbe and 
Mejia (1974). In this approach, annual precipitation is 
determined at N gauges for each of T years. The average 
is calculated at each gauge, and the average of the aver-
ages is taken as the areal average µAx. The areal standard 
deviation σAx is similarly calculated over all the gauges. 
The overall error standard deviation σx is then found by 
multiplying σAx by (1) a factor F1(T) that depends on the 
number of years of record and the strength of any time 
trends and (2) a factor F2(N) that depends on the num-
ber of gauges and the pattern of spatial correlation of 
the gauges:

σx = F1(T) · F2(N) · σAx, (1B1.8)

where F1(T) ≤ 1 and F2(N) ≤ 1. More details on this
approach are given in section 4.3.5. 

1B1.5 Quantities Determined by Counting

Hydrologists are often concerned with the average 
number of events, such as floods, droughts, or days with 
rainfall, that occur in a given time period (such as a year). 
Such values are determined by examining streamflow or 
weather records, and counting the number of event 
occurrences, nt, in the T time periods of record. The aver-
age µn is found as

In this case there is no measurement error, but there 
is uncertainty as to how well the average calculated for 
the period of record represents the true average. From 
the statistical theory, this uncertainty is given by the 
error standard deviation σn where

σn = µn
1/2 (1B1.10)

1B1.6 Example

A study of precipitation measured at 29 gauges over 
a period of 30 yr in a region of eastern Nebraska and 
northern Kansas gave the average precipitation µP = 619 
mm/yr, with a measurement uncertainty σµP = 23.4 mm/
yr. Measurements on the Big Nemaha River at Falls City, 
Nebraska, which drains the region, give average stream-
flow for the same period µQT = 157 mm/yr, and are rated 
“good.” Assuming no ground-water inflows or outflows, 
we want to calculate (a) the average annual evapotrans-
piration, µET, (b) its uncertainty, σET, and (c) the 95% con-
fidence limits for µET.

a. Using equation (1.21), 

µET = 619 – 157 = 462 mm/yr.

b. Referring to section 1B1.3.3, the “good” rating for
streamflow measurements corresponds to ε = 0.1, so
σµQt = 0.1 · µQt/1.96. Using equation (1B1.7) with the
measured µQt values for each year, we find σµQt = 1.5
mm/yr. Applying equation (1.40):

c. Thus, the 95% confidence limit = 1.96 · 23 = 46 mm/yr
and

“I am 95% sure that the average annual evapotranspi-
ration is between 416 and 508 mm/yr.”
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Note that the absolute uncertainty in μET is
larger than that in μP or μQ, and that the magnitudes
of the errors are related as the sides of a triangle (fig-
ure 1.21). Note also that equation (1.40) assumes no
model error, i.e., that equation (1.21) is correct, and
there is no ground-water inflow or outflow.

1.12 Application of Basic Concepts
to Modeling Watershed Functioning

To demonstrate the significance and power of
the basic concepts introduced in this chapter, we
conclude by describing the conceptually simple but
useful predictive model of watershed functioning de-
veloped by Kirchner (2009). This model was applied
to two research watersheds in Wales (figure 1.22)
where streamflow was continuously monitored and
there were well-distributed observations of precipita-
tion and of meteorological data that allow computa-
tion of evapotranspiration. Kirchner’s approach is
particularly valuable for examination here because it
makes straightforward use of basic systems concepts
(section 1.6), water-balance relations (section 1.8.1),
and simple storage relations (section 1.10) to develop
a predictive watershed model (appendix F).

In these watersheds, ground-water inflows and
outflows appear to be negligible, and equations (1.14)
and (1.15) can be combined as

where S is watershed storage volume, t is time, p is
instantaneous watershed precipitation rate, et is
instantaneous watershed evapotranspiration rate,
and q is instantaneous streamflow rate at the water-
shed outlet.

As discussed in section 1.8.2.4, it is not usually
possible to measure watershed storage. However, if
at least most of the precipitation infiltrates into the
unsaturated zone and then into the ground-water
reservoir (which appears true for these watersheds)
before entering the stream network, the physics of
subsurface flow justifies the assumption that the
streamflow rate is a single-valued function of storage
only, i.e., that dq/dS > 0 for all q and S. As noted by
Kirchner (2009), watersheds are large and complex,
so we cannot use fundamental physics to determine
the form of this function a priori. Instead, we make
use of equation (1.23) and write it as

q = f W1(S), (1.42)

d
d
S
t

p et q= - - , (1.41)

For this example, the absolute and relative errors are

Absolute Relative
Error Error

Component Standard Standard
Amount Deviation Deviation
(mm/yr) (mm/yr) (%)

Precipitation 619 23 3.7
Streamflow 157 1 0.6
Evapotranspiration 462 23 5.0

Obviously in this case virtually all the uncertainty in 
the evapotranspiration estimate is due to the uncer-
tainty in the precipitation value—a common occurrence 
in water-balance computations.

σµET

σµP

σµQ

Figure 1.21 Geometric represen-
tation of error magnitude of evapo-
transpiration estimate calculated via 
equation (1.21), σµET , relative to mea-
surement errors in precipitation, σµP , 
and streamflow, σµQ , as given by 
equation (1.40).
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where fW1 is the watershed storage function. If the
assumptions about fW1 are true, we can invert (1.42)
to give

S = f W1
−1(q). (1.43)

Thus, the measured discharge provides an implicit mea-
sure of the volume of water stored in the watershed.

To derive information about the nature of the
storage-discharge relation, we can use the chain rule
for derivatives and (1.41) to relate the rate of change
of streamflow to the rate of change of storage:

The term dq/dS represents the sensitivity of dis-
charge to changes in storage, which normally would
be expressed in terms of S. However, because of our
assumptions about fW1, dq/dS can also be expressed
as a function fW2 of q:

Combining (1.44) and (1.45) we see that

which implies that dq/dS can be determined from
instantaneous measurements of precipitation, evapo-
transpiration, discharge, and the rate of change of
discharge. And, because discharge can be measured
more reliably than precipitation or evapotranspira-
tion at the watershed scale, fW2 can be most accu-
rately evaluated at times when precipitation and
evapotranspiration fluxes are small compared to dis-
charge. Under these conditions,

Because evapotranspiration is negligible at night,
Kirchner (2009) used (1.47) to determine fW2 from si-
multaneous values of q and dq/dt for rainless nighttime
periods. There are several detailed steps to this determi-
nation, but Kirchner concluded that the relationship
was well approximated by a simple power law:

as shown in figure 1.23. (The minus sign reflects the
fact that discharge decreases during rainless periods.)
Then, from (1.47) and (1.48),
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Figure 1.22 Location
map for the headwater

catchments of the Severn
and Wye Rivers at Plynli-

mon, Wales, studied by
Kirchner (2009). Locations
of automatic weather sta-

tions (circles) and gauging
stations (triangles) are

shown [Kirchner (2009).
Catchments as simple

dynamical systems: Catch-
ment characterization,

rainfall-runoff modeling,
and doing hydrology

backward. Water Resources
Research 45, with permis-

sion of the American Geo-
physical Union].
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Equation (1.48) can be integrated to give the re-
lation between discharge and storage:

q = [a · (2 – b) · (S – S0)]
1/(2−b), (1.50)

where S0 is a constant of integration. The behavior of
this relation, as well as the physical interpretation of
S0, depends on whether b < 2, b = 2, or b > 2 (see
paragraphs 32–37 of Kirchner 2009). Whichever the
case, (1.50) allows specification of the storage-dis-
charge relation.

More important for hydrologic predictions, one
can use (1.46) along with (1.47) to write an equation
giving streamflow as a function of precipitation and
evapotranspiration:

dq = a · qb–1 · (p − et − q) · dt. (1.51a)

Kirchner (2009) discusses mathematical aspects
of using (1.51a) for practical streamflow predictions.
To illustrate the basic idea, we can write (1.51a) in fi-
nite-difference form as

qt+1 = a · qt
b–1 · (pt − ett − qt) · Δt + qt, (1.51b)

where the subscripts indicate successive time periods
and t + 1 = t + Δt. Then, once a and b have been
determined from analysis of past streamflow records
(as described in figure 1.23) and an initial discharge
q0 is specified, future values of qt can be predicted
from successive values of pt and ett.

Figure 1.24 shows that Kirchner’s model gave
very good streamflow predictions, confirming the

Figure 1.23 Plot of ln(|dq/dt|) versus ln(q) for the 
Wye and Severn Rivers. Note logarithmic axis scales. 
Both relationships approximate a straight line as 
given by equation (1.48) [Kirchner (2009). Catchments 
as simple dynamical systems: Catchment character-
ization, rainfall-runoff modeling, and doing hydrology 
backward. Water Resources Research 45, with permis-
sion of the American Geophysical Union].

Figure 1.24 Predicted hourly discharge (dotted black curves) using the approach of Kirchner (2009) [equation 
(1.51b)], compared with measured discharge (solid black curves) and hourly rainfall (gray) for the (a) Severn and 
(b) Wye Rivers during 20-day periods in December 1993. Predicted discharge is generally similar to observed dis-
charge [Kirchner (2009). Catchments as simple dynamical systems: Catchment characterization, rainfall-runoff 
modeling, and doing hydrology backward. Water Resources Research 45, with permission of the American Geo-
physical Union].
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applicability of the basic hydrologic concepts dis-
cussed earlier. Note, though, that the basic storage
relations [equations (1.47) and (1.48)] are based on
analyses of measured streamflow values. Therefore,
their validity

1. is proportional to the precision of discharge mea-
surements (section 1.11.2) and

2. could be altered by changes in climate and/or
land use (nonstationarity).

1.13 The Future of Hydrology
Subsequent chapters of this text focus on the

physics of individual hydrologic processes. These
principles are essential components of hydrologic
science. However, as we have seen in this chapter,
there are intrinsic challenges to hydrology that im-
pede the extrapolation of the basic physics processes
operating instantaneously at a “point” (i.e., a small,
relatively homogeneous region of the earth’s surface)
to an understanding of the hydrology of a finite area
over a finite time.

In addition to these intrinsic problems, it has be-
come apparent in recent decades that there are new
extrinsic challenges facing the science and practice of
hydrology. Human population and development have
been increasing dramatically for the last 150 years, to
the point where human impact on the earth’s surface
now rivals natural geologic and biologic forces (Sand-
erson et al. 2002), and the anthropogenic effect on cli-
mate is all but certain (Intergovernmental Panel on
Climate Change 2007; Gillett et al. 2012). The major
hydrologic impacts include declining snow cover, de-

creases in ground-water storage due to pumping, ma-
jor alteration of river flow regimes from dams, and the
effects of land-use changes on water quality, ground-
water recharge, evapotranspiration, and streamflow.

Wagener et al. (2010, p. 1) argue that these
nearly ubiquitous and increasing anthropogenic
modifications of the hydrologic cycle require a “par-
adigm shift” in hydrology to focus on “predictions of
system behavior that are beyond the range of previ-
ously observed variability or that result from signifi-
cant alterations of physical . . . system characteristics
to become the new norm.” Hydrologists must be able
not only to understand how individual hydrologic
processes function, but also to synthesize and inte-
grate the behavior of hydrologic systems, including
the effects of changing (i.e., nonstationary) climate,
soils, topography, vegetation, and land use. The key
elements of the changes in the science and practice
of hydrology envisioned by Wagener et al. (2010) are
summarized in table 1.6 on the following page.

Thus, although the basic physical principles de-
scribed in this text are powerful tools, the degree of
knowledge that can be obtained with them is
bounded. Hydrologists must be as aware of these
limitations as they are of the tools themselves. Thus,
we have tried to point out the assumptions behind
each conceptual approach and the difficulties in ap-
plying it, because

It ain’t so much the things we don’t know
that gets us in trouble.

It’s the things we know that ain’t so.8
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Table 1.6 Key Elements of a Paradigm Shift in Hydrologic Science.

Current

Humans are external to the hydrologic system.

Assumption of stationarity: past is a guide to the future.

Predicting response, assuming fixed system characteristics: 
boundary value problem with prescribed fixed topography, 
soils, vegetation, climate.

Learning from studying individual places (often pristine 
experimental catchments) to extrapolate or upscale to other 
places.

Hydrologists as analysts of individual processes or features at 
small scales (akin to a microscope) or as synthesists of whole 
system behavior at large scales (akin to a telescope).

Observations to characterize input-output behavior in indi-
vidual (mostly) pristine places.

Observe and analyze pristine places and extrapolate to make 
predictions of human impacts.

Model predictions derive credibility by reproducing historical 
observations.

Observation, prediction (modeling) and management are 
separate exercises (without feedbacks!).

Strong separation between engineering and science 
approaches to hydrology education.

Focus on teaching established solutions to current problems.

Future

Humans are intrinsic to the hydrologic system, both as agents 
of change and as beneficiaries of ecosystem services.

Nonstationary world: past is no longer a sufficient guide to 
the future, expected variability could be outside the range of 
observed variability.

Both system and response evolve: no longer a boundary value 
problem, boundary conditions and interfaces themselves 
evolve and are coupled. Becomes a complex adaptive system.

Comparative hydrology: learning from individual places 
embedded along gradients (e.g., changing climate, human 
imprint) and across spatial scales.

Hydrologists as both analysts and synthesists (akin to the 
macroscope) studying the coupled system across a range of 
time and space scales.

Observations to track the evolution of both structure and 
response in coupled systems and subsystems.

Observe and analyze real places where humans live and 
interact with the hydrologic system at range of scales.

Model predictions derive credibility via more in-depth diag-
nostic evaluation of model consistency with underlying sys-
tem and testing of behavior outside of observed range.

Real-time learning: observations (sensing, including partici-
patory human sensing), modeling and management are 
interactive exercises with feedbacks and updating.

Integration of qualitative and quantitative aspects Into a 
holistic teaching of hydrology.

Focus on teaching of evolving skill sets with a strong scien-
tific basis that can be adapted to solving new problems and 
to understanding new phenomena.

Source: Wagener et al. (2010). The future of hydrology: An evolving science for a changing world. Water Resources Research 46, with permission 
of the American Geophysical Union.
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▼ EXERCISES

1. Using the rules presented in appendix A and table A.2, convert the measured values in the
left-hand column of the table below to their equivalents in other units given in the same row.

2. The following equations are taken from the hydrologic literature. The units in which the
equation quantities were originally measured are given as the “old” units. In this exercise,
we want to convert the equations to use with a “new” set of units, using the steps below.
“[1]” designates a dimensionless quantity. Conversion factors can be found in table A.2.

a. Check each equation for dimensional and unitary homogeneity.

b. For equations that are not homogeneous, change the appropriate constants so that the
equation is correct when using the new units as described in section A.3.

c. The modified equation should be in exactly the same form as the original, with only the
appropriate constant values changed. The constants should have the same number of
significant figures as in the original.

d. Check your results by substituting values as described in section A.3.

Convert

Weight density of water
1.00 gf /cm

Atmospheric pressure
14.7 lb/ft2

Dynamic viscosity of water
1.80×10–2 dyne · s/cm2

Velocity
14 cm/s

Discharge
653 ft3/s

Rainfall-runoff conversion
1.00 in rain on 1.00 mi2

Rainfall-runoff conversion
1.00 in rain on 1.00 mi2 for 1.00 hr

Water-balance conversion
1.00 in rain on 1.00 mi2 in 1.00 yr

Area
1.00 mi2

Temperature
12°F

Temperature
63.2°F

Temperature
14.7°C

Temperature
20oC

Temperature difference of
9.6 F°

Temperature difference of
12.9 C°

Heat capacity of water
1.00 cal/g · °C

to

______ kgf /m3

______ dyne/cm2

______ N · s/m2

______ ft/s

______ m3/s

______ ft3

______ ft3/s

______ ft3/s

______ m2

______ °C

______ °C

______ °F

______ °F

______ C°

______ F°

______ J/kg · K

to

______ lb/ft3

______ N/m2

______ lb · s/ft2

______ m/d

______ gal/min

______ gal

______ L/s

______ L/s

______ km2

______ K

______ K

______ K

______ K

______ K

______ K

______ BTU/lbm · °F

to

______ N/m3

______ kPa

______ Pa · s

______ mi/hr

______ gal/d

______ m3

______ m3/s

______ m3/s

______ ha
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i. I = 0.00042 · H + 0.00026 · H · P

ii.

iii. Rn = 0.83 · Kin – 54

iv.

v.

Symbol Definition Old Units New Units

I interception mm in

H height of grass mm in

P precipitation mm in

B
T T
e e

p s a

s a
= -

-
◊ ◊0 00061.

( )
( )

Symbol Definition Old Units New Units

B Bowen ratio [1] [1]

p atmospheric pressure mm in Hg

Ts surface temperature °C °F

Ta air temperature °C °F

es surface vapor pressure mb in Hg

ea air vapor pressure mb in Hg

Symbol Definition Old Units New Units

Rn net radiation cal/cm2 · d W/m2

Kin incident solar radiation cal/cm · d W/m2

E
T

u

z
z

e e
a

a

m

a a=
Ê
ËÁ

ˆ
¯̃

È

Î
Í
Í

˘

˚
˙
˙

-( )◊ ◊3 64

0

2
.

ln

*

Symbol Definition Old Units New Units

E evaporation rate cm/d mm/d

Ta air temperature K °C

ua wind speed km/d m/s

zm measurement height cm m

z0 roughness height cm m

ea* saturation vapor pressure mb kPa

ea actual vapor pressure mb kPa

Q w H K
h
xh= ◊ ◊ ◊ D

D

Symbol Definition Old Units New Units

Q ground-water flow rate m3/d ft3/s

w width of aquifer m ft

H saturated thickness m ft

Kh hydraulic conductivity m/d ft/s

Δh change in water-table elevation m ft

Δx distance between elevation measurements m ft
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vi. Q = 0.278 · C · I · A

vii.

viii.

ix. Qef = (0.085 + 0.734 · qo) · P

x. C = 95 · Q0.7

3. a. Show that the Bond number [equation (1.4)] and the Reynolds number [equation (1.5)]
are dimensionless.

b. Compare the Bond numbers and Reynolds numbers for the following flows and write a
brief statement comparing the relative importance of surface tension and viscosity in each.

Symbol Definition Old Units New Units

Q flood peak discharge m3/s ft3/s

C runoff coefficient [1] [1]

I rainfall rate mm/hr in/hr

A drainage area km2 mi2

T
L

H
c =

◊
1 15

0 387 700

.

.,

Symbol Definition Old Units New Units

Tc time of concentration hr hr

L length of drainage basin ft km

H drainage basin relief ft km

Q
A R

D Tc
=

+
◊ ◊

◊ ◊
484

0 5 0 6. .

Symbol Definition Old Units New Units

Q flood peak discharge ft3/s m3/s

A drainage area mi2 km2

R volume of runoff per unit area in mm

D storm duration hr hr

Tc time of concentration hr hr

Symbol Definition Old Units New Units

Qef volume of event flow per unit area in mm

qo antecedent discharge ft3/s L/s

P total storm rainfall in mm

Symbol Definition Old Units New Units

C concentration of suspended sediment mg/L mg/L

Q discharge ft3/s m3/s

Flow U (m/s) L (m) ρ (kg/m3) σ (N/m) µ (N · s/m2)

Infiltration into soil 0.005 0.002 1,000 0.0756 0.00179

Hillslope runoff 0.1 0.02 1,000 0.0756 0.00179

Small stream 1 1 1,000 0.0756 0.00179
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4. Obtain a topographic map of a nearby area, select a stream having tributaries, and
manually delineate its watershed above its mouth. (This will be a lot easier if the watershed
is entirely on one map.)

a. What are the highest and lowest elevations in the watershed?

b. What is the approximate watershed area? Determine this using a planimeter, grid or dot
counting, or a computer-based technique.

c. What information is available about the geology, soils, and land cover in the watershed?

5. Obtain a topographic map of a nearby area that includes a small lake. Locate the lake
outlet and manually delineate the lake’s watershed. (This will be a lot easier if the
watershed is entirely on one map.)

a. What are the highest and lowest elevations in the watershed?

b. What is the approximate watershed area? Determine this using a planimeter, grid or dot
counting, or a computer-based technique.

c. What proportion of the watershed is occupied by the lake?

d. What information is available about the geology, soils, and land cover in the watershed?

6. Section 1.7.2.2 describes the USGS StreamStats (http://water.usgs.gov/osw/streamstats)
application that delineates watersheds for user-selected basin outlets and provides data on
watershed characteristics and streamflow statistics.

a. Access this program and select a state for which the application is “fully implemented.”

b. Under “Interactive map,” click on “General information” and review the list of basin
characteristics provided.

c. Return to the previous page and click on “Interactive map.” Set the map scale at 1:24,000.

d. Use the “Navigation” tool to locate the outlet of a watershed (e.g., where a stream
enters a larger stream or a lake).

e. Using the “Watershed delineation from a point” tool (●+), click on the outlet and wait
until the application delineates the watershed.

f. Click on the “Basin characteristics” tool (to the right of the delineation tool) to get
information on watershed area, etc.

7. The table below gives the drainage area, average precipitation (determined from
measurements at meteorological stations), and average streamflow (measured near the
mouths) of four large rivers.

a. Using equation (1.21) and assuming no ground-water inputs or outputs, use this
information to compute the estimated long-term average evapotranspiration, ET, for
each watershed.

b. How well do your calculated ET values conform to those shown for the same
watersheds on figure 2.27?

c. Use the information in the table, equations (1.36) and (1.40), and example 1B1.6 to
compute the 95% absolute and relative uncertainties in your ET estimates.

8. A lake with a drainage area of AD [L2] has a surface area of AL [L2] and an average depth of
zL [L]. The long-term average rates of precipitation and evapotranspiration for the land

Average Relative Average Relative 
Area, A Precipitation, P Error, εP Streamflow, Q Error, εQ

Watershed (km2) (mm/yr) (%) (m3/s) (%)

Connecticut River, USA 20,370 1,100 10 386 5

Yukon River, Canada & USA 932,400 570 20 5,100 10

Euphrates River, Iraq 261,100 300 10 911 10

Mekong River, Thailand 663,000 1,460 15 13,200 5
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portion of the drainage basin are pD and eD, respectively [L T−1]. For the lake itself, the
average rate of precipitation and evaporation are pL and eL, respectively [L T−1]. Average
rate of stream outflow from the lake is Q [L3 T−1]. There is no ground-water inflow or
outflow to the basin.

a. Using these symbols, and assuming that all quantities are in a consistent system of units
(no unit conversions required):

i. Write the water-balance equation for the drainage basin.

ii. Write the water-balance equation for the lake.

iii. Write the expression for the residence time of the lake.

b. Below are data for Lake Winnipesaukee, New Hampshire’s largest lake:

Drainage basin: AD = 940 km2; pD = 1,240 mm/yr; eD = 500 mm/yr

Lake: AL = 180 km2; pL = 952 mm/yr; Q = 15.1 m3/s; zL = 18 m

i. Use the equations you derived in 8a to estimate average lake evaporation, eL. Does
the answer differ if you use the drainage-basin equation (8.a.i) or the lake equation
(8.a.ii)?

ii. Compare the estimate(s) of eL with the given value of eD. What are possible
explanations for the differences?

iii. Calculate the residence time for the lake.

iv. Compare the magnitudes of the inflows to the lake from drainage-basin runoff and
precipitation. What are the water-quality implications of these numbers?

v. Compare the magnitudes of the outflows to the lake via streamflow and evaporation.

Note: The file LWinnBal.doc on the disk accompanying this text contains more detailed
background on how the various water-balance estimates were determined. Reviewing this
information will be instructive in showing students how hydrologic analyses are carried
out using typically available data.

9. Table C.2 (which can be found on the disk accompanying the text) shows average annual
streamflow for the Diamond River at Wentworth, New Hampshire, for 1971–2000 as
measured by the USGS. Assuming the measurements are rated “good,” use the approach
described in sections 1B1.3.2 and 1B1.3.3 of box 1.1 to calculate the 95% confidence
intervals for long-term streamflow.

10. Write out the detailed steps leading from equation (1.44) to equation (1.51b).

▼ NOTES
1 The Celsius and Fahrenheit temperature scales are interval, rather than ratio, scales and hence require

designation of an arbitrary zero point as well as a unit of measurement.
2 This latter formula can be readily remembered by recalling Einstein’s famous formula E = mc2, where E

is the amount of energy in a quantity of mass, m, and c is the velocity of light.
3 The arguments of exponential and trigonometric functions should be dimensionless, though one some-

times encounters empirical relations in which this rule is violated.
4 This is stated colloquially as “Baldy’s Law”: “Some of it plus the rest of it equals all of it.” We do not

know who Baldy is or was.
5 Note that hydrologists also use the term “runoff” to denote overland flow, which is discussed in chapter 10.
6 Note that there are many hydrologic reservoirs for which this relation does not hold, e.g., a melting snow-

pack, the global atmosphere, the global ocean.
7 δx is always stated as a positive value and the error range is assumed symmetrical, except that the lower

bound cannot be < 0 for quantities that are always positive.
8 This quote has been attributed to at least three American humorists: Artemus Ward (pseudonym of

Charles Farrar Browne), Mark Twain, and Will Rogers.
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2

The Global Context
Climate, Hydrology, and the Critical Zone

2.0 Introduction

The global hydrologic cycle links the 
hydrosphere, the atmosphere, the biosphere, 

the cryosphere, and the lithosphere; transferring 
water substance, dissolved and particulate 

matter, and energy among them (figure 1.1).

Although the global cycle is one of the two main
focuses of the science of hydrology, most hydrologic
analyses, whether for scientific understanding or for
analyzing water resource management problems, are
done at spatial scales much smaller than global, and
processes at these smaller scales are the focus of most
of this book. However, increasingly sophisticated sat-
ellite observations, more powerful earth-systems
modeling, and improved scientific communication
are opening new avenues of research at the global
scale and revealing linkages and feedbacks among lo-
cal hydrologic processes and the larger-scale dynam-
ics of earth’s climate, soils, and vegetation.

To provide the essential global context for hy-
drologic science, this chapter summarizes the major
features of the earth’s climate and hydrologic cycle
and describes these linkages, particularly the global

distributions of soils (the pedosphere, the surface of
the lithosphere) and vegetation (the biosphere). The
pedosphere and the biosphere form the surface of the
land that mediates land-atmosphere exchanges of
water and energy; together these constitute the Criti-
cal Zone.

2.1 Basic Aspects of Global Climate

2.1.1 Laws of Radiant Energy Exchange
The energy that determines the earth’s climate

and drives the hydrologic cycle arrives in the form of
electromagnetic radiation from the sun, so we begin
with a review of the laws of radiant-energy exchange.

All matter at a temperature above absolute zero 
radiates energy in the form of electromagnetic 
waves that travel at the speed of light. The rate 
at which this energy is emitted is given by the 

Stefan–Boltzmann law:
FEM = ε · σ · Ŧ 4, (2.1)

where FEM is the rate of energy emission per unit sur-
face area per unit time (flux) [E L–2 T–1], Ŧ is the abso-
lute temperature of the surface, σ is a universal
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constant called the Stefan–Boltzmann constant [E L–2

T–1 Θ–4] (σ = 4.90×10–9 MJ/m2 · K4 · d = 5.67×10–8

W/m2 · K4), and ε is a dimensionless quantity called
the emissivity of the surface.

The value of ε ranges from 0 to 1, depending on
the material and texture of the surface. A surface
with ε = 1 is called a blackbody; most earth materi-
als have emissivities near 1 (table 2.1).

The wavelength, λ[L], and frequency, f [T–1], of
electromagnetic radiation are inversely related as

λ · f = c (2.2)

where c is the speed of light [L T–1] (c = 2.998×108

m/s). The spectrum of electromagnetic radiation
extends over 21 orders of magnitude (figure 2.1).

According to Planck’s law, the wavelength of the
energy emitted by a radiating surface decreases as its
temperature increases, and the wavelength at which
the maximum radiant energy flux occurs, λ max, is in-
versely related to the absolute temperature Ŧ via
Wien’s displacement law:

where λ max is in μm.

lmax = 2 897,
,

T
(2.3)

Table 2.1 Emissivities of Various Forms of Water 
and Various Earth Materials.

Material Emissivity, ε

Dense clouds 0.99
Liquid water 0.95
Ice 0.97
Snow, dirty 0.97
Snow, fresh 0.99
Sand, dry 0.95
Sand, wet 0.98
Peat, dry 0.97
Peat, wet 0.98
Light sandstone 0.98
Limestone 0.92
Gravel 0.92
Grassy vegetation 0.97–0.98
Corn, beans 0.94
Cotton, tobacco 0.96
Sugar cane 0.99
Cactus 0.98
Deciduous forest 0.95
Coniferous forest 0.97

Source: Lee (1980), Brutsaert (1992), Gray and Prowse (1992).

Figure 2.1 The 
electromagnetic 
spectrum [Miller 
et al. (1983)].
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Electromagnetic energy is transmitted through a
vacuum undiminished, but when it strikes matter
some of it may be reflected and/or absorbed. The
following terms are used to describe the interactions
of matter and radiant energy at a given wavelength:

• Absorptivity, αλ, is the fraction of the incident en-
ergy at wavelength λ that is absorbed by a surface;
this energy raises the temperature of the matter and/
or causes a phase change (melting or evaporation).

• Reflectivity, ρλ, is the fraction of the incident en-
ergy at wavelength λ that is reflected by the surface;
this energy does not affect the matter and contin-
ues traveling undiminished in a new direction.

• Transmissivity, τλ, is the fraction of the incident
energy at wavelength λ that is transmitted through
the matter; this energy does not affect the matter
and continues traveling undiminished in the origi-
nal direction.

The values of αλ, ρλ, and τλ must each be between 0
and 1, and, for a given surface and wavelength, must
always sum to 1:

αλ + ρλ + τλ = 1. (2.4)

The values of αλ, ρλ, and τλ vary with the type of the
matter and the wavelength.

The emissivity ε in equation (2.1) is an inte-
grated value over all emitted wavelengths. According
to Kirchoff’s law,

ελ = αλ, (2.5)

where ελ is the emissivity at a given wavelength. For
many earth-surface materials, the transmissivity τλ =
0, so that from (2.4) and (2.5) reflectivity is related to
emissivity as

ρλ = 1 − ελ. (2.6)

2.1.2 The Atmosphere

2.1.2.1 Composition
The atmosphere is a mixture of gases, principally

nitrogen (N2, 78%) and oxygen (O2, 21%), in which
liquid and solid particles are suspended. The propor-
tions of the major constituents, and many of the mi-
nor ones, are effectively constant over the time and
space scales typically used in hydrologic analysis (ta-
ble 2.2). However, the concentrations of components
of particular hydrologic significance—water vapor,
liquid water and ice in clouds, dusts, and smoke parti-
cles, and various gaseous and particulate pollutants—
are highly variable in space and time. Also of hydro-
logic significance are the well-mixed minor constitu-

Table 2.2 Composition of the Atmosphere.

Permanent Constituents Volume (%) Variable Constituents Volume (%)

Nitrogen (N2) 78.084 Water vapor (H2O) < 4
Oxygen (O2) 20.946 Water (liquid and solid) < 1
Argon (Ar) 0.934 Carbon dioxide (CO2) 0.0400a

Neon (Ne) 0.001818 Methane (CH4) 0.00019b

Helium (He) 0.000524 Sulfur dioxide (SO2) < 0.0001
Krypton (Kr) 0.000114 Nitrous oxide (N2O) 0.0000328c

Hydrogen (H2) 0.00005 Carbon monoxide (CO) 0.00002
Xenon (Xe) 0.0000087 Dusts (soot, soil, salts) < 0.00001
Radon (Rn) 6×10–18 Ozone (O3) < 0.000007d

Nitrogen dioxide (NO2) < 0.000002e

Ammonia (NH4) Trace

a Global average is 0.0345%: concentration is increasing about 0.001 volume % per year (Ramanathan 1988) due to burning of fossil fuels, 
cement manufacture, and deforestation (Rosenberg 1987).

b Concentration is increasing about 0.00002 volume % per year (Ramanathan 1988) due to increased rice paddy cultivation, domestic animals, 
and other causes (Rosenberg 1987).

c Concentration is increasing about 0.000001 volume % per year (Ramanathan 1988) due to increased fertilizer use and burning of fossil fuels 
(Rosenberg 1987).

d Concentration in the stratospheric ozone layer appears to be decreasing (Callis and Natarajan 1986) due to chemical reactions involving 
chlorinated fluorocarbon compounds used as refrigerants and propellents. Concentrations in the troposphere are increasing (Ramanathan 
1988) due to industrial activity and automobile use.

e Concentrations in the stratosphere are increasing about 0.0000003 volume % per year (Callis and Natarajan 1986).

Source: Miller et al. (1983), except as noted.
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ents called “greenhouse gases,” chiefly carbon
dioxide (CO2), methane (CH4), nitrous oxide (N2O),
chlorofluorocarbons (CFCs), and ozone (O3). Al-
though present in very small proportions, these gases,
along with water vapor, strongly affect the energy
budget of the atmosphere (as discussed in more detail
in section 2.1.3). Greenhouse gases are produced nat-
urally and by human activities, especially the burning
of fossil fuels and the practices of agriculture, defores-
tation, and manufacturing. Their concentrations are
increasing over time, with measurable effects on
global temperature and hydrologic processes.

2.1.2.2 Vertical Structure and Dynamics
The earth’s atmosphere extends from the surface

to a height of about 700 km. This gaseous envelope is
characterized by the typical vertical distributions of
pressure and temperature shown in figure 2.2. The
pattern of vertical temperature gradients delineates
three distinct layers—the troposphere, stratosphere,
and mesosphere—between which there is little mix-
ing. Vertical temperature and pressure gradients vary
with latitude, season, and local weather patterns: the
boundary between the troposphere and the strato-
sphere is higher (15 to 16 km) near the equator and
lower (5–6 km) over the poles, and is higher in sum-
mer than in winter at a given location. Virtually all
the processes that directly influence climate, weather,
and hydrologic activity take place in the troposphere.

Winds are produced by horizontal gradients of
atmospheric pressure, and exchanges of water vapor
and latent and sensible heat between the surface and
the atmosphere are controlled by turbulence created
by surface friction acting on winds in the lowest layer
of the troposphere, called the mixed layer. Above
this, the ground-induced turbulence gradually de-
creases and the wind dynamics are increasingly con-
trolled solely by horizontal pressure gradients and, at
moderate to high latitudes, the Coriolis force. The
entire layer in which winds are affected by the fric-
tional resistance of the surface is called the planetary
boundary layer. The thickness of this layer varies in
space and time from a few tens of meters to one or
two kilometers depending on the topography and
roughness of the surface, the wind velocity, and the
rate of heating or cooling of the surface (Peixoto and
Oort 1992; Seidel et al. 2012).

The vertical temperature gradient in the tropo-
sphere is called the lapse rate; its average value is –
6.5°C/km. However, the local near-surface gradient
is highly variable and may even temporarily reverse
direction; this phenomenon is called an inversion.
The local lapse rate has a strong influence on the
buoyancy of vertically moving “parcels” of air and
hence on the vertical transport of water vapor and
heat. Approaches to quantifying the dynamics of the
turbulent exchange of water vapor and energy in the
mixed layer are presented in section 3.5.
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Figure 2.2 Atmospheric 
“spheres” and the average vertical 
distribution of temperature and 
pressure. The maximum height of 
the planetary boundary layer is 
about 2 km.
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2.1.3 Global Energy Budget
Solar input constitutes virtually all the energy en-

tering the earth-atmosphere system; contributions
from radioactive decay in the earth’s interior and from
anthropogenic sources are comparatively negligible.
In this section we trace out the fate of solar energy in
the earth-atmosphere system prior to its ultimate re-
flection or re-radiation back to space and establish the
overall energy budgets of the atmosphere, the surface,
and the earth-atmosphere system (figure 2.3; table
2.3). All these energy values are estimates of globally
and seasonally integrated averages of values that are
highly variable in time and space, and which are sub-
ject to considerable uncertainty (Trenberth et al. 2011;
see also Church et al. 2011). To make the relative im-
portance of the various processes more apparent, ta-
ble 2.3 also shows energy-flux values normalized so
that the energy input from the sun = 100 units.

2.1.3.1 Solar (Shortwave) Radiation
The sun’s energy arrives at the outer edge of the

atmosphere at an average rate of 1.74×1017 W. This
quantity divided by the area of the planar projection
of the earth, 1.28×1014 m2, is called the solar con-
stant, S; thus S = 1,364 W/m2.

Dividing S by 4 gives the average energy flux 
over the spherical surface at the top of the 

atmosphere, called the extraterrestrial solar 
irradiance or insolation; I = 341 W/m2.

This solar energy flux fluctuates by about 0.1%
over the 11-year sunspot cycle (Duffy et al. 2009),
but has shown no significant longer-term trends, at
least over recent decades (Hinkleman et al. 2009).

Curve (a) in figure 2.4 on p. 53 is the spectrum
of solar radiation at the top of the atmosphere. The
spectrum extends from the near-ultraviolet (wave-
lengths from 0.2 to 0.4 μm) to the near-infrared (0.7
to 3 μm), with a pronounced peak in the visible
range (0.4 to 0.7 μm). Radiation in the 0.2 to 3 μm
range is shortwave radiation.

The sun’s radiant energy is subject to absorption
and reflection (scattering) by gases and other constit-
uents as it travels through the atmosphere. Some of
the gases in the earth’s atmosphere are strong ab-
sorbers of energy in particular portions of the solar
spectrum. In particular, oxygen (O2) and ozone (O3)
in the lower stratosphere shield terrestrial biota from
much of the energy in the ultraviolet range, which is
damaging to most forms of life. Water vapor also ab-
sorbs a significant portion of the sun’s energy in the
“near-infrared” range.

On average, 78 W/m2 of incoming shortwave ra-
diation energy are absorbed by the atmosphere, in-
cluding clouds. Another 79 W/m2 are reflected in
the atmosphere, principally by clouds, and scattered
by atmospheric gases and particles ultimately to
outer space. Thus, after absorption and reflection,
184 W/m2 of energy reach the surface. Virtually all
the energy arriving at the earth’s surface is at wave-
lengths less than 4 μm, and most of it is in the visible

Figure 2.3 Average global
energy balance of the earth-

atmosphere system [Trenberth
et al. (2009). Earth’s global

energy budget. Bulletin of the
American Meteorological Soci-

ety 90:311–323, reproduced
with permission of American

Meteorological Society].
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range [0.4 to 0.7 μm; curve (b) of figure 2.4]. This is
incident solar radiation.

The fraction of incident solar radiation that is re-
flected by a surface (i.e., the total reflectivity of en-
ergy in the visible range, 0.4 ≤ λ ≤ 0.7 μm) is the
albedo, a, of the surface; i.e.,

Albedos of common earth materials are listed in
table 2.4 on p. 54; the average albedo of the surface is
(23 W/m2)/(184 W/m2) ≈ 0.125. A total of 102 W/
m2 of solar irradiance are ultimately reflected from
the atmosphere, clouds, and the surface back to outer
space; thus the global reflectivity, or planetary al-
bedo, equals (102 W/m2)/(341 W/m2) = 0.30.

After atmospheric absorption and reflection and
surface reflection, 161 W/m2 of insolation are ab-
sorbed to heat the land and water at the earth’s sur-
face and cause evaporation and melting. This
warming is balanced by net upward transport of la-
tent and sensible heat and terrestrial radiation.

2.1.3.2 Terrestrial (Longwave) Radiation and the 
Greenhouse Effect

The solar radiation absorbed at the surface
warms the land and oceans and provides latent heat
for evaporation and melting. Some of this energy, a
net of 28 units, is transferred to the atmosphere by
the turbulent-transfer processes described in chapter
3: 80 W/m2 associated with evaporation (latent heat)
and 17 W/m2 as direct heating (sensible heat).

The net energy exchanges at the surface result in
an average earth-surface temperature of about 289 K
(16°C). Following the Stefan–Boltzmann law [equa-
tion (2.1)], this temperature produces an upward ter-
restrial radiation flux of about 396 W/m2. Following
the Wien law [equation (2.3)], this energy is in the in-
frared range, with wavelengths between 4 and 60 μm
and a peak near 10 μm [curve (c) of figure 2.4]. Ter-
restrial radiation is also called longwave radiation or
thermal radiation.

Naturally occurring and human-introduced gases
and clouds strongly absorb specific wavelengths of
the longwave radiation emitted by the surface (upper
portion of figure 2.4). Of the 396 W/m2 of this en-
ergy emitted by the surface, 40 W/m2 are transmitted
through the atmosphere directly to outer space and
356 W/m2 are absorbed in the atmosphere by clouds
and gases. The longwave radiation resulting from this
heating produces a 199 W/m2 of upward flux to

a ∫ Ú ◊r ll d
0.4

0.7
. (2.7)

Table 2.3 Average Global Energy Balance of the 
Earth-Atmosphere System, the Atmosphere, and the 
Earth’s Surface (see figure 2.4).

Estimated
Normalized Uncertainty

Units W/m2 (%)

Surface
Inputs
Solar radiation (SW) 54 184 5
Atmospheric

emission (LW) 97 333 10
151

Outputs
Reflected solar 

radiation (SW) 7 23 10
Terrestrial emission

(LW) 116 396 10
Latent heat 23 80 10
Sensible heat 5 17 5

151

Atmosphere
Inputs
Solar radiation (SW) 100 341 3
Surface reflected

solar radiation (SW) 7 23 10
Terrestrial emission

(LW) 116 396 10
Latent heat 23 80 10
Sensible heat 5 17 5

251

Outputs
Solar radiation to

surface (SW) 54 184 5
Cloud reflected

solar radiation (SW) 23 79 10
Surface reflected

solar radiation (SW) 7 23 10
Downward emission

(LW) 97 333 10
Upward emission (LW) 70 239 3

251

Earth-Atmosphere System
Inputs
Solar radiation (SW) 100 341 3

Outputs
Reflected solar radiation

(SW) 30 102 3
Upward emission (LW) 70 239 3

100

LW = longwave
SW = shortwave

Source: Trenberth et al. (2009).
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outer space and 333 W/m2 of downward flux to
warm the surface.

The absorption and downward re-radiation of
longwave radiation in the atmosphere is called the
greenhouse effect, which controls the temperature
of the earth’s surface and atmosphere.

The greenhouse effect raises the average 
surface temperature about 34°C from its value in 

the absence of terrestrial radiation-absorbing 
components, –18°C, to its current value of 16°C.

The most important contributors to the green-
house effect are water vapor (which accounts for
50% of the absorption); clouds (25%) and carbon di-
oxide (CO2) (19%); with ozone (O3), nitrous oxide
(N2O), methane (CH4), aerosols, chlorinated fluoro-
carbons (CFCs), and aerosols accounting for about
7% (Schmidt et al. 2010). Curve (d) of figure 2.4 is
the spectrum of earth’s emission to outer space after
absorption in the atmosphere.

The term “greenhouse gases” (GHGs) refers to
the noncondensing gases: CO2, N2O, CH4, O3, and
CFCs. Note that

Figure 2.4 Spectra of energy (a) emit-
ted by a blackbody at 6,000 K; (b)

received at the earth’s surface (global
average); (c) emitted by a blackbody at
290 K; and (d) emitted to space by the

earth-atmosphere system (global aver-
age). Upper graph shows absorption

spectrum for principal absorbing gases
in the atmosphere [adapted from Barry
and Chorley (1982); Miller et al. (1983)].
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Although only 25% of the greenhouse effect is 
directly due to GHGs, the warming induced by 

increasing GHGs allows the air to hold more 
water vapor and clouds, creating a positive 
feedback that produces the remaining 75%

of the effect (Lacis et al. 2010).

Anthropogenic emissions are rapidly increasing
the concentrations of GHGs (figure 2.5). It is virtu-
ally certain that most if not all of these increases are
caused by human activities—particularly the burning
of fossil fuels and the clearing of forests—and these
activities show every sign of continuing, and perhaps
accelerating, for at least the next several decades.

CO2 concentration is currently about 400 ppm—
about 60% larger than the preindustrial value of 250
ppm—and is projected to reach 500 ppm or higher
by 2050, higher than the earth has experienced in the
last million or so years. The concentrations of meth-
ane and chlorofluorocarbons are increasing at even
faster relative rates than is CO2 and are many times
more effective (per molecule) than CO2 at absorbing
longwave radiation.

Thus, it is virtually certain that the increase in
global surface temperatures since about 1850 (figure
2.6) has been caused by human-generated increases
in GHG concentrations (Karl and Trenberth 2003;
Intergovernmental Panel on Climate Change 2007;
Hansen et al. 2008; Lean and Rind 2008; Chapman
and Davis 2010; Hansen et al. 2010). The increase in
direct radiative forcing due to anthropogenic GHGs
is 2.74 W/m2 (Montzka 2010); this has caused a sur-
face-temperature increase of about 1°C.

2.1.4 Latitudinal Energy Transfer
As we have just seen, the major determinant of

global climate is the overall energy budget of the
earth, especially the balance between insolation and
terrestrial radiation, which establishes the global av-
erage surface temperature. The first-order spatial and
temporal variabilities of climate are determined by
the spherical shape of the earth (figure 2.7 on p. 56),
its elliptical orbit around the sun, and the 23.5° tilt of
its axis of rotation (figure 2.8 on p. 57), which pro-
duce the seasonal and latitudinal variations in insola-
tion shown in figure 2.9 (on p. 56).

As a result of these planetary characteristics, the
net radiation balance (i.e., the difference between so-
lar radiation received and the terrestrial radiation
emitted) is positive for latitudes below about 35°,
and negative poleward of that. Because average total
energy inputs and outputs must be in balance at all
latitudes, there is a net poleward transfer of energy
from the regions of surplus to those of deficit; the
magnitude of this transfer is indicated by the RT
curve in figure 2.10(a) on p. 58. Most of the transfer
occurs via the general circulation of the atmosphere
(AT curve; section 2.1.5), with oceanic transport

Table 2.4 Visible-Range Reflectance (Albedo) of 
Various Forms of Water and Various Earth Materials.

Surface

Clouds

Liquid water

Solid water

Sand

Soil

Grass

Tundra, 
heather

Crops

Trees

Conditions

Low overcast: 100 m thick
200 m thick
500 m thick

Smooth: solar angle 60°
30°
20°
10°

5°
Wavy: solar angle 60°

Fresh snow: low density
high density

Old snow: clean
dirty

Glacier ice: clean
dirty

Dry, light: high sun
low sun

Gray: wet
dry

White: wet
dry

Organic: dark
Clay
Sandy: light

Typical fields
Dead: wet

dry

Cereals, tobacco
Cotton, potato, tomato
Sugar cane

Rain forest
Eucalyptus
Red pine forest
Mixed hardwoods in leaf

Albedo, a

0.40
0.50
0.70

0.05
0.10
0.15
0.35
0.60
0.10

0.85
0.65
0.55
0.45
0.35
0.25

0.35
0.60
0.10
0.20
0.25
0.35

0.10
0.20
0.30

0.20
0.20
0.30

0.15

0.25
0.20
0.15

0.15
0.20
0.10
0.18

Source: Lee (1980).
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(OT curve) of greater magnitude only in the tropics.
Figure 2.10(b) shows the portions of atmospheric
transport due to sensible heat (DSE curve), latent
heat (LE curve), and kinetic energy (KE curve).

2.1.5 The General Circulation and the 
Distribution of Pressure and Temperature

The unequal latitudinal distribution of radiation
and the requirement for the conservation of angular
momentum on the rotating earth give rise to a system
of three circulation cells in the latitude bands from 0–
30°, 30–60°, and 60–90° in each hemisphere, along
with the jet streams and characteristic prevailing sur-
face-wind directions (figure 2.11 on p. 58). This sys-
tem is called the general circulation of the
atmosphere. The cell nearest the equator is responsi-
ble for most of the poleward atmospheric energy
transfer between latitudes 0° and 30°, but mecha-
nisms other than the general circulation dominate
the atmospheric transfer at higher latitudes: Winds
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Figure 2.5 Global average concentrations of greenhouse gases (CO2, N2O, CH4) and four species of CFCs, 1978–
2010 [Butler and Montzka (2014)].

Figure 2.6 Average global surface temperature 
anomalies, 1880–2010. Zero value is 1951–1980 aver-
age. Two-standard-deviation-error bars are shown at 
1892, 1944, and 2003 [Hansen et al. (2010). Global sur-
face temperature change. Reviews of Geophysics 48, 
with permission of the American Geophysical Union].



Figure 2.9 Daily total 
receipt of solar radiation (MJ/
m2) at the top of the atmo-
sphere as a function of lati-
tude and time of year [Peixoto 
and Oort (1992). Physics of Cli-
mate. New York: American 
Institute of Physics. With kind 
permission of Springer Sci-
ence+Business Media].

Figure 2.7 Latitudinal 
variation of solar-radia-
tion angle of incidence 
and intensity, Isc ([E L–2

T–1]). At higher latitudes 
a given energy flux is 
spread over a larger area 
[Day and Sternes (1970)].
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Figure 2.10 (a) Global latitudinal heat transport. 
Solid line is the total transport required to balance 
the top of atmosphere radiation budget; dashed 
line is estimate of ocean-heat transport, dot-
dashed line is estimated atmospheric transport 
[Trenberth and Caron (2001). Estimates of meridio-
nal atmosphere and ocean heat transports. Journal 
of Climate 14:3433–3443, reproduced with permis-
sion of American Meteorological Society]. (b) 
Annual and zonal mean northward atmospheric 
energy transport for 1979–2001. TE = total; DSE = 
“dry static energy” (sensible heat); LE = latent heat; 
KE = kinetic energy of wind [Trenberth and Stepa-
niak (2003). Covariability of components of pole-
ward atmospheric energy transports on seasonal 
and interannual time scales. Journal of Climate 
16:3691–3705, reproduced with permission of 
American Meteorological Society].

Figure 2.11 The general circulation of the atmosphere. Double-headed arrows in cross section indicate that the 
wind has a component from the east [Miller et al. (1984)].
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circulating in large-scale horizontal eddies—both the
quasi-stationary zones of high and low pressure dis-
cussed below and the moving cyclonic storms that
dominate weather systems in the midlatitudes—are
the major agents of transport above latitude 30°
(Barry and Chorley 1982).

Figure 2.11 shows that the general circulation re-
sults in regions of rising air near the equator and near
latitude 60°, and descending air near latitude 30° and
the poles. The zones of ascent are characterized by
relatively low atmospheric pressures at the surface,
and those of descent by high pressures. However, be-
cause of the distribution of continents and oceans,
the zones of high and low pressure actually occur as
cells rather than continuous belts (figure 2.12 on the
following page).

Horizontal pressure gradients are the basic driv-
ing force for winds; these pressure forces along with
forces induced by the motion itself (centrifugal
forces, the Coriolis effect due to the earth’s rotation,
and friction) produce surface winds that move ap-
proximately parallel to isobars, but with a tendency
to spiral inward toward low-pressure centers and
outward from high-pressure centers. In the Northern
Hemisphere, the sense of circulation is clockwise
around highs (anticyclonic circulation) and counter-

clockwise around lows (cyclonic circulation) (figure
2.13); the circulations are in the opposite sense in the
Southern Hemisphere.

The subtropical high-pressure zone exists as cells
over the Pacific and Atlantic Oceans; these cells are
especially well defined in the summer, and occur far-
ther to the north in the summer than in the winter.
Since winds circulate clockwise around these highs,
the coastal areas of southwestern North America
and Europe are subject to dry, cool northerly winds
in the summer. Conversely, the southeastern United
States, Hawaii, the Philippines, and Southeast Asia
are subject to warm, moist winds from the tropics
and have warm, humid summers with frequent rain.
The subpolar low-pressure zone occurs as cells over
the northern Pacific and Atlantic, which are espe-
cially evident in winter. These cells, called the Aleu-
tian Low (Pacific) and Icelandic Low (Atlantic), are
“centers of action,” where major midlatitude cy-
clonic storms develop their greatest intensities.

Figure 2.14 on p. 61 shows the global distribu-
tion of mean temperature in January and July. This
distribution is clearly strongly related to the average
receipt of solar radiation and hence to latitude, but it
is modified by the distribution of the continents and
oceans. Because of water’s very high heat capacity,
the annual temperature range of the oceans is much
less than that of the continents. This is reflected in
the equatorward dip of the isotherms over the ocean
in summer (oceans cooler than land), and the pole-
ward dip in winter (oceans warmer than land).

The very cold winter temperatures in the centers
of the North American and Asiatic landmasses are
due to radiational cooling and distance from the rel-
atively warm oceans; these low temperatures pro-
duce cells of high density and high pressure. The
situation is reversed in summer, when extensive solar
radiational heating occurs, and these continents are
then sites of generally low pressure. Note particularly
the summertime trough of low pressure over south-
ern Asia; winds associated with this trough carry the
monsoon rains on which the agricultural economy of
this vast and populous region depends.

2.1.6 Large-Scale Internal Climatic
Variability and Teleconnections

Beginning in the late 1960s, oceanographic and
atmospheric measurements, global observations via
satellite, and careful study of historical records have
established that the present state of the earth’s cli-

Figure 2.13 Arrows show general directions of sur-
face winds in (a) anticyclonic circulation (around 
high-pressure cells) and (b) cyclonic circulation 
(around low-pressure cells) in the Northern Hemi-
sphere. Solid lines are isobars: lines of equal atmo-
spheric pressure. Circulations in the Southern 
Hemisphere are reversed (i.e., circulation around 
cyclones is clockwise).



(a)

(b)

Figure 2.12 Normal sea-level 
pressures (mb) in the Northern 
Hemisphere in (a) January and 
(b) July [Miller et al. (1984)].
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(a)

(b)

Figure 2.14 Distribution of mean temperature (°C) in (a) January and (b) July [Peixoto and Oort (1992). Physics of 
Climate. New York: American Institute of Physics. With kind permission of Springer Science+Business Media].
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mate is characterized not only by the mean features
of the global circulation discussed above, but by per-
sistent, inherent large-scale oscillations that produce
interannual to interdecadal variability in that circula-
tion. These in turn produce characteristic quasi-regu-
lar fluctuations in temperature, precipitation, and
hydrologic phenomena in particular regions, which
are called teleconnections. Here we describe the four
most persistent and prominent of these, El Niño and
the Southern Oscillation, North Atlantic Oscillation,
the Pacific–North America Oscillation, and the
North Pacific Oscillation.

2.1.6.1 El Niño and the Southern Oscillation (ENSO)
The best known system of teleconnections, and

the only one that is truly global in extent, is called
the El Niño–Southern Oscillation (ENSO), a quasi-
cyclic, wave-like phenomenon with a period of three
to seven years that has persisted for at least the last
450 years (Rasmussen 1985; Enfield 1989). This phe-
nomenon consists of an oscillation between a warm
phase (“El Niño”), during which abnormally high
sea-surface temperatures (SSTs) occur off the coast
of Peru1 accompanied by low atmospheric pressure
over the eastern Pacific and high pressure in the
western Pacific, and a cold phase (“La Niña”) with
low SST in the eastern Pacific and the opposite pres-
sure anomalies. There is considerable evidence that
ENSO is an inherently oscillatory phenomenon that
requires no outside forcing.

The typical ENSO warm episode begins in the
late spring to fall of year 1 with abnormally strong
westerly winds in the equatorial Indian Ocean, low
pressures in eastern Australia, and warming SSTs in
the South Pacific. As winter progresses, a tongue of
abnormally warm water forms off the coast of Peru;
this intensifies and builds westward along the equa-
tor during the spring and summer of year 2. The
peak of the warm phase usually occurs between July
and December of year 2, with abnormally high SSTs
extending westward to the international date line.
These are accompanied by abnormal westerly winds
and strong convergence along the equator, high pres-
sures and lowered sea levels in the western Pacific
and Indonesia, and low pressures and elevated sea
levels in the eastern Pacific. A pool of abnormally
cold water and enhanced westerly winds also occur
near latitude 45° in the North Pacific. The decline of
the warm phase typically begins in January to April
of year 3, when the equatorial pool of high SSTs be-
gins to shrink, and most of the SST, wind, and pres-

sure anomalies dissipate by the end of the summer of
year 4.

The end of an ENSO warm phase begins when
the eastward waves of warm water are reflected off
South America and, in a complicated process that in-
volves poleward circulation of the reflected west-
ward-moving surface water and atmospheric
processes, the SST returns to its original levels and
the easterly trade wind flow is reestablished (Enfield
1989). Continued cooling of SSTs in the eastern Pa-
cific leads to the cold phase of ENSO (La Niña).

The atmospheric pressure fluctuations associ-
ated with the changes in SSTs shift the jet stream in
the eastern North Pacific and North America to the
south (warm phase) or north (cold phase). These
shifts can steer unusual weather systems into low-
and midlatitude regions around the world. The result
is unusually warm or cold winters in particular re-
gions, drought in normally productive agricultural
areas, and torrential rains in normally arid regions
(Rasmussen 1985). Some of the teleconnections as-
sociated with ENSO episodes are indicated in fig-
ures 2.15 and 2.16 on pp. 64 and 65; the most
consistent are the severe droughts in Australia and
northern South America and heavy rainfall in Ecua-
dor and northern Peru. In other places the effects
can vary from episode to episode depending on the
state of the atmosphere. For example, the 1976–1977
event was associated with drought along the West
Coast of the United States, while that of 1982–1983
produced increased storminess (Enfield 1989). The
severe drought in the north-central United States in
the summer of 1988 was a consequence of the 1986–
1987 ENSO event (Trenberth et al. 1988). The strong
1997–1998 event produced warm and dry conditions
from India to northern Australia (leading to exten-
sive forest fires in Indonesia); dry conditions in the
eastern Amazon region; a wet winter with consider-
able flooding along the West, Gulf, and South Atlan-
tic Coasts of the United States; and a warm winter in
the northeastern United States. A number of studies
have found relationships between streamflows and
ENSO cycles (e.g., Dracup and Kahya 1994; Eltahir
1996; Amarasekera et al. 1997; Piechota et al. 1997).
Since ENSO anomaly patterns persist for several
months, useful long-range hydrological forecasts can
be made for the regions shown in figures 2.15 and
2.16 (Halpert and Ropelewski 1992).

Because ENSO is such a large-scale process in-
volving the ocean and atmosphere, it likely influences,
and is influenced by, warming due to anthropogenic
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greenhouse-gas production (Sun and Bryan 2010).
Current information on ENSO is given at http://
www.elnino.noaa.gov.

2.1.6.2 North Atlantic Oscillation (NAO)
Two of the most prominent, persistent features

of atmospheric pressure in the Northern Hemisphere
are the Icelandic Low (figure 2.12a) and the Azores
High (figure 2.12b). Wallace and Gutzler (1981)
showed that there is a strong correlation between the
strengths of these two features: An abnormally in-
tense/weak Icelandic Low tends to occur with an ab-
normally intense/weak Azores High. This is the
dominant mode of atmospheric-pressure variability
in the North Atlantic region (Hurrell 1995), and is
called the North Atlantic Oscillation (NAO).

The strength of the NAO is characterized by the
NAO index, which is defined as the difference be-
tween normalized monthly sea-level-pressure anom-
alies at weather stations in the Azores and Iceland,
and characterizes the steepness of a north-south at-
mospheric pressure gradient across the North Atlan-
tic Ocean (figures 2.17 and 2.18 on p. 66). In its
positive mode, the gradient is steep and the jet
stream and weather systems moving across eastern
North America and the North Atlantic tend to paral-
lel latitude lines (zonal flow). The negative phase of
the NAO index corresponds to a weaker north-south
pressure gradient, and the jet stream and weather
systems tend to encounter “blocking” that induces a
meandering path with a longitudinal component
(meridional flow).

When the NAO shifts between its modes of vari-
ability, the North Atlantic Ocean experiences changes
in wind speed and direction that affect heat and mois-
ture transport to the surrounding continents and seas
(Hurrell 1995). As documented by Visbeck et al.
(2000), significant associations have been observed
between the NAO and winter temperatures in Eu-
rope, Asia, and North America; the advance and re-
treat of glaciers in Europe; and the extent of Arctic
sea ice. Bradbury et al. (2002) reported associations
between the NAO and weather phenomena in New
England and documented strong correlations be-
tween winter streamflows and the NAO index.

2.1.6.3 Pacific–North America Oscillation (PNA)
The Pacific–North America Oscillation (PNA),

like the NAO, is reflected in a negative correlation of
sea-level pressures, in this case between a region ex-
tending through western Canada and far eastern Si-
beria and a large portion of the central and north-

central Pacific (figure 2.17). In its positive phase,
pressure is above normal over the ocean and below
normal over land. The PNA pattern affects the char-
acter of mid-tropospheric airflow across North
America (Wallace and Gutzler 1981), and is a good
indicator of the mean location of the polar front dur-
ing the winter (Leathers et al. 1991). The positive
phase is associated with above-average temperatures
over western Canada and below-average tempera-
tures over southeastern and south-central United
States. It is also associated with above-normal pre-
cipitation in northwestern United States and below-
average precipitation in the Midwest. As might be
expected, the PNA is influenced by ENSO, such that
its positive phase tends to occur with El Niño and its
negative phase with La Niña. A source for current
information on PNA and the NAO can be found at
http://www.cpc.ncep.noaa.gov/products/precip/
cwlink/pna/nao.shtml.

2.1.6.4 North Pacific Oscillation (NPO)
The North Pacific Oscillation (NPO) is an oscil-

lation in sea-level pressures between a land area in
eastern Siberia and a portion of the central Pacific
Ocean west of the international date line and between
latitudes 20° and 40° (west of the area most affected
by the PNA). Linkin and Nigam (2008) concluded
that the NPO is more strongly linked to marginal sea-
ice variability in the Arctic than are other Pacific
modes (ENSO, PNA). They also showed that NPO is
correlated with meridional movements of the Asian–
Pacific jet stream and Pacific storm tracks and, al-
though somewhat weaker than PNA or ENSO, has
more influence on Arctic sea ice and North American
winter hydroclimate, especially Alaskan, Pacific
Northwest, Canadian, and US winter air tempera-
tures and Pacific Northwest, western Mexico, and
south-central Great Plains winter precipitation. 

2.2 The Global Hydrologic Cycle

2.2.1 Stocks and Fluxes
Figure 2.19 on p. 67 is a snapshot of the global

hydrologic cycle in action. This “cycle” is actually a
complex web of continual flows, or fluxes, of water
among the major stocks of water. As described in
chapter 3, the sun provides the latent-heat energy for
evaporation and is the ultimate source of the kinetic
energy of turbulence that mixes water vapor in the at-
mosphere to drive the cycle against the pull of gravity.
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(a)

(b)

Figure 2.15 Typical climatic anomalies associated with the warm (El Niño) phase of ENSO. (a) Winter (Decem-
ber–February). (b) Summer (June–August) [US National Oceanic and Atmospheric Administration Climate Predic-
tion Center (http://www.cpc.ncep.noaa.gov)].
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(a)

(b)

Figure 2.16 Typical climatic anomalies associated with the cold (La Niña) phase of ENSO. (a) Winter (December–
February). (b) Summer (June–August) [US National Oceanic and Atmospheric Administration Climate Prediction 
Center (http://www.cpc.ncep.noaa.gov)].
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Figure 2.18 Circulations associated with the positive and 
negative phases of the North Atlantic Oscillation. In its posi-
tive mode, the pressure gradient between the Icelandic 
Low and the Azores High is steep and the jet stream and 
weather systems tend to move parallel to latitude lines. In 
its negative phase there is a weaker north-south pressure 
gradient, and the jet stream and weather systems tend to 
encounter “blocking” that induces a meandering path 
[Bradbury et al. (2002). New England drought and relations 
with large scale atmospheric circulation patterns. Journal of 
the American Water Resources Association 38:1287–1299, 
courtesy of the American Water Resources Association].

Figure 2.17 Spatial distributions of 
strongest negative correlations (per-
cent) of sea-level pressure associated 
with Pacific–North America Oscillation, 
North Atlantic Oscillation, and North 
Pacific Oscillation [Peixoto and Oort 
(1992). Physics of Climate. New York: 
American Institute of Physics.
With kind permission of Springer
Science+Business Media].
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Figure 2.20 and tables 2.5 (on p. 68) and 2.6 (on
p. 69) show the average quantities of water in the ma-
jor global stocks and fluxes based on recent satellite
and ground observations and model analyses by
Trenberth et al. (2007): Almost 97% of the water on
earth is in the oceans (figure 2.21 on p. 69); of the
fresh water, about 63% is in solid form in glaciers,2

36% is ground water; and only about 0.5% is in sur-
face-water bodies. As with the global energy balance,
there are significant uncertainties in estimation of
the stocks and flows in the global hydrologic cycle
(Trenberth et al. 2011).

The major features of the global cycle are:

1. The oceans lose more water by evaporation than
they gain by precipitation;

2. Oceans receive about 77% of the global precipita-
tion and contribute 85% of the global evapotrans-
piration;

3. Land surfaces receive more water as precipitation
than they lose by evapotranspiration;

4. In the continental part of the cycle, the precipi-
tated water is recycled by evapotranspiration a
number of times before returning to the oceans as
river and ground-water runoff; and

5. The excess of water on the land returns to the
oceans as runoff, balancing the deficit in the
ocean-atmosphere exchange.

All living things participate in the global hydro-
logic cycle; your role is quantified in box 2.1 on p. 69.

2.2.2 Distribution of Precipitation
Regions characterized by rising air tend to have

relatively high average precipitation, and those char-
acterized by descending air tend to have low precipi-
tation. Thus the general circulation (figure 2.11)
produces belts of relatively high precipitation near
the equator and 60° latitude, and relatively low pre-
cipitation near 30°, where most of the world’s great
deserts occur (figure 2.22 on p. 70). The equatorial
belt of high precipitation is especially pronounced
because warm easterly winds from both hemispheres
carrying large amounts of moisture evaporated from
tropical oceans converge in the intertropical conver-
gence zone (ITCZ). The peaks of precipitation coin-
cident with the midlatitude zone of rising air are
produced mainly by extratropical cyclonic storms
that tend to develop along the polar front.

Because precipitation rates are influenced by to-
pography, air temperatures, frontal activity, and

Figure 2.19 The global hydrologic
cycle in action (courtesy of US National

Aeronautics and Space Agency).
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Table 2.5 Major Global Water Stocks.

Percent of
Global Stock Area (km2) Volume (km3) Total Water5

Oceans 361,300,0001 1,335,040,0002 96.95
Ground water 134,800,0001 15,300,0002 1.11
Soil moisture 82,000,0001 122,0002 0.0089
Glaciers and permanent snow 16,227,5001 26,350,0002 1.91

Antarctica 13,980,0001 21,600,0001

Greenland 1,802,4001 2,340,0001

Arctic islands 226,1001 83,5001

Mountains 224,0001 40,6001

Permafrost 14,600,0003 23,1004 0.0017
Rivers and lakes 150,858,7001 178,0002 0.013

Fresh lakes 1,236,4001 91,0001

Salt lakes 822,3001 85,4001

Rivers 148,800,0001 2,1201

Marshes 2,682,6001 11,4701

Biologic water 510,000,0001 1,1201 0.00008
Atmosphere 510,000,0001 12,7002 0.00092
Total 510,000,0001 1,377,387,0005

1 Data from Shiklomanov and Sokolov (1983).
2 Updated values from Trenberth et al. (2007).
3 Center of range (12,210,000 to 16,980,000 km2) given by Zhang et al. (2000).

Figure 2.20 The global hydrologic cycle. The volume (103 km3) of water found in each main type of global reser-
voir is shown; the rates (103 km/yr) of flow through the system for annual fluxes are italicized [Trenberth et al. 
(2007). Estimates of the global water budget and its annual cycle using observational and model data. Journal of 
Hydrometeorology 8:758–769, reproduced with permission of American Meteorological Society].

4 Center of range (10,800 to 35,460 km3) given by Zhang 
et al. (2000).

5 Based on Trenberth et al. (2007) estimates.
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Figure 2.21 Relative volumes of
water in oceans, glaciers, fresh water,

and atmosphere.

Table 2.6 Stocks and Annual Fluxes for Major Compartments of the Global Hydrologic Cycle.

Volume Input Flux Output Flux
Stock (106 km3) Sources (103 km3/yr) Sinks (103 km3/yr)

Oceans 1,335 Precipitation 373 Evaporation 413
Runoff 40

Atmosphere 0.0127 Land evapotranspiration 73 Land precipitation 113
Ocean evaporation 413 Ocean precipitation 373

Land 42.1 Land precipitation 113 Land evapotranspiration 73
Runoff 40

Total 1,377

Source: Data from Trenberth et al. (2002).

Glaciers Fresh water Atmosphere Oceans

Box 2.1 Your Role in the Global Hydrologic Cycle

Western culture tends to view human beings as sepa-
rate from nature. While we may recognize that we are 
connected in an ecological sense to the rest of the 
world—that we depend upon it to supply the food, 
clothing, and shelter that are essential for our exis-
tence—we think of the environment as being “out 
there.” In fact, each of us is part of the great biogeochem-
ical cycles that have moved matter and energy through 
the global ecosystem for billions of years. None of the 
atoms that currently constitute your body was part of 
you at birth; each atom has a finite residence time within 
you before it leaves to continue its ceaseless cycling.

Table 2B1.1 shows the amounts of water in typical 
humans and the rates of intake of water from various 
sources. For adults, the average rate of output (via 
breathing, perspiration, urine, and feces) is essentially 
equal to the average rate of input. As we have done for 
other reservoirs, we can calculate the average residence 
time of water in the typical human male and female 
using equation (1.25). If you perform this computation 

with the data in the table, you will see that the residence 
time of water in both sexes is about 14 days. Thus, on the 
average, the water in your body is completely replaced 
every two weeks. The hydrologic cycle is flowing 
through you, as well as through the rivers, aquifers, gla-
ciers, oceans, and atmosphere of the world.

Table 2B1.1 Human Water Content and Uptake.

Man Woman

Percentage of weight as water 60 50
Weight of water (kg) 42 25
Average intake (kg/d) 3.00 2.10

in milk 0.30 0.20
in water 0.15 0.10
in other fluids 1.50 1.10
free water in food 0.70 0.45
from oxidation of food 0.35 0.25

Source: Harte (1985).
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wind directions in relation to moisture sources,
global precipitation patterns (figure 2.23) show sig-
nificant deviations from the general latitudinal distri-
bution depicted in figure 2.22. The major causes of
these deviations are mountain ranges, such as the
Rocky–Andean Mountain chain, the Alps, and the

Himalayas. These ranges induce high rates of precip-
itation in their immediate vicinity and typically pro-
duce “rain-shadow” zones of reduced precipitation
over large areas leeward of the prevailing winds.
Note, for example, the dry zone in the Great Plains
of North America extending from latitude 20° to
above latitude 60°, and the effects of the Himalayas
in blocking moisture-laden winds from reaching the
interior of Asia.

Recent research has documented the importance
of atmospheric rivers (ARs) to the distribution of pre-
cipitation in the midlatitudes (Ralph and Dettinger
2011). ARs are narrow corridors of concentrated wa-
ter-vapor transport in the lower atmosphere extending
across long stretches of the ocean (figure 2.24). They
are quantitatively defined as having (1) vertically inte-
grated water-vapor concentrations equivalent to 2 or
more cm of liquid water; (2) wind speeds of greater
than 12.5 m/s in the lowest 2 km; and (3) a long (sev-
eral thousand km) and narrow (less than 400–500 km
wide) shape. Where ARs encounter mountainous
coasts, such as the Pacific Coast of North America,
they can cause extreme precipitation and flooding,
and make important contributions to the annual rain
and snowfall. Understanding the behavior of ARs
may shed light on how changing climate patterns in-
fluence extreme precipitation and floods.

The seasonal distribution of precipitation, in-
cluding its occurrence in the form of rain or snow,
has important hydrologic and climatic implications
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Figure 2.22  Latitudinal distribution of average 
rates of precipitation and evapotranspiration [data 
from Peixoto and Oort (1992)].

Figure 2.23 Global aver-
age annual precipitation 
rate (dm/yr) [Peixoto and 
Oort (1992). Physics of Cli-
mate. New York: American 
Institute of Physics. With 
kind permission of 
Springer Science+Business 
Media].
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and, as discussed later in this chapter, significant im-
pacts on soil formation and vegetation. Figure 2.25
shows the global distribution of seven general precip-
itation regimes. The reversal of circulation associ-
ated with the development of winter high pressure
and summer low pressure over the huge land mass of
Asia interacts with the topography and the migration
of the ITCZ to produce a particularly strong season-
ality of precipitation in much of Asia and Africa; this
is the monsoon.

Figure 2.26 on p. 73 shows the global distribu-
tion and duration of seasonal snow cover. Much of
the Northern Hemisphere land surface above 40° lat-
itude has a seasonal snow cover of significant dura-
tion; in the Southern Hemisphere snow occurs only
in mountainous areas and Antarctica. The principal
hydrologic effect of snow is to shape the seasonal
distribution of runoff by delaying the release of pre-
cipitated water. In many places—notably much of
western North America—runoff from snowmelt
provides most of the water used for domestic supply
and irrigation.

In addition to direct impacts on water resources,
the extent, duration, and depth of seasonal snow
cover play a major role in providing feedbacks be-
tween climate and hydrology. Snow helps to main-
tain colder temperatures by reflecting much of the
incoming solar energy (see table 2.4) and, in melt-
ing, by absorbing energy that would otherwise con-
tribute to warming the near-surface environment.
The surface cooling induced by snow has profound
effects on surface and air temperatures, global circu-

lation patterns and storm tracks, and precipitation
(Berry 1981; Dey and Kumar 1983; Dickson 1984;
Walsh 1984; Barnett et al. 1988; Leathers and Rob-
inson 1993; Groisman et al. 1994). Snow also acts as
an insulating blanket that helps to retain heat in the
soil, which is important hydrologically as well as bi-
ologically: If the soil is prevented from freezing, its
ability to accept infiltrating meltwater is generally
enhanced (Dingman 1975). The insulating effect of
snow is also important in maintaining perennially
frozen ground (permafrost), which is a major hydro-
logic feature in much of the Northern Hemisphere
(section 2.3.1). The extent, duration, and depth of
seasonal snow cover are very sensitive to climate
change (section 2.2.8), and due to the feedback ef-
fects noted above, any changes in its extent and du-
ration will induce further changes in global climate
and hydrology.

2.2.3 Distribution of Evapotranspiration
Evapotranspiration includes all processes in-

volving the phase change from liquid or solid to wa-
ter vapor. Globally, its principal components are
evaporation from the oceans and transpiration by
land vegetation. The overall pattern of latitudinally
averaged evapotranspiration (figure 2.22) is similar
to that of the radiation balance and temperature, re-
flecting the importance of the availability of energy
to supply the latent heat that accompanies the phase
change. The maximum occurs in the Southern
Hemisphere tropics, reflecting the large area of the
Pacific Ocean in these latitudes.

Figure 2.24 A Special Sensor Microwave Imager satellite image of an atmo-
spheric river impacting California on October 13–14, 2009. The scale (in cm) shows 
the amount of water vapor present throughout the air column if all the water 
vapor were condensed into one layer of liquid (precipitable water content) [Ralph 
and Dettinger (2011). Storms, floods, and the science of atmospheric rivers. Eos 
92(32):265–266, with permission of the American Geophysical Union].
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Figure 2.27 shows the global distribution of oce-
anic evaporation and continental evapotranspiration.
As expected, there is a general correlation between
mean annual temperature and mean annual evapo-
transpiration (compare figure 2.14). In the oceans,
the basic latitudinal patterns are distorted largely by
the effects of surface currents (e.g., note the effect of
the warm Gulf Stream off northern Europe and the
cold currents flowing equatorward off western South
America and North America). The highest continen-
tal values are in the tropical rain forests of South
America, Africa, and southeast Asia, while the low-
est are in the Sahara Desert, Antarctica, arctic North
America, and central Asia.

On land surfaces, the climatic evaporative de-
mand, which is chiefly a function of solar radiation,
humidity, and wind, is called the potential evapo-
transpiration; more specific definitions and ways of
calculating this quantity are discussed in chapter 6.
Thus, actual evapotranspiration on land may be ei-
ther energy-limited, where potential evapotranspi-
ration is less than the precipitation (humid regions);
or water-limited, where potential evapotranspira-
tion exceeds precipitation (arid regions). As shown
in figure 2.28, well over half the global land area is
water-limited.

2.2.4 Distribution of Runoff
Figure 2.29 shows the global distribution of an-

nual runoff, i.e., the difference between precipitation
and evapotranspiration for the continents. This map
shows a close correspondence with annual precipita-
tion (figure 2.23) and with areas of energy-limited
and water-limited evapotranspiration (figure 2.28).
The highest average runoff rates, near 3,000 mm/yr,
occur on the east coast of the Bay of Bengal, while
the Amazon Basin of northern South America is the
largest region with runoff exceeding 1,000 mm/yr.

Figure 2.30 on p. 76 shows seasonal runoff re-
gimes, which are determined by: (1) the season in
which the most runoff occurs (spring, summer, win-
ter, fall) and (2) the degree to which runoff is concen-
trated in that season (more than 80%, 50 to 80%, and
less than 50%). In most areas that have a seasonal
snow cover or are glacierized, the maximum runoff
occurs in the melt season: summer in arctic, subarc-
tic, and alpine regions, and spring at lower latitudes.
A summer maximum also occurs in regions with
monsoonal climates, such as India and southeast
Asia, and other areas with summer precipitation
maximums (figure 2.25). Fall and winter runoff
maxima are also directly related to concurrent rain-

Figure 2.27 Global distribution of average oceanic evaporation and continental evapotranspiration (cm/yr) 
[Peixoto and Oort (1992). Physics of Climate. New York: American Institute of Physics. With kind permission of 
Springer Science+Business Media].
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Figure 2.28 Global distribution of the ratio of average annual precipitation to evapotranspiration, P/ET. In energy-
limited areas, P/ET < 1; In water-limited areas, P/ET > 1 [McVicar et al. (2012). Global review and synthesis of trends in 
observed terrestrial near-surface wind speeds: Implications for evaporation. Journal of Hydrology 416–417:182–205, 
with permission of Elsevier].

Figure 2.29 Global distribution of average annual runoff [Fekete et al. (2002). High-resolution fields of global runoff 
combining observed river discharge and simulated water balances. Global Biogeochemical Cycles 16(3), with permis-
sion of the American Geophysical Union].
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fall maxima. More recent discussions of the season-
ality of global runoff are given by Kuhl and Miller
(1992), Dettinger and Diaz (2000), and Luk’yanov-
ich (2011).

Note that the seasonal pattern of runoff is com-
monly quite different from that of precipitation, due
to the seasonality of evapotranspiration and the stor-
age of precipitation as snow. In northeastern United
States, for example, precipitation is equally distrib-
uted through the year, but 25% of the annual runoff
typically occurs during one spring month and only
10% in the three months of summer. The effect of
snowmelt in concentrating the period of runoff be-
comes more pronounced the longer the annual snow
cover persists; in northern Alaska one-half of the an-
nual runoff occurs in a three- to 10-day period (Ding-
man et al. 1980).

2.2.5 Continental Water Balances
Recall from section 1.8.1 that the average runoff

rate represents the maximum available water re-
sources of a region. As shown in table 2.7, this quan-
tity varies greatly among the continents (and, of
course, within each continent). South America is by
far the wettest continent in terms of both precipita-
tion and runoff per unit area, Antarctica is the driest
in terms of precipitation, and Australia has by far the
lowest runoff per unit area.

2.2.6 Rivers, Lakes, and Reservoirs
Rivers are the major routes by which “surplus”

water on the continents returns to the oceans as run-
off (table 2.6); the rate of direct runoff to the oceans
as ground water is estimated to be about 5% of total
river flow (Gleick 1993, p. 136).

The amount of water present in rivers at any
time is a very small fraction of global fresh water (ta-

ble 2.5), and the natural residence time of water in
rivers is about 15 days. Table 2.8 shows the average
discharges and drainage areas of the 16 largest rivers
in the world (ranked by discharge); figure 2.31 shows
their locations. Together, these rivers drain 22.9% of
the world’s land area and contribute 32.8% of the to-
tal runoff to the oceans; the Amazon River alone de-
livers 16% of the total runoff. (Note that only rivers
draining directly to the ocean are included in table
2.8; there are tributaries of the Amazon that have
larger discharges than many of the rivers listed.)

Most natural and artificial lakes are through-
flowing, receiving surface and ground-water runoff
and discharging to rivers; some in arid areas are
drainage termini and lose water only by evaporation.
The main hydrologic functions of natural and man-
made lakes are: (1) to provide storage that reduces
the time variability of flow in the rivers that drain
them (figure 1.18); (2) to increase the travel time of
runoff, inducing loss of sediment load and other wa-
ter-quality changes (Vörösmarty et al. 1997); and (3)
to increase evaporation by providing large perma-
nently wet surfaces. Fresh-water lakes hold about
two years’ worth of global runoff, cover about 2.4%
of the earth’s unglacierized land surface (Lehner and
Döll 2004), and contribute about 3% of the total land
evapotranspiration (L’vovich 1974). Table 2.9 on p.
79 lists the world’s 25 largest natural lakes (ranked
by average volume), and figure 2.31 shows their loca-
tions. For more information on lakes around the
world, the International Lake Environment Com-
mittee Foundation provides a World Lake Database
(http://www.ilec.or.jp/en/).

Vörösmarty et al. (1997) have analyzed the ef-
fects of dams on global fresh water. The construction
of reservoirs (figure 2.32 on p. 80) has increased the
volume of fresh surface-water storage by about sev-

Table 2.7 Continental Water Balances.

Precipitation Evapotranspiration Runoff

Area
Continent (106 km2) (km3/yr) (mm/yr) (km3/yr) (mm/yr) (km3/yr) (mm/yr)

Europe 10.1 6,660 659 3,878 384 2,772 275
Asia 44.4 29,970 675 16,739 377 13,091 298
Africa 30.0 20,250 675 15,750 525 4,517 150
Australasia 8.2 5,404 659 4,141 505 1,320 154
North America 22.4 14,963 668 9,072 405 5,892 263
South America 17.9 27,298 1,525 15,573 870 11,715 655

Source: Data from Fekete et al. (2002) and B. Fekete (pers. comm. 2013).
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Figure 2.31 Locations of the world’s 16 largest rivers (refer to table 2.8). Locations of the world’s 25 largest lakes 
(refer to table 2.9).

Table 2.8 The World’s 16 Largest Rivers in Terms of Average Discharge to Ocean.

Drainage Area Discharge

Percent of Percent of
River 103 km2 Land Area m3/s km3/yr mm/yr Global Runoff

1. Amazon 5,854 3.93 210,000 6,642 1,135 16.61
2. Congo 3,699 2.48 41,400 1,308 354 3.27
3. Orinoco 1,039 0.70 35,800 1,129 1,087 2.82
4. Changjiang 1,794 1.20 29,900 944 526 2.36
5. Brahmaputra 583 0.39 19,900 628 1,077 1.57
6. Mississippi 3,203 2.15 19,300 610 190 1.53
7. Yenisey 2,582 1.73 19,000 599 232 1.50
8. Paraná/La Plata 2,661 1.79 18,000 568 213 1.42
9. Lena 2,418 1.62 16,800 531 220 1.33

10. Mekong 774 0.52 16,600 525 678 1.31
11. Tocantins 769 0.52 16,200 511 664 1.28
12. Ob 2,570 1.73 13,100 412 160 1.03
13. Ganges 956 0.64 12,800 404 423 1.01
14. Irrawaddy 406 0.27 12,500 393 968 0.98
15. St. Lawrence 1,267 0.85 11,500 363 287 0.91
16. Amur 2,903 1.95 11,200 354 122 0.89

Source: Dai and Trenberth (2002).
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enfold, and some 42% of global runoff is now inter-
cepted by man-made reservoirs. Globally, these
reservoirs increase the average residence time of wa-
ter in rivers by one or two months. This impound-
ment-induced aging leads to significant changes in
several biophysical processes including water bal-
ance, flow regime, re-oxygenation of surface waters,
and trapping of particulate sediments.

2.2.7 Material Transport by Rivers
In addition to their role in the global water cycle,

rivers are the means by which the products of conti-
nental weathering are carried to the oceans. Thus
they are a crucial link in the tectonic cycle in which
rock material is formed deep in the earth’s crust,
raised to the surface by tectonic processes, eroded and

transported to the oceans, and ultimately reincorpo-
rated into the lower crust and upper mantle (Howell
and Murray 1986). The natural materials transported
by rivers are also parts of the biogeochemical cycles
involving carbon, oxygen, nitrogen, hydrogen, phos-
phorus, silicon, sulfur, and many other minerals that
are essential for the maintenance of lake and ocean
ecosystems (Deevey 1970). Rivers also transport pol-
lutants and, in places such as the Gulf of Mexico,
have delivered excessive amounts of nutrients result-
ing in serious degradation of marine ecosystems.

Rivers transport material as individual ions or
molecules in solution (dissolved load), or as solid
particles (particulate load). The concentration of a
dissolved or particulate material constituent x is its
mass (or weight) per unit volume of water ([M L−3]

Table 2.9 The World’s 25 Largest Lakes in Terms of Average Volume.

Average
Average Volume Surface Area Maximum Depth

Rank Lake (km3) (km2) (m)

1 Caspian Seaa 78,200 375,000 1,000
2 Lake Baikal 23,000 31,500 1,700
3 Lake Tanganyika 18,900 33,000 1,450
4 Lake Superior 12,000 82,500 360
5 Lake Nyasa 7,000 26,000 706
6 Lake Michigan 4,750 57,500 275
7 Lake Huron 3,550 59,700 227
8 Lake Victoria 2,700 66,000 1,450
9 Lake Issyk-kul 1,730 6,200 702

10 Lake Ontario 1,700 19,000 250
11 Great Bear Lake 1,600 31,000 300
12 Great Slave Lake 1,500 28,000 400
13 Lake Toba 1,260 1,100 450
14 Aral Seaa, b 1,020 64,100 68
15 Lake Ladoga 908 18,000 230
16 Lake Titicaca 760 8,100 270
17 Lake Kivu 569 2,400 630
18 Lake Erie 520 25,700 64
19 Lake Chovsgol Nuur 480 2,620 260
20 Lake Onega 295 9,650 127
21 Lake Maracaiboa 280 13,650 145
22 Lake Winnipeg 250 24,500 25
23 Dead Seaa 188 970 395
24 Lake Vanem 165 5,600 95
25 Lake Kariba 160 5,400 78

a Saline water.
b Aral Sea volume, area, and depth have dropped markedly from these numbers due to extraction of most of the water from major inflowing 

streams for use in irrigation.

Source: Data from Gleick (1993).
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or [F L−3]), Cx; the constituent load, Lx, is the rate of
discharge of the material constituent ([M T−1] or [F
T−1]). The relation between the two quantities is

Lx = Cx · Q, (2.8)

where Q is the water discharge [L3 T−1]. The load per
unit drainage area ([M T−1 L−2] or [F T−1 L−2]) is
called sediment yield.

In this section, we review current estimates of
the global rates of material transport to the oceans
and some of the global relations between material
transport and climate, geology, topography, and veg-
etation. In viewing these data, it must be recognized
that they are highly uncertain, especially for particu-
lates, because (1) the sampling network is very sparse
in many regions (and nonexistent in some); (2) even
at a given location and time it is difficult to collect a
representative sample; (3) sediment concentrations
are strong functions of streamflow and hence are
highly variable in time; and (4) variables that affect
sediment load (such as land-use conditions and res-
ervoir construction) commonly change over time
(Meybeck et al. 2003; Syvitski 2003; Walling and
Fang 2003).

2.2.7.1 Dissolved Material
Table 2.10 lists the estimated mean composition

of the river waters of the world. However, composition
varies widely in different regions, largely due to varia-
tions in rock type and climate (Berner and Berner
1987). Gibbs (1970) showed that rivers draining areas
with high annual precipitation and runoff tend to have
low total dissolved concentrations and compositions
similar to that of precipitation (i.e., they are relatively
rich in sodium [Na] and chlorine [Cl]) and largely in-
dependent of rock type. In climates with moderate
precipitation and runoff, concentrations are at moder-
ate levels and composition is dominated by rock type
and tends to be high in calcium (Ca) and bicarbonate
(HCO3). As one moves toward drier climates, water
chemistry becomes increasingly controlled by frac-
tional crystallization due to evaporation: Concentra-

tions increase, and the composition shifts from Ca-
HCO3 toward Na-Cl. The ultimate end-member in
this progression is sea water (figure 2.33).

Walling and Webb (1987) examined data for
some 500 rivers worldwide, and found average dis-
solved-sediment yields ranging from less than 1 T/
km2 · yr to 750 T/km2 · yr; the average was about 40
T/km2 · yr. Figure 2.34 shows the global variation of
total dissolved load for major river basins (data are
sparse for other areas), and table 2.11 on p. 83 shows
loads for the continents and selected rivers. The high
loads in southern Asia reflect the high discharges in
those regions (see figure 2.29), while those in central

Table 2.10 Average Dissolved-Solids Composition of Global River Runoff.

Actual (mg/L)

Natural (mg/L)

% due to pollution

Source: Berner and Berner (1987).

Ca

14.7

13.4

9

Mg

3.7

3.4

8

Na

7.2

5.2

28

K

1.4

1.3

7

Cl

8.3

5.8

30

SO4

11.5

6.6

43

HCO3

53.0

52.0

2

SiO2

10.4

10.4

0

Total Dissolved Solids

110.1

99.6

10.5

Figure 2.33 Variation of the concentration ratio Na/
(Na + Ca) as a function of total dissolved solids show-
ing major processes controlling the chemistry of 
world rivers [adapted from Berner and Berner (1987)].
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Europe are due to widespread soluble rocks, espe-
cially limestones. The very high loads of the Ir-
rawaddy River in Southeast Asia and on New
Guinea are produced by a combination of readily
weathered rocks, high rates of weathering due to
high temperatures and precipitation, and high dis-
charges. The presence of crystalline rocks with low
solubilities in much of Africa and Australia gives rise
to generally low dissolved loads on those continents.

2.2.7.2 Particulate Material
The natural rate of erosion of particulate mate-

rial is determined by climate, rock type, topography,
tectonic activity, and vegetation. Wilkinson (2005)
calculated that the current rate of movement of earth
materials by humans (principally through agricul-
ture, mining, forest clearing, and construction) is
now more than 10 times the natural geologic rate of
7.2×109 T/yr (about 0.02 mm/yr). Thus these activi-
ties have greatly increased global sediment transport
in historic times and, along with the effects of lakes
and reservoirs acting as sediment traps (also greatly
increased by humans; see Vörösmarty et al. 1997
and Graf 1999), strongly affect the global patterns of
particulate-sediment yield.

Milliman and Syvitski (1992) found that contem-
porary particulate-sediment yields range from 1.2 to
36,000 T/km2 · yr and are positively related to drain-
age area, maximum watershed elevation, and runoff
(figure 2.35). The highest yields are in areas with sea-
sonal-rainfall climates (compare figure 2.25) coupled
with active mountain building (India) or highly erod-
ible soils (China); high yields are also associated with
mountain belts in Alaska, the Andes, and the western
Mediterranean region, and in Taiwan, the Philip-
pines, and New Zealand, where human activity also
plays a significant role in sediment production. The
areas of lowest yields (outside of deserts) are in north-
ern North America and Eurasia, equatorial Africa,
and eastern Australia, where low relief is coupled
with resistant rocks and/or extensive vegetative cover.

2.2.7.3 Total Material Transport to Oceans
Table 2.11 shows estimates of dissolved and par-

ticulate-sediment loads and yields for the continents;
the total load of dissolved plus particulate material to
the oceans is about 17.4×109 T/yr. When allowance
is made for the amount of sediment being trapped in
reservoirs, the total rate of sediment transport is be-
tween 19.0×109 and 20.0×109 T/yr, of which about
80% is particulate and 20% is dissolved (Walling and
Webb 1987). Assuming an average rock density of

2,500 kg/m3, this total sediment yield represents the
removal of 7.8×109 m3/yr, or about 0.06 mm/yr
worldwide. This is about twice the average erosion
rate through geologic history (Wilkinson 2005).

Oceania and the Pacific Islands have the highest
particulate and total yields due to their steep terrain
and high precipitation. Europe has the highest dis-
solved yield and is the only continent in which dis-
solved load exceeds particulate load. Africa has the
lowest particulate, dissolved, and total sediment
yields due to its generally low relief, widespread re-
sistant rocks, and extensive desert areas.

2.2.8 Climate Change and the
Hydrologic Cycle

2.2.8.1 Overview
The atmospheric concentration of CO2 (abbrevi-

ated as [CO2]) before the industrial age was about
250 ppmv. The present concentration is about 400
ppmv, and figure 2.6 shows that global average tem-
perature has increased by about 1°C since 1880 (Han-
sen et al. 2010). [CO2] is expected to reach close to
1,000 ppmv by the end of the century if stringent ef-
forts to reduce emissions are not implemented, and
current climate models predict that this will increase
global average temperature by 5 to 10°C. Figure 2.36
on p. 86 shows the global temperature forecast to
2030, accounting for the effects of solar variability,
ENSO, volcanic activity, and anthropogenic causes
(chiefly GHG emissions) using a model that was
highly successful in reproducing temperature changes
from 1980 to 2010. This model indicates that the cli-
mate feedback factor for CO2 is about 0.5 to 1°C/
(W/m2). However, recent studies of [CO2] through
geological history indicate that the last time [CO2] =
1,000 ppmv was 30 million years ago, when the aver-
age global temperature was about 16°C higher than
today (~31°C). These reconstructions of the earth’s
actual climatic history suggest that the long-term
feedback factor, which could include releases of
methane from marine sediments and changes in veg-
etation and geological weathering rates, is closer to
2°C/(W/m2). Thus, as noted by Kiehl (2011, p. 159),

If the world reaches such concentrations of atmo-
spheric CO2, positive feedback processes can 
amplify global warming beyond current modeling 
estimates. The human species and global ecosystems 
will be placed in a climatic state never before experi-
enced in their evolutionary history and at an unprec-
edented rate.
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The global hydrologic cycle is a major part of the
earth’s climate system, and will change in response
to natural or anthropogenic climate changes. Much
of the recent warming of the earth’s surface is re-
flected in a rise in ocean temperatures (Murphy et al.
2009; Johnson et al. 2010), which causes an increase
in evaporation. Both climate models and observa-
tions indicate that total atmospheric water vapor in-
creases by about 7%/°C due to warmer air being
able to hold more water vapor (Wentz et al. 2007), as
dictated by the Clausius–Clapeyron (C-C) relation
(box 2.2). Because warmer oceans and land surfaces
will increase evaporation rates, and a warmer atmo-
sphere can hold more water vapor, it is widely pre-
dicted that increasing temperature will cause an
increase in global precipitation rates and an intensifi-
cation of the hydrologic cycle. Satellite observations
over the last two decades generally confirm this pre-
diction; they indicate that global evaporation, total
atmospheric water (more than 99% of which is in va-
por form), total precipitation, and the intensities of
the heaviest rainfall events have increased at about
the rate predicted by the C-C relation (Allen and In-
gram 2002; Wentz et al. 2007; Min et al. 2011; Du-
rack et al. 2012). Theory also suggests that, because

more rainfall is concentrated in larger storms, less
will occur in smaller events and dry periods and
droughts will last longer.

As shown in figure 2.37, current climate models
do reasonably well at forecasting global precipitation,
but recent precipitation changes have not simply fol-
lowed global temperature. This is because precipita-
tion changes are dominated by natural solar and
volcanic forcing, which varies on short timescales,
whereas the temperature response is dominated by
steadily increasing anthropogenic GHG forcing.

Thus, past and future global warming will be ac-
companied by changes in the timing, amounts, and
distributions of precipitation, evapotranspiration,
snow, soil moisture, streamflow, and other factors;
these in turn will force major adjustments in the
magnitudes, timing, and locations of floods,
droughts, water demands, supplies, and water qual-
ity. While complete examination of the likely hydro-
logic and water-resources impacts of these climate
changes would require a separate book-length treat-
ment, the next section provides a review of recent ob-
served hydrologic changes and forecasts. Following
this, section 2.2.8.3 explores the sensitivity of runoff
to climate changes.

CRU observations

model: r=0.87
0.6

0.4

0.2

0.0

0.8

–0.2
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no
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al

y 
(°

C)

20202010200019901980 2030
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Figure 2.36 Observed global mean 
monthly temperatures (up to 2008) 
and forecast temperatures to 2030 
incorporating effects of ENSO, volca-
nism, solar irradiance, and anthropo-
genic effects [Lean and Rind (2009)]. 
How will Earth’s surface temperature 
change in future decades? Geophysical 
Research Letters 36, with permission of 
the American Geophysical Union].

Box 2.2 Water-Vapor Capacity of the Atmosphere

The water-holding capacity of the air is given by the 
saturation vapor pressure, denoted e*. The value of e* 
depends on temperature, and its rate of change with tem-
perature is given by the Clausius–Clapeyron equation, 
which is derived from thermodynamic principles (see, e.g., 
Peixoto and Oort 1992). In integrated form, the e* versus 
temperature relationship is closely approximated as

where e* is in pascals (= N/m2) and T is temperature in 
°C. Thus e* increases approximately exponentially with 
temperature (figure 3.3); at earth-surface temperatures, 
this rate is about 6.5%/°C to 7%/°C.

e
T

T
* exp

.

.
,=

+
Ê
ËÁ

ˆ
¯̃◊ ◊

611
17 27

237 3
(2B2.1)
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2.2.8.2 Evidence for Recent Climate-Related 
Hydrologic Changes

Huntington (2006) reviewed recent evidence for
the intensification of the global hydrologic cycle that
is predicted to accompany global warming; his re-
sults are summarized below and in table 2.12. Addi-
tional reports of recent climate-related hydrologic
changes are noted in box 2.3.

Huntington (2006) reported evidence that global
land precipitation increased by about 2% over the
twentieth century, but with significant regional varia-
tions: Land precipitation increased by 7 to 12% be-
tween 30 and 85°N and by 2% between 0 and 55°S,
but with substantial decreases in some regions. In the
United States, spring, summer, and fall precipitation
increased during the twentieth century, but there was
little change in Canada.

Increases in snow-water equivalent averaging
about 4 to 5% per decade were reported in North
America and Russia. There was variability in the ex-
tent of seasonal snow cover in fall and winter, but
there were widespread decreases in spring snow-cover
extent across Russia, China, and the Swiss Alps, and
the extent of spring snow cover decreased rapidly after
1980 in North America. The ratio of snow to total pre-
cipitation decreased in March in New England in the
United States and in Canada south of 55°N latitude.

A number of hydrologic and phenological stud-
ies cited by Huntington (2006) showed that the length
of the growing season has increased substantially,
suggesting that evapotranspiration has increased, at
least in humid regions. Evapotranspiration increases
of about 1 mm/yr have also been inferred from hy-
drologic budget analyses of four major US river ba-
sins from 1950 to 2000. Other studies found increases
in lower troposphere water vapor (precipitable water
content) in the last half of the twentieth century. Al-

though cloudiness increased before the 1980s, the
trend reversed during the late 1980s to the early
1990s, so the long-term trend remains uncertain. The
diurnal temperature range, which is inversely related

19601950 1970 1980 1990 2000

-0.04

0.00

0.04

0.08

Pr
ec

ip
it

at
io

n 
(m

m
 d

–1
)Figure 2.37 Variability of

global mean precipitation, 1945–
2000. Darkest line shows mea-

sured values, other solid lines are
model estimates. The dashed line

is an average of the models
[Allen and Ingram (2002). Con-

straints on future changes in cli-
mate and the hydrologic cycle.
Nature 419:224–232. Reprinted
by permission from Macmillan

Publishers Ltd.].

Table 2.12 Summary of Trends in Land-Area
Hydroclimatic Variables.

Latter Half
of the

Twentieth Twentieth
Variable Century  Century

Precipitation Increasing (R, G)
Runoff Increasing (R, G) Increasing (R, G)
Tropospheric Increasing (R)

water vapor
Cloudiness No change
Tropical storm No change

frequency and
intensity

Floods No change Increasing (R, G)
Droughts Increasing (R)
Soil moisture Increasing (R)
Seasonal glacier Increasing (G)

mass balance
Pan evaporation Decreasing (R)
Actual Increasing (R)

evapotranspiration
Growing-season Increasing (R) Increasing (R)

lengtha

Growing-season Increasing (R)
lengthb

R = regional
G = global
aBased on records of temperature or agricultural killing frost.
bBased on satellite-derived “onset of greenness” normalized differ-
ence vegetation index.

Source: Huntington (2006).
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Box 2.3 A Sampling of Reports of Recent Large-Scale Changes in the Hydrologic Cyclea

Cloud Cover, Humidity, and Wind Speed

• Atmospheric water content (precipitable water) has 
increased globally since about 1988 (Wentz et al. 2007).

• Atmospheric water vapor has increased at a rate of 
0.27 mm per decade from 1988 to 2006; the increase is 
largest in the tropics and Northern Hemisphere and 
relatively small in the Southern Hemisphere (Mears et 
al. 2010).

• Water vapor over the oceans increased by 2.4% from 
1988–2006 (Wentz et al. 2007).

• Wind speeds over the global ocean have increased by 
5 to 10% over the last 20 years (Young et al. 2011).

• Cloud cover increased over wide areas of the globe 
since 1900 (Henderson-Sellers 1992; Karl et al. 1993; 
Dai et al. 1997).

Precipitation

• Global precipitation increased by 2.8% from 1988–
2006 (Wentz et al. 2007).

• Global land precipitation has increased by about 30 
mm/yr since 1900 (Levinson et al. 2010).

• Precipitation in the Arctic has generally increased in the 
last century, especially in winter (Hinzman et al. 2005).

• The number of land-falling tropical cyclones in the 
United States has increased since 1994, and the num-
ber of heavy rainfall events associated with those 
storms was more than double the long-term (1895–
2008) average (Kunkel et al. 2010).

• From 1970 to 2004 the number of category 4 and 5 
hurricanes has increased globally; this increase is 
directly linked to increasing sea-surface temperatures 
(Hoyos et al. 2005).

• In the midlatitudes, there is a widespread increase in 
the frequency of very heavy precipitation during the 
past 50 to 100 years (Groisman et al. 2005).

• Precipitation increased in southern Canada by 13%, in 
northern Canada by 20%, and in the United States by 
4% during the last 100 years; greatest increases were in 
eastern Canada and adjacent regions of the United 
States (Groisman and Easterling 1994).

• Decadal to multidecadal variability of global precipita-
tion increased since 1900 (Tsonis 1996).

• Proportion of precipitation occurring in extreme one-
day events increased in the United States in the last 30 
to 80 years (Karl et al. 1995).

• Fall precipitation increased in central United States 
between 1948 and 1988 (Lettenmaier et al. 1994).

• The 2010 drought in the Amazon rain forest was 
unique in timing and intensity since record keeping 
began (1903). Since the mid-1970s, the length of the 
dry season and the number of “dry” and “very dry” 
events have increased (Marengo et al. 2011).

Snow

• Snowpack reductions in the northern US Rocky Moun-
tains in the last 50 years are almost unprecedented 
compared to the previous 800 years, and are due to 
springtime warming caused by positive reinforcement 
of anthropogenic warming by decadal variability (Ped-
erson et al. 2011).

• The average annual duration of Northern Hemisphere 
snow cover has decreased by 15 to 18 days since the 
early 1970s (Dye 2002).

• A rapid reduction in arctic snow-cover duration (due 
primarily to an early disappearance of snow cover in 
spring) occurred in the 1980s and has continued (Dirk-
sen et al. 2010).

• Snow-covered areas have declined in all latitude bands in 
the Northern Hemisphere since 1973 (Pielke et al. 2004).

• Spring snow-cover extent in the Northern Hemisphere 
declined steadily and decreased by about 8% from the 
1970s to 2000s (Robinson 2010).

• Areal snow cover in the Northern Hemisphere declined 
10% in the past 20 years (Groisman et al. 1994).

• Northern Hemisphere snow-cover extent decreased by 
2.5 to 5% between 1978 and 1999 (Comiso and Parkin-
son 2004).

Evapotranspiration

• Pan evaporation in the United States and former Soviet 
Union has declined since 1950 (Peterson et al. 1995).

• Pan evaporation in China decreased by 5.4 mm/yr2 
from 1960 to 1991 due to decreasing wind speed and 
insolation offsetting increased temperature, then 
increased by 7.9 mm/yr2 from 1992 to 2007 as the tem-
perature effect became dominant (Liu et al. 2011).

• Global atmospheric evaporative demand has declined 
over the last 50 years, largely due to a 0.7 m/s decline 
in wind speed (McVicar et al. 2012).

• Global evaporation increased by 2.6% from 1988–2006 
(Wentz et al. 2007).

Streamflow

• Streamflow remained steady or increased over the last 
decade (2000–2009) in all continents and ocean catch-
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to cloudiness, decreased over most land areas in the
latter half of the twentieth century.

Streamflow is a particularly meaningful indicator
of climate change because (1) it areally and temporally
integrates precipitation and evapotranspiration and
(2) it amplifies changes in precipitation: Karl and

Riebsame (1989) concluded that a given relative
change in precipitation is amplified to a one- to sixfold
change in relative streamflow (see discussion in sec-
tion 2.2.8.3). However, streamflow is also directly af-
fected by anthropogenic changes due to water imports
and exports, reservoir construction, irrigation, etc.

ments, except Africa and the Mediterranean/Black Sea 
drainage, when compared to the long-term mean 
(Fekete et al. 2010).

• Annual streamflow increased by 15.5% over northern 
Canada from 1964–2007, consistent with other parts of 
the Arctic (Déry et al. 2009).

• Shrinking glaciers and snowpacks are reducing dis-
charge in rivers that drain the central Rocky Mountain 
region (Wolfe et al. 2011).

• Mean annual discharge from the six largest rivers of 
the Eurasian Arctic increased about 12% from 1936 to 
2009 (Shiklomanov 2010).

• Mean annual discharge from the four largest rivers of 
the North American Arctic increased about 10% from 
1970 to 2009 (Shiklomanov 2010).

• Winter–spring streamflow strongly increased at over 
50% of US gauging stations from 1948 to 1988, with 
strongest trends in north-central region (Lettenmaier 
et al. 1994).

• Streamflow has increased, especially in fall and winter, 
during past 50 years in most of conterminous United 
States (Lins and Michaels 1994).

• Runoff has increased in the United States between 
1900 and 2008, and precipitation has accounted for 
almost all of the runoff variability during that period 
(McCabe and Wolock 2011).

Lakes

• The number and size of lakes on permafrost areas in 
Siberia have decreased by 11% and 6% respectively 
between 1973 and 1998, almost certainly due to per-
mafrost melting (Smith et al. 2005).

• Surface water of large lakes around the world warmed 
by 0.045 to 0.10°C/yr from 1985 to 2009, with far 
greater warming in the mid- and high latitudes of the 
Northern Hemisphere than in low latitudes and the 
Southern Hemisphere (Schneider and Hook 2010).

Glaciers and Permafrost

• Most arctic glaciers experienced net loss of water since 
1940, contributing 0.13 mm/yr to sea-level rise 
(Dowdeswell et al. 1998).

• Permafrost warmed by up to 4°C in Alaska since 1976 
(Osterkamp 2007).

• Over the last 18 years, the rate of loss of ice from the 
earth’s glaciers accelerated at the following rates: 
Greenland—21.9 Gt/yr2, Antarctica—14.5 Gt/yr2, 
mountain glaciers and ice caps—12.6 Gt/yr2 (Rignot et 
al. 2011).

• The average balances for arctic glaciers have been gen-
erally negative over the past 40 years (Hinzman et al. 
2005).

• There was an abrupt, large increase in the extent of per-
mafrost degradation in northern Alaska since 1982 
associated with record warm temperatures during 
1989–1998, mainly in massive ice wedges that had been 
stable for thousands of years (Jorgenson et al. 2006).

• The rate of mass loss from four glaciers in the Canadian 
arctic islands was 5 to 7 times faster in 2005–2009 than 
in 1963–2004 (Sharp et al. 2011).

• Permafrost temperatures increased 0.5 to 2°C during 
the last several decades in Alaska, northwest Canada, 
Siberia, and northern Europe (Romanovsky et al. 2010).

• Alpine glacier mass balances were generally negative 
for the eighteenth consecutive year. Decadal mean 
annual mass balance was –198 mm in the 1980s,
–382 mm in the 1990s, and –624 mm for 2000–2008 
(Pelto 2010).

• The portion of the Greenland ice sheet experiencing 
summer melting expanded by 17% from 1992 to 2002 
(Comiso and Parkinson 2004).

Growing Season and Plant Growth

• Plant growth in northern high latitudes increased from 
1981 to 1991 (Myneni et al. 1997).

• Growing season has increased by 10 to 20 days in the 
last few decades, largely due to earlier beginning (Lin-
derholm 2006).

aSee also Loaiciga et al. (1996), Huntington (2006), Arndt (2010), Lubchenco and Karl (2012).
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Sources cited by Huntington (2006) indicated an
increase in continental runoff generally during the
twentieth century, from individual major rivers glob-
ally and from many smaller rivers in the Northern
Hemisphere. This is consistent with the study of La-
bat et al. (2004), who found a 4% increase in global
runoff for each 1°C temperature increase between
1875 and 1994 (figure 2.38). However, regional vari-
ations were significant: runoff increased in North
America, Asia, and South America; decreased in Af-
rica; and showed no trend in Europe. In contrast, Pe-
kárová et al. (2003) found no significant trends in the
streamflows of large rivers from all continents (ex-
cept Antarctica) over the nineteenth and twentieth
centuries, but identified cycles averaging 14 and 28
years, and a 20- to 22-year cycle in some regions.
These cycles may be related to teleconnections (sec-
tion 2.1.6), and may appear to be trends when
shorter time periods are examined.

An important question is to what extent ob-
served and forecast temperature changes affect the

frequency and intensity of extreme weather events
such as hurricanes, floods, and droughts. Huntington
(2006) cited several regional studies that report in-
creases in intense precipitation events, but found no
definitive evidence of change in the intensity of trop-
ical storms. However, Kunkel et al. (2010) reported
that the number of land-falling tropical cyclones in
the United States has increased since 1994, and the
number of heavy rainfall events associated with
those storms was more than double the long-term
(1895–2008) average. A few studies found an in-
crease in the frequency of extreme floods, but others
did not detect trends in flooding in the United States,
Canada, Scandinavia, or central Europe.

A global analysis by Dai et al. (2004) found that,
since the 1970s, the fraction of land surface charac-
terized as “very dry” more than doubled, while
“very wet” areas declined slightly; another study
(Robock et al. 2000) found increases in areas of both
severe drought and moisture surplus. Huntington
(2006) reported considerable evidence for lengthen-

Figure 2.38 Mean annual runoff (in L/s) for five continents and linear trends for 1900–1970 and 1925–1994 
intervals. Except for the African and European continents, mean annual runoff increases more rapidly during the 
second period, coincident with a rapid global warming [Labat et al. (2004). Evidence for global runoff increase 
related to climate warming. Advances in Water Resources 27:631–642, with permission of Elsevier].
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ing of the growing season throughout the Northern
Hemisphere which, along with increasing tempera-
tures, would be expected to be associated with in-
creased evapotranspiration and decreased growing-
season soil moisture. Robock et al. (2000) reported
increases in summer soil moisture in recent decades
at almost all sites having long-term records; they at-
tributed this to increases in precipitation and cloud
cover that more than compensated for increased
evapotranspiration. Temperature increases over the
last century appear to have increased the frequency
of ENSO events, and these regionally variable
changes in dryness and wetness are attributed to
both ENSO-induced decreases in precipitation and
warming-induced increases in evaporation.

Huntington’s (2006) review found that subpolar
and mountain glaciers throughout the world are los-
ing mass in response to warming. One study found
that many such glaciers are experiencing higher win-
ter snowfall that is more than compensated by in-
creased summer ablation, which is further evidence
for a recent intensification of the hydrologic cycle.
There is consistent evidence of later freeze-up and
earlier break-up in rivers and lakes in the Northern
Hemisphere from 1846 to 1995; over this period
freeze-up dates averaged 5.8 days per 100 years later,
and break-up dates averaged 6.5 days per 100 years
earlier. A few longer time series reveal reduced ice
cover beginning as early as the sixteenth century, with
increasing rates of change after about 1850. Earlier
spring snowmelt runoff was reported in Siberia and
western United States and Canada, earlier river and
lake ice-out in New England, and a longer frost-free
season in the United States between 1948 and 1999.

Huntington (2006) concluded that the wide-
spread increases in precipitation, evapotranspiration,
water vapor, and runoff noted above suggest that the
theoretically expected intensification of the water cy-
cle has occurred during at least the last half of the
twentieth century, and more recent studies (box 2.3)
suggest that this trend is continuing. Observations of
ocean salinity showing a 3% decrease in precipitation
minus evaporation in subtropical oceans (a relative
increase in evaporation) and 7% (Northern Hemi-
sphere) and 16% (Southern Hemisphere) increases in
high-latitude oceans (a relative increase in precipita-
tion) reinforce this conclusion (Helm et al. 2010).

2.2.8.3 Runoff Sensitivity to Climate Change
Because runoff spatially and temporally inte-

grates hydrologic inputs and outputs, and because

long-term average runoff represents the available wa-
ter resource of a region (section 1.8.1), the sensitivity
of runoff to climate change is a critical concern.
Here we explore this question using simple analyti-
cal relations among long-term average water- and en-
ergy-balance quantities (expressed as water fluxes [L
T−1]). To make the notation less cumbersome here
we use simpler symbols to represent the water-bal-
ance components introduced in section 1.8: P ≡ μP,
ET ≡ μET, RO ≡ μRO.

These relations begin with an expression relating
evapotranspiration, ET, to precipitation, P, and po-
tential evapotranspiration, PET, which expresses the
evaporative demand of the climate (section 2.2.3):

ET = fB(P, PET). (2.9)

The function fB is a “Budyko-type equation,” named
for the Russian climatologist M. I. Budyko, who
explored such relations (Budyko 1958, 1974).
Although many versions of fB have been proposed,
Yang et al. (2008) used physical, dimensional, and
mathematical reasoning to show that the appropri-
ate form of a simple relation between ET and cli-
mate is

where w is a parameter that depends on watershed
characteristics. Because of interrelations among
these characteristics, it is difficult to specify a physi-
cally based relation for w. However, Yang et al.
(2007) established empirical relations for nonhumid
regions of China, indicating that w (1) increases with
the ratio of soil hydraulic conductivity to rainfall rate
and the ratio of soil-water storage capacity to poten-
tial evapotranspiration and (2) decreases with aver-
age watershed slope.

Figure 2.39 shows the relation between ET/P
and PET/P as given by equation (2.10). The ratio
PET/P is called the aridity index; actual evapotrans-
piration is energy-limited in humid regions (PET/P
< 1) and water-limited in arid regions (PET/P > 1).
Curves with low values of w characterize regions
with relatively small storage (e.g., rocky, steeply slop-
ing watersheds where rainfall is quickly converted to
runoff), while those with high w values represent rel-
atively flat watersheds with high subsurface storage.

From section 1.8, average precipitation, P, evapo-
transpiration, ET, and runoff, RO, are related as

RO = P − ET, (2.11)

ET
PET P

P PET
w

w w w
=

+
>◊

( )
, ,

1
0 (2.10)
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where we assume no long-term storage changes or
ground-water inputs. Combining (2.10) and (2.11)
gives a relation between runoff and climate:

We can now use equation (2.12) to explore how
RO responds to climate changes, i.e., changes in PET
and P. Taking derivatives of (2.12) yields

and

Note that (2.13) and (2.14) assume that precipi-
tation and potential evapotranspiration are indepen-
dent. We have seen in section 2.2.3 and box 2.2 that
both P and PET are positively related to temperature
at the global scale, but the relations vary regionally,
even in sign, so it is reasonable as a first approxima-
tion to assume independence at the watershed scale.
[See Yang et al. (2008) for further discussion.]

Equations (2.13) and (2.14) are graphed in figure
2.40. Figure 2.40a shows that, in humid regions
(PET/P < 1), most of a change in precipitation is re-
flected in a change in runoff (∂RO/∂P > 0.5), with lit-

tle effect due to watershed characteristics. In arid
regions (PET/P > 1), the effect of a precipitation
change on runoff varies strongly with watershed
type, being small in watersheds with large storage
(large w) and much greater where storage is small.
Figure 2.40b shows that watershed type has a much
greater effect on ∂RO/∂PET in humid regions than in
arid regions.

The sensitivity of runoff to changes in climate is
usually expressed as climate elasticity, defined as
the ratio of the relative change in runoff, dRO/RO, to
the relative change in the climatic parameters. Thus
the elasticity of runoff to precipitation, ε(RO,P), is

This expression is evaluated in box 2.4 on p. 94
and graphed in figure 2.41 on p. 95. Note that all val-
ues of ε(RO,P) are greater than 1, indicating that a 1%
increase in precipitation produces a greater than 1%
increase in runoff. Elasticity increases with w and de-
creases with increasing precipitation.

As noted in box 2.4, it is more meaningful to re-
lated fractional changes in runoff to absolute, rather
than relative, increments of temperature, so that we
express the temperature elasticity of runoff as

Using an expression relating PET to temperature
[equation (2B4.2); figure 2.42 on p. 96], the expres-
sion for this is derived in box 2.4 and plotted in figure
2.43 on p. 97. As expected, ε(RO,Ŧ) values are nega-
tive; they are also much smaller than ε(RO,P) values.
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Figure 2.39 The relation between ET/
P and PET/P as given by equation (2.10). 
The ratio PET/P (horizontal axis) is the 
aridity index; The parameter w charac-
terizes regional water storage [Yang et 
al. (2008). New analytical derivation of 
the mean annual water-energy balance 
equation. Water Resources Research 44, 
with permission of the American Geo-
physical Union].
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Some example calculations of elasticity/sensitivity
using the above relations are given in box. 2.4.

The climate elasticity of runoff has also been in-
vestigated using more elaborate hydrologic models
and empirically by examination of streamflow and
climatic data. The conclusions of these studies are
generally consistent with those determined via equa-
tion (2.12). For example, Karl and Riebsame (1989)
examined the sensitivity of streamflow in the United

States to changes in temperature and precipitation
using historical data and concluded that 1 to 2°C
temperature changes typically have little effect on
streamflow, whereas a given relative change in pre-
cipitation produces a one- to sixfold change in
streamflow. Sankarasubramanian et al. (2001) found
empirical values of ε(RO,P) ranging from 1 to 3.5 in
the United States, with highest values in semiarid re-
gions, and Sankarasubramanian and Vogel (2003)
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Figure 2.40 (a) ∂RO/∂P as a
function of aridity index,

PET/P [equation (2.13)]. (b)
∂RO/∂PET as a function of

inverse of aridity index
[equation (2.14)].



94 Part I: Introduction

Box 2.4 Derivation of Runoff Elasticity to Changes in Precipitation and Temperature

Precipitation Elasticity

From (2.12) and (2.13) we can write the elasticity of 
runoff to precipitation, ε(RO,P) as

Temperature Elasticity

Given the strong dependence of potential evapo-
transpiration on temperature, a number of formulas 
have been used for estimating monthly average poten-
tial evapotranspiration from monthly average tempera-
ture alone (see section 6.7.2.1). For estimating annual 
PET from average annual air temperature, Gardner 
(2009) used

PET = 1.2×1010 · exp(–4,620/Ŧ), (2B4.2)

where PET is in mm/yr and Ŧ is mean annual air tempera-
ture (K). Although this relationship is approximate, we 
use it to explore the essential aspects of hydrologic 
response to climate change.

The change of runoff with temperature is found as

From (2B4.2),

Substituting (2.12) and (2B4.4) into (2B4.3) then gives

Equation (2B4.5) could be used to calculate the elas-
ticity of runoff to temperature, ε(RO,Ŧ), as

However, because Ŧ is a large number, it is more mean-
ingful to relate a fractional change in runoff to an actual 
temperature increment, dŦ, rather than to a relative 
change ∂Ŧ/Ŧ. This relation is found by multiplying 
(2B4.5) by dŦ and dividing by (2.12):

where PET is given by (2B4.2).

Example Calculations

Here we use the above relationships to compare the 
changes in average runoff resulting from a 7% increase 
in average precipitation and a 1°C increase in average 
temperature in watersheds with w = 0.5 and w = 2 in 
two regions:

Annual P Annual T
Region (mm) (°C)
Humid temperate 1,000 10
Arid subtropical 200 20

Referring to the figures indicated, we find:

Table 2B4.1 Humid Temperate Region.

w Figure ε(RO,P) Figure ∂RO/RO · dŦ

0.5 2.41a 1.17 2.43a –0.010
2 2.41c 2.19 2.43c –0.069

Table 2B4.2 Arid Subtropical Region.

w Figure ε(RO,P) Figure ∂RO/RO · dŦ

0.5 2.41a 1.32 2.43a –0.017
2 2.41c 2.98 2.43c –0.106

Multiplying the above values by the increases in P 
and T gives the following values of dRO/RO:

Table 2B4.3 Humid Temperate Region.

w Due to dP/P = 0.07 Due to dŦ = 1°C

0.5 0.082 –0.010
2 0.153 –0.069

Table 2B4.4 Arid Subtropical Region.

w Due to dP/P = 0.07 Due to dŦ = 1°C

0.5 0.092 –0.017
2 0.209 –0.106

Thus the runoff responses are considerably larger (in 
absolute value) in the arid subtropical watersheds, and 
for a given climate, are considerably larger in watersheds 
with more storage.
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Figure 2.41 Elasticity of runoff to
precipitation, ε(RO,P), as a function of

potential evapotranspiration, PET,
and precipitation, P [equation

(2B4.1)]. (a) w = 1; (b) w = 2; (c) w = 5.
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showed that ε(RO,P) values depend on the aridity in-
dex and soil-water storage. Yang and Yang (2011)
found ε(RO,P) ranging from 1.6 to 3.9 and ε(RO,Ŧ)
ranging from −0.02 to −0.11°C−1 in two large Chi-
nese watersheds. McCabe and Wolock (2011) re-
ported that runoff has increased in the United States
during the past century and that precipitation has ac-
counted for almost all of the runoff variability, while
temperature effects have been small, even though
temperatures have increased significantly. Tang and
Lettenmaier (2012) found that ε(RO,P) ranges from 1
to 3 and ε(RO,Ŧ) from 0.02 to 0.06°C−1 in major
global watersheds.

The general conclusions from all of these studies
are:

1. ε(RO,P) > 1 everywhere and typically ranges from
1 to 3 or more;

2. ε(RO,P) increases with mean annual evapotranspi-
ration and temperature and decreases with mean
annual precipitation;

3. For a given climate, ε(RO,P) increases with water-
shed storage (w);

4. In humid regions (PET/P < 1), a change in pre-
cipitation (dP) mostly transforms into runoff (dRO
> dET).

5. In arid regions (PET/P > 1), a change in precipi-
tation (dP) mostly transforms into evapotranspira-
tion (dRO < dET).

6. ε(RO,Ŧ) typically ranges from −0.02 to −0.10°C−1;
and

7. The effects of global warming-induced precipita-
tion changes on runoff will be greater than the
effects of increased evapotranspiration due to
temperature increase.

The above conclusions appear to be well
founded theoretically and supported by observation.
However, predicting the magnitude, and even the di-
rection, of local and regional hydrologic change due
to climate and land-use change is challenging be-
cause many factors are involved in addition to the di-
rect responses to changes in precipitation and
temperatures. For example, experiments indicate
that higher CO2 concentrations tend to reduce water
use by plants (Lemon 1983), and this could offset in-
creases in evapotranspiration from land surfaces due
to the temperature effect. Thus, one plausible sce-
nario is that evaporation from the oceans will in-
crease, while land evapotranspiration will change
little, or perhaps even decrease. Further uncertainty
exists because of the difficulty in predicting the hy-
drologic effects of changes in length of growing sea-
son, area of plant cover, plant species, wind speed,
and cloudiness, and because there is considerable
feedback between land evapotranspiration and
global temperature and precipitation (Shukla and
Mintz 1982; Loaiciga et al. 1996).

2.2.8.4 Moisture Recycling
A major aspect of this feedback is the recycling

of continental precipitation and evapotranspiration.
To study these phenomena globally, van der Ent et
al. (2010) split the total precipitation at a given point
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postulated by Gardner (2009) [equation 
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P(x,y) into two portions: one that has continental ori-
gin (i.e., most recently evaporated from any conti-
nental area), PC (x,y), and one that has an oceanic
origin (i.e., most recently evaporated from the
ocean), PO (x,y), and defined the local precipitation-
recycling ratio, RP(x,y) as

RP(x,y) shows the dependence of precipitation at
a given location (x,y) on upwind continental evapo-
transpiration to sustain precipitation. The local evapo-
transpiration-recycling ratio, RET(x,y), was similarly
defined as

where ETC(x,y) is terrestrial evapotranspiration that
returns as continental precipitation, and ETO(x,y) is
terrestrial evapotranspiration that precipitates on an
ocean. Thus RET(x,y) indicates the importance of
evaporation at a certain location in sustaining down-
wind precipitation. Globally, the long-term average
ETC equals the average PC.

Applying water-balance concepts (section 1.8) to
the atmosphere, van der Ent et al. (2010) determined
the global distribution of RP(x,y) (figure 2.44) and
RET(x,y) (figure 2.45). Oceanic sources are dominant
in North America, though in the West about 60% of
the evaporation returns to the continent downwind.

South America shows three distinct moisture-recy-
cling patterns: Evapotranspiration from the Guianas
and the Amazon region becomes precipitation to the
south in the Río de la Plata basin; there is local recy-
cling east of the Andes; and there is very little mois-
ture recycling in Patagonia. East Africa gets most of
its precipitation from the Indian Ocean and, along
with central Africa, contributes moisture to West Af-
rica, which gets much of its precipitation from conti-
nental sources. Between Europe and Asia, the main
moisture flux is westerly, as reflected in the eastward
increase of RP(x,y); 40 to 70% of the evaporation
from Europe returns to a continental area. Much of
the precipitation in western and northern China,
Mongolia, and Siberia is of continental origin. Local
moisture recycling [high values of both RP(x,y) and
RET(x,y)] is very important in the Tibetan plateau.
Although most precipitation in the south of India,
Southeast Asia, and Oceania is of oceanic origin, val-
ues of RP near 30% indicate that continental precipi-
tation is important there. In the northern part of
Australia, Indonesia, and Papua New Guinea, which
are very wet areas, RET(x,y) is about 40%.

Table 2.13 summarizes the recycling ratios for
the continents and gives the continental and global
precipitation multipliers, MP(x,y), defined as

MP(x,y) is the amplification of precipitation due
to continental evaporation. When integrated over a
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Figure 2.44 Average continental precipitation recycling ratio (1999–2008) [van der Ent et al. 
(2010). Origin and fate of atmospheric moisture over continents. Water Resources Research 46, with 
permission of the American Geophysical Union].
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year and all continental areas the multiplier is also
the average number of times a water particle has se-
quentially fallen on the continent. As noted by van
der Ent et al. (2010), recycled moisture multiplies
precipitation by a factor 1.67 globally, and by much
more in some regions: MP(x,y) = 3 in the Río de la
Plata basin in South America and is as high as 10 in
western China.

Clearly, the feedbacks of moisture recycling play
an important role in the global climate. Thus large-
scale land-use changes currently taking place could in-
teract with changes due to global warming, perhaps
reinforcing them in some areas and weakening them
in others. Clearly there is much to learn about the
global hydrologic cycle and its complex feedbacks
with human activities, and there are many potentially
fruitful avenues of study. As noted by Eagleson (1986),

Because of humanity’s sheer numbers and its 
increasing capacity to affect large regions, the hydro-
logic cycle is being altered on a global scale with 
consequences for the human life support system that 
are often counterintuitive. There is a growing need 
to assess comprehensively our agricultural, urban, 
and industrial activities, and to generate a body of 
knowledge on which to base plans for the future. It 
seems safe to say that these actions must come ulti-
mately from global-scale numerical models of the 
interactive physical, chemical, and biological sys-
tems of the earth. Of central importance among 
these systems is the global hydrologic cycle, and its 
representation in these models presents many ana-
lytical and observational challenges for hydrologists.

A major challenge for hydrologists is to establish
the linkage between local-scale and global-scale pro-
cesses, and this is the subject of much current re-

Figure 2.45 Average continental evapotranspiration recycling ratio (1999–2008) [van der Ent 
et al. (2010). Origin and fate of atmospheric moisture over continents. Water Resources Research 
46, with permission of the American Geophysical Union].

Table 2.13 Annual Average Moisture Recycling by Continent (1999–2008).

Precipitation Evapotranspiration Precipitation
Recycling Ratio, RP Recycling Ratio, RET Amplification

Region (%) (%) Factor, Mp

North America 27 35 1.37
South America 36 59 1.56
Africa 45 55 1.82
Europe 22 27 1.28
Asia 34 52 1.52
Oceania 18 27 1.22
All continents 40 57 1.67

Source: van der Ent (2010).
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search. The final section of this chapter introduces
some of the broad interconnections between soils
and vegetation and hydrology. Subsequent chapters
develop more detailed relations between soil and
vegetation processes that control the land phase of
the hydrologic cycle.

2.3 Hydrology and the Critical Zone

The Critical Zone (CZ) is “the heterogeneous, 
near surface environment in which

complex interactions involving rock, soil,
water, air and living organisms regulate

the natural habitat and determine
availability of life sustaining resources”
(US National Research Council 2001).

The CZ extends from the top of the vegetation to
the bottom of the aquifer (figure 2.46) and includes
the near-surface biosphere and atmosphere, the pe-
dosphere (the region in which soil-forming processes

operate), and the surface and near-surface portions
of the hydrosphere and lithosphere. Water move-
ment is the principal agent in transporting mass and
energy through the CZ. Because of the importance
of these exchange processes to natural processes and
to human life, there is increasing interest in focusing
on the CZ as an integrating, although heteroge-
neous, framework for scientific study (Wilding and
Lin 2006; Lin 2010).

Most of the following chapters of this book focus
on the detailed processes of water movement and
storage in the CZ. In the remainder of this chapter
we introduce the broad relations between climate,
hydrology, and the major CZ components, soils (the
pedosphere), and vegetation (the biosphere).

2.3.1 Hydrology, Soils, and Climate

2.3.1.1 Soils and Hydrology
The conditions at the soil surface are a major de-

terminant of hydrologic response to rain or snow-
melt, as they determine whether water input moves
downslope to streams quickly over the surface, or in-
filtrates to become subsurface runoff, water used in

Figure 2.46
Components of the Criti-
cal Zone (CZ). The CZ 
extends from the top of 
the vegetation to the bot-
tom of the aquifer and 
includes the near-surface 
biosphere and atmo-
sphere, the pedosphere 
(the region in which soil-
forming processes oper-
ate), and the surface and 
near-surface portions of 
the hydrosphere and lith-
osphere [adapted from 
Lin (2010)].
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plant transpiration, or ground-water recharge. In ad-
dition, soil-moisture content of soils influences en-
ergy and moisture exchanges with the atmosphere
(Dirmeyer 2011).

Quantitative relations describing how soil prop-
erties affect the infiltration, storage, and flow of wa-
ter are the subject of chapters 7, 8, and 9; the relation
of soil moisture to evapotranspiration is discussed in
chapter 6. Here we introduce the major properties of
soils that influence water movement through the
land phase of the hydrologic cycle:

1. Propensity for infiltration of water, determined by the
size and abundance of surface pores, which is a
function of the type of geologic material present,
biotic activity (presence of root holes and animal
burrows), whether temperatures are above or
below freezing (discussed further below), and
slope (steeper slopes are more likely to shed sur-
face water as surface runoff).

2. Ability to transmit or retain infiltrated water, deter-
mined by pore size (large pores more readily con-
duct water; smaller pores have a stronger tendency
to retain water due to surface tension) and orienta-
tion (which influences whether water is transmit-
ted vertically or parallel to the slope).

3. Depth to the water table or to an impermeable surface,
which determines distance over which soil pores
are available to store infiltrated water.

The seasonal or continuous occurrence of soil
temperatures below 0°C is a climatic factor with im-
portant hydrologic implications, because water in the
solid state is essentially immobile. However, the depth
and extent of seasonal freezing are highly dependent
on the severity of winter temperatures and on local sur-
face conditions, especially vegetative cover and snow
depth (snow is an effective insulator that can maintain
above-freezing soil temperatures). Permafrost is the
condition in which soils and/or their underlying par-
ent materials remain at temperatures below 0°C con-
tinuously for more than two years, with only a thin
surface layer thawing in the summer. Permafrost is al-
most always a barrier to the movement of water (Wil-
liams and van Everdingen 1973), so its presence
controls the percolation of infiltrated water and the
movement of ground water and thereby exerts a major
influence on the hydrologic cycle (Dingman 1973).

2.3.1.2 Soil Formation and Classification
Soils are the central component of the CZ, and

constitute a geomembrane across which water and

solutes, energy, gases, solids, and organisms are ex-
changed with the atmosphere, biosphere, hydro-
sphere, and lithosphere to create a life-sustaining
environment (Lin 2010). Soil formation is essentially
a hydrologic phenomenon, because soils are formed
by the physical and chemical alteration of geologic
materials associated with the downward percolation
of water. The nature of the soil at any location is de-
termined by

1. Climate: especially temperature and the amount
and timing of liquid water availability;

2. Parent material: the physical and chemical nature
of the geologic materials on which soil-forming
processes operate;

3. Biota: the types of microorganisms and vegetation
present, which mediate many chemical processes
and affect the physical structure of soil;

4. Topography: particularly landscape position (ridge,
slope, or valley); slope angle, which affects drain-
age; and slope aspect (direction), which affects
microclimate; and

5. Time: over which soil-forming processes have
been operating, determined by geologic history
and disturbance by humans.

The operation of soil-forming processes over
time produces the characteristic soil horizons shown
in figure 2.46. A widely accepted taxonomy defines
12 soil orders, based largely on the degree of devel-
opment of these horizons; the major features charac-
terizing the soils in each order are given in table 2.14.

2.3.1.3 Global Distribution of Soil Orders
With the passage of time the influence of climate

on soil type increases, reducing the influences of par-
ent material and topography. Thus we would expect
a reasonably strong relation between climate and soil
type on a global scale. This is confirmed by table
2.14 and figure 2.47 (on p. 103), which shows the
worldwide distribution of soil orders; this map can
be compared with figures 2.14 and 2.23.

The occurrence of Entisols and some Inceptisols
is determined primarily by recent geologic history
and topography rather than climate, so soils of these
orders are found in many regions. Note, however,
that Inceptisols are widespread in the Arctic and sub-
arctic, where soil-forming processes proceed only
slowly. Inceptisols are also found on recent alluvial
and colluvial deposits like those of the Mississippi
and Amazon valleys and the Himalayas.
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The development of soils of the remaining orders
is determined mostly by climatic factors, particularly
annual temperature, annual precipitation, and sea-
sonal distribution of precipitation. Brief descriptions
of the distributions of these soils and their relation to
climate are given below. Note that hydrologically sig-
nificant seasonal freezing of soil occurs in many win-
ters over much of the Northern Hemisphere land
areas above 40° latitude (figure 2.47).

Alfisols are naturally fertile soils that occur in
large regions to the north of the Mollisols in the
Northern Hemisphere, as well as in several regions
between about 35°N and S. These areas have sub-
humid to humid climates, and typically support
grassland, savanna, or hardwood forests.

Andisols form on recent volcanic deposits on
which soil horizons are not highly developed.
They are generally highly permeable.

Aridisols occur in desert regions, which are con-
centrated near 30° latitude. However, in South
America the zone of Aridisols extends southward
from 30° in the rain shadow of the Andes, and in

Asia these soils are found near 40° in the shadow
of the Himalayas.

Gelisols occur where permafrost is present within
2 m of the surface. Figure 2.47 delineates areas in
which this condition is spatially continuous and
those in which it is discontinuous; in the latter ar-
eas, permafrost is typically present under north-
facing slopes and absent under south-facing slopes.
Permafrost depths range from 60 to 90 m at the
southern edge of the continuous-permafrost zone
up to 1,000 m in northern Alaska and arctic Can-
ada (Brown and Péwé 1973; Zhang et al. 2000).

Histosols are concentrated where more than 80%
of the growing season (defined as months with av-
erage temperature > 10°C) has > 40 mm of precip-
itation (Lottes and Ziegler 1994). The largest
zones of Histosols are north of latitude 50°N (Can-
ada, British Isles).

Mollisols, which include some of the naturally
most productive, and hence most widely culti-
vated, soils, occur in climates ranging from tem-
perate to cool and semiarid to humid. They are

Figure 2.47 Global distribution of soil orders (map prepared by US Department of Agriculture). A larger-scale, 
color map can be viewed at http://www.nrcs.usda.gov/wps/portal/nrcs/detail/soils/use/?cid=nrcs142p2_054013.
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concentrated in the grassland belts north of the
Aridisol belts of the Northern Hemisphere, and
are also found near 30°S in central South America.

Oxisols are excessively weathered soils confined to
the tropical and subtropical rain forests on either
side of the equator, where intense leaching has
been occurring for long periods of geologic history.

Spodosols develop in well-drained sites in cool,
wet climates under hardwood and conifer forests.
They are widespread in the northeastern United
States and southeastern Canada and in a large belt
north of 60° latitude in Scandinavia and the for-
mer Soviet Union.

Ultisols are largely confined to within 20° of the
equator, where climates are humid and subtropical
or tropical and soil-forming processes are intense.
There are also large areas of these soils in south-
eastern United States and southeastern China.

Vertisols form where geologic material weathers
to clay minerals that swell when wet and shrink
when dry, and their distribution is determined in
part by the nature of the parent material. However,
these soils are most commonly associated with cli-
mates that experience a pronounced alternation of
wet and dry seasons.

Global maps of soil depth and soil moisture stor-
age capacity can be viewed at http://www.fao.org/
nr/land/soils/en/.

2.3.2 Hydrology, Vegetation, and Climate

2.3.2.1 Vegetation and Hydrology
Several aspects of vegetative structure directly af-

fect hydrologic response. The main impact is on the
water and energy balances of the land surface: Plant
transpiration accounts for over 90% of water-vapor
and latent-heat transfer from land globally, and ex-
ceeds runoff in most regions. Quantitative relations
describing how plant properties affect the partition-
ing of the water and energy at the surface are pre-
sented in chapters 3, 5, and 6. Here we introduce the
major properties of plants that influence the land
phase of the hydrologic cycle:

1. Fraction of ground shaded by leaves, which is a func-
tion of plant type and spacing, determines the
extent of the transpiring surface and the degree to
which rain and snow are intercepted and retained
to promptly evaporate.

2. Plant height, which is a function of plant type,
determines the roughness of the surface, and

hence the efficacy of air turbulence in the
exchange of water vapor and heat between the
land and the atmosphere.

3. Water conductance of leaves, which is species depen-
dent, exerts a strong control on the rate of transpi-
ration.

4. Areal extent of plant root systems and associated biota,
which have a major effect on surface porosity, and
hence on the propensity for rain and snowmelt to
infiltrate.

5. Depth of root systems, which is a determinant of the
size of the soil-storage reservoir from which water
is available for transpiration.

2.3.2.2 Biomes
Biomes (also called ecoregions) are major re-

gions of broadly similar natural vegetation. Al-
though there are many schemes for defining biomes,
it is widely recognized that the distribution of major
plant communities is controlled by climate. Whit-
taker (1975) identified six major structural types of
land vegetation, which are based on the characteris-
tics that most directly affect hydrologic response:
plant height, leaf type, and plant spacing:

1. Forest—dominated by tall trees, generally closely
spaced;

2. Woodland—dominated by small trees, generally
widely spaced and with well-developed under-
growth;

3. Shrubland—dominated by shrubs, with total
plant coverage exceeding 50% of the land area;

4. Grassland—two main types: tropical (savannas)
or temperate;

5. Scrubland—dominated by shrubs, with plant cov-
erage between 10 and 50%; and

6. Desert—with plant coverage below 10%.

In Whittaker’s (1975) scheme, the occurrence of
these structural types in various climatic zones pro-
duces 21 major terrestrial biomes (table 2.15) that are
simply related to mean annual temperature and
mean annual precipitation (figure 2.48). Note that
vertical biome boundaries closely parallel lines of
equal aridity index. The global distribution of Whit-
taker’s biomes is shown in figure 2.49 on p. 106.

A more elaborate update of Whittaker’s scheme
utilizing somewhat different biome definitions has
been developed by Olson et al. (2001); Milly and
Shmakin (2002) and Bonan et al. (2002) relate
numerical values of the hydrologically important
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Table 2.15 Biome Types Identified by Whittaker (1975).a

Forest

Tropical rain 
forest

Tropical 
seasonal forests

Temperate rain 
forests

Temperate 
deciduous 
forests

Temperate 
evergreen 
forests

Taiga

Woodland

Elfin woods

Tropical 
broadleaf 
woodlands

Thornwoods

Temperate 
woodlands

Shrubland

Temperate 
shrublands

Alpine 
shrublands

Tundra

Grassland

Savanna

Temperate 
grasslands

Alpine 
grasslands

Scrubland

Warm 
semidesert 
scrublands

Cool 
semideserts

Arctic-alpine 
semideserts

Desert

True deserts

Arctic-alpine 
deserts

Structural Types

Climatic 
Gradient

aSee figure 2.48 for climatic ranges and figure 2.49 for global distribution.
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Figure 2.48 Relation of world
biome types to mean annual

temperature and mean annual
precipitation. The aridity index
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dashed lines and circled num-

bers. For climates within the
short-dash lines (maritime ver-

sus continental climates), soil
types and fire history can shift

the balance between woodland,
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[adapted from Whittaker (1975)].
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▼ EXERCISES

1. Given the following representative temperatures:

a. Calculate the rate of electromagnetic energy emission for each surface in W/m2,
assuming all surfaces are blackbodies.

b. Calculate the wavelength of maximum radiation in μm and determine the portion of the
spectrum in which it occurs (figure 2.1).

2. Consult the following websites and summarize information about the current and histori-
cal status of

a. ENSO and the relations between ENSO status and precipitation and temperature
anomalies in the United States:
http://www.pmel.noaa.gov/tao/elnino/1997.html
http://www.esrl.noaa.gov/psd/enso/mei/
http://www.cpc.ncep.noaa.gov/products/predictions/threats2/enso/elnino/
index.shtml

b. North Atlantic Oscillation (NAO) and the relations between NAO status and precipita-
tion and temperature anomalies in the United States:
NAO: http://www.cpc.ncep.noaa.gov/data/teledoc/nao.shtml

c. Pacific–North America Oscillation (PNA) and the relations between PNA status and
precipitation and temperature anomalies in the United States:
PNA http://www.cpc.ncep.noaa.gov/data/teledoc/pna.shtml

3. Calculate the residence times for the global oceanic, atmospheric, and terrestrial reservoirs
using the values in figure 2.20.

4. Use the precipitation and runoff values in table 2.7 to estimate average annual evapotrans-
piration for each continent.

a. Do those estimates equal the estimates of evapotranspiration in the table?

b. If not, what might account for the differences?

Average
Earth Surface Snow Typical Cloud Sun

Temperature (°C) 15 0 –20 6,000

vegetation properties discussed in section 2.3.2.1 to
biomes (see also table 6.4).

The exact mechanisms by which climate affects
vegetation type are the object of current research. Ea-
gleson (1982, 2004) has developed a theory in which
climate, soil, and vegetative type evolve synergisti-
cally: In drier climates, where the availability of wa-
ter is limiting, the character of the vegetative cover
adjusts to maximize soil moisture; in moist climates
where available radiant energy is limiting, there is an
ecological pressure toward maximization of biomass

productivity. Studies using hydrometeorologic mod-
els suggest that vegetation type may be determined
by the balance between precipitation and evapotrans-
piration, along with thermal controls on growth
(Woodward 1987). In North America, Currie and
Paquin (1987) found a high correlation between the
numbers of tree species and average annual evapo-
transpiration in North America, and Wilf et al.
(1998) documented a close relation between average
leaf area and mean annual precipitation across a
range of climates.
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5. The table below gives average precipitation, streamflow, and temperature for four large rivers.

a. For each watershed, estimate average potential evapotranspiration (PET) via equation
(2B4.2) and determine whether each watershed is water-limited or energy-limited (sec-
tion 2.2.8.3).

b. Determine the value of the storage parameter w in equation (2.12) for each watershed.
To do this, program a spreadsheet to solve equation (2.12) with trial values of w, using
your answers from exercise 1.7 to give Q in mm/yr. Find the applicable value for each

watershed by entering trial values of w until the quantity 

where  is the runoff estimated via equation (2.12).

6. For the region in which you live, or a specific watershed, obtain information from the US
Geological Survey, US National Weather Service, and/or other appropriate federal or state
sources to estimate the long-term average precipitation (P), runoff (RO), and temperature
(Ŧ). Estimate the regional potential evapotranspiration PET using Ŧ in equation (2B4.2), or
from other sources as given by your instructor. Then determine a best-fit value of the stor-
age parameter w in the Budyko equation [equation (2.12)] by programming the equation in
a spreadsheet and adjusting the value of w until the calculated value of RO most closely
approximates the regional value.

7. Using the values determined in exercise 2.3 and/or 2.4,

a. estimate the elasticity of runoff to precipitation via equation (2B4.1);

b. estimate the relative change in runoff due to a temperature increase of 1°C via equation
(2B4.7).

8. For the region in which you live, obtain information from the US Natural Resources Con-
servation Service (formerly Soil Conservation Service) and/or other appropriate federal or
state agencies to determine the dominant types of soils.

a. Which of the 12 soil orders in table 2.14 do the dominant local soils belong to?

b. What are the main hydrologically relevant properties of the dominant local soils?

9. What type of natural vegetation dominates the region in which you live (see table 2.15)? Is
this consistent with the average precipitation and temperature ranges shown in figure 2.48?

10. Using data from figure 2.20 and table 2B1.1,

a. What fraction of the global annual runoff passes through your body in a year?

b. In a typical lifetime of 70 years, what fraction of the earth’s fresh water passes through
your body?

c. Assuming you use 100 gal/d of water for various purposes, what fraction of the global
annual runoff do you use in a year?

d. What fraction of the earth’s fresh water do you use in a lifetime?

▼ NOTES
1 The term “El Niño” refers to the Christ child, and was given by Peruvian fishermen (whose catches were

adversely affected by the phenomenon) because the unusual warming usually becomes pronounced
around Christmas.

2 The total volume of glacier ice was about twice its present value as recently as 18,000 years ago, when the
last glaciation was at its peak; this produced a corresponding lowering of sea level.

Watershed

Connecticut River, USA

Yukon River, Canada & USA

Euphrates River, Iraq

Mekong River, Thailand

Area, A
(km2)

20,370

932,400

261,100

663,000

Average
Precipitation, P

(mm/yr)

1,100

570

300

1,460

Average
Streamflow,

Q (m3/s)

386

5,100

911

13,200

Average
Temperature,

T (oC)

10

–5

17

28

ˆ . ,RO RO RO-( ) < 0 01

R̂O
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3

Principles and Processes

3.0 Introduction
Exchanges of water and energy between the sur-

face and the atmosphere are central processes of the
hydrologic cycle. Water is exchanged via precipita-
tion and evaporation; energy exchanges occur via
three modes: (1) electromagnetic radiation, (2) sensi-
ble heat (heat flows driven by temperature gradi-
ents), and (3) latent heat (heat flows accompanying
vapor-liquid phase changes).

The laws of radiant-energy exchange and the
composition and structure of the atmosphere were
introduced in section 2.1. This chapter describes the
basic physics of precipitation formation, evapora-
tion, and sensible- and latent-heat exchanges be-
tween the surface and the atmosphere. We begin by
describing the basic equations of state for atmo-
spheric gases and introducing several quantities used
to characterize atmospheric water-vapor content.

3.1 Pressure-Temperature-Density 
Relations

Air is a mixture of compressible gases (table
2.2), and the pressure at any altitude is determined
by the weight of the overlying atmosphere. The rate

of change of pressure, p, with altitude z (figure 2.2) is
given by the hydrostatic relation:

where ρ is mass density and g is gravitational acceler-
ation.

The pressure, absolute temperature, Ŧ, and den-
sity of a gas are related via the ideal gas law. Thus,
for dry air (subscript da):

where Rda is the gas constant [L2 T–2 Θ–1] = [E M–1

Θ–1], which depends on the molecular weight of the
gas. For dry air, Rda = 287 J/kg · K (table 3.1), and
equation (3.2) relates the density of dry air at normal
sea-level pressure (p = 101.3 kPa) to absolute temper-
ature as

where ρda is in kg/m3 (table 3.2). Similarly for water
vapor (subscript v),

d
d

p
z

g= - ◊r , (3.1)

R
p

Tda
da

= ◊ r
, (3.2)

rda T
= 352

, (3.3)

R
e

T v
v = ◊ r

, (3.4)
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where e is the vapor pressure (section 3.2.1) and Rv
= 461 J/kg · K. The gas constants are related as

where MH2O is the molecular weight of water and
Mda is the effective molecular weight of dry air.

By virtue of their molecular motion and collisions,
each constituent of a mixture of gases exerts a pres-
sure, called a partial pressure, which is proportional to
its concentration. The sum of the partial pressures of
the gases in the atmosphere equals the total atmo-
spheric pressure. The partial pressure of water vapor is
called the vapor pressure, and is designated e [F L–2].
Treating air (subscript a) as a mixture of dry air and
water vapor, Dalton’s law gives the total pressure p as
the sum of the partial pressures of the constituents:

p = pda + e. (3.6)

Combining (3.2), (3.4), (3.5), and (3.6),

Thus we see that moist air is less dense than dry air.
However, the typical surface air pressure is p ≈ 105

Pa while vapor pressures seldom exceed 7×103 Pa,
so the effect of water vapor on density can generally
be neglected.

Because air has a low heat conductivity, a “par-
cel” of air that moves vertically does not immediately
exchange heat with surrounding air and initially re-
tains its original temperature; this is called an adia-
batic process. However, the parcel becomes subject to
the pressure of its new position: If it moves to a higher
elevation, its pressure decreases and therefore its den-
sity and temperature also decrease to satisfy equation
(3.7); this temperature decrease without loss of heat is
adiabatic cooling. If it moves to a lower elevation,
the converse happens and there is adiabatic warm-
ing. Under these conditions, it can be shown from the
first law of thermodynamics, the ideal gas law, and
the hydrostatic equation that the rate of change of
temperature with elevation for dry air, Γda, is

where cpd is the heat capacity of dry air at constant
pressure. Γda is called the dry adiabatic lapse rate;
the value of cpd = 1,005 J/kg · K, so Γda = 9.75×10–3

K/m = 9.75 K/km. Note that the lapse rate is
defined as the negative of the vertical rate of change
of temperature.

As shown in figure 2.2, the average near-surface
rate of decrease of temperature with altitude is about
6.5 C°/km, somewhat less steep than Γda. This is be-
cause the water vapor in ascending air parcels often
cools to the point of condensation, liberating latent
heat that raises the temperature. However, Γda is the
rate at which a parcel of dry air cools/warms when it
moves upward/downward in a turbulent eddy or
when forced over a barrier, as long as any contained
vapor does not condense.

3.2 Water Vapor
Water in vapor form consists of separate H2O

molecules mixed among the molecules of the other
gases of the air. The amount of water vapor in the at-
mosphere is highly variable in time and space, and is
of critical importance to the earth’s energy balance
(chapter 2), the formation of clouds and precipita-

R
R

M
M

da

v da
= = =H2O 18 0

28 9
0 622

.

.
. , (3.5)

ra
da

p
R T

e
p

= -
Ê
ËÁ

ˆ
¯̃◊ ◊ ◊1 0 378. . (3.7)

Gda
pd

T
z

g
c

∫ - =d
d

, (3.8)

Table 3.1 Near-Surface Values of Physical
Properties of Air.

Dry Air
Molecular weight, Mda = 28.966 g/mol
Density, ρda = 1.292 kg/m3

Gas constant, Rda = 287.04 J/kg · K
Specific heat at constant pressure, cp = 1,005 J/kg · K

Water Vapor
Molecular weight, MH2O = 18.016 g/mol
Gas constant, Rv = 461.5 J/kg · K
Specific heat at constant pressure, cp = 1,846 J/kg · K

Source: List (1971).

Table 3.2 Density of Air, ρda, at Sea Level as a Function of Temperature, T [p = 101.3 kPa].

T (°C)

ρda (kg/m3)

30

1.16

25

1.18

20

1.20

15

1.22

10

1.24

5

1.26

0

1.29

–5

1.31

–10

1.34

–15

1.36

–20

1.39
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tion (section 3.4), and the dynamics of evapotranspi-
ration (chapter 6). Depending on the context, the
amount of water vapor may be quantified in the vari-
ous ways described below.

3.2.1 Vapor Pressure
As noted, vapor pressure is the partial pressure

of water vapor. The maximum vapor pressure that is
thermodynamically stable is called the saturation
vapor pressure, designated e*. The saturation vapor
pressure is a function only of temperature, T (figure
3.1); its value can be calculated as

Horizontal Liquid Surface (T ≥ 0°C):

Ice (T ≤ 0°C):

where e* is in Pa and T is in °C. Note that equations
(3.9a) and (3.9b) are empirical relations that are suf-
ficiently accurate for hydrologic computations.1 The
true relation between e* and T is a complex formula
called the Clausius–Clapeyron equation (box 2.2).

Under most natural conditions, e* given by
(3.9a) represents the maximum amount of water va-
por that the atmosphere can hold at temperature T,
and at that point the addition of more water vapor or

the lowering of the temperature usually results in
condensation via the formation of liquid droplets or
ice crystals (clouds or fog; see section 3.4).

3.2.2 Absolute Humidity
The absolute humidity (also called the vapor

density), ρv, is the mass of water vapor per unit vol-
ume of air.

The ideal gas law [equation (3.4)] relates abso-
lute humidity to vapor pressure:

3.2.3 Specific Humidity
Specific humidity (also called mixing ratio), q,

is the concentration of water vapor expressed as the
mass of water vapor per unit mass of dry air. Thus

3.2.4 Relative Humidity
The most familiar measure of the amount of wa-

ter vapor in the atmosphere is the relative humidity,
RH, which is the ratio (commonly expressed as a
percent) of its actual vapor pressure, e, to the satura-
tion vapor pressure at the prevailing temperature, e*:

e
T

T
* exp

.
.

;=
+

Ê
ËÁ

ˆ
¯̃

◊ ◊
611

17 27
237 3

(3.9a)

e
T

T
* exp

.
.

,=
+

Ê
ËÁ

ˆ
¯̃

◊ ◊
611

21 87
265 5

(3.9b)

rv
v

e
R T

= ◊ . (3.10)

q
e

p
v

da
= = ◊r

r
0 622.

. (3.11)

RH
e

e
∫

*
. (3.12)

Figure 3.1 The curve is the rela-
tion between saturation vapor

pressure, e*(Ta), and air tempera-
ture, Ta, as given by equation (3.9a).
The arrows trace the state of a par-

cel of air that initially has vapor
pressure e*(TaC), temperature TaA,
and relative humidity RHA = eaA /
e*(TaC) (point A). When the air is

cooled to TaB, its relative humidity
has increased to RHB = eaB /e*(TaC);
when it is cooled to TaC, its relative

humidity has increased to RHC =
eaC /e*(TaC) = 1. TaC is the dew point
for this parcel of air. If cooled to TaD

without condensation, the parcel is
supersaturated (point D).
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In figure 3.1, point A represents the temperature
and vapor pressure of an unsaturated “parcel” of air. If
this parcel is now cooled (for example, by being forced
to rise to a higher elevation), its state moves leftward,
as indicated by the arrows. In this process, its vapor
pressure does not change, but its relative humidity in-
creases (point B). With further cooling to point C, the
parcel has reached its saturation vapor pressure and its
relative humidity is therefore 100%. As noted, cooling
to this point usually results in condensation.

3.2.5 Dew Point
The temperature to which a parcel with a given

vapor pressure has to be cooled in order to reach sat-
uration (point C in figure 3.1) is called the dew
point, Tdp.

The dew point is a direct measure of the amount
of water vapor in the air, and it can be calculated
from equation (3.9a) as

where Tdp is in °C and e is in Pa.
As noted above, under most natural conditions

the cooling of air to its dew point induces condensa-
tion. However, it is possible to cool a parcel of air be-
low its dew point without causing condensation.
Under these conditions the air is supersaturated,
and its state is represented by a point above the curve
in figure 3.1 (e.g., point D). Although supersatura-
tion in clouds rarely exceeds 1% (Barry and Chorley
1987), it may have an important influence on precip-
itation formation (section 3.4).

3.2.6 Precipitable Water
Precipitable water, W, is the amount of water va-

por in a column of the atmosphere of unit area extend-
ing from the surface to the top of the atmosphere, i.e.,

where ρw is the mass density of liquid water, z is ele-
vation, and ZA is the height of the atmosphere (tropo-
sphere). Note that the dimensions of W are [L], and
it represents the depth of water that would result
from the complete condensation and precipitation of
all the water vapor above a particular location at a
particular time.

The average annual precipitable water content
varies globally from about 2.5 mm in polar regions to

over 50 mm in the tropics (Peixoto and Oort 1992).
Yang and Koike (2005) derived a semi-empirical for-
mula for estimating precipitable water as a function
of near-surface air temperature, Ŧa, and relative hu-
midity, RH (%):

where W is in mm.

3.3 The Evaporation Process

3.3.1 Vapor Exchange
The process of evaporation is physically the same

for cloud droplets, open-water surfaces, plant tissues
(transpiration), soil pores, and water in its frozen
state. In figure 3.2, initially dry air with a temperature
of Ta lies above a horizontal water surface with a tem-
perature of Ts. The molecules at the surface are at-
tracted to those in the body of the liquid by hydrogen
bonds, but some of the surface molecules have suffi-
cient energy to sever the bonds and enter the thin layer
of air just above the surface. The number of molecules
with this “escape energy” increases as Ts increases.
The water molecules entering the surface layer move
in random motion, and as these molecules accumulate
in the layer, some will re-enter the liquid. The rate at
which they re-enter is proportional to the concentra-
tion of molecules in the layer. An equilibrium is soon
reached, at which the rates of escape and re-entry are
equal and the vapor pressure in the layer immediately
above the surface is equal to the saturation vapor pres-
sure, es*, at the temperature of the surface, Ts. The re-
lation between es* and Ts is given by equation (3.9a).

Molecules moving into the air above the surface
layer are subject to dispersion away from the surface
by turbulent eddies. Under given wind and tempera-
ture conditions their concentration at a reference
level reaches a steady-state vapor pressure, ea.

The rate of evaporation E is the net rate at which 
molecules move from the saturated surface 

layer into the air above, and that rate is 
proportional to the difference between the 
vapor pressure of the surface layer and the 

vapor pressure of the overlying air:
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The proportionality factor depends on the refer-
ence height and on the factors controlling the diffu-
sion of water vapor in the air, principally the wind
velocity and the nature of the surface, as described in
detail in section 3.5. Equation (3.16) is the basis for
the mass-transfer approach for estimating evapotranspi-
ration (sections 3.5.3.4 and 6.3.2).

Equation (3.16) is straightforward, but note that

Depending on the temperature of the surface 
and the temperature and humidity of the air, the 
difference between the two vapor pressures can 

be positive, zero, or negative, and

1. if es* > ea, evaporation is occurring;

2. if es* < ea, water is condensing on the surface; 
and

3. if es* = ea, neither condensation or evapora-
tion is occurring.

Note also that the value of ea can be less than or
equal to the saturation vapor pressure at the air tem-
perature, ea* (i.e., relative humidity can be less than
or equal to 100%), and

Evaporation will occur even if the relative 
humidity equals 100%, as long as es* > ea.

When humidity is 100% (ea = ea*), the evaporating
water will normally condense in the overlying air to
form a fog or mist.

For most situations of hydrologic interest, the
evaporating surface is essentially horizontal, so that
the number of water molecules just below the surface
is the same as in the surface. However, in tiny spheri-
cal cloud droplets, there are more molecules in the sur-
face than in the next layer below. Because of this, the
intermolecular hydrogen-bond forces acting on the
surface molecules are weaker than for a horizontal sur-
face. Thus the vapor pressure at the surface of a very
small droplet is higher than given by equation (3.9a)
for a horizontal surface, and there is a correspondingly
greater tendency for the molecules to evaporate.

Evaporation occurs in exactly the same way
whether the underlying surface is liquid water or ice
(snow). The only difference between the two situa-
tions is that the saturation vapor pressure for an ice
surface at a given temperature is slightly lower [equa-
tion (3.9b)] (figure 3.3). This has important implica-
tions for the formation of precipitation (section 3.4.3).

3.3.2 Latent Heat
The latent heat of vaporization, λv, is the quan-

tity of heat energy that must be absorbed to break the
hydrogen bonds when evaporation takes place; this
same quantity is released when the bonds are re-
formed upon condensation. Thus

Figure 3.2 Schematic diagram of flux of water molecules over a water surface. The vapor pres-
sure at the surface is equal to the saturation vapor pressure, es*, at the temperature of the surface, 
Ts; the vapor pressure of the overlying air is ea. The evaporation rate is proportional to (es* – ea); if ea 
> es*, condensation occurs.
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• Evaporation is always accompanied by a transfer
of heat out of the evaporating surface; i.e., the sur-
face cools.

• Condensation in the atmosphere is always accom-
panied by a transfer of heat into the air; i.e., the air
warms.

• Condensation on the surface is always accompa-
nied by transfer of heat to the surface; i.e., the sur-
face warms.

This process is called latent-heat exchange.
Because of this coupling, the rates of latent-heat

and mass (water) transfer are directly proportional.
When the underlying surface is liquid water,

λE = λv · ρw · E, (3.17)

where λE is the rate of latent-heat transfer per unit
area per unit time [E L–2 T–1], E is the rate of evapo-
ration or condensation [L T–1], ρw is the density of
water [M L–3], and λv is the latent heat of vaporiza-
tion [E M–1]. The latent heat decreases slightly with
the temperature of the evaporating surface, Ts,
approximately as

λv = 2,501 – 0.00236 · Ts, (3.18)

where λv is in MJ/kg and Ts is in °C (Shuttleworth
1992).

If the underlying surface is snow or ice, energy is
required to disrupt the molecular structure of ice as
well as to sever hydrogen bonds with neighboring mol-
ecules; this phenomenon is called sublimation. Thus
in this case latent-heat transfer involves the latent heat
of fusion, λf, as well as the latent heat of vaporization:

λE = (λv + λf) · ρw · E, (3.19)

where λf
 = 0.334 MJ/kg. λf is not a function of tem-

perature, because melting takes place at 0°C at atmo-
spheric pressure. The sum λv + λf is the latent heat of
sublimation.

3.4 The Precipitation Process
In order to produce hydrologically significant

rates of precipitation, a sequence of four processes
must occur: (1) cooling to the dew point; (2) conden-
sation; (3) droplet growth; and (4) importation of wa-
ter vapor. An introductory examination of these
processes will help the hydrologist understand re-
gional and seasonal patterns of inputs to the hydro-
logic cycle, the potential effects of local and global
climate perturbations on those patterns, the ways in
which atmospheric pollutants may affect precipita-
tion (e.g., acid rain), and attempts to manage precipi-
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tation as a water-resource-management strategy (e.g.,
cloud seeding).

3.4.1 Cooling
To begin the formation of precipitation, air con-

taining water vapor must be cooled to its dew point.
A parcel of air can lose heat by: (1) radiation to cooler
surroundings; (2) mixing with a cooler body of air; (3)
conduction to a cool surface (e.g., cool ocean water or
snow); (4) adiabatic cooling by horizontal movement
to a region of lower pressure; and (5) adiabatic cool-
ing by vertical uplift. Cooling by the first four of these
processes may produce fog or drizzle, but

Only vertical uplift can cause rates of
cooling high enough to produce

significant precipitation.

Figure 3.4 shows how the temperature and spe-
cific volume (inverse of density) of a parcel of air
change adiabatically as it is vertically displaced: If no
condensation occurs (figure 3.4a), its temperature will
decrease at the dry adiabatic lapse rate, Γda, ≈ 1°C/
100 m. If condensation occurs (figure 3.4b), its tem-
perature will decrease at a lower rate due to the libera-
tion of latent heat. This saturated adiabatic lapse
rate, Γs, varies with temperature, initial vapor pres-
sure, and elevation, but is typically about one-half the
dry rate: Γs ≈ 0.5°C/100 m. The average lapse rate in
the troposphere, about 0.65°C/100 m (figure 2.2), is a
weighted average of the dry and saturated lapse rates.

The meteorological situations that can produce
significant rates of uplift and adiabatic cooling are
discussed in chapter 4; uplift rates range from about
1 m/s along frontal surfaces to as much as 30 m/s in
thunderstorm cells.

3.4.2 Condensation
When air above the freezing point is cooled to

the dew point, liquid water is thermodynamically
stable and randomly colliding water-vapor molecules
tend to form tiny droplets. However, as described in
section 3.3.1, a small spherical droplet has a high
tendency to evaporate because the ratio of the num-
ber of molecules in the surface layer to the number
just below the surface is high, producing a high va-
por pressure. As the droplet diameter increases, this
ratio decreases, so that there are relatively more hy-
drogen bonds holding the molecules in the outer
layer, decreasing the vapor pressure. Thus very small

cloud droplets are unstable, and some 108 molecules
must collect to form a stable droplet of about 10–4

mm diameter. The chance of this happening by ran-
dom collision is effectively zero, and

In order for condensation to occur when the 
dew point is reached, water-molecule-attracting 
particles larger than 10–4 mm must be present 

to provide substrates. These particles are called 
cloud condensation nuclei (CCN).

Figure 3.4 Adiabatic expansion and cooling during 
uplift of (a) air in which no condensation occurs and (b) 
air saturated at 15°C. Ta is air temperature and Va is rela-
tive volume (= 1/ρa) [adapted from Miller et al. (1983)].
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Air usually contains hundreds of CCN per cubic
centimeter. The major natural sources of CCN are
meteoric dust, windblown clay and silt, volcanic ma-
terial, smoke from forest fires, and sea salt.2 It is esti-
mated that the natural concentrations of CCN are 50
to 100 per cubic centimeter (cm–3) over the oceans,
and about 400 to 500 cm–3 or more over the conti-
nents (Wallace and Hobbs 1977). Human activities
produce CCN (chiefly combustion products, includ-
ing the sulfur and nitrogen compounds that produce
acid precipitation) in concentrations of 3,500 cm–3 or
more. Radke and Hobbs (1976) estimated that the
global anthropogenic production rate of CCN may
be comparable to the natural production rate. In
some industrial areas most CCN are anthropogenic
and concentrations can reach 30,000 cm–3 (Miller et
al. 1983).

Condensation releases latent heat that was re-
moved from the surface when the water evaporated,
and the evaporation/condensation process is an im-
portant mechanism of energy exchange between the
surface and the atmosphere. Furthermore, the libera-
tion of latent heat in condensation produces a posi-
tive feedback that tends to sustain the precipitation
process by warming the surrounding air, reducing its
density, and increasing its tendency to rise, cool, and
produce more condensation.

3.4.3 Droplet Growth
The preceding discussion shows that condensa-

tion to form clouds occurs when: (1) water vapor is
present; (2) there is a sufficient degree of uplift to
bring about cooling to the dew point; and (3) suffi-
cient CCN are present. This condensation forms
cloud droplets with diameters in the range 0.001 to
0.2 mm (figure 3.5); droplets of this size range have
fall velocities less than 0.7 m/s. Thus,

In order for precipitation to fall from clouds to 
earth, some droplets must grow to a size such 
that their fall velocity exceeds the rate of uplift 
(usually greater than 1 m/s) and such that they 

can survive evaporation as they fall.

There are two processes by which cloud droplets
can grow several orders of magnitude to form rain-
drops of 0.4 to 4 mm diameter, or snowflakes of even
larger size:

1. Droplet collision occurs at temperatures above
0°C because condensation on CCN produces
cloud-water droplets of varying sizes.

The larger droplets have larger fall velocities than
the smaller ones and, because of this velocity dif-

Figure 3.5 Size ranges of nongaseous atmospheric constituents (logarithmic scale) [data from Miller et al. (1983)].
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ferential, collisions occur between falling droplets
of different sizes. Many of these collisions result in
the coalescence of the two droplets and hence the
gradual growth of the larger ones. Ultimately these
become large enough to fall out of the cloud.

2. Ice-crystal growth occurs in clouds at tempera-
tures below 0°C.

Typically, there are relatively few CCN present that
are effective seeds for direct condensation as ice
crystals, such as clay minerals. Thus at below-
freezing temperatures, condensation as super-
cooled liquid water on other types of CCN initially
dominates. In the resulting mixture of ice crystals
and water droplets, the saturation vapor pressure of
an ice surface at a given temperature is somewhat
less than the saturation vapor pressure of a liquid-
water surface at that temperature (figure 3.3). This
differential causes H2O molecules to evaporate
from the liquid particles and condense as ice on the
ice crystals. The ice crystals thus tend to grow at
the expense of the liquid droplets, and eventually
acquire a size and fall velocity that allows them to
fall through the cloud as snowflakes. Further
growth by collision may also occur as the flakes
fall. If the temperature below the cloud is above
0°C, the snowflakes will melt and reach the earth
as raindrops; otherwise they will fall as snow.

3.4.4 Importation of Water Vapor
The concentration of liquid water and/or ice in

most clouds is in the range of 0.1 to 1 g/m3 (Gilman
1964). The following computation will show that
even if all the water in a very thick cloud at a given
time were to fall as rain, the total depth of precipita-
tion would be relatively small:

Consider a 10,000-m thick cumulonimbus (i.e.,
thunderhead) cloud, such that the total cloud vol-
ume above each 1 m2 of ground surface is 10,000 m3.
If the concentration of water substance in the cloud
is 1 g/m3, the total volume of cloud water above
each 1 m2 is 10,000 cm3. If all this water fell as pre-
cipitation, its depth would be 1 cm. This value—a
moderate rainfall—represents a near maximum for
the amount of precipitation produced by all the wa-
ter initially present in a cloud at a given time.

Thus, since most rain-producing clouds are
much less than 10,000 m in thickness and have water
concentrations less than 1 g/m3, a final requirement
for the production of significant amounts of precipi-
tation is that

A continual supply of water vapor must be 
imported into the cloud by converging winds

to replace that which falls out (figure 3.6).

3.5 Turbulent Exchange of 
Momentum, Mass, and Energy
The large-scale vertical structure of the atmo-

sphere was described in section 2.1.2.2. The plane-
tary boundary layer is the region in which the
atmosphere is affected by the surface; its thickness
ranges from a few tens of meters to one or two kilo-
meters, depending on the general topography, the na-
ture of the surface, the wind velocity, surface and air
temperatures, solar radiation, and other factors.

The dynamic structure of the lowest part of the
planetary boundary layer is shown in figure 3.7. This
is the mixed layer (or Prandtl layer), which is
strongly affected by turbulent eddies caused by

1. forced convection due to surface-frictional effects
on winds, and/or

2. free, or thermal, convection due to heating by the
surface.

Figure 3.6 In order to produce significant amounts 
of precipitation, vapor-bearing winds must provide a 
continual supply of water to precipitation-producing 
clouds.
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Turbulence is characterized by chaotic eddies
with strong vertical components that mix the air (fig-
ures 3.8 and 3.9), transferring water vapor and latent
and sensible heat between the surface and the atmo-
sphere in a process called turbulent diffusion. This
section describes how turbulent-diffusion processes
are quantified, which is an essential basis for under-
standing and modeling snowmelt (chapter 5) and
evapotranspiration (chapter 6).

3.5.1 Turbulence
We first consider turbulence generated only by

surface-frictional forces acting on a steady horizon-
tal wind (forced convection) when the effects of den-
sity differences on vertical motion are negligible.
Later we consider how buoyancy effects may en-
hance or suppress frictionally generated turbulence
(section 3.5.3.7).

If the surface is very smooth, there is an ex-
tremely thin (< 1 mm) layer in which the air’s viscos-
ity creates a frictional drag. More commonly this
layer is absent and the surface friction is due to the
roughness of vegetation or water waves. In either
case the friction produces a surface at which the
wind velocity is zero (horizontal dashed lines in fig-
ure 3.7); this is called the virtual surface. Below the
virtual surface height is the interfacial sublayer
(Brutsaert 1992), in which surface roughness ele-
ments suppress turbulence. Above the viscous layer
or the roughness features, the gradient of upward-in-
creasing vertical velocity induces a layer of pro-
nounced turbulence that defines the mixed layer,

which is typically some tens of meters thick. Vertical
fluxes of heat and water vapor are essentially con-
stant throughout this layer.

Consider a land surface across which a steady
wind is blowing. Because of turbulent eddies, the in-
stantaneous horizontal wind velocity, u(z), at any
level z above the virtual surface fluctuates in time.
We can describe this situation by separating the in-
stantaneous velocity into a time-averaged compo-
nent, , and a deviation from that average caused
by the eddies, u′(z), so that at any instant

where u′(z) may be positive or negative and the over-
bar denotes time-averaging. By definition the time-
averaged value of the fluctuations equals zero, so

and

At any level, the wind speed  is the velocity
averaged over a time period appropriate for defining
the “prevailing conditions” for the analysis (typically
one hour to one day). To simplify the notation, we
will henceforth use the symbol u(z) rather  than
to denote this time average.

Turbulent eddies have a pronounced vertical
component, so turbulence is also reflected in a time-
varying vertical air velocity at a given level, desig-
nated v(z). This component can be similarly sepa-

u z( )

u z u z u z( ) = + ¢ ( )( ) , (3.20)

¢ ( ) =u z 0, (3.21)

u z u z u z u z u z( ) ( ) .+ ¢ = ( ) + ¢ ( ) = ( ) (3.22)

u z( )

u z( )

z

Figure 3.7 Schematic diagram of 
velocity profiles in the lowest por-
tion of the planetary boundary 
layer for surfaces of varying rough-
ness (not to scale). z is elevation. 
This is the layer in which the sur-
face directly affects atmospheric 
dynamics that control surface-
atmosphere exchanges of heat and 
water vapor. It consists of the inter-
facial sublayer, which extends 
from the surface to the horizontal 
dashed lines, where the wind 
velocity is zero. Above this is the 
turbulent mixed layer in which 
velocity increases upward (solid 
curves show the velocity profile).
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rated into a time-averaged component, , and an
instantaneous deviation from that average, v′(z):

However, there is no net vertical air movement, so
the time average of both components is zero, i.e.,

and

Because the average wind speed u(z) increases
upward in the mixed layer, a parcel of air moving up-
ward [i.e., with v′(z) > 0] at a given instant has a
lower horizontal velocity than the average at the new
level. This momentarily reduces the horizontal ve-
locity at that level, so that u′(z) < 0. Conversely, a
parcel moving downward [v′(z) < 0] tends to increase
the velocity at the lower level [u′(z) > 0]. Thus the in-
stantaneous vertical and horizontal velocity fluctua-
tions at a given level have the opposite sign, are
negatively correlated, and operate to reduce the ver-
tical velocity gradient. The observed vertical gradient

v z( )

v z v z v z( ) = ( ) + ¢ ( ). (3.23)

v z( ) = 0 (3.24)

¢ ( ) =v z 0. (3.25)

Figure 3.9 Turbulence
generated by boundary fric-

tion in laboratory flows of
air in wind tunnels. Flow is

from left to right. Turbu-
lence is made visible by

injecting oil droplets into
the flow (image courtesy of

Fernando Porté-Agel).

Figure 3.8 Conceptual diagram
of the process of momentum

transfer by turbulent diffusion.
Friction caused by surface rough-

ness reduces average wind veloci-
ties (straight arrows) near the

surface and produces turbulent
eddies (circular arrows), resulting

in a net downward transfer of
momentum. The vertical compo-

nent of the eddies transports heat
and water vapor upward or

downward depending on the
directions of temperature and

vapor-pressure gradients.
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of average velocity du(z)/dz is the result of this turbu-
lent mixing of momentum.

The intensity of turbulence is proportional to
the magnitude of the velocity fluctuations, and the
negative correlation between the horizontal and ver-
tical fluctuations allows us to characterize that inten-
sity by a quantity called the friction velocity, u*,
defined as

where the minus sign is required because simultane-
ous values of u′ and v′ have opposite signs.3 For
forced convection within the mixed layer,

The friction velocity is a constant for a steady 
wind blowing over a given surface,

i.e., u* is not a function of z. As will be shown in the
following discussion, the friction velocity can be
evaluated from measurements of the vertical velocity
distribution and is a critical parameter in characteriz-
ing the exchanges of water vapor and energy
between the surface and the atmosphere.

3.5.2 Vertical Distribution of Wind Velocity
Theoretical considerations and measurements in

the mixed layer show that for a steady wind blowing
over a given surface,

The vertical distribution of horizontal wind 
velocity near the surface can be well 

represented by a logarithmic relation:

where u(z) is the appropriately time-averaged veloc-
ity at height z above the ground surface, u* is the fric-
tion velocity, κ is a dimensionless constant, the
height zd is called the zero-plane displacement
height, z0 is the roughness height, and zml is the
height of the top of the mixed layer.

Figure 3.10 shows the general form of the veloc-
ity distribution described by equation (3.27). The re-
lation was formulated and experimentally verified in
the early twentieth century by Ludwig Prandtl and

his student Theodore von Kármán, and is known as
the Prandtl–von Kármán universal velocity distri-
bution. It is universal because it describes turbulent
flows over boundaries in any situation, including wa-
ter flow in rivers and air flow over airplane wings.
Experiments show that κ = 0.4 in most situations,
and that zd and z0 can be taken to be proportional to
the average height of the roughness elements on the
surface. Table 3.3 gives typical z0 values for various
surfaces, and we will usually estimate zd and z0 for
vegetated surfaces as

zd = 0.7 · zveg (3.28)

and

z0 = 0.1 · zveg, (3.29)

where zveg is the average vegetation height. Note from
(3.27) that u(z) = 0 at z = zd + z0, which is the virtual
surface. Using (3.28) and (3.29), this level is at z =
0.8 · zveg.

Elaborate instrumentation to record the rapid
fluctuations of horizontal and vertical velocity is re-
quired to determine u* via equation (3.26). Fortu-
nately, we can also evaluate u* in a given situation
from measurements of average wind velocity using
equation (3.27): If we measure velocity at a single
height, designated zm, where zm > zd + z0, then

Alternatively, if we measure velocity at two heights,
denoted z2 and z1, where z2 > z1 > zd + z0, then

Figure 3.11 on p. 124 shows the velocity profiles
when a given velocity is measured at a fixed height
above two different vegetation heights, as in the ex-
ample of box 3.1, also on p. 124.

3.5.3 Turbulent Diffusion

3.5.3.1 Diffusion
Diffusion is the process by which constituents

of a fluid, such as its momentum, heat content, or a
dissolved or suspended constituent, are transferred
from one position to another within the fluid. Such
transfers occur whenever there are differences in
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concentrations of the constituent in different parts of
the fluid. According to Fick’s law,

The rate of transfer of a constituent S in the
z-direction is directly proportional to the 

gradient of concentration of S in the z-direction:

where FS is the rate of transfer of S in direction z 
per unit area per unit time (called the flux of S), 
χS is the volumetric concentration of S, and DS

is called the diffusivity of S in the fluid
(figure 3.12 on p. 125).

The minus sign in equation (3.31) indicates that
S always moves from regions where its concentration
is higher to regions where its concentration is lower.
In the present context, z represents elevation above a

F D z
z

zS S
S= - ( ) ◊ d

d

c ( )
,

(3.31)

Table 3.3 Typical Values of Roughness Height, z0, 
for Various Surfaces (see also table 6.4).

Surface

Large water surfaces

Snow

Mud flats

Short grass

Long grass, prairie

Short agricultural crops

Tall agricultural crops

Prairie with scattered bushes and trees

Continuous bushland

Mature pine forest

Bushland in rugged terrain

Tropical forest

Alpine terrain with scattered tree stands

Source: Brutsaert (1992).

z0 (m)

0.0001–0.0005

0.0001–0.0005

0.0001–0.0005

0.008–0.02

0.02–0.06

0.05–0.10

0.10–0.20

0.20–0.40

0.20–0.40

0.80–1.5

1.0–2.0

1.5–2.5

3.0–4.0

Figure 3.10 Vertical distribu-
tion of wind velocity over a veg-

etative surface of height zveg.
The long-dashed curve follows

the logarithmic relation of
equation (3.27). The zero-plane

displacement, zd, is about
0.7 · zveg and the roughness
height, z0, is about 0.1 · zveg.

Note that equation (3.27) gives
u(z) = 0 when z = z0 + zd.
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surface (ground, snow, or water). In general χS and
DS are functions of z, but the flux FS does not vary
with z at a given place and time.

3.5.3.2 Diffusivity
Note from equation (3.31) that diffusivity always

has dimensions [L2 T–1], while the dimensions of the

other quantities depend on the nature of the property
S: either mass [M], momentum [M L T–1], or energy
[M L2 T –2] = [F L] = [E]. The magnitude of the dif-
fusivity depends on (1) the nature of the property S,
(2) the properties of the medium, and (3) the physical
mechanism by which the property is transferred. In

Box 3.1 Example Calculations of Wind Profiles

Suppose an anemometer is set up at a height of 2 m 
above the ground in a corn field. Use equation (3.27) to 
calculate the velocity profiles up to a height of 5 m 
above the ground when the anemometer measures a 
velocity of 6.0 m/s when (a) the corn is at a height of 0.5 
m and (b) the corn is at a height of 1.5 m. Plot both pro-
files on the same graph.

a. When zveg = 0.5 m, equations (3.28) and (3.29) give 
the zero-plane displacement height, zd, and the 
roughness height, z0, as

zd = 0.7 × 0.5 m = 0.35 m;

z0 = 0.1 × 0.5 m = 0.05 m.

Then, with κ = 0.4, equation (3.27) becomes

Using equation (3.30a), the friction velocity when 
u(2 m) = 6 m/s is thus

This value is then used in equation (3.27) to gen-
erate the vertical wind profile (figure 3.11).

b. When zveg = 1.5 m, the zero-plane displacement 
height, zd, and the roughness height, z0, are

zd = 0.7 × 1.5 m = 1.05 m;

z0 = 0.1 × 1.5 m = 0.15 m.

Then equation (3.27) becomes

The friction velocity when u(2 m) = 6 m/s is thus

This value is then used in equation (3.27) to gen-
erate the vertical wind profile when the corn is 
higher (figure 3.11).
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Figure 3.11 Wind-velocity pro-
files for the example of box 3.1. In 
both curves a velocity of 6 m/s is 
measured at a height of 2 m. Curve 
1 (solid) is for a vegetation height 
of 0.5 m, curve 2 (dashed) is for a 
vegetation height of 1.5 m.
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the mixed layer of the atmosphere, momentum, mass
(water vapor and other constituents, such as pollut-
ants), and energy (latent and sensible heat) are ex-
changed between the surface and the air and diffused
vertically by turbulent eddies, so DS(z) is the turbu-
lent diffusivity for the various properties.

When buoyancy effects are negligible it is usu-
ally assumed that the diffusivities of momentum
[DM(z)], water vapor [DV(z)], and sensible heat
[DH(z)] have the same value at a given time and
place, i.e., 

DS(z) = DM(z) = DV(z) = DH(z). (3.32)

Thus we can use Fick’s law and the Prandtl–von
Kármán relation to develop relations for the diffusivity
of momentum, and then take advantage of (3.32) to
derive useful practical approaches for calculating the
vertical transfer of water vapor and latent and sensible
heat under conditions of forced convection. These ela-
tions are developed in sections 3.5.3.3 to 3.5.3.6. Sec-
tion 3.5.3.7 describes criteria and modifications to
account for thermally induced buoyancy effects.

3.5.3.3 Diffusion of Momentum
Momentum equals mass times velocity, so the

concentration of momentum (momentum per unit
volume) at any level z equals the mass density of the

air times the velocity, ρa · u(z). Thus, for momentum,
equation (3.31) becomes

where FM is the momentum flux and DM(z) is the dif-
fusivity of momentum in turbulent air. In the lowest
levels of the atmosphere ρa can be considered con-
stant at the prevailing air temperature [equation
(3.3)], so equation (3.33) can be simplified to

As noted, velocity always increases with height
because frictional drag slows air movement near the
ground, so du(z)/dz is always positive. Thus FM is al-
ways negative, reflecting the transfer of momentum
downward from where velocities are higher to where
they are lower via turbulent eddies (figure 3.8).

Note that momentum flux FM has the dimen-
sions [M L–1 T–2] = [F L–2], i.e., a force per unit area,
and physically represents the horizontal frictional
force that causes the vertical gradient of wind veloc-
ity. Thus the momentum flux FM is equal to the fric-
tional force per unit area, or shear stress, τ0, exerted
by the surface on the wind and by the wind on the
surface. (It is this shear stress that produces waves on
water surfaces.) It can be shown that momentum
flux and shear stress are related to friction velocity as

FM = τ0 = −ρa · u*
2. (3.35)

From the Prandtl–von Kármán law [equation
(3.27)],

showing that the velocity gradient decreases with
height. From equations (3.34)–(3.36), we see that

and combining (3.36) and (3.37) gives

DM (z) = κ · u* · (z – zd), (3.38)

showing that diffusivity increases linearly with height.
As we see in the example of box 3.1, u*, and

hence DM (z), can be determined from measurements
of wind velocity. We will use equation (3.38) in the
following sections to derive expressions for comput-
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Figure 3.12 Conceptual diagram of the general dif-
fusion process. Concentration of dots indicates con-
centration of quantity S. The rate of movement of S 
from z1 to z2 is proportional to the diffusivity.
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ing the magnitudes of the vertical transfer of water
vapor (evaporation/condensation) and latent and
sensible heat.

3.5.3.4 Diffusion of Water Vapor
The absolute humidity ρv is the concentration

(mass/volume) of water vapor in air (section 3.2.2),
so the equation for the vertical flux of water vapor,
FV [M L–2 T–1], is

where DV(z) is the diffusivity of water vapor in turbu-
lent air. Note that (3.39) represents evaporation as a
positive flux: If humidity decreases upward, dρv(z)/dz
< 0, FV > 0, and evaporation is occurring; if humidity
increases upward, dρv(z)/dz > 0, FV < 0, and the flux
is downward (condensation is occurring).

It is more common to write (3.39) in terms of va-
por pressure, e; this can be done using (3.4) to give

Dividing by the density of water, ρw, gives an ex-
pression for evaporation/condensation, E, in the
units of depth per unit time [L T–1]:

A practical relation for computing evaporation/
condensation from measurements of wind speed and
vapor pressure can be developed by noting (3.37) and
dividing the right-hand side of (3.40b) by DM while
multiplying it by u*

2/[du(z)/dz]:

This relation can then be written in finite-difference
form via the approximations

de(z) ≈ e(z2) − e(z1) (3.42)

and

du(z) ≈ u(z2) − u(z1). (3.43)

Finally, from equation (3.30b),

and combining (3.41)–(3.44) gives

If we assume that the surface velocity us ≡ u(zd + z0) =
0 and that es is the vapor pressure at the evaporating
surface, we can write (3.45a) as

Equation (3.45) is widely used as the basis for
the mass-transfer approach to calculating evapo-
transpiration. As noted, it is commonly assumed
that DV (z) = DM (z) and that the zero-plane displace-
ment zd and the roughness height z0 are the same for
water-vapor exchange and momentum when buoy-
ancy effects are negligible. With these assumptions,
we can define a water-vapor-transfer coefficient KE
with dimensions [L2 F–1],

Noting that κ = 0.4 and that typical near-surface
values for ρa, ρw, and p can often be assumed (tables
3.1 and 3.2), we can write
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With (3.46) we can write (3.45b) in its most simpli-
fied form as:

E = KE  · u(zm) · [e(zs) – e(zm)]. (3.47)

Note that the minus sign from (3.45) is dropped
because the signs of e(zs) and e(zm) are reversed.

Equation (3.47) emphasizes that, for a given sur-
face,

Evaporation/condensation rate is essentially 
proportional to the product of surface/air

vapor-pressure difference and wind speed.

Equations of this form are discussed further in
section 6.3.2.

3.5.3.5 Diffusion of Latent Heat
As discussed in section 3.3.2, a transfer of latent

heat always accompanies a transfer of water vapor
[equations (3.17) and (3.19)]. Thus the diffusion
equation for latent-heat flux, FλE, follows directly
from equation (3.39),

where λ is the appropriate latent heat. Thus, transfer
relations for latent-heat flux λE are formulated sim-
ply by multiplying the relations for evaporation/con-
densation [equation (3.45)] by ρw · λ to give

or

As in (3.47), we can define a latent-heat-transfer
coefficient KλE as

and write (3.49) as

λE = KλE · u(zm) · [e(z s) – e(zm)]. (3.51)

Near sea level and near 0°C,

3.5.3.6 Diffusion of Sensible Heat
The diffusion equation for vertical sensible-heat

flux, FH, is

where DH(z) is the diffusivity of heat in turbulent air,
cp is the specific heat of air at constant pressure [E
M–1 Θ–1], and Ŧ is the absolute temperature. Because
ρa and cp are effectively constant in near-surface con-
ditions (table 3.1) and dŦ(z)/dz = dT(z)/dz, this can
be simplified to

Following the same reasoning used to derive the
relations for evaporation/condensation, we find that
the upward sensible-heat flux H is given by

or
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As with water-vapor and latent-heat exchange, it
is commonly assumed that DH = DM for forced con-
vection and that the zero-plane displacement zd and
the roughness height z0 are the same for sensible-heat
exchange and momentum. Thus, analogously to wa-
ter-vapor exchange, we can define a sensible-heat-
exchange coefficient, KH [E L–3 Θ–1], as

and write the sensible-heat-exchange relation as

H = KH · u(z) · [T(zs) – T(zm)], (3.56)

where T(zs) is surface temperature. Using the typical
near-surface values ρa = 1.292 kg/m3 and cp =
1.005×10–3 MJ/kg · K,

Equation (3.56) emphasizes that

Sensible heat-exchange rate is essentially 
proportional to the product of

temperature gradient and wind speed.

3.5.3.7 Effects of Atmospheric Stability
As noted, the average value of the lapse rate in

the troposphere is 6.5°C/km. However, the local
near-surface lapse rate (often called the environmen-
tal lapse rate), Γ, is highly variable in space and time
and may even temporarily reverse direction; this lat-
ter phenomenon is called an inversion.

When a parcel of air moves vertically in a turbu-
lent eddy with vertical velocity v, it warms (if de-
scending), or cools (if ascending) at the dry adiabatic
lapse rate, Γda (assuming no condensation occurs).
Peixoto and Oort (1992) show that the buoyancy-in-
duced vertical acceleration, dv/dz, of an air parcel
displaced vertically a small distance δz is given by

where g is gravitational acceleration and Ŧ is average
temperature. Thus the relative magnitudes of Γ and
Γda determine the near-surface stability conditions
(figure 3.13):

• Γ < Γda: Stable conditions (dv/dz < 0) exist if the
ambient lapse rate is less steep than the dry adia-
batic rate, because an elevated (δz > 0)/lowered (δz
< 0) parcel will be cooler/warmer and denser/less
dense than the surrounding air (figure 3.13a), and
hence will tend to return to its original elevation.
Thus DV/DM < 1 and DH/DM < 1, and the actual
rates of turbulent exchange are less than given by
the equations derived in sections 3.5.3.4–3.5.3.6.
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Figure 3.13 The dot indi-
cates the height of an air 
parcel at an initial time. If the 
parcel is displaced upward 
or downward, it cools or 
warms at the dry adiabatic 
lapse rate Γda (long-dashed 
line). (a) Stable conditions 
exist if the ambient lapse 
rate (solid line) is less steep 
than the dry adiabatic rate 
(|Γ| < |Γda|); an inversion 
(short-dashed line) exists 
when temperature increases 
with height. (b) Unstable 
conditions exist if the ambi-
ent lapse rate is steeper than 
the dry adiabatic lapse rate 
(|Γ| > |Γda|).
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Stable conditions typically occur when warm air
overlies a cold water surface or a snowpack or
when there is a temperature inversion.

• Γ = Γda: Neutral conditions (dv/dz = 0) exist when
the ambient lapse rate is equal to the dry adiabatic
lapse rate, because an elevated/lowered parcel will
have the same temperature and density as the sur-
rounding air, and there will be no buoyancy ef-
fects. Under neutral conditions, the diffusivities of
water vapor and sensible heat can be assumed to
be identical to the diffusivity of momentum [equa-
tion (3.32)] because the same turbulent eddies are
responsible for the transport of all three quantities,
as assumed in deriving the relations in sections
3.5.3.4–3.5.3.6.

• Γ > Γda: Unstable conditions (dv/dz > 0) exist if
the ambient lapse rate is steeper than the dry adia-
batic lapse rate, because an elevated/lowered par-
cel will be warmer/cooler and hence less dense/
denser than the surrounding air (figure 3.13b) and
hence will continue to rise/descend. Thus buoy-
ancy effects enhance vertical transport, which can
produce significant upward transport of water va-
por and/or sensible heat but little downward trans-
port of momentum. Thus DV/DM > 1 and DH/DM
> 1, and the actual rate of turbulent exchange is
greater than given by the equations derived in sec-
tions 3.5.3.4–3.5.3.6. Unstable conditions typi-
cally occur when wind speed is low and the surface
is strongly heated by the sun (see discussion of
convective rainfall in section 4.1.4), or over an arti-
ficially heated water surface.

Practical approaches to accounting for stability
effects in near-surface turbulent diffusion are dis-
cussed in box 3.2 and summarized in table 3.4, both
on p. 130. Brutsaert (1992) presents a more detailed
discussion of stability effects.

3.5.4 Eddy Correlation
From equations (3.26) and (3.35), the downward

flux of momentum is related to the time average of
the simultaneous turbulent fluctuations in horizontal
and vertical velocity at a given level as

Using analogous notation, we can express the
instantaneous value of specific humidity, q, at any
level as sums of a time-averaged value (denoted by

the overbar) and an instantaneous fluctuation from
the average (denoted by the prime):

where 
Figure 3.16 shows a situation in which the aver-

age specific humidity decreases upward. When a
parcel of air moves upward a small distance δz, it un-
dergoes a vertical velocity fluctuation v′. At the new
level, the mean humidity is q′ lower than at the origi-
nal level. The average upward flux of water vapor,
FV, equals the average value of simultaneous fluctua-
tions of humidity and vertical velocity:

F u vM a= - ¢ ¢( )◊ ◊r . (3.59)

q q q= + ¢ (3.60)

¢ =q 0.

F q vV a= ¢ ¢( )◊ ◊r . (3.61)

Figure 3.16 An atmosphere with a free-air humidity 
of qA overlies a surface with a humidity q0, with qA < 
q0. When wind blows across the surface, turbulent 
eddies transport air and water vapor vertically. When 
a parcel of air (box) moves upward a small distance δz, 
it undergoes a vertical velocity fluctuation v′ during a 
time interval δt = δz/v′. At the new level, the mean 
humidity  is q′ lower than at the original level. The 
converse happens in downward-moving eddies. The 
curve represents the equilibrium conditions, in which 
net vertical transport is given by equation (3.61) 
[adapted from Brutsaert (1992)]. 
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Box 3.2 Effects of Atmospheric Stability on Turbulent Exchanges

Richardson Number

The stability state of the atmosphere is characterized 
by the dimensionless Richardson number, Ri, which is 
the ratio of the rate of destruction of turbulent kinetic 
energy by buoyancy forces to the rate of production of 
that energy by surface roughness acting on the horizon-
tal wind flow. Its fundamental physical definition is

where g is gravitational acceleration, z is elevation, Ŧ is 
absolute temperature,a u is wind velocity, and  is aver-
age near-surface temperature. For calculating the stabil-
ity state from typical near-surface measurements, the 
bulk Richardson number, RiB, is used:

where zm is measurement height, Ŧa is air temperature, 
and Ŧs is surface temperature. Figure 3.14 shows RiB as a 
function of 2 m wind speed and air temperature for a 
surface at Ŧs = 273.26 K (e.g., a melting snow surface). 
Note that the major effects of nonneutrality occur at low 
wind speeds.

Stability Correction Factors

Turbulent-exchange rates can be adjusted for stabil-
ity effects by multiplying the values of E, LE, and H calcu-
lated via the equations derived in sections 3.5.3.4–
3.5.3.6 by a stability-correction factor, Cstab. The factors 
given here were developed by Andreadis et al. (2009).

Unstable Conditions (RiB < 0):

Cstab = (1 – 16 · RiB)1/2; (3B2.3)

Stable Conditions (RiB > 0):
Compute

then for 0 < RiB ≤ Riu,

and for RiB > Riu

Figure 3.15 shows the correction factors calculated 
by equations (3B2.4) and (3B2.5) for zm = 2 m and z0 = 
0.0015 m for the same conditions as figure 3.14. Table 
3.4 summarizes stability conditions, criteria, and correc-
tion factors.

Note that corrections for unstable conditions have 
often been approached empirically. For example, the 
water-vapor transfer coefficient KE [equation (3.46)] and 
the sensible-heat-transfer coefficient KH [equation 
(3.55)] can be estimated as functions of the difference 
between surface and air temperatures (e.g., Dingman et 
al. 1968; Rasmussen et al. 1995).

Note
a Strictly speaking, potential temperature, rather than actual 

temperature, should be used (see Peixoto and Oort 1992, p. 
47). However, for near-surface conditions, the two are essen-
tially identical.
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Table 3.4 Summary of Stability Conditions, Criteria, and Correction Factors for Near-Surface Transport of Water 
Vapor and Latent and Sensible Heat.

Ambient Lapse Rate 
(Absolute Value)

> Adiabatic

= Adiabatic

< Adiabatic

Stability Condition

Unstable

Neutral

Stable

Richardson 
Number, RiB

< 0

0

> 0

Turbulence

Enhanced

Normal

Suppressed

DV/DM, DH/DM

> 1

1

< 1

Correction 
Factor, Cstab

Equation (3B2.3)

1

Equations (3B2.4) 
and (3B2.5)
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The evaporation rate E [L T–1] is then

The same reasoning can be used for tempera-
ture, leading to the analogous expression for upward
sensible-heat flux, FH:

[Strictly speaking, equation (3.63) should use the
potential temperature rather than the measured tem-

perature but, as noted in box 3.2, we can generally
use the measured temperature with negligible error.]

Equations (3.59)–(3.63) are the basis for the
eddy-correlation method of measuring sensible- and
latent-heat transfer and evaporation. The method
has the advantage over the turbulent-diffusion ap-
proach in avoiding the need to invoke somewhat
heuristic characterization of the surface roughness
[equations (3.28) and (3.29)] and corrections for sta-
bility. However, it requires the use of very sensitive
instruments capable of measuring very rapid fluctua-
tions of velocity, humidity, and temperature (on the

E q va

w
= ◊ ¢ ◊ ¢( )r

r
. (3.62)

H F c T vH a p a= = ¢ ¢( )◊ ◊ ◊r . (3.63)
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Figure 3.14 Bulk Rich-
ardson number RiB as a

function of 2 m wind
speed and air tempera-
ture for a surface at Ŧs =
273.26 K (e.g., a melting
snow surface) [equation

(3B2.2)]. Note that the
major effects of

nonneutrality occur at
low wind speeds.

Figure 3.15 Stability-correction fac-
tors Cstab calculated by equations (3B2.4)
and (3B2.5) for zm = 2 m and z0 = 0.0015

m for the same conditions as figure 3.14.
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order of 10 per second), and thus is used only in spe-
cial research situations.

▼ EXERCISES

1. Given the following air temperatures (Ta) and relative
humidities (RH):

Case: A B C D
Ta (°C) 22 3 –7 29
RH (%) 53 74 100 22

a. Compute the vapor pressure, e, in kPa.

b. Compute the absolute humidity, ρv, in kg/m3.

c. Compute the dew point, Tdp, in °C.

2. The following table gives measurements of air temper-
ature (Ta), relative humidity (RH), and water-surface
temperature (Ts) on different days for a lake. For each
day, determine whether evaporation or condensation
is occurring.

Day: 1 2 3 4 5
Ta (

oC) 2 22 5 8 12
RH (%) 55 100 76 100 83
Ts (

oC) 4 26 2 2 17

3. a. From examination of figure 3.3, at what tempera-
tures would you expect the growth of ice crystals in
supercooled clouds to be most rapid? Explain your
reasoning.

b. Assuming the average lapse rate of 6.5°C/km (sec-
tion 3.1) and the average surface temperature of
about 17oC, at what elevation does this tempera-
ture typically occur?

4. Suppose 2 cm of rain fell from a nimbostratus cloud
(typical dense, rain-producing cloud layer) that
remains about 700 m thick during the storm. Assum-
ing a cloud water content of 0.5 g/m3, how much
more rain fell than was in the cloud at any time?

5. Suppose an anemometer is set up at a height of 2 m
above the ground in a corn field. Use equation (3.27)
to calculate the velocity profiles up to a height of 5 m
above the ground when the anemometer measures a
velocity of 4 m/s and

a. the corn is at a height of 0.5 m;

b. the corn is at a height of 1.5 m.

Plot both profiles on the same graph (arithmetic axes),
with z on the vertical axis (m) and u(z) on the horizon-
tal axis (m/s).

6. Using values of constants given in the text; a measure-
ment height of zm = 2 m; values of zd = 0 m and z0 =
10–5 m (typical of a water surface); and the assump-
tion that DV = DM:

a. Use equation (3.46) to calculate a typical value of
KE in 1/kPa for use in equation (3.47).

b. Use equations (3.47) and (3.50) to calculate evapo-
ration (or condensation) rate in mm/d and the
latent-heat-transfer rate in MJ/m2 · d for the fol-
lowing days. Be sure to check units!

Day: 1 2 3 4 5
u(2 m) (m/s) 2.4 1.6 3.2 0.5 5.0
T(2 m) (°C) 5.2 12.2 19.3 0.7 9.9
RH(2 m) (%) 100 86 68 40 100
Ts (°C) 7.0 8.0 15.6 5.5 9.9

7. Using values of constants given in the text, and the
same assumptions as in exercise 3.6, use equation
(3.54) to calculate a typical value of KH for equation
(3.55) in MJ/m3 · °C.

a. Use equation (3.55) to calculate the sensible-heat-
transfer rate in MJ/m2 · d for the cases in exercise
3.6. Be sure to check units!

▼ NOTES
1 Equation (3.9a) gives e* values within 0.1% of the true value for

T = 0 to 35°C. The 237.3 in the denominator is correct; it is not
a misprint for 273.2, the adjustment from °C to K.

2 Water molecules are especially attracted to certain types of par-
ticles, which are called hygroscopic nuclei. Condensation may
occur on these nuclei even at relative humidities as low as 76%.
Sea salt is the most common of the hygroscopic nuclei, but it is
usually present only in low concentrations (Miller et al. 1983).

3 Note that although  the average of their prod-

uct

¢ = ¢ =u v 0,

¢ ¢ >◊u v 0.
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4

Precipitation

Precipitation is all forms of water that reach the
surface from the atmosphere; it includes rain, snow,
hail, dew, and frost. All water enters the land phase
of the hydrologic cycle as precipitation. Thus in or-
der to assess, predict, and forecast hydrological re-
sponses, hydrologists need to understand how the
amount, rate, duration, and quality of precipitation
are distributed in space and time:

The accuracy of forecasts of hydrologic response 
can be no better than the accuracy of 

precipitation assessments (Fekete et al. 2004).

Global patterns of precipitation were outlined in
section 2.2.2, and the physics of precipitation forma-
tion was described in section 3.4. This chapter begins
with an overview of the meteorology of precipitation.
Following this we focus on methods of measuring
precipitation at a point and of estimating precipita-
tion over a region. Estimates of regional precipitation
are critical inputs to water-balance and other types of
models used in water-resource management, and
sound interpretation of the predictions of such mod-
els requires an assessment of the uncertainty associ-
ated with their output, which in turn depends in large
measure on the uncertainty of the input values, as

discussed in section 1.11. The uncertainty associated
with a value of regional precipitation consists, in
turn, of two parts: (1) errors in point measurements
and (2) uncertainty in converting point-measurement
data into estimates of regional precipitation. Thus a
central goal of this chapter is to develop an under-
standing of these errors and uncertainties.

The remainder of the chapter discusses the cli-
matology of precipitation, including methods of
characterizing seasonality and extreme values, which
determine corresponding aspects of hydrologic re-
sponse, especially floods. The chapter concludes with
a brief assessment of inadvertent and intentional hu-
man influences on precipitation and their implica-
tions for hydrologic analyses.

4.1 Meteorology
Section 3.4 describes the sequence of processes

required to produce precipitation: (1) cooling of air
to the dew-point temperature; (2) condensation on
nuclei to form cloud droplets or ice crystals; (3)
growth of droplets or crystals into raindrops or snow-
flakes; and (4) importation of water vapor to sustain
the process. Although air may cool by radiation,
mixing, conduction, or horizontal movement from
high to low pressure regions, only adiabatic cooling
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due to vertical uplift is rapid enough to produce hy-
drologically significant precipitation. This section be-
gins with a survey of the meteorological situations in
which significant rates of adiabatic cooling occur,
and the characteristic spatial and temporal precipita-
tion patterns associated with each situation. Follow-
ing this, the phenomena of occult precipitation (fog
drip), which is a significant component of annual wa-
ter input in some places, and dewfall, which is a fre-
quent and widespread form of precipitation, are
discussed. We then survey the proximal and distal
sources of the water that falls as precipitation, which
are critical determinants of major feedbacks that de-
termine hydrologic responses to changes in climate
and land use. The section concludes with a discus-
sion of the rain-snow transition, which is an impor-
tant consideration in hydrologic modeling.

4.1.1 Fronts and Extra-Tropical Cyclones
An air mass is a subcontinental-scale body of air

within which temperature, humidity, and lapse rate
are essentially uniform at a given elevation. Air cir-
culating for several days over extensive surfaces takes
on the characteristics of that surface, and can be
identified as one of six air-mass types (table 4.1). The
characteristics of a given air mass are modified as it
moves (see, for example, Barry and Chorley 1987),

but it typically maintains its general identity for
many days. Fronts are boundaries between contrast-
ing air masses; these are regions about 100 to 200 km
wide in which horizontal temperature and pressure
gradients are relatively large.

Figure 4.1 describes the process of cyclogenesis
at fronts. While few actual cyclones follow this se-
quence exactly, it provides a framework for under-
standing the major precipitation-producing processes
in the midlatitudes. The isobars (lines of equal atmo-
spheric pressure) at fronts are subparallel, and the
front is a low-pressure trough typically with relatively
cold, denser air to the north and warm, less dense air
to the south (figure 4.1a). Because the circulations of
the abutting air masses are clockwise, wind blows in
opposite directions on either side of the front to create
a zone of wind shear. Often, the eddies generated in
this zone trigger instabilities in the boundary that ap-
pear as waves when viewed in plan. Outside the trop-
ics, where Coriolis force is significant, these waves
typically develop into extratropical cyclones. Much
of the precipitation between approximately 30° and
60°N and S latitudes is associated with extratropical
cyclones. These storms are also the principal agents
of poleward energy transfer in the midlatitudes.

Cyclonic storms form when the frontal wave de-
velops further, such that the counterclockwise circu-

Table 4.1 Characteristics and Origins of Major Air-Mass Types in the Northern Hemisphere.

Air-Mass Type

Continental arctic (cA)

Continental polar (cP)

Continental tropical (cT)

Maritime arctic (mA)

Maritime polar (mP)

Maritime tropical (mT)

Characteristics

Very cold, moist

Cold, dry

Warm, dry

Very cold, moist

Cold, moist

Warm, moist

Winter

Arctic Ocean/Greenland

Eastern Europe
Northern Asia
Canada/northern United States

North Africa
Arabia/Himalayas
Mexico/California

Northern Pacific Ocean
Western North Atlantic Ocean

Central Atlantic Ocean
Gulf of Mexico
Central Pacific Ocean
Bay of Bengal
India
Arabian Sea

Summer

Northern Siberia
Northern Canada

North Africa
Arabia/central Asia
Mexico/southwest United States

Arctic Ocean/Greenland

Northern Pacific Ocean
Central North Atlantic Ocean

Central Atlantic Ocean
Gulf of Mexico
Central Pacific Ocean

Source Regions

Source: Barry and Chorley (1987).
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lation around the wave apex intensifies (figure 4.1c).
To the west of the apex, cold air displaces the warm
air to create a cold front, and the warmer air rises
along the frontal surface. East of the apex the warm
air displaces cold air at the surface to create a warm
front, and the warmer air rises along the frontal sur-
face here also. Cloud formation, often leading to pre-
cipitation, commonly occurs along one or both
frontal surfaces (figure 4.2a) and at the apex, where
the air converging at the center of the counterclock-
wise circulation must also rise. Typically, cold fronts

have relatively steep slopes, about 1 in 30 to 40, while
warm fronts have slopes of 1 in 60 to 120; thus pre-
cipitation is usually more intense and areally more
concentrated at cold fronts than at warm fronts. Note
that the isobars now form a quasi-circular pattern
around a low-pressure center at the apex (figure
4.1c); typically the diameter of a fully developed cy-
clonic circulation is on the order of 1,500 km.

Cold fronts usually move faster than warm fronts,
so the evolution of an extratropical cyclone typically
follows a sequence something like the one shown in

Figure 4.1 Typical sequence of development of extratropical cyclones (map view). Arrows indicate wind flow. 
(a) Stationary front between two air masses, showing eddies due to wind shear. (b) Initial wave development from 
eddy. (c) Intermediate stage with distinct cold and warm front and warm sector between. (d) Late stage with 
occlusion beginning. Dashed line is location of cross section in figure 4.2a. (e) Front largely occluded. Dashed line 
is location of cross section in figure 4.2b. (f ) Final stage, with front dissipated [Miller et al. (1984)].
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figures 4.1c and 4.1d. Where the cold front overtakes
the warm front there is colder air everywhere at the
surface with warm air above, and the front is said to be
occluded (figure 4.1e). Although the air-mass contrast
at the surface is now weaker, it is still present aloft (fig-
ure 4.2b) and the rising of the warm air over the cold
may continue to generate precipitation—in fact, the
maximum rainfall intensity usually occurs during the
early stages of occlusion (Miller et al. 1983).

Ultimately, several processes combine to bring
the rain production to a halt: the temperature differ-
ence between the air masses decreases due to adia-
batic cooling of the rising warm air and warming of
descending cold air, the pressure contrast that initi-
ated the convergence is reduced, and the inflow of
moisture is reduced (figure 4.1f).

Evolution to the stage shown in figure 4.1c usu-
ally takes 12 to 24 hr, and the process is typically
completed in another two or three days (Miller et al.
1983). Because the development takes place in the
zone of westerly winds, the low-pressure center at
the apex of the cyclonic circulation moves generally
eastward, at a speed of about 1,000 km/day, as the
cyclone evolves.

Figure 4.3 is a weather map showing a typical
extratropical cyclonic storm over North America,
generating precipitation over an area of some
500,000 km2. Precipitation associated with extra-
tropical cyclones thus covers wide areas, and persists
for tens of hours to days at a given location. Because
rates of uplift are relatively low, precipitation intensi-
ties are generally low to moderate. As noted above,
precipitation at cold fronts usually covers a smaller
area and is more intense than warm-front precipita-
tion, and on occasion rates of uplift at cold fronts are
similar to that produced by thermal convection (see
below), producing bands of intense thunderstorms.

On a given winter day there are usually about 10
cyclonic storms in various stages of development
throughout the midlatitudes. The net result of these
storms, in addition to the production of precipita-
tion, is the climatically critical equatorward transfer
of colder air and the poleward transfer of warmer air
and latent heat of condensation (figure 2.10).

4.1.2 The Intertropical Convergence Zone
The equatorward air flow in the low-latitude

cells (or Hadley cells) of the general circulation (fig-

Figure 4.2 Cross-sectional view of extratropical cyclone development. Arrows indicate wind flow. (a) Section 
through warm sector along dashed line of figure 4.1(d). (b) Sections for two types of occluded fronts along 
dashed line of figure 4.1e [Miller et al. (1984)].
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ure 2.11) creates a zone of convergence that circles
the globe in tropical regions, called the intertropical
convergence zone (ITCZ). The ITCZ migrates sea-
sonally and is spatially discontinuous and intermit-
tent (Barry and Chorley 1987), but it is persistent
enough to create the equatorial band of high average
precipitation that is apparent in figures 2.22 and 2.23.

4.1.3 Tropical Cyclones
Tropical cyclones are cyclonic storms that form

over the North and South Pacific and the North At-
lantic oceans between 5° and 20° latitude. They have
the potential to develop into extremely intense
storms, which are called hurricanes (North Amer-
ica), typhoons (eastern Asia), cyclones (Indian
Ocean), and baguios (China Sea).

Tropical-cyclone formation is not associated
with fronts. It begins with a small low-pressure dis-
turbance in a maritime tropical air mass. Sea-surface
temperatures of at least 27°C (Miller et al. 1983) are
required to induce high rates of evaporation into the

converging and rising air; the cooling of this air then
triggers condensation, and the accompanying release
of latent heat further fuels the uplift. If conditions
are right, the circulation will intensify until winds
near the center reach speeds as high as 65 m/s. A
fully developed hurricane (by convention, a tropical
storm becomes a hurricane when its winds exceed 33
m/s) has the structure shown in figures 4.4 and 4.5
(on p. 139).

Because they form in the belt of easterly winds,
the initial movement of hurricanes is usually west-
ward; however, they often move poleward into the
zone of westerly winds and may be swept well into
the midlatitudes (figure 4.6 on p. 139). Because of
the reduction in evaporation, their intensity lessens
when they move over colder water or, especially,
land. However, they can persist for thousands of ki-
lometers over land, moving at speeds of about 5 to 7
m/s and delivering very high rates of rainfall, as well
as destructive winds, over hundreds of thousands of
square kilometers.

Figure 4.3 Weather map showing a cyclonic storm over the United States on 22 April 1970. Solid lines are iso-
bars (pressure is measured in inches of mercury [in Hg]; multiply by 3.384 to convert to kPa). Shaded area is region 
of precipitation. Arrows show wind direction.
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Figures 4.7 and 4.8 on p. 140 show the global
frequency and seasonality of tropical cyclones. The
concentration of storms in the summer/early fall re-
flects the necessity of high sea-surface temperatures
in triggering hurricane development.

Most of the highest riverine floods of medium-
to large-size drainage basins along the eastern sea-
board of the United States have been caused by hur-
ricanes. Notable examples (among many) include
the infamous “’38 Hurricane” (21 September 1938),
which dumped between 7 and 15 cm of rain in 24 hr

on most of New England (Brooks 1940) and caused
massive flooding; Hurricane Agnes, which spent al-
most a week over the Middle Atlantic states in June
1972 and produced exceptionally serious flooding in
the Carolinas, near record floods in Virginia, and re-
cord-breaking floods in central Pennsylvania and
western New York (Hopkins 1973); and Hurricane
Irene, which produced widespread devastating
floods throughout Vermont in August 2011. Interest-
ingly, the ’38 Hurricane had other lasting hydrologic
effects: So many trees were destroyed by its winds

Figure 4.4 Vertical section of a 
fully developed hurricane show-
ing patterns of wind, pressure, 
and rain [Miller et al. (1984)].
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Figure 4.5 Successive satellite images of Hurricane Andrew moving across the southeastern United States, 24–
26 August 1992.

Figure 4.6 Arrows show
global tropical cyclone tracks;
width of arrow is proportional

to storm frequency. Isolines
show the direction toward

which storms moved [US
National Imagery and Map-

ping Agency (2002)].
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Figure 4.7 Global tropical cyclone 
activity by ocean basin, 1988–2013 
[United Kingdom Meteorological 
Office (http://www.metoffice.gov.uk/
weather/tropicalcyclone)].
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Figure 4.8 Seasonality of tropical cyclones in (a) 
North Atlantic Ocean, (b) eastern North Pacific Ocean, 
(c) western North Pacific Ocean, (d) southwest Pacific 
Ocean, (e) southwest Indian Ocean and Australia (US 
National Imagery and Mapping Agency 2002).
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that evapotranspiration was reduced in central New
England, causing a significant increase in the annual
flow of rivers draining the region in the following
three years (Patric 1974). Barlow (2011) showed that
tropical cyclones are major contributors to extreme
rainfall events in northeastern North America, and
Knight and Davis (2009) found that the contribution
of tropical cyclone precipitation to extreme rainfalls
in the southeastern United States has been increas-
ing 5 to 10% per decade due to increases in precipita-
tion per storm and frequency of storms.

4.1.4 Convective Precipitation
Convective precipitation occurs when surface

heating creates atmospheric instability that acceler-
ates vertical uplift (section 3.5.3.7). The process is di-
agrammed in figure 4.9: During a summer day when
intense solar radiation heats the ground surface, the
air in contact with the surface is warmed from tem-
perature T0 to T1. The rising air cools initially at the
dry adiabatic rate Γda, which is steeper than the am-
bient lapse rate Γ. If the air is relatively dry it will
continue to rise and cool at the rate Γda until its tem-
perature equals the ambient temperature. At this
point, the atmosphere is stable: further rising would
make the parcel colder and denser than the sur-
rounding air, so convection ceases at this level. How-
ever, if the parcel contains enough moisture so that
its dew point is reached during uplift, unstable condi-

tions persist and cooling continues at the saturated
adiabatic rate Γsat. In this case, the parcel’s tempera-
ture remains higher than ambient, and uplift and
condensation continue, forming clouds and often
leading to significant precipitation. Figure 4.10
shows cumulus clouds formed due to thermal con-
vection over Cuba.

Thermal-convection cells usually cover areas of
a few square kilometers. Rates of uplift due to ther-
mal convection can be very high, reaching 10 to 30
m/s (Barry and Chorley 1982), compared with
about 1 m/s along a typical frontal surface. Thus
these cells produce very intense rain, often accompa-
nied by lightning, thunder, and hail, covering small
areas and lasting less than an hour. However, the
frictional drag caused by the falling rain acts as nega-
tive feedback to eventually reduce the uplift velocity.

Figure 4.11 shows the average number of days
with thunderstorms for the 48 contiguous United
States; most of these storms occur in summer and
are due to thermal convection.

4.1.5 Orographic Precipitation
In most regions of the world, long-term mean

precipitation increases with elevation due to oro-
graphic uplift. This occurs because horizontally
moving air encounters a topographic barrier and ac-
quires a vertical component of motion as it flows
over that barrier. The rate and degree of cooling are

Temperature

Elevation

Condensation
occurs

Convection
ceases

in dry air

TdpT0 T1

Γsat

ΓΓda

Figure 4.9 Formation of convective rainfall due to 
solar heating of ground.

Figure 4.10 Fair-weather cumulus clouds formed 
by thermal convection over Cuba. Note that the 
clouds are present only over the land—the heat 
capacity of the sea prevents it from heating suffi-
ciently to cause convection (photo by author).
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determined by the wind speed, the wind direction
relative to the barrier, the steepness and height of the
barrier, and the temperature and humidity condi-
tions that control convective stability.

Although the orographic effect is widespread,
the rates of increase of precipitation with elevation
vary widely from region to region (figure 4.12), and
may even reverse at the highest elevations, especially
in tropical regions (Barry and Chorley 1982). Within
a region of orographic effect, the precipitation-eleva-
tion relation varies as a function of the aspect and in-
clination of individual slope facets and their relation
to local topographic barriers. Barros and Lettenmaier
(1994) reported orographic enhancement of precipi-
tation by factors of 150 to 185% for hills up to a few
hundred meters relief, and more than 300% when re-
lief exceeds 1 to 2 km. However, orographic effects
can be produced by topographic rises of only a few
meters (Barry and Chorley 1982); figure 4.13 shows
cumulus clouds induced by relatively small hills in
the southern Great Plains of the United States.

Clouds and precipitation form on the windward
slope of the topographic barrier, and peak precipita-
tion often occurs windward of the crest. The down-
ward air movement on the lee side causes adiabatic
warming, which tends to dissipate the clouds and

thus turn off the precipitation-producing process, pro-
ducing a rain shadow. A classic orographic situation
exists in the central West Coast of North America
(figure 4.14 on p. 144), where a series of mountain
ranges are nearly perpendicular to persistent, moist
westerly winds from the Pacific Ocean, and there is a
close relation between long-term average precipita-
tion and topography over a distance of 850 km. The
reduced precipitation east of the Fraser Valley occurs
because the air has lost most of its moisture by this
point, but a subdued orographic effect persists.

In many, if not most, situations, orographic ef-
fects are the result of convective, frontal, or cyclonic
mechanisms interacting with topography rather than
a separate precipitation-generating mechanism. Even
in the classic situation shown in figure 4.14, much of
the precipitation comes from extratropical cyclones.
The orographic effect is due to: (1) an increase in the
duration of precipitation at higher elevations, and/or
(2) higher intensities at higher elevations when pre-
cipitation is occurring at all elevations. The effect of
increased duration is shown in figure 4.15 on p. 145
for an intensely gauged region in New England. Hen-
drick et al. (1978) also reported a threefold increase
in hours of winter precipitation between 400 m and
1,200 m elevation in northern Vermont, but found

Figure 4.11 Mean annual num-
ber of thunderstorm days in the 
United States [US National 
Weather Service (http://
www.srh.weather.gov/jetstream/
tstorms/tstorms_intro.htm)].



Figure 4.12 Relations between
mean annual precipitation and eleva-
tion in several regions of North Amer-

ica [data from Barry and Chorley (1982)
and Dingman et al. (1971, 1981)].

Figure 4.13 Cumulus clouds induced by uplift over small hills in the southern Great Plains of the 
United States (photo by author).
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that 75% of the difference in precipitation at the two
elevations was due to the increase in intensity.

Because topography is permanent, orographic
effects are reflected in long-term average precipita-
tion values, and some of the highest average precipi-
tation rates globally are due to orographic effects (see
section 4.4.3.1). A well-known example occurs in
conjunction with the monsoon over the Indian sub-
continent: In summer, a northward shift in the posi-
tion of the ITCZ and accompanying changes in
circulation patterns induce moist southerly winds
from the Bay of Bengal. These winds converge and
rise over the Khasi Hills in Assam, India (north of
Bangladesh), producing persistent heavy rains and
giving the city of Cherrapunji (elevation 1,402 m) the
highest measured average annual rainfall in the
world: 11,872 mm/yr, more than half of which oc-

curs in June, July, and August (see table 4.9). An-
other extreme orographic situation is Mt. Waialeale
in Kauai, Hawaii (1,570 m), where the average pre-
cipitation is 11,684 mm/yr.

Orographic effects can also produce extreme
rainfall events. Smith et al. (2011) showed that some
of the largest rainfall totals ever recorded for storms
of less than 6-hr duration were produced by oro-
graphically enhanced convective thunderstorms in
the central Appalachian region of the United States
(section 4.4.3.1). They found that the frequency of
catastrophic flooding in that region is controlled by
the effect of complex terrain in altering thunder-
storm dynamics.

In regions with significant relief and otherwise
similar climate, the orographic effect commonly ac-
counts for much of the spatial variation of precipita-

Figure 4.15 Number of days
and hours with precipitation as

a function of elevation in the
Sleepers River watershed,

Vermont [Engman and
Hershfield (1969)].
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tion. For example, Dingman et al. (1988) found that
elevation accounted for 78% of the spatial variation
in long-term mean precipitation in New Hampshire
and Vermont. Thus, one can often exploit the effect
in estimating the average precipitation over a region,
as in the hypsometric method discussed later in this
chapter. The orographic effect can also carry over
into many hydrological relations: Dingman (1981)
showed that average streamflows, dry-season stream-
flows, and floods were all significantly related to ele-
vation in central New England.

One of the most widely used approaches to gen-
erating maps of average annual precipitation from
rain-gauge data, called PRISM (Parameter-Elevation
Independent Regressions on Slopes Model) (Daly et
al. 1994) (http://prism.nacse.org) is based largely on
incorporation of orographic effects.

4.1.6 Occult Precipitation and Dew
Occult precipitation is precipitation that is

“combed out” of clouds that encounter trees or other
vegetation, and which is therefore not captured by
normally sited precipitation gauges. Fog drip occurs
when clouds move through forests, cloud droplets
are deposited on vegetative surfaces, and the water
drips to the ground. Rime is formed when super-
cooled clouds encounter exposed objects, such as
trees, that provide nucleation sites for ice-crystal for-
mation and the buildup of ice, much of which even-
tually falls to the ground in solid or liquid form.

Several studies have shown that occult precipita-
tion is hydrologically important in many high-eleva-
tion areas and in certain other environments. For
example, fog drip amounts to about 450 mm/yr
(20% of annual precipitation) at elevations above
1,200 m in northern New England (Lovett et al.
1982); about 880 mm/yr (about 30% of the annual
precipitation) in a Douglas fir forest in Oregon (Harr
1982); and is the sole source of water in “cloud for-
ests” on the rainless coast of Peru (Lull 1964). Rime
contributes 38 to 50 mm/yr to water input in the
Cascade Mountains in Washington (Berndt and
Fowler 1969) and 20 to 30 mm/yr in the mountains
of New Mexico (Gary 1972).

Dew forms under conditions of radiant cooling
when the temperature of a surface (e.g., soil or a leaf)
falls below the dew point and vapor condenses on
the surface. The amount of dewfall is determined by
how much and for how long the temperature is be-
low the dew point, the humidity, the air circulation,
and the properties of the surface (Monteith 1957).

The ratio of potential condensation to potential
evaporation is roughly 1:7 in humid climates and
1:14 in arid climates, so dew generally does not con-
tribute significantly to long-term precipitation. How-
ever, in semiarid and arid regions, dewfall can equal
or exceed all other forms of precipitation for ex-
tended periods, e.g., totals of 50 to 100 mm/yr were
reported in the Negev Desert of Israel (Zangvil
1996), and in humid regions it may be the biggest
component over short periods. For example, Xiao et
al. (2009) found that dew contributed up to 6.9% of
the annual precipitation and over 20% of the precipi-
tation of some months to crops and grass in northern
Germany. In spite of its generally small contribution
to precipitation totals, it appears that dew contrib-
utes significantly to the efficiency of water use by
plants in humid as well as arid regions (Ben-Asher et
al. 2010).

4.1.7 Moisture Sources and
Precipitation Recycling

The global precipitation recycling ratio was de-
fined in section 2.2.8.4 as the fraction of land precipita-
tion that originates as continental evapotranspiration;
this value averages 40% (table 2.13). As shown in fig-
ure 2.45, more than half the precipitation in central
South America, western Africa, and a large part of
Asia, including most of China, originates as land
evapotranspiration. This ratio is important in assessing
feedbacks that could affect hydrologic response to cli-
mate and the potential for direct human modification
of climate through land-use changes.

The local recycling ratio is the ratio of precipita-
tion in a particular region that originates as evapo-
transpiration from that region. Table 4.2 summarizes
some estimates of local recycling ratios. Two envi-
ronmentally sensitive regions have been found to
have particularly high values of local recycling: the
Amazon basin, and the Sahel region of sub-Saharan
Africa. In the Amazon, Lee and Boyce (2010) esti-
mated that the transpiration of flowering plants in-
creases recycling of precipitation up to ~300 mm/yr
(20% of total precipitation), increases the wet-season
duration, and decreases atmospheric stability that
promotes precipitation; it is feared that the destruc-
tion of the rain forest will significantly affect at least
the regional hydrologic cycle (Lean and Warrilow
1989). The Sahel, at the southern edge of the western
Sahara, is a region of strong climatic fluctuation
where there are concerns that local recycling pro-
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duces positive feedbacks that will amplify the desert-
ification due to intensive land use (Savenije 1995).

Local precipitation recycling is at least season-
ally important in other regions, and in some places is
enhanced by land-use modifications. Evaporation
from large lakes, such as the Laurentian Great
Lakes, gives rise to localized regions of high precipi-
tation on their downwind shores, especially in late
fall and early winter. Similar effects have been found
from large reservoirs: Degu et al. (2011) examined
precipitation gradients near 92 large reservoirs in
North America and found enhancements of humid-
ity, convective instability, and precipitation in regions
of Mediterranean (i.e., with highly seasonal precipi-
tation) and semiarid climates. In central Alaska,
moisture evapotranspired from extensive wetlands
during summer may contribute a significant propor-
tion of that season’s precipitation. A similar effect,
but due to irrigation, occurs in the US Great Plains:
DeAngelis et al. (2010) found a correlation between
high evapotranspiration over the heavily irrigated
area above the Ogallala aquifer and warm-season
rain up to 1,000 km downwind, producing precipita-
tion increases of 15 to 30%.

4.1.8 Determining Precipitation Type
Weather observations usually report only the total

liquid-water equivalent of precipitation without speci-
fying whether it fell as rain, sleet, or snow. Obviously
the type of precipitation is critical hydrologic informa-
tion, because rain immediately recharges soil water
and/or moves quickly to streams, whereas snow may
be stored for extended time periods before melting.

Outside the tropics, most precipitation origi-
nates as snow in supercooled clouds (section 3.4),
and the type of precipitation reaching the surface is
determined by the height of the 0°C surface: Rain

occurs if that surface is high enough to allow com-
plete melting, sleet occurs if there is partial melting,
and snow if no melting. In a study in the Cascade
Mountains in the United States, Maurer and Mass
(2006) showed that observations of freezing height
by vertically oriented radar did provide reliable parti-
tioning (see also Bocchieri 1980). Because such ob-
servations are not widely available, the partitioning
decision has usually been based on local surface air
temperature, which is typically reported at precipita-
tion-gauge sites. However, surface lapse rates are
highly variable in space and time, so a fixed air-tem-
perature criterion is likely to be unreliable.

Clearly a sound and practical basis for determin-
ing precipitation type would be extremely valuable;
for example, Rutter et al. (2009) found that accurate
partitioning of rain/snow had a major influence on
the success of snowmelt models. Ding et al. (2014)
reviewed published partitioning algorithms based
solely on air temperature; they found that they var-
ied considerably and generally had success rates of
well under 50% when applied to new conditions
when air temperatures were in the range 0–4°C. Us-
ing over 400,000 observations from a 29-yr period at
over 700 stations in China, they formulated an alter-
native algorithm based on station elevation, daily av-
erage humidity, and daily average wet-bulb
temperature (box 4.1). Wet-bulb temperature is the
temperature that a parcel of air would reach if it were
cooled to saturation by the evaporation of water,
with all the latent heat of evaporation supplied by the
parcel. Thus it approximates the temperature of pre-
cipitation more closely than does air temperature.
Wet-bulb temperature can be calculated as a function
of air temperature, humidity, and atmospheric pres-
sure (equation 4B1.1).

As shown in figure 4.16 on p. 149, Ding et al.
(2014) found that the rain/sleet and sleet/snow
boundaries shifted toward higher wet-bulb tempera-
tures as station elevation increased, and that the
probability of sleet increased strongly as relative hu-
midity increased. Their algorithm incorporates these
effects, and had success rates between 53 and 66%
when air temperatures were in the range 0–4°C,
which is considerably better than approaches based
on air temperature alone. Since the method is based
on a very large data base and diverse conditions, it
appears to be the most reliable practical approach for
partitioning. However, it has not been tested outside
China, and significant uncertainty remains about
precipitation type at temperatures near 0°C.

Table 4.2 Estimates of Annual Precipitation
Recycling Ratio.

Region

Amazon
Amazon
Amazon
Mississippi basin
Mississippi basin
Sahel
Sahel

Recycling 
Ratio (%)

25
25
35
10
24
35

>90

Source

Brubaker et al. (1993)
Eltahir and Bras (1994)
Eltahir and Bras (1994)
Benton et al. (1950)
Brubaker et al. (1993)
Brubaker et al. (1993)
Savenije (1995)



148 Part II: Surface-Atmosphere Water and Energy Exchange

4.2 Measurement
Precipitation is the input to the land phase of the

hydrologic cycle, so its accurate measurement is the
essential foundation for quantitative hydrologic
analyses, such as real-time flood forecasting or cali-
bration and validation of hydrologic models (Mac-
Millan et al. 2011). Unfortunately, there are often
many reasons for concern about the accuracy of pre-
cipitation measurements, and these must be under-
stood and accounted for in scientific and applied
hydrologic analyses.

Observations of precipitation are made as point
measurements at traditional rain-gauge stations (sec-
tion 4.2.1) and over areas via radar (section 4.2.2)

and satellite (section 4.2.3). Estimations of precipita-
tion over an area, such as a drainage basin, can be
developed from point measurements, which is the fo-
cus of section 4.3, or by combining point measure-
ments with radar and/or satellite observations.

4.2.1 Point Measurement
4.2.1.1 Types of Precipitation Gauges

Conceptually, the measurement of precipitation
at a point is straightforward: A rain gauge or precip-
itation gauge may be as simple as a vessel open to
the air in which the collected water substance is peri-
odically measured or continuously recorded. The
volume collected is divided by the area of the open-
ing and recorded as the depth of precipitation.1

Box 4.1 Rain/Snow Partitioning of Precipitation

As noted in the text, precipitation is almost always 
recorded as a depth of liquid water for a given time 
period, without specification as to whether it fell as rain, 
sleet, or snow. The type is critical for hydrologic analysis 
and modeling, so some algorithm must be used to 
determine it. The method developed by Ding et al. 
(2014), which is based on station elevation, wet-bulb 
temperature, and humidity, was far more successful in 
partitioning than algorithms based on air temperature 
alone and is described here. Their procedure approxi-
mates the effects of elevation and humidity on precipi-
tation type that are shown in figure 4.16.

Step 1: Basic Data

Determine station elevation, z (m), and the daily aver-
age air temperature, Ta (°C), and relative humidity, RH 
(fraction), for the day of the precipitation event.

Step 2: Calculate Wet-Bulb Temperature

Wet-bulb temperature, Twb (°C), is calculated as

where e*(Ta) is saturation vapor pressure (kPa), given by

Δ(Ta) is the slope of the e*-Ta relation (kPa/C°), given by

and p(z) is atmospheric pressure (kPa), given by

p(z) = 101.3 · exp(–0.00013 · z). (4B1.4)

Step 3: Calculate Parameter T0

The parameter T0 is empirically related to RH and z:

T0 = –5.87 – 1.042×10–4 · z + 8.85×10–8 ·
z2 + 16.06 · RH – 9.614 · RH 2. (4B1.5)

Step 4: Calculate Threshold Temperatures

The snow/sleet threshold, Tmin, is found as

The sleet/rain threshold, Tmax, is found as

Note that if RH ≤ 0.78, Tmax = Tmin ; i.e., sleet does not occur.

Step 5: Determine Precipitation Type
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Basic aspects of storage and recording gauges
are described here; details of construction and opera-
tion are given by Shaw (1988), Nystuen et al. (1996),
Strangeways (2007), World Meteorological Organi-
zation (WMO 2008), and Habib et al. (2010). The
National Oceanic and Atmospheric Administration
also provides information on their website: http://
www.ncdc.noaa.gov/crn/instrdoc.html.

Nonrecording storage gauges may be simple
straight-sided cylinders in which precipitation depth
is periodically measured by a dipstick. However, they
commonly contain a funnel that magnifies the depth
of liquid precipitation (typically tenfold) for increased

precision. Accumulated water volume may also be
measured by weighing or by decanting to a calibrated
vessel. Nonrecording gauges are typically used to de-
termine several hourly to daily precipitation totals.

Conventional recording gauges also collect pre-
cipitation in a vessel that must be periodically emp-
tied, with the accumulated amounts tracked in
various ways:

• Weighing gauges collect precipitation in a vessel
on a scale and continuously record the accumu-
lated weight. Older versions record the weight as a
continuous trace on a chart on a rotating drum or

Figure 4.16  Fraction of observations of rain, sleet, and snow (vertical axes) as a function of wet-bulb tempera-
ture, Twb, in different ranges of station elevation, z [(a)–(f )] and relative humidity, RH [(g)–(k)] [Ding et al. (2014). 
The dependence of precipitation types on surface elevation and meteorological conditions and its parameteriza-
tion. Journal of Hydrology 513:154–163, with permission of Elsevier].
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periodically (typically every 15 minutes) on a
punch-paper tape; newer versions use direct elec-
tronic recording. Typical precision is 1 to 2.5 mm,
but vibrating wire weighing devices are being in-
troduced that improve this to 0.25 mm.

• Tipping-bucket gauges collect precipitation in one
of a pair of small-capacity (typically 0.2 mm) ves-
sels that are balanced on a fulcrum; when one ves-
sel is filled, it tips and empties and records the time
of this event and the other vessel is brought into
position for filling.

• Float gauges collect precipitation in a vessel con-
taining a float that is connected to an analog or
digital recording device. Precision depends on the
float and recording mechanism.

Frozen precipitation must be melted before mea-
surement; this is often done by placing a charge of
antifreeze in the collecting vessel or by heating ele-
ments. Less tractable problems arise when snow
piles up at the gauge orifice and subsequently blows
off or, as will be discussed more fully below, when
wind eddies prevent significant amounts of snow
from entering the gauge. For these reasons, it is usu-
ally preferable to measure the water content of snow
by means other than standard precipitation gauges,
as discussed in chapter 5.

Newer technologies have made possible uncon-
ventional recording gauges that do not use a collect-
ing vessel:

• Optical gauges measure precipitation rate as pro-
portional to the continuously recorded disturbance
of a light beam emitted by a sensor. The intensity
variation due to raindrops is proportional to rain-
fall rate. Some optical gauges can measure rain
and snow separately.

• Capacitance gauges collect precipitation in a vessel
containing a Teflon-coated stainless steel rod that,
along with the collected water, creates an electrical
capacitor. The capacitance, which increases with
water depth, is recorded electronically.

• Acoustical gauges record the underwater sound
made by raindrops falling into a body of water
(e.g., a pond). Because the sound signatures pro-
duced by different sizes of drops are unique, the
sound spectra can be used to infer rainfall rates.

• Disdrometers measure raindrop size by recording
the momentum of drops striking a sensor. The
number of drops per minute in each size class is
counted and used to calculate total volume.

4.2.1.2 Factors Affecting Measurement Accuracy
In virtually all countries, gauge networks for cli-

mate and weather observations consist of conven-
tional nonrecording and recording gauges, and each
country has its own standards for gauge installations
and observations. The World Meteorological Organi-
zation (2008) and references therein provide measure-
ment guidelines and comparisons that are based on
reference gauges. Ground-level gauges are used as ref-
erence gauges for liquid-precipitation measurement;
the gauge is in the center of a pit with an anti-splash
grid covering the pit (figure 4.17). The reference gauge
for solid precipitation is the double fence intercompar-
ison reference (DFIR), which has octagonal vertical
double fences surrounding a cylindrical gauge with a
conical wind-deflecting shield (figure 4.18).

Point-precipitation measurement in conven-
tional gauges is subject to significant systematic
(bias) error and random error (section 1.11). Errors
due to wind, evaporation, and splashing result in
measured values being systematically less than the
true value; those due to faulty calibration, siting, and
reporting can be positive or negative. The following
sections provide guidance in siting precipitation
gauges to minimize these errors and adjusting mea-
surements to account for them.

4.2.1.2.1 Orifice Size
Studies by Huff (1955) and Brakensiek et al.

(1979) indicate that orifice diameter should not be
less than about 30 mm (area about 700 mm2), but
above this limit, the size of opening has little effect
on gauge catch of rain in most circumstances. All na-
tional standard gauges exceed this minimum.

Small-orifice gauges are not suitable for snow,
and many of the measurement errors discussed in
the following sections become more serious with
smaller orifice size, especially losses due to wetting,
evaporation, and splashing.

4.2.1.2.2 Orifice Orientation
For general hydrologic and climatic purposes,

precipitation-gauge orifices should be horizontal to
measure the water input to watersheds.

However, a given amount of horizontally mea-
sured precipitation may result in differing hydrologic
inputs to slopes with differing steepness and orienta-
tion, and this should be accounted for in studies
comparing agricultural conditions, runoff genera-
tion, or soil erosion in mountainous areas. To do
this, de Lima (1990) prepared a nomograph for ad-
justing measured precipitation as a function of wind
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speed and direction, type of rainfall, and slope incli-
nation and aspect.

4.2.1.2.3 Orifice Height and Wind Shielding
Most precipitation gauges project above the

ground surface and cause wind eddies that tend to
reduce the catch, especially of smaller raindrops and
snowflakes (figure 4.19). These effects are the most
common and serious causes of precipitation-mea-

surement errors, and have been the subject of several
studies (Larson and Peck 1974; Legates and DeLib-
erty 1993; Yang et al. 1998a, 1998b; Michelson
2004; Wagner 2009). Several types of wind shields
are used to reduce wind effects (figure 4.20 on p.
153). The Alter shield is used in the United States
(though most network gauges are unshielded), the
Nipher shield is the standard in Canada, and the Tre-
tyakov shield is widely used in Russia.

Figure 4.18 Cross section of WMO DFIR precipitation gauge [Goodison et al. (1998). WMO Solid 
Precipitation Measurement Intercomparison Final Report. WMO/TD No. 872, courtesy of World 
Meteorological Organization].

Figure 4.17
Rain gauge with
orifice at ground

level and sur-
rounded by plas-

tic “egg-crate”
structure to elim-

inate in-splash-
ing (photo by

author).
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Detailed studies of wind effects and other errors
on various types of gauges under various conditions
are reported by Nystuen et al. (1996), Michelson
(2004), Wagner (2009), and Habib et al. (2010). As
an example, figure 4.21 on p. 154 shows average
wind-induced catch ratios (ratio of gauge catch to
reference-gauge precipitation) for daily observations
via the standard US 8-in (203-mm) nonrecording
gauge for rain, snow, and mixed precipitation as de-
termined by Yang et al. (1998b). That study found
that catch ratios varied considerably from event to
event; the best-fit equations for these ratios, R (%), as
functions of wind speed at gauge height zg, u(zg) (m/
s), with subscripts indicating rain (r), snow (s), or
mixed precipitation (m); and unshielded (u) or Alter-
shielded (A) gauges were

Rru = exp[4.605 – 0.062 · u(zg)
0.58]; (4.1a)

RrA = exp[4.606 – 0.041 · u(zg)
0.69]; (4.1b)

Rmu = 100.77 – 8.34 · u(zg); (4.1c)

RmA = 101.04 – 5.62 · u(zg); (4.1d)

Rsu = exp[4.606 – 0.157 · u(zg)
1.28]; (4.1e)

RsA = exp[4.606 – 0.036 · u(zg)
1.75]. (4.1f)

Note that daily catch deficiencies of 10% for rain and
well over 50% for snow are common in unshielded
gauges.

Wind speed is usually measured at a height zm
that is above the gauge orifice, and the World Meteo-
rological Organization (2008) recommends using the
following relation to estimate the wind speed at the
height of the gauge orifice:

where z0 is roughness height (taken as 0.01 m in win-
ter and 0.03 m in summer), and αo is the average ver-
tical angle (°) of obstacles near the gauge, which in
practice can be estimated from table 4.3 on p. 154.
Equation (4.2) is based on the Prandtl–von Kármán
vertical-velocity profile [equation (3.27)].

It is important to note that gauge-catch ratios are
different for different time-averaging periods; for ex-
ample, Legates and DeLiberty (1993) found much
smaller wind-induced deficiencies for monthly 8-in
gauge values than those of equations (4.1a–f). For
shorter time intervals, some studies have attempted
to develop catch-deficiency estimates as functions of
rainfall intensity and rain type as well as wind speed
(Habib et al. 2010).

u z
z z

z z
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Figure 4.19 Shapes of precipitation gauges used in 
various countries (example 2 is the standard US nonre-
cording gauge) showing their effects on wind eddies 
that reduce gauge catches [courtesy of World Meteoro-
logical Organization (2008), Guide to Meteorological 
Instruments and Methods of Observation].



Chapter 4 ▼ Precipitation 153

Adam and Lettenmaier (2003) adjusted for
wind-induced undercatch and wetting losses in devel-
oping a global 0.5° × 0.5° gridded time series of pre-
cipitation for hydrological and other modeling
studies. Figure 4.22 on p. 155 shows the country-spe-
cific catch ratios as a function of wind speed that they
used for adjustment of daily snow measurements.

4.2.1.2.4 Distance to Obstructions
Individual trees, buildings, fences, or other iso-

lated objects may produce wind eddies that can signif-

icantly affect (usually reduce) gauge catch, especially
if they are appreciably taller than the gauge. Thus the
best location for a gauge is within an open space in a
fairly uniform enclosure of trees, shrubs, fences, or
other objects of about the same height as the gauge
opening, so that wind effects are reduced. No sur-
rounding object should be closer to the gauge than
twice (preferably four times) its height above the
gauge (Brakensiek et al. 1979).

4.2.1.2.5 Splash, Evaporation, and Wetting Losses
If the surface of the water captured in a rain

gauge is too near the orifice, in-falling drops can
cause water to splash out, adding to the catch defi-
ciency. This can be largely prevented by using deep
gauges or gauges with walls that are vertical or slope
outward below the orifice, by conducting the col-
lected water to a covered vessel, and/or by emptying
the gauge frequently (see Shaw 1988).

For ground-level gauges one must also prevent
in-splashing from drops falling near the gauge. This
is done either by: (1) placing the gauge in a small ex-
cavation so that its orifice is coincident with the gen-
eral surface, but well above the immediately adjacent
ground, (2) placing the gauge in a shallow excavation
in which the near-surface soil has been replaced by
an “egg-crate” structure (figure 4.17), or (3) covering
the soil surface within several meters of the gauge
with a mat of coarse fiber that prevents splashing
(e.g., Neff 1977; Helvey and Patric 1983).

For small-orifice gauges and all nonrecording
gauges that are read only at intervals of several days
or more, one must prevent catch deficiencies due to
evaporation from the water surface and the walls of
the gauge (wetting losses). Such losses can be as
much as 0.8 mm/day in hot weather (Habib et al.
2010). Again, use of a gauge in which the water is
conducted to a closed vessel is one remedy. Another
commonly used technique is to introduce a nonvola-
tile immiscible oil that prevents evaporation by float-
ing on the collected water.

Errors due to splashing and evaporation in US-
standard gauges are usually small and can be ne-
glected; however, evaporative losses can be signifi-
cant where low-intensity precipitation is common
(Yang et al. 1998a). Correction for wetting losses in
US-standard gauges can be made by adding 0.03 mm
for each rainfall event and 0.15 mm for each snow-
fall event (Groisman and Legates 1994).

Figure 4.20 Commonly used precipitation-gauge 
wind shields. (a) Alter (United States); (b) Nipher (Can-
ada); (c) Tretyakov (Russia).

(a)

(c)

(b)
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4.2.1.2.6 Errors Due to Occult and
Low-Intensity Precipitation

Special techniques for measurement of occult
precipitation and dew are described in references
cited in section 4.1.6. Failure to measure these inputs
introduces another form of gauge-catch deficiency in
environments where they are important.

In environments where a significant fraction of
precipitation comes as very low intensity rain and
snow, the observer may often note that some precipi-
tation has entered the gauge since the last observa-
tion, but not enough to measure accurately. For
example, in the United States observers measure
rainfall in standard nonrecording gauges to the near-
est 0.01 in (0.25 mm), and an observation of less
than 0.005 in (0.13 mm) is called a “trace.” Traces
are counted as zeros in totaling rainfall, so if there
are many traces recorded, reported rainfall totals
could be significantly less than the actual input.

This form of observation error is especially im-
portant in the high Arctic: Traces accounted for
10% of the summer precipitation on average in
northern Alaska and could be as much as one-third
of the total in some years. Brown et al. (1968) and
Woo and Steer (1979) found similar results in north-
ern Canada. Thus corrections for this effect have to
be made in assessing the region’s water balance;
these corrections can be made by multiplying the
number of trace observations times one-half the
maximum amount designated as a “trace” (i.e., by
0.0025 in or 0.065 mm in the United States) and
adding the result to the recorded total precipitation
(Dingman et al. 1980; see also Yang et al. 1998a and
Yang et al. 2005).
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Figure 4.21 Average wind-
induced catch ratios (ratio of 
gauge catch to reference-gauge 
precipitation) for daily observa-
tions via the standard US 8-in 
(203-mm) nonrecording gauge for 
rain, snow, and mixed precipita-
tion as determined by Yang et al. 
(1998b) [equations (4.1a)–(4.1f )].

Table 4.3 Adjustment Angle for Effect of Obstructions 
on Wind Speed at Gauge Height [Equation (4.2)].

Class

Exposed site

Mainly 
exposed site

Mainly 
protected 
site

Protected 
site

Description

Only a few small obstacles 
such as bushes, group of 
trees, a house

Small groups of trees or 
bushes or one or two houses

Parks, forest edges, village 
centers, farms, group of 
houses, yards

Young forest, small forest 
clearing, park with big 
trees, city centers, closed 
deep valleys, strongly 
rugged terrain, leeward of 
big hills

Angle, αo (°)

0–5

6–12

13–19

20–26

Source: World Meteorological Organization (2008).
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4.2.1.2.7 Instrument and Recording Errors
In the United States and other countries, a sig-

nificant portion of precipitation measurements are
made and recorded manually and are subject to ob-
server error.

Automated systems can experience equipment
malfunctions and power outages, often at times of
heavy precipitation. Systematic as well as random er-
rors are often associated with recording rain-gauge
measurements due to the mechanics of their opera-
tion. Tipping-bucket gauges miss rain in the process
of tipping, so they underrecord during heavy rains;
the use of heating elements to record snowfall greatly
increases evaporative losses (Groisman and Legates
1994); and clogging and other malfunctions can re-
duce gauge catch. Weighing gauges can have me-
chanical malfunctions, and tend to have reduced
sensitivity as the weight of collected water increases.
Winter (1981) estimated that instrument errors are
typically 1 to 5% of total catch.

To detect and correct for instrument error, it is
recommended that a nonrecording gauge be installed
adjacent to each recording gauge to assure that at
least the total precipitation can be determined.

4.2.1.2.8 Errors Due to Differences in Observation Time
A large portion of precipitation measurements in

the United States and worldwide are made in nonre-
cording gauges that are observed daily. The total gauge
catch at the time of observation is recorded as the pre-
cipitation associated with that calendar day. In analyz-
ing such data, and in checking for errors, one must be
aware that the times of daily observations can vary
widely from gauge to gauge within a region. Thus the
precipitation from a storm on a given day might be re-
corded as occurring on that day at some gauges, and
as occurring on the next day at other gauges. If a large
storm occurred on the last day of a month, a discrep-
ancy in observation times could lead to significantly
different recorded monthly precipitation.

4.2.1.2.9 Errors Due to Changes in Gauge Siting
Changes in the type, exact location, and/or envi-

ronment of the gauge associated with a weather sta-
tion with a particular name designation are quite
common. For example, many US first-order weather
stations were relocated from metropolitan centers to
suburban airports between 1930 and 1960, many of
the gauges have been shifted between ground-level
and rooftop sites, and many have had wind shields
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added and/or removed (Groisman and Legates
1994). At cooperative stations in the US network the
exact gauge location may change when a new ob-
server is appointed, and trees may grow up or build-
ings be constructed around a gauge.

In the United States, detailed studies of meteoro-
logical data in West Virginia (Chang and Lee 1974)
and Iowa (Carlson et al. 1994) found many inhomo-
geneities due to changes in measurement conditions,
and emphasized the importance of examining data
quality before undertaking climatic analyses. Such
changes may alter the values of regional averages
and trends, confounding attempts to detect climate
change or to characterize meteorological statistics. A
striking example of this was reported by Keim et al.
(2003), who documented changes in the number of
stations and the average latitude, longitude, and ele-

vation of stations over 70 years within a climatically
homogeneous region in Massachusetts (figure 4.23).
The observed cooling trend calculated from these
data, which was opposite to the warming trend cal-
culated from a group of stable stations (figure 4.23a),
may be an artifact due to changes in average location
(especially the increases in average latitude and ele-
vation, figure 4.23c and figure 4.23e).

4.2.1.2.10 Quality Control
Because of the many potential sources of error,

any use of precipitation data, whether for historical
climatic analysis or real-time flood forecasting, re-
quires a rigorous program of quality control. Thus
an analysis of precipitation records should begin
with a review of station history to see if changes in
the type, location, or immediate environment of a

Figure 4.23 Changes in the number and locations of gauges in the observing network over time can induce 
spurious trends in climatic variables. In Massachusetts Climatic Division 2, the numbers and locations of stations 
in the US Historical Climate Network (USHCN) remained constant from 1931 to 2000, while stations in the 
National Climatic Data Center (NCDC) network changed. The cooling trend calculated from NCDC data (figure 
4.23a), may be an artifact due to changes in average latitude and elevation (figures 4.23c and e). (a) Mean annual 
temperatures as determined from NCDC and USHCN networks. (b) Difference between NCDC and USHCN aver-
ages. (c) Mean latitude of NCDC stations. (d) Mean longitude of NCDC stations. (e) Mean elevation of NCDC sta-
tions. (f ) Number of stations used for NCDC averages [Keim et al. (2003). Are there spurious temperature trends in 
the United States Climate Division database? Geophysical Research Letters 30(7), with permission of the American 
Geophysical Union].
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gauge have occurred and, if so, to adjust the data to
make a more consistent record. A common tech-
nique for detecting and correcting for inconsistent
precipitation data is via a double-mass curve, as de-
scribed in box 4.2.

Common errors in historical data include data
gaps, impossible (e.g., negative) values, and unlikely
high or low values (Habib et al. 2010). Anomalous
values can often be detected by periodically compar-
ing the records from a number of gauges in a region
and noting observations that do not conform to the
overall areal pattern of precipitation. If a particular

observation seems anomalously high, one can check
weather maps to see if, for example, small-scale
thunderstorm activity was occurring during the pe-
riod of interest. It may also be possible to examine
streamflow records for the region to see if high flows
occurred. Probably the most effective quality-control
strategy, and perhaps the most cost-effective, is to in-
stall pairs of gauges at each measurement site (Habib
et al. 2010).

In the context of real-time flood forecasting, au-
tomated quality-control methods are essential; often
these involve comparison of gauge measurements

Box 4.2 Double-Mass Curves

A double-mass curve is a plot, on arithmetic graph 
paper, of the successive cumulative annuala precipitation 
collected at a gauge where measurement conditions 
may have changed significantly versus the successive 
cumulative average of the annual precipitation for the 
same period of years collected at several gauges in the 
same region that have not experienced such changes. 
The method attempts to detect a change in the propor-
tionality between the measurements at the suspect sta-
tion and those of the region, which is reflected in a 
change in the slope of the trend of the plotted points. 
Note that slope breaks in double-mass curves can occur 
because of climatic shifts; thus adjustments should only 
be made if there is reason to believe the break is due to a 
change in the measurement conditions.

If a double-mass curve reveals a change in slope that 
is significant (see the following discussion) and is due to 
changed measurement conditions at a particular sta-
tion, the annual values of the earlier portion of the 
record should be adjusted to be consistent with the later 
portion before computing regional averages and other 
statistics. This adjustment is accomplished simply by 
multiplying the data for the period before the slope 
change by the factor K, where

Most analysts recommend that a break in slope be 
considered significant only if it persists for five or more 
years, and then only if it: (1) is clearly associated with a 
change in measurement conditions and (2) is deter-
mined to be statistically significant (Searcy and Hardi-
son 1960).

Statistical significance of slope changes in double-
mass curves can be detected by techniques called anal-
yses of variance and covariance. These techniques are 
described in most introductory statistical texts, and 

their application to double-mass curves was given by 
Searcy and Hardison (1960).b Chang and Lee (1974) 
described a computerized objective approach to dou-
ble-mass curve analysis that incorporates analyses of 
variance and covariance.

The following example illustrates the basic procedure. 
Table 4.4 shows the annual precipitation values for 1976 
to 1992 at five gauges in a region. Gauge E was moved in 
1981. To determine how the annual values for 1976–
1980 should be adjusted to be consistent with the subse-
quent period of record, the cumulative annual values for 
station E are plotted against the cumulative values of the 
mean of the other four stations as a double-mass curve 
(figure 4.24 on p. 159). The slope of a straight line 
through the points prior to 1981 has a slope of 0.77 com-
pared to a slope of 1.05 for a line through the points for 
succeeding years. The adjustment ratio K2X is therefore

Thus the annual precipitation values at station E before 
1981 are multiplied by 1.36 to produce a consistent 
record for the entire period of measurement. The appro-
priately adjusted values are given in the last column of 
table 4.4(A).

Notes
a The double-mass curve analysis is virtually always applied 

only to annual precipitation data. Data for shorter periods are 
naturally highly variable and tend to mask the kinds of mea-
surement inconsistencies one is trying to identify.

b However, the usual statistical tests of significance for differ-
ences in slope for regressions are not directly applicable for 
double-mass curves because the process of accumulation 
introduces a high degree of correlation between successive 
values. Because of this correlation, the conventional tests will 
often fail to detect statistically significant slope changes (see 
Matalas and Benson 1961).

K ∫ slope for period AFTER slope change

slope for period BEFORRE slope change
. (4B2.1)

K X2
1 05

0 77
1 36= =.

.
. .
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with radar and/or satellite observations. A detailed
description of the method used by the Lower Missis-
sippi River Forecast Center is given by Caldwell and
Palmer (2009).

4.2.1.11 Summary
While conceptually simple to make, point mea-

surements of precipitation are subject to significant
errors of several types. The most common and largest

errors are those due to wind effects for gauges that
project above the ground surface, both shielded and
unshielded. These errors are especially large for mea-
surements of snow in standard cylindrical gauges.2

Following a thorough review of the problem,
Winter (1981) concluded that errors in point mea-
surements can be in the range of 5 to 15% for long-
term data, and as high as 75% for individual storms.

Table 4.4 Data for Double-Mass Curve Example of Box 4.2 and Figure 4.24.

(A) This table gives measured annual precipitation (mm) for gauges A–E and adjusted values for gauge E prior to its being 
moved in 1981.

Year

1976
1977
1978
1979
1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992

A

1,010
1,005
1,067
1,051

801
1,411
1,222
1,012
1,153
1,140

829
1,165
1,170
1,264
1,200

942
1,166

B

1,161
978

1,226
880

1,146
1,353
1,018

751
1,059
1,223
1,003
1,120

989
1,056
1,261

811
969

C

780
1,041
1,027

825
933

1,584
1,215

832
918
781
899
995

1,099
1,266
1,216

817
1,331

D

949
784

1,067
1,014

923
930
981
683
824

1,056
796

1,121
1,286
1,044

991
875

1,202

E

834
713
851
751
604

1,483
1,174

771
1,188

967
1,088

963
1,287
1,190
1,283

873
1,209

Adj E

1,373
1,367
1,451
1,430
1,090

(B) This table gives average and accumulated average values for gauges A–D and accumulated values for gauge E.

Year

1976
1977
1978
1979
1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992

Avg A–D

975
952

1,097
943
951

1,319
1,109

819
988

1,050
882

1,100
1,136
1,157
1,167

861
1,167

Cum A–D

975
1,927
3,024
3,966
4,917
6,236
7,345
8,165
9,153

10,203
11,085
12,185
13,321
14,478
15,645
16,506
17,673

Cum E

834
1,548
2,399
3,150
3,754
5,237
6,411
7,182
8,370
9,337

10,424
11,388
12,675
13,865
15,148
16,021
17,230
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Rodda (1985) stated similarly discouraging findings:
Catch deficiencies for rain collected in standard
gauges were found to vary from 3 to 30% for annual
totals and over a wider range for individual storms,
with far larger errors for snow. In the United States
the undermeasurement of annual-average precipita-
tion at gauges averages 9%, and ranges from less than
6% where snow is absent to over 14% where snow is
important (figure 4.25) (Groisman and Legates
1994). However, the underestimation varies season-
ally and from year to year, and should be corrected
on a monthly or daily basis. The implications of er-
rors in precipitation data for water-balance computa-
tions are discussed in section 1.11.2.4. Clearly, using
erroneous precipitation values as inputs to hydro-
logic models can lead to faulty calibration and vali-
dation decisions and faulty predictions and forecasts.

Thus it is usually unwise to accept reported
point precipitation data without rigorous quality
control. In spite of this,

well-maintained rain gauges provide the most accu-
rate measurements of the true surface rainfall accu-
mulations and intensities [and], despite the steady 
increase of using radars and satellites for rainfall 
estimation, rain gauges are expected to remain an 
important source of information for a variety of 
applications that require relatively accurate rainfall 
data. (Habib et al., 2010, p. 74)

4.2.2 Radar Measurement
Ground-based radar can be used to estimate the

areal distribution of instantaneous precipitation rates in
clouds, and these rates can be electronically integrated
to provide estimates of total precipitation for any time
period. Energy in the wavelength band between 1 and
10 cm (microwaves) is reflected by raindrops and
snowflakes (collectively called hydrometeors). The
strength of the signal reflected from a given distance
depends on the size distribution, number per unit vol-
ume, state (liquid or solid), and shape of the hydrome-
teors, along with characteristics of the radar system,
and the signal strength is related to precipitation inten-
sity by empirical relations. Doppler radar systems also
measure the horizontal velocity of the hydrometeors,
and hence the movement of the storm.

In contrast to point measurements, ground-
based radar systems provide spatially continuous es-
timates at small time intervals. This has revolution-
ized quantitative rainfall estimation globally, and
radar is the primary observing system in many coun-
tries (Seo et al. 2010).

However, radar has inherent limitations: (1) it
measures backscattering from hydrometeors in clouds
rather than rainfall reaching the ground and (2) the
radar beam gets wider with distance and cannot pene-
trate topographic barriers and buildings, and so has
range-dependent biases. Although a constant cover-
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age area is developed for each radar, in fact effective
coverage varies with storm conditions, in part be-
cause vertical variations in reflectivity and the pres-
ence of hail or snow complicate the relation between
reflectivity and rainfall rate.

Because of these limitations, it is necessary to use
rain-gauge observations for bias correction of radar
data. In the United States, River Forecast Centers of
the National Weather Service have been developing
quantitative precipitation-estimation procedures that
combine data from radar and gauge networks since
the early 1990s. A detailed review of these procedures
and the state of the art is given by Seo et al. (2010). In
the United States, the NEXRAD system of WSR-
88D weather-radar stations provides information on
precipitation distribution at over 130 sites, each with
a range of 230 km. This system yields real-time im-
ages with qualitative indications of precipitation in-
tensity and summary quantitative estimates of daily
or storm total precipitation with a spatial resolution
of about 2 × 2 km. The locations of these systems and
the information they produce can be accessed at In-
ternet sites maintained by the US National Weather
Service (http://radar.weather.gov) and commercial
weather enterprises. Global radar images are avail-
able through http://weather.org/radar.htm.

To date, radar systems have used single-polariza-
tion beams. Dual-polarization systems have several
advantages, including more accurate detection of drop
sizes, the ability to distinguish between rain and snow,
improved correction for beam attenuation, and im-
proved detection of spurious beam reflections. These
systems are now being integrated into radar networks
globally, including the US National Weather Service
Weather Surveillance Radar System (Cifelli and
Chandrasekar 2010).

4.2.3 Satellite Measurement
Satellites obtain information about the distribu-

tion and amounts of precipitation via both direct and
indirect means (Arkin and Ardanuy 1989; Kidd et al.
2010). Direct observation is by passive and active (ra-
dar) sensing of microwave (MW) energy absorbed
and scattered by hydrometeors; conversion of these
observations into estimates of rainfall rates is done
by accounting for the background radiation from the
earth’s surface and making assumptions about the
size distribution of the hydrometeors. Indirect obser-
vation is by sensing visible (VIS) and infrared (IR)
radiation emitted by clouds, converting the radiation
flux to cloud-top temperature via the Stefan–

Boltzmann law [equation (2.1)], and making use of
empirical correlations between the spatial and tem-
poral coverage of clouds with temperatures below a
threshold value and rainfall. Currently, geostationary
satellites using infrared observations provide rainfall
data every 30 minutes, and passive-microwave sen-
sors provide data at < 3-hr intervals at a spatial reso-
lution of 0.25° latitude × 0.25° longitude (≈ 25 km ×
25 km) (Kidd et al. 2010).

Major programs have been instituted to refine sat-
ellite estimates of precipitation, including the Global
Precipitation Climatology Project (GPCP), which
collects and synthesizes information from polar-orbit-
ing and geostationary satellites and surface stations; a
series of NOAA polar-orbiting satellites with an ad-
vanced microwave sounding unit (AMSU); and the
NASA Earth Observing System (EOS). NASA’s
Tropical Rainfall Measuring Mission (TRMM) is a
low-orbiting satellite that includes precipitation radar
as well as passive sensing of visible, infrared, and mi-
crowave radiation. These capabilities will be extended
to cover the earth between the Arctic and Antarctic
circles in NASA’s Global Precipitation Mission,
scheduled to launch in early 2014.

Several recent studies have evaluated satellite-
precipitation estimation in various contexts. DiTo-
maso et al. (2009) developed a procedure to estimate
precipitation using different frequencies of the US
AMSU-B satellite, and found “very good agreement”
with ground-based gauge and radar measurements.
Tian et al. (2009) evaluated six satellite-precipitation
data sets versus rain-gauge data in the United States.
They found that satellites did well at detecting rain-
falls > 40 mm/d, but had substantial biases, includ-
ing missed precipitation (especially rainfall < 10
mm/d), up to 50% overestimation in summer and
underestimation in winter, and very little ability to
measure snowfall. Tian and Peters-Lidard (2010)
evaluated six TRMM data sets at 0.25° as well as
daily resolution and reported uncertainties of 40 to
60% over oceans and 100 to 140% at high latitudes
and over complex topography and coastlines. Uncer-
tainties were highest in winter and with light precipi-
tation. AghaKouchak et al. (2011) found serious
shortcomings in the ability of four satellite-based pre-
cipitation products to capture precipitation extremes,
which are critical for flood forecasting. New methods
for removal of bias from merged rain-gauge and sat-
ellite rainfall estimates were described by Li and
Shao (2010) in Australia, Xie and Xiong (2011) in
China, and Lin and Wang (2011) in Canada.
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The utility of satellite-based precipitation esti-
mates as inputs to hydrologic models is an important
question. Yong et al. (2010) found that one TRMM
precipitation-estimation product provided realistic
hydrologic predictions, but another had almost no
utility, and suggested corrections for future IR esti-
mates. Pan et al. (2010) used satellite MW and MW
+ IR and ground-based precipitation data sets as in-
puts to a hydrologic model to compare predictions of
soil moisture, evapotranspiration, and streamflow
over the continental United States. They found that
integrating rain-gauge data significantly improved
predictions, and that rainfall-estimation errors have a
large effect on estimates of soil moisture and stream-
flow, but only weak effect on evapotranspiration. In
a similar study in Illinois, Behrangi et al. (2011)
found that 6-hr and monthly streamflow predictions
based on five satellite-based precipitation products
were useful if biases toward overestimation in sum-
mer and underestimation in winter were corrected.

Considerable progress is being made in correct-
ing for inherent biases in satellite-based precipitation
data, and satellites will have an extremely important
and growing role in assessing global precipitation.
The earth’s surface is 70% ocean and much of the
land surface is virtually uninhabited, so that the per-
centage of the earth’s surface on which precipitation-
gauge measurements are available is very small and
gauge densities are generally very sparse. Thus it is
only with the advent of satellites that scientists have
been able to obtain a global perspective on precipita-
tion and other aspects of the hydrologic cycle, and
satellite-based information will play an increasing
role in providing precipitation data for hydrologic
science and applications. More detailed descriptions
of new programs are given by Kidd et al. (2010) and
the Committee on Earth Observation Satellites’ web-
site (http://www.ceos.org).

4.3 Areal Estimation from
Point Measurements

Hydrologists are almost always interested in pre-
cipitation over a region rather than at a point. The
long-term average precipitation over a watershed,
lake, or ground-water recharge area is the input to
water-balance computations (section 1.8.1); the total
precipitation over a watershed for a particular storm
is the input for analyses of hydrologic response
(chapter 10). As we have just seen, radar and satellite

measurements provide valuable information about
areal precipitation extent and are increasingly used
along with gauge measurements to develop informa-
tion on spatial distribution. However, rain gauges
usually provide the most accurate measurements and
are often the only sources of historical information,
so methods that derive spatial-distribution estimates
using only gauge measurements remain essential
tools. Furthermore, the methods are applicable to
other types of hydrologically important point obser-
vations, such as soil moisture and aquifer properties.

Conceptually, the spatial average precipitation,
P, over the region depicted in figure 4.26 is

where A is the area of the region, (x,y) are coordi-
nates of points in A, and p(x,y) is the precipitation
(average or total over a time period) at point (x,y).
Measurements of precipitation have been made at G
gauges, g = 1, 2, ..., G, in and near the region, and
are designated pg ≡ p(xg,yg). This section introduces
approaches to estimating areal averages and distribu-
tion from point measurements and assessing the un-
certainty of such estimates.

Note that the values at each gauge may be a sin-
gle observation (e.g., rainfall in a single storm) or a
climatological statistic, in which the values at each
point are calculated from time series [e.g., the long-
term average annual precipitation (section 4.4.1) or
an extreme rainfall quantity (section 4.4.3)]. If a cli-
matologic statistic, estimations of uncertainty must
account for temporal as well as spatial uncertainty,
as described in section 4.3.5.

Approaches to computing an estimate of P, ,
can be divided into two classes:

1. Methods that compute  directly as a weighted
average of the measured values; and

2. Surface-fitting methods that first use the mea-
sured values to estimate the precipitation at regu-
larly spaced grid-points in A, and then compute
the average of these values. These methods also
provide a model of the areal distribution.

4.3.1 Direct Weighted Averages
Methods of this type estimate the spatial average

directly as the weighted average of the measured values:

P
A

p x y x y
x y A

= ( )◊ ◊ ◊
∈

ÚÚ1
, ,

,

d d (4.3)

P̂

P̂

ˆ ,P w pg g
g

G
= Â ◊

=1
(4.4)
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where wg are weights that satisfy

We will examine four methods of this type, which dif-
fer in the way in which the weights wg are estimated.

4.3.1.1 Arithmetic Average
In this method, the weights in equation (4.4) are

assigned a value, wg = 1/G, for all gauges and the re-
gional average becomes the arithmetic mean of the
values measured at all the gauges in (and perhaps ad-
jacent to) the region:

Assuming no error in the measurements, the
spatial uncertainty in  is calculated as described in
box 1.1, and the spatial and temporal uncertainty as-
sessed together as described in section 4.3.5.

Use of equation (4.6) is warranted only when it
is safe to assume that the gauges constitute a repre-
sentative sample of the areal precipitation for the
time period of interest; i.e., where the gauges are
well-distributed and there is little spatial variability.

4.3.1.2 Thiessen Polygons
In this approach, the precipitation at a point is

assumed to be best estimated by the gauge that is
closest to that point. Thus the region is divided into
G subregions approximately centered on each gauge,
and the subregions are defined such that all points in
each subregion are closer to their “central” gauge
than they are to any other gauge.3 Once these subre-
gions are identified and their areas, ag, measured, the
weights are determined as wg = ag/A and the spatial
average is computed as

Equation (4.5) is satisfied because

Assuming no error in the measurements of pre-
cipitation or area, the uncertainty in  is calculated
as described in box 1.1, and the spatial and tempo-
ral uncertainty assessed together as described in sec-
tion 4.3.5.

w wg
g

G
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=
Â = £ £

1
1 0 1, . (4.5)
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x

Figure 4.26 The problem of areal interpola-
tion. Measurements of precipitation have

been made at gauges (black dots) in and near
the region, and are designated pg ≡ p(xg,yg).
The areal average is given by the integral of

equation (4.3).
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The graphical method for delineating the
boundaries of the subregions that are closest to each
of the G rain gauges was developed by Thiessen
(1911) (figure 4.27). First, straight lines are drawn
between adjacent gauges to form a network of trian-
gles; then perpendicular bisectors of each line are
constructed and extended until they intersect to
form irregular Thiessen polygons. Polygon areas
can be measured by counting evenly spaced points
on a grid overlay, by planimeter, or by using a com-
puter-attached digitizing tablet. Diskin (1970) and
Croley and Hartmann (1985) have developed com-
puter algorithms for calculating Thiessen subregions
that for a given point (xu,yu) find the gauge location
that minimizes

[(xu – xg)
2 + (yu – yg)

2]1/2 . (4.9)

The Thiessen method is an objective method of
estimating a spatial average that takes some account
of gauge distribution, but clearly it has no physical
basis and does not give a model of the actual spatial
variability of precipitation. It is most suitable for sit-
uations in which spatial variability is small and
gauge distribution is irregular.

4.3.1.3 Two-Axis Method
The two-axis method developed by Bethlahmy

(1976) derives wg values that reflect the nearness of
each gauge to the center of the region, rather than the
relative area associated with each gauge (figure 4.28).
To derive the weights, one first draws the longest
straight line that can be drawn on a map of the region.
The perpendicular bisector of this longest line is then
drawn; this is called the minor axis. The major axis is
then drawn as the perpendicular bisector of the minor
axis. Next draw two lines from each of the gauges,
one line to the farther end of the major axis, the other
to the farther end of the minor axis. The angle be-
tween these two lines, αg, is measured (it is always <
90°). The sum of all the angles, Å, is then computed:

The weights are then defined as wg = αg/Å, and the
average precipitation is calculated as

Å = Â
=

a g
g

G
.

1
(4.10)

ˆ .P pg g
g

G
= Â◊ ◊

=

1

1Å
a (4.11)

Figure 4.27 Construction of Thiessen polygons. The 
dashed lines connect adjacent gauges, the solid lines 
are perpendicular bisectors of those lines, and the 
heavy solid lines are the portions of the bisectors that 
constitute polygon boundaries. Points in each poly-
gon are closer to the gauge near the polygon center 
than to any other gauge.

Figure 4.28 Construction of angles for the two-axis 
method. The region of interest is bisected horizon-
tally at its widest point; the minor axis is drawn per-
pendicularly from that line. The major axis is the 
perpendicular bisector of the minor axis. Solid lines 
are drawn from each gauge to the farther end of the 
two axes to define the angles αg. Angles are shown 
only for gauges 2, 3, and 5 for clarity.
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Assuming no error in the measurements of pre-
cipitation or angle, the uncertainty in  is calcu-
lated as described in box 1.1, and the spatial and
temporal uncertainty assessed together as described
in section 4.3.5.

Although it has not been widely used, the two-
axis method is simple and flexible—i.e., it is easy to
adjust the weights when a gauge is added or deleted.
A comparison study by Court and Bare (1984) con-
cluded that the method is as acceptable as any of the
other methods. Thus it could be an expedient alter-
native to the Thiessen-polygon method.

4.3.1.4 Hypsometric Method
The hypsometric method is a method of deter-

mining the weights in equation (4.4) in regions
where orographic effects (section 4.1.5) dominate
the spatial variability of precipitation. A topographic
map or a digital elevation model (DEM) is required
to apply the method.

The first step in applying this approach is to plot
the measured pg values against station elevation, zg,
and to establish a regional relationship between pre-
cipitation (p) and elevation (z). This functional rela-
tion, the “orographic equation,” can be determined
by statistical techniques such as regression analysis
(figure 4.29a). Commonly, it is approximated as a
linear relation:

p(z) = az + bz · z (4.12)

(e.g., Dingman et al. 1988). In some cases, the rela-
tion between p(z) and z may vary systematically in the
region—the windward side of a mountain range may
have a more rapid elevational increase of precipita-
tion than the leeward side (e.g., Troxell et al. 1942)—
and in these cases the hypsometric method should be
applied separately for each identified subregion.

Once the precipitation-elevation relation is estab-
lished, a graph-relating elevation, z, to the area above
a given elevation, A(z), called a hypsometric curve, is
constructed (figure 4.29b). These curves can be devel-
oped manually from a topographic map or automati-
cally from a DEM. Average precipitation for the
region is then computed via the following steps:

1. Select an elevation interval, Δz, and divide the
total elevation range into H increments of Δz.

2. From the hypsometric curve, determine the area
within each increment of elevation; designate
these areas as ah, h = 1, 2, ..., H.

3. Use the precipitation-elevation relation [equation

(4.12)] to estimate the precipitation, , at ele-

vations zh, where zh is the central elevation of each
elevation increment.

4. Compute the estimated areal average precipita-
tion as

P̂

p̂ zh( )

ˆ ˆ .P
A

a p zh h
h

H
= ( )Â◊ ◊

=

1

1
(4.13)

Figure 4.29 Application of the hypsometric method to the Delta River Watershed, central Alaska (Ding-
man et al. 1971). (a) The estimated relation between mean annual precipitation and elevation. (b) The hyp-
sometric curve zh– and zh+ are boundaries of elevation increment, A(zh–) and A(zh+) areas above given 
elevations, and ah = [A(zh–) – A(zh+)]/A. Other symbols as defined in text.
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Equation (4.5) is satisfied because

Assuming no error in the measurements of pre-
cipitation, area, or elevation, the areal uncertainty in

 is chiefly due to the uncertainty in the orographic
relation. This can be quantitatively evaluated if equa-
tion (4.12) is established by standard regression tech-
niques (see, e.g., Haan 2002). If the precipitation
being analyzed is a climatic quantity, temporal un-
certainty must also be accounted for as described in
section 4.3.5.

4.3.2 Spatial Interpolation (Surface Fitting)

4.3.2.1 General Features
Spatial interpolation (also called spatial pre-

diction) is the process of estimating precipitation at
grid points covering the region, , from the
measured values:

where (x,y) are the rectangular coordinates of points
in the region4 and FI is an interpolation function.
The  values define a surface that is an esti-
mate of the spatial variability, which can be depicted
by contours of equal precipitation called isohyets.
Thus spatial-interpolation methods are also called
surface-fitting methods. Once the estimates are
made at all grid points, the spatial average [equation
(4.3)] can be estimated as

where I is the number of grid points in A.
All interpolation methods are based on the as-

sumptions that the surface being modeled is continu-
ous (no gaps or breaks) and has a single value at each
coordinate point, and that the precipitation at an ar-
bitrary grid point has some relationship to the mea-
sured values; this relationship is modeled by the
interpolation function. The various surface-fitting
approaches differ in the form of the interpolation
function and can be classified as

1. Deterministic methods, which use arbitrary
mathematical relations, or

2. Statistical (or stochastic) methods, which are
based on minimum-estimation-error criteria.

Methods can be further categorized as

1. Interpolation methods, in which the fitted sur-
face passes exactly through the measured values

 or

2. Smoothing methods, in which the fitted surface
does not pass exactly through the measured values.

Table 4.5 summarizes the classification of the meth-
ods discussed here and gives references for more de-
tailed discussions.

In the discussion of these methods, we use the
following notation: There are g = 1, 2, …, G mea-
sured values and i = 1, 2, …, I grid points in the area
of interest. Specific locations in the area of interest
are designated u and v; i.e., u ≡ (xu,yu), v ≡ (xv ,yv); thus
the measured precipitation at a given gauge is desig-
nated pg ≡ p(xg,yg) and the estimated precipitation at

point u is . The distance between any two points

u and v is d(u,v), where

d(u,v) ≡ [(xu – xv)
2 + (yu – yv)

2]1/2. (4.17)

4.3.2.2 Polynomial Trend Surfaces
Standard multiple-regression techniques can be

used to determine a surface that “best fits” the mea-
sured values; i.e., that minimizes

Surfaces can be of varying complexity. The simplest
model is a plane,

and polynomials of higher order give increasingly ir-
regular surfaces. Statistical tests can be applied to de-
termine whether increasing complexity improves the
fit to the data (see, e.g., Swan and Sandilands 1995).
Since the degree of polynomial is selected a priori,
this is a deterministic method; typically polynomial
surfaces contain spurious highs and lows. And, un-
less the number of terms in the polynomial equals
the number of measured values, it is a smoothing
method. An alternative approach is the Lagrange
polynomial method, in which the surface coincides
with the measured values (Tabios and Salas 1985).

4.3.2.3 Inverse-Distance Weighting
In this technique, the interpolation function is

based on the distance between the grid point and
each gauge:
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where wug is the weight of gauge g on location u, c is
an exponent, and d(.) is given by (4.17). The value of
c is arbitrarily selected; typical weighting values are c
= 1 (inverse distance) or c = 2 (inverse distance
squared). Note that equation (4.20) gives infinite
weight at a gauge site [d(u,g) = 0]; this means that

, so this is a deterministic interpolation
method. A drawback of this method is that it fails to
account for redundant information in gauges that are
close together.

4.3.2.4 Spline Functions
Splines are typically cubic functions whose de-

rivatives are minimized such that they describe
smooth surfaces. Conventional splines are a deter-
ministic interpolation method [i.e., ],
however, the user can determine the distance over
which the derivatives are calculated and adjust the
degree of smoothing. Details of their mathematical
structure are given by Creutin and Obled (1982) and
Hengl et al. (2010).

4.3.2.5 Multiquadric Interpolation
Tabios and Salas (1985) describe an interpola-

tion method in which the areal influence of each
gauge observation is represented by a surface called a

w

d u i

d u g
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Table 4.5 Summary of Methods for Estimating Areal Precipitation from Point Measurements.

Method

Arithmetic average

Thiessen polygons

Two-axis

Hypsometric

Polynomial-trend 
surface

Inverse-distance 
weighting

Spline functions

Multiquadric 
interpolation

Geostatistical 
methods

Kriging
Empirical 

orthogonal 
functions

Optimal 
interpolation

Source for Full 
Description

This text

This text

This text

This text

Tabios and Salas (1985); 
Swan and Sandilands 
(1995)

Tabios and Salas (1985); 
Swan and Sandilands 
(1995)

Creutin and Obled (1982); 
Lebel et al. (1987); Swan 
and Sandilands (1995); 
Hengl et al. (2010)

Tabios and Salas (1985); 
Shaw (1988)

Tabios and Salas (1985); 
Creutin and Obled (1982); 
Lebel et al. (1987); 
Kitanidis (1992); Swan 
and Sandilands (1995); 
Haan (2002); Hengl et al. 
(2010)

Computational 
Complexity

Very low

Low

Low

Low

Moderate

Moderate to 
high

Moderate to 
high

Moderate to 
high

High

Deterministic/
Stochastic

NA

NA

NA

NA

Deterministic

Deterministic

Deterministic

Deterministic

Stochastic

Interpolation/
Smoothing

NA

NA

NA

NA

Smoothing

Interpolation

Interpolation

Interpolation

Interpolation

Weighted 
Average/
Surface Fitting

Weighted 
average

Weighted 
average

Weighted 
average

Weighted 
average

Surface fitting

Surface fitting

Surface fitting

Surface fitting

Surface fitting
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multiquadric cone. The estimate at a given point is
the weighted sum of the contributions of the cones
for each gauge. Although this method has not been
widely applied in hydrology, the method performed
well in the tests described by Tabios and Salas (1985).

4.3.2.6 Geostatistical Methods
Geostatistics is a general term for a group of

statistical methods in which the interpolation func-
tion equation (4.15) takes the form

where the weights wug are determined by applying
statistical criteria (unbiasedness and minimization of
estimation error) and are dependent on the spatial
correlation, i.e., the degree of similarity of precipita-

tion values at two points as a function of the distance
between them (box 4.3).

If the average and the variance of the precipita-
tion are not functions of location, the precipitation
process is second-order stationary, and we have for
all points in A

E{p(u)} = P, (4.22)

and

where E{.} denotes the expected value (i.e., the aver-
age) and σp

2 is the overall spatial variance of precipi-
tation.

The core concept of geostatistics is that, on aver-
age, the difference in precipitation at points sepa-

ˆ ,p u w pug g
g

G
( ) = Â ◊

=1
(4.21)

E p u P p( ) -ÈÎ ˘̊{ } =2 2s , (4.23)

Box 4.3 Spatial Correlation

The general statistical concept of correlation is dis-
cussed in section C.6 of appendix C. Here we apply the 
concept to assess the similarity of precipitation mea-
surements made at various distances from each other.

Consider a region in which we have G gauges at 
which precipitation has been measured for T years. At 
each gauge, we can measure the total precipitation for 
each year, pgt , and compute the average annual precipi-
tation, mpg, and the standard deviation of the annual 
precipitation, spg, as

and

(See box C.2 on the disk accompanying the text.)
There are a total of G(G – 1)/2 pairs of gauges. For 

each pair, say the two gauges g = a and g = b, the corre-
lation between annual values ra,b is

(See box C.6 on the disk.)
If |ra,b| exceeds a critical value r* that depends on T 

[equation (CB6.2)], we conclude that there is a significant 
linear relation between annual values of precipitation at 

points a and b: Positive values of ra,b indicate a tendency 
for a given year to have relatively high or relatively low 
values of precipitation at both gauges, and negative val-
ues indicate a tendency for precipitation at both gauges 
to vary in opposite ways (a low year at one gauge tends 
to be a high year at the other, and vice versa).

When ra,b has been calculated for all pairs of gauges, 
the values accepted as significant can be plotted against 
the distance between each pair, da,b, which is given by

da,b = [(xa – xb)2 + (ya – yb)2]1/2, (4B3.4)

where (xa,ya) and (xb,yb) are the map coordinates of 
gauges a and b, respectively.

Figure 4.38 shows an r.,. versus d.,. plot for 29 precipi-
tation gauges (406 gauge pairs) in Nebraska and Kansas. 
As is common for such plots, it shows considerable scat-
ter. However, in order to use the optimal interpolation 
methods described in the text, the relation between r.,. 
and d.,. has to be described as a simple function. Tabios 
and Salas (1985) suggested the following alternative 
functional forms:

r.,. = [1 + c · d.,.]
 –1, (4B3.5a)

r.,. = [1 + c · d.,.]
 –1/2, (4B3.5b)

and

r.,.= exp[–c · d.,.], (4B3.5c)

where c is a parameter to be determined from the data. 
Figure 4.38 shows equation (4B3.5c) with c = 0.0031 km–1 
fit to the data of Tabios and Salas (1985). (See box 4.5.)
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rated by a distance d increases as d increases. The
relationship can be quantified in the variogram,5

γ(d), which depicts the average squared difference in
precipitation as a function of d:

γ(d) ≡ ½ · E{[p(u + d) – p(u)]2}. (4.24)

Alternatively, the spatial relation can be ex-
pressed as the spatial-correlation coefficient, ρ(d),
which is given by

Note that ρ(d) and γ(d) are related as

The variogram is a dimensional quantity that 
increases with separation, the spatial-

correlation coefficient is a dimensionless 
quantity that decreases with separation.

The most widely used version of geostatistics,
called kriging,6 is based on the variogram, so the dis-
cussion here will focus on that approach. The meth-
ods called optimal interpolation and empirical
orthogonal functions, which are similar approaches
that use spatial correlation, are described in Creutin
and Obled (1982).

In practice, the statistics must be estimated from
the sample of measured precipitation values. The
mean and variance are estimated by standard statisti-
cal formulas (appendix C):

and the variogram as

where ug represents a gauge location and Gd is the
number of gauges separated by d.

 is called the experimental variogram. For
a sample of G gauges, there are G · (G – 1)/2 pairs
and hence that number of d values. In general these

values will all be different, so the number Gd is deter-
mined by “binning” in intervals of Δd, i.e., Gd is the
number of gauges in the range (d – Δd/2) ≤ d < (d +
Δd/2), and the p(ug + d) and p(ug) values in equation
(4.29) are replaced by averages for the pairs of sta-
tions included in each bin.

Typically,  when d = 0, it increases with
d, and levels off at some distance d = D, which is
called the range. Note that this typical variogram re-
lation will only be evident if:

1. There is an underlying relation between precipita-
tion and separation;

2. Precipitation is not significantly affected by factors
other than separation, such as elevation or distance
from the coast (this is discussed further below);

3. Measurements errors are reasonably small (sec-
tion 4.2.1.2); and

4. The average spacing of gauges is small enough to
reveal the relation.

In kriging, the interpolation function is deter-
mined by a model, or theoretical, variogram that is
selected based on the form of the experimental vario-
gram, and is a model of the spatial-covariance struc-
ture of the data. Only certain functional forms satisfy
the mathematical requirements for an interpolation
function (see, e.g., Kitanidis 1992; Haan 2002); some
of the most commonly used are illustrated in figure
4.30. The interpolation function takes the form

where the weights wug are determined by the theoret-
ical variogram (see Haan 2002 for details), and

Note that wug = 0 if

[(xu – xg)
2 + (yu – yg)

2]1/2 ≥ D. (4.32)

Figure 4.31 shows examples of experimental
and theoretical variograms for mean annual precipi-
tation in New Hampshire and Vermont.

Minimization of the estimation-variance func-
tion with the assumption that the theoretical vario-
gram portrays the spatial covariance and the sum of
the weights equals unity [equation (4.31)] leads to a
system of simultaneous equations that can be solved
for the weights, and another set of equations that ex-
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Figure 4.30 The forms of 
commonly used variogram 
models. The variogram value, 
γ(d), is defined in equation 
(4.24). The vertical axis is the 
ratio of γ(d/R)/σ2, where d is dis-
tance, R is the range, and σ2 is 
the variance. When d > R, γ(d/R) 
= σ2.
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Figure 4.31 Experimental and theoretical 
variograms for mean annual precipitation in 
New Hampshire and Vermont. (a) Variograms 
for measured mean annual precipitation. The 
theoretical variogram is exponential (figure 
4.30). (b) Variograms of mean annual precipi-
tation minus elevation effect [variable p(u) in 
equation (4.34)]. The theoretical variogram is 
spherical (figure 4.30) [reproduced from Ding-
man et al. (1988). Application of kriging to 
estimating mean annual precipitation in a 
region of orographic influence. Water 
Resources Bulletin 24:329–339, with permission 
from Wiley].
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presses the magnitude of the interpolation error vari-
ance at each grid point.

In situations where elevation, distance from the
coast, or other factors influence the spatial variabil-
ity of precipitation, equation (4.22) no longer holds,
and instead

E{p(u)} = P(xu,yu). (4.33)

If the dependence on location (called drift) can
be modeled, for example, as a function of elevation
as in equation (4.12), one can incorporate the rela-
tion in deriving the weights (Kitanidis 1992; Goo-
vaerts 2000; Haan 2002). Another approach is to
subtract the elevation, z(u), or other effect from pre-
cipitation to define a new spatial variable, p(u), e.g.,

p (u) ≡ p(u) – [az + bz · z(u)], (4.34)

and conduct the geostatistical analysis on p(u), as
done by Dingman et al. (1988). Figure 4.31b shows
examples of experimental and theoretical variograms
for mean annual precipitation minus the elevation ef-
fect in New Hampshire and Vermont.

The critical properties of the weights derived via
kriging are that

1. They give unbiased estimates;

2. The estimates minimize the error variance

;

3. The estimates incorporate the spatial structure of
the process as modeled in the theoretical semivar-
iogram; and

4. The error variance  is estimated for each point,
allowing an assessment of uncertainty.

4.3.2.7 The PRISM Model
PRISM (Precipitation-Elevation Regressions on

Independent Slopes Model) is an analytical model
that computes estimates of monthly, annual, or sin-
gle-storm precipitation. The model first uses a DEM
to generate a smoothed version of the actual topogra-
phy (the “orographic elevations”), then a windowing
technique to group precipitation gauges onto topo-
graphic facets. Using these, a regression model is de-
veloped to estimate precipitation for each grid cell as
a function of its orographic elevation, with the func-
tions varying depending on location and orientation
(Daly et al. 1994). Tests of the approach in its origi-
nal application in Oregon indicated that it performed
better than kriging (Taylor et al. 1993).

As noted by its originators, PRISM is not a tra-
ditional statistical model. “Rather, it is a coordinated

set of rules, decisions, and calculations, designed to
approximate the decision-making process an expert
climatologist would invoke when creating a climate
map” (http://prism.oregonstate.edu). The approach
is under continuing development, and is now widely
used for producing maps of precipitation and other
climate variables, including temperature, snowfall,
and growing degree-days.

PRISM can be classed as a deterministic smooth-
ing method, and it does have a procedure for estimat-
ing the uncertainty of its estimates.

4.3.2.8 Satellite Reanalysis
Reanalyses integrate a variety of satellite observing

systems with numerical models to produce a spatially
and temporally consistent synthesis of atmospheric and
hydrologic variables that are not easily observed. One
of these is the Modern-Era Retrospective Analysis for
Research and Applications (MERRA), a program of
NASA (http://gmao.gsfc.nasa.gov/research/merra),
that provides global estimates of precipitation, soil
moisture, latent-heat flux, snow, and runoff. MERRA
uses areal-precipitation analyses based on an updated
version of the Global Precipitation Climatology Proj-
ect to provide estimates of land-surface hydrological
variables and root-zone soil moisture at hourly inter-
vals. It employs a spatial scale of 1/2-degree latitude
and 2/3-degree longitude for 1979 to the present
(Reichle et al. 2011).

4.3.3 Comparison of Methods
and Summary

Comparative studies of subsets of the areal-esti-
mation methods described above have been made by
Shaw and Lynn (1972), Creutin and Obled (1982),
Court and Bare (1984), Tabios and Salas (1985),
Singh and Chowdhury (1986), Lebel et al. (1987),
Custer et al. (1996), Johnson et al. (1999), and Goo-
vaerts (2000).

The choice of a method for computing areal pre-
cipitation depends on several factors, including: (1)
the objective of the analysis; (2) the nature of the re-
gion; and (3) the time and computing resources
available. When only areal averages are needed and
time and resources are limited, or only reconnais-
sance-level estimates are required, one would usually
apply one of the direct-weighted-average methods or
the hypsometric method. The arithmetic-average,
Thiessen, or two-axis methods are not well suited to
regions where topographic or other factors strongly
influence precipitation unless gauges are well distrib-
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uted, but simple weighting approaches accounting
for topography can be developed (see Singh and
Chowdhury 1986). Otherwise, the hypsometric or
surface-fitting methods can be used.

However, most of the comparative studies re-
viewed above have concluded that optimal-interpola-
tion/kriging methods provide the best estimates of
regional precipitation in a variety of situations. Pre-
sumably this is because these methods are based on
the spatial correlation structure of precipitation in the
region of application rather than on essentially arbi-
trary spatial structures. A number of inexpensive opti-
mal interpolation/kriging programs are now available
(e.g., Grundy 1988; Kitanidis 1992) so that the feasi-
bility of using these approaches is much enhanced.

The geostatistical methods have the additional
advantages of providing explicit estimates of interpo-
lation error along with a model of the spatial vari-
ability. However, uncertainty for deterministic as
well as statistical methods can be assessed by cross
validation, in which the predictive model is devel-
oped using a subset of the available measured data,
and tested by comparing the model predictions
against the values not used in the development. Of-
ten this is done by suppressing one measured value,
developing the predictive model with the remaining
G – 1 values, and comparing the model’s prediction
for the suppressed value with the measured value.
The process is repeated G times, suppressing each
measured value in turn, and computing a statistic
such as the average absolute difference between mea-
sured and estimated values. Note, however, that
none of the methods accounts for errors in point
measurements (section 4.2.1.2), so these must always
be evaluated separately.

The PRISM model incorporates a number of as-
pects of the spatial structure of precipitation, not
simply the spatial covariance, and may be the best
approach for generating climatologic maps of precip-
itation (and other climatic parameters) and inputs for
hydrologic models. It also allows assessment of inter-
polation uncertainty.

4.3.4 Precipitation-Gauge Networks
Box 4.4 provides information about current pre-

cipitation-gauge networks globally; metadata and
data for most stations can be readily obtained via the
Internet addresses given there.

In general, precipitation for a given region will
have higher spatial variability for hourly or daily val-
ues than for monthly or annual values, and regions of

convective rainfall and varying topography will tend
to have relatively high variability. Based on these gen-
eral considerations, the WMO recommends the min-
imum gauge densities shown in table 4.6 on p. 174
for general hydrometeorological purposes in various
climatic regions. In fact, there are many regions of
the world—including much of the United States—
where these criteria are not met (table 4.7 on p. 175).
Furthermore, the spatial distribution of gauges within
a region such as a watershed is usually extremely un-
even, with stations typically concentrated in popu-
lated areas, along roads, and at lower elevations. This
uneven distribution introduces particular challenges
for estimating areal precipitation.

4.3.5 Uncertainty Analysis of
Gauge Networks

The importance and basic aspects of assessing
uncertainty in hydrology were introduced in section
1.11. Recall that all measurements contain random er-
rors, which are unavoidable, unpredictable fluctua-
tions in values obtained in a given measurement
situation that are equally likely to be greater than or
less than the true value; these are reflected in the
measurement precision. Many types of measurements
are also subject to systematic errors, which are biases
due to inherent tendencies for instrumentation or
methods of observation to consistently record values
that are on average higher or lower than the “true”
values. Errors are particularly critical concerns for
precipitation, which is the input to the land phase of
the hydrologic cycle.

As noted in section 4.2.1, there are many causes
of (mostly negative) bias in measurements at individ-
ual rain gauges. In addition, spatial averages derived
from any irregularly distributed station network con-
tain biases due to unavoidable errors in any of the
spatial-interpolation methods discussed in section
4.3.2. These biases are usually difficult to assess, and
may be especially large when the overall gauge den-
sity is insufficient to resolve the actual spatial vari-
ability. This is illustrated in figure 4.33 on p. 176,
which compares 1985 precipitation in North Caro-
lina based on the first-order network and the cooper-
ative network. Figure 4.33 illustrates that the density
of a precipitation-gauge network can make a large
difference in estimates of areal precipitation: The dif-
ferences exceed 762 mm in the mountainous regions,
and are over 254 mm even in the relatively flat pied-
mont portions of the state. In one of the few studies
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Box 4.4 Global and US Precipitation-Gauge Networks

Maps of station locations, climatological maps, and 
station-specific precipitation and other climate data are 
available for the world through the National Climatic 
Data Center of the NOAA (http://www.ncdc.noaa.gov/
oa/climate/climatedata.html). The table below includes 
a brief list of the major systems/networks around the 
globe and in the United States.

WMO Networks

The World Meteorological Organization (WMO) 
reports that there are some 200,000 surface weather sta-
tions on land, a gauge density of about 1.5×10–3/km2 
(700 km2/gauge). There are several official WMO net-
works with differing purposes and reporting protocols; 
further information is available at http://www.wmo.int/
pages/prog/www/OSY/Gos-components.html.

NCAR Networks

The World Monthly Surface Station Climatology of 
the National Center for Atmospheric Research (NCAR) is 
a time-varying network that dates back to the 1800s, 
with stations selected to provide the most reliable 
assessment of climate. The network contained 636 sta-
tions in 1900, 2,327 stations in 1960, and about 1,500 in 
1990 (figure 4.32). Further information about data avail-
ability is available at: https://ncar.ucar.edu/home.

US Networks

Weather and climate observations for the United 
States are managed by the National Weather Service 
(NWS) of the NOAA, which maintains several networks 
with differing purposes and reporting protocols (http://
www.ncdc.noaa.gov/homr). Locations of the NWS COOP 
and USHCN stations are given in Menne et al. (2009), and 
can be viewed at ftp://ftp.ncdc.noaa.gov/pub/data/
ushcn/v2/monthly/menne-etal2009.pdf.

The following descriptions of the COOP and ASOS pre-
cipitation-gauge networks operated by the NWS is taken 
directly from Kuligowski (1997), with abridgements. Infor-
mation about other special-purpose precipitation-gauge 
networks can be found in that report.

NWS COOP
Automated hourly observations of precipitation are 

taken at approximately 2,700 cooperative-observer loca-
tions throughout the United States and some of its terri-
torial possessions. These gauges are operated by the 
NWS or the FAA. The records are retrieved once per 
month (less often for remote gauges) for processing and 
quality control and are generally not available in real 
time. Approximately 1,000 of these gauges have been 
equipped with telephone telemetry systems that are rou-
tinely collected four times per day. In addition to hourly 
observations of precipitation by recording gauges, obser-

Global

Name

NWS Cooperative Network

Global Historical Climatological Network-
Daily

Automated Surface Observing System

Local Climatological Data

US Climate Reference Network

US Regional Climate Reference Network

US Historical Climatological Network

Automated Surface Observing System

Acronym

NWS COOP

GHCN-D

ASOS

LCD

USCRN

USRCRN

USHCN

ASOS

Number of Stations

> 32,000

> 70,000

> 900

274

> 120

> 60

1,218

> 700

Gauges/km2(b)

< 3.5×10–3

< 7.6×10–3

< 9.8×10–5

< 3.0×10–5

< 1.3×10–5

< 6.5×10–6

1.3×10–4

< 7.6×10–5

km2/Gauge

290

130

10,000

33,000

76,000

150,000

7,500

13,000

aBased on a global land area of 148,910,000 km2.
bBased on total US land area of 9,161,924 km2.

Name

Global Climate Observing System

Global Observation System

Regional Basic Synoptic Network

Regional Basic Climatological Network

Acronym

GCOS

GOS

RBSN

RBCN

Number of Stations

1,040

~11,000

~4,000

~3,000

Gauges/km2(a)

7.0×10–6

~7.4×10–5

~2.7×10–5

~2.0×10–5

km2/Gauge

140,000

14,000

37,000

50,000

United States

(continued)
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gauges, observations of 24-hr precipitation amounts 
and other variables are made once per day by a network 
of cooperative observers, mainly using standard nonre-
cording gauges. These observations are sent once per 
month to the National Climatic Data Center (NCDC). 
Data from approximately 7,600 gauges are processed at 
NCDC. As with the hourly cooperative observations, 
much of this data is not available in real time; however, a 
number of these observations are transmitted in real 
time to a collection system, such as remote automatic 
meteorological observing system (RAMOS).

ASOS
The ASOS network provides most of the basic hydro-

meteorological observations, including precipitation 

amount, and serves two primary purposes: (1) to 
replace manual observations in locations where read-
ings had previously been made using nonrecording 
gauges and (2) to provide observations in locations 
where readings had not been previously available. 
These platforms use heated tipping-bucket gauges to 
measure precipitation. In regions where snow accounts 
for more than 20% of the total annual precipitation, 
Alter shields are used to reduce wind-produced errors in 
measurement. Precipitation measurements are taken 
once per minute, with total amounts reported for 1-, 3-, 
and 24-hr periods.
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Figure 4.32 Number of stations 
per year in the NCAR World Monthly 
Surface Station Climatology from 
1881 to 1987 for the global land sur-
face (left axis) and for each conti-
nent (right axis) [Spangler and 
Jenne (1988)].

Table 4.6 WMO–Recommended Rain-Gauge Densities.

Type of Region

Flat regions with temperate, 
Mediterranean, and tropical climate

Mountainous regions with temperate, 
Mediterranean, and tropical climate

Arid and polar regions

Gauges/km2

Ideal: 1/600 to 1/900
Acceptable: 1/900 to 1/3,000

Ideal: 1/100 to 1/250
Acceptable: 1/250 to 1/1,000

Ideal: 1/1,500 to 1/10,000

km2/Gauge

Ideal: 1.1×10–3 to 1.7×10–3

Acceptable: 3.3×10–4 to 1.1×10–3

Ideal: 4.0×10–3 to 1.0×10–2

Acceptable: 1.0×10–3 to 4.0×10–3

Ideal: 1.0×10–4 to 6.7×10–4
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of the effects of gauge-network density on measure-
ment bias, Willmott et al. (1994) found that sparse
densities introduced large positive bias for all conti-
nents except South America, where the bias was
strongly negative; however, they found that long-
term continental averages could be reasonably as-
sessed with densities of 5 to 20 gauges per 106 km2

(5×104 to 2×105 km2/gauge).
In contrast, the effect of the density and spacing

of gauges on the precision of areal rainfall estimates
has been widely investigated. Recall from section
1.11.2 that precision is expressed as a confidence in-
terval about the estimate, which is a multiple k(p) of
the standard deviation of the estimate (also called the
standard error of estimate), :

Where p or p is selected by the investigator and k(p)
is determined by properties of the normal distribu-
tion [k(p) = 1, 2 for p = 68%, 95%, respectively]. The

value of  is determined by applying basic statisti-
cal theory to repeated measurements. Clearly, the
value of  is inversely related to precision and to
the information content of the estimated mean.

An early study by Huff (1970) explored the ef-
fects of gauge density on the standard error of esti-
mate of average areal rainfall using a dense, evenly
distributed gauge network on a flat prairie area in Illi-
nois. His results are summarized in terms of average
absolute (standard error in mm) and relative (stan-
dard error in percent) error in figure 4.34 (on p. 177):
On average, absolute error increased and relative er-
ror decreased with total precipitation, while both
types of error decreased with storm duration and
gauge density. He also found that a given sampling er-
ror could be achieved with a much smaller gauge den-
sity when calculating monthly, seasonal, or annual
rainfall than for the shorter durations represented in
figure 4.34. These general trends have been widely
observed, but of course the quantitative relationships
differ greatly with location—and in fact Huff (1970)
reported large variability from storm to storm, more
areal variability for summer convective storms than
for winter storms, and a difference in the relation-
ships between the two 5-yr time periods he observed.

Here we describe the general approach to assess-
ing random uncertainty in areal average precipita-
tion estimates developed by Rodriguez-Iturbe and
Mejia (1974) (see also Bras and Rodriguez-Iturbe
1984). The precision of a rain-gauge network can be
improved by (1) increasing the density of the gauge
network and (2) extending the period of measure-
ment; the trade-off between the increase in informa-
tion and gauge density or time takes the form shown
in figure 4.35 on p. 178. Note that the rate of in-
crease of precision decreases as gauge density and
observation time increase.

As noted in box 1.1 [equation (1B1.1)], statisti-
cal theory shows that the standard error of estimate
of an average value decreases with the number of in-
dependent observations, N, as

where σp is the standard deviation of the N individ-
ual observations. Independence here means that, for
a given time period, measurements at one gauge are
not systematically related to those at another gauge
(spatial independence); and that for a given gauge,
observations in one time period are not systemati-
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Table 4.7 Densities of Precipitation Gauges in 
Countries that Receive Significant Snowfall.

Country

Mongolia

Former USSR

China 

Greenland

United States

Finland

Poland

North Korea

Iceland

Former Czechoslovakia

Norway

South Korea 

Japan

Sweden

Canada 

Romania

Switzerland

Austria 

km2/Gauge

30,686

13,791

12,529

10,095

9,816

6,241

4,667

4,305

2,711

2,241

2,014

1,824

1,749

1,601

1,491

1,389

1,007

655

Gauge/km2

3.26×10–5

7.25×10–5

7.98×10–5

9.91×10–5

1.02×10–4

1.60×10–4

2.14×10–4

2.32×10–4

3.69×10–4

4.46×10–4

4.97×10–4

5.48×10–4

5.72×10–4

6.25×10–4

6.71×10–4

7.20×10–4

9.93×10–4

1.53×10–3

Source: Adam and Lettenmaier (2003).



176 Part II: Surface-Atmosphere Water and Energy Exchange

(a)

(b)

(c)

Figure 4.33 Annual precipitation in North Carolina in 1985 based on (a) the primary 
network and (b) the cooperative network. (c) Differences between the two estimates 
[Karl and Quayle (1988). Climate change in fact and theory: Are we collecting the 
facts? Climatic Change 13:5–17. With kind permission from Springer Science and Busi-
ness Media].
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Figure 4.34 Sampling errors on an area of 1,000 km2 as a function of seasonal pre-
cipitation, gauge density, and storm duration. (a) Absolute error. (b) Relative error. 
Based on analyses of Huff (1970) in Illinois. Errors in most regions follow these general 
trends, but may differ greatly due to differences in climate and topography.
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cally related to those in another period (temporal in-
dependence). Thus for spatially and temporally
independent observations, the curve in figure 4.35 is
given by the inverse square root of the number of
gauges, G, and the number of observation periods, T.

However, as we saw in section 4.3.2.6, there is
typically a relationship between measurements at
gauges spaced a distance d apart, which is quantified
in the variogram, γ(d) [equation (4.24)], or the spa-
tial-correlation coefficient ρ(d) [equation (4.25)]. If
the average spatial correlation is high,7 the informa-
tion provided by the G gauges is less than would be
provided by G independent gauges [ρ(d) = 0]. Thus
the curve in figure 4.35 will decline less steeply than
the inverse square root.

Similarly, if precipitation values in one time pe-
riod are systematically related to those in the follow-
ing time period, the standard error will decline less
rapidly than T –1/2. To describe this situation, we use
the analogous concept of autocorrelation (persis-
tence),8 ρT(1):

where p(t), p(t + 1) represent the areal average precip-
itation separated by one time unit, called the lag-1
autocorrelation coefficient.9

To formulate a general relation that accounts for
the effects of spatial and temporal dependence on the
standard error of estimates of areal average precipita-
tion, Rodriguez-Iturbe and Mejia (1974) wrote

where  is the aggregate variance of the annual
precipitation measurements at all gauges in a region
over the period of record; F1(T) is a temporal vari-
ance-reduction function that depends on the num-
ber of years of observation, T, and the average value
of the autocorrelation coefficient for all gauges; and
F2(G) is a spatial variance-reduction function that
depends on the number of gauges, G, the spatial cor-
relation of precipitation, the shape of the area, and
the spatial distribution of the gauges. To illustrate the
approach, we assume a random distribution of
gauges in a square area; Morrissey et al. (1995) ex-
plore the effects of other network configurations.

Figure 4.36 shows how F1(T) decreases with T
for various values of ρT(1). These curves are calcu-
lated from equation (C.51) for the standard error of
the mean (= square root of the error variance), ac-
counting for the effect of autocorrelation on the ef-
fective record length [equation (C.68) with N
replaced by T], so that the variance reduction is less
as ρT(1) increases for a given T.

In order to evaluate F2(G), we need to model the
dependence of spatial correlation on separation, d.
This can be done as described for the experimental
variogram in section 4.3.2.6: first the experimental
autocorrelation relation is developed, then a
model relating ρ(d) to d is fit to the experimental val-
ues. A common model is

ρ(d) = exp(–c · d), (4.39)

where c is the decay constant [L–1] that best fits the
data. With this model, Rodriguez-Iturbe and Mejia
(1974) developed the relation between F2(G) and the
dimensionless variable A · c2, where A is the area of
the region (figure 4.37).

Box 4.5 on p. 180 applies the approach of Rodri-
guez-Iturbe and Mejia (1974) to a region in the central
United States. The important implication of equation
(4.38) and figures 4.33, 4.34, and 4.37 is that we can
increase the precision of areal precipitation measure-
ments by either: (1) increasing the period of observa-
tion, T, and/or (2) increasing the number of stations,
G, and box 4.5 illustrates an important conclusion:

We can trade time versus space in hydrologic data 
collection when we do not reduce the time interval 
too much, but no miracles can be expected in short 
times even from the most dense of all possible net-
works. (Bras and Rodriguez-Iturbe 1984, p. 349)
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Figure 4.35 Precipitation-estimation error declines 
quasi-exponentially as (1) period of measurement 
and (2) gauge density increase.
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Figure 4.37 Variance-reduction function F2(G) as a function of number of stations, G; area, A; and spatial-corre-
lation factor [c in equation (4.39)] [Rodriguez-Iturbe and Mejia (1974). Design of rainfall networks in time and 
space. Water Resources Research 10:713–728, with permission of the American Geophysical Union].

Figure 4.36 Variance-reduction
function F1(T) as a function of num-

ber of years of record, T, and average
regional correlation, r1P [Rodriguez-

Iturbe and Mejia (1974). Design of
rainfall networks in time and space.

Water Resources Research 10:713–
728, with permission of the Ameri-

can Geophysical Union].
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Box 4.5 Example Application of Information Analysis of a Precipitation-Gauge Network

For the region of eastern Nebraska and northern Kan-
sas (A = 52,000 km2) studied by Tabios and Salas (1985), 
mean annual precipitation for a 30-yr period was deter-
mined at 29 stations. The overall mean value (mean of 
the means at all stations)  = 619 mm/yr, and the overall 
variance  = 25,445 mm2/yr2. The autocorrelation 
coefficient for annual rainfall [equation (4.37)] was not 
significantly different from 0, so we assume that ρT(1) = 
0. Spatial correlation was calculated as described in box 
4.3. The values are plotted in figure 4.38 as a function of 
gauge separation; although there is much scatter, the 
spatial correlation can be modeled via equation (4.39) 
with c = 0.0031 km–1.

To calculate the standard error of estimate in the 
areal average 30-yr mean precipitation, we find from fig-
ure 4.36 for ρT(1) = 0 that F1(30) = 0.033. The value of A · 
c2 = 52,000 × 0.00312 = 0.500, and from figure 4.37, we 
find F2(29) = 0.73. Thus, we calculate the standard error 
of estimate of average annual precipitation for this situa-
tion via equation (4.38) as

Following the discussion in section 1.11.2.3 and 
equation (4.35), we can thus state:

“I am 95% sure that the
average annual precipitation is between

619 – 2 · 25 = 569 mm and 619 + 2 · 25 = 669 mm.”

We can also compare the value, in terms of variance 
reduction, of additional years of record with the value of 
additional gauges in this situation. To do this, we read 
values of F1(T) as a function of T directly from the ρT(1) = 
0 curve in figure 4.36; these are plotted in figure 4.39. 
Then entering figure 4.37 at a value of A · c = 0.50, we 
read the values of F2(G) for G = 1, 2, 3, 5, ... and plot these 
on figure 4.39. Comparing the two curves in figure 4.39, 
we see that an additional year of record is generally 
much more valuable in reducing uncertainty (increasing 
information) than an additional gauge. In fact, for esti-
mating mean annual precipitation, there is little to be 
gained by having more than about 20 gauges in the 
region, and additional years of record beyond the pres-
ent 30 add variance reduction only very slowly.

However, we cannot conclude from this example that 
there is no need for more precipitation data collection in 
this region: the analysis applies only to mean annual 
precipitation, and we are also interested in values for 
other time periods and for hydrologic analysis of future 
storms and drought periods. Also, the analysis only 
applies for a situation in which climate is not changing, 
and we are interested in maintaining measurements to 
detect such change.
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ŝp
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Figure 4.38 Spatial correlation of annual pre-
cipitation for the 29 stations studied by Tabios 
and Salas (1985). Curve is equation (4.39) with c = 
0.0031 km–1 [Tabios and Salas (1985). A compara-
tive analysis of techniques for spatial interpola-
tion of precipitation. Water Resources Bulletin 
21:365–380, courtesy of American Water 
Resources Association].
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4.4 Precipitation Climatology
As discussed in chapters 1 and 2, long-term aver-

age precipitation and its characteristic seasonal vari-
ability are fundamental determinants of regional
hydrology, soils, and vegetation. In addition, esti-
mates of regional extreme values of precipitation are
required for the prediction of flood magnitudes re-
quired for designing structures such as culverts,
bridges, storm sewers, and dams, and for delineating
areas subject to flooding. This section describes how
these climatological averages and extreme values are
developed at individual precipitation-gauge stations
and how these values are related to general meteoro-
logical conditions.

As noted in section 1.9.2.3, climatological com-
putations are traditionally based on the implicit as-
sumption that time series are stationary, i.e., that the
underlying processes generating precipitation are un-
changing and historical measurements are represen-
tative of future behavior. If stationarity can be
assumed, the computation of averages and other sta-
tistics from past data are meaningful, and it can be
assumed that increasing sample size (i.e., length of
observation period) decreases uncertainty indefi-
nitely, as in standard statistical theory.

Because it is now clear that global climate is
changing, the assumption of strict stationarity is no
longer warranted. However, it is not clear how to in-

corporate nonstationarity in climatological computa-
tions, so the climatological computations presented
here are based on the traditional formulations. This
practice may provide a reasonable basis for near-
term future expectations if the data on which the cli-
matological calculations are based are continually
updated, for instance, by using the 30-yr normal con-
cept as described in the following section.

4.4.1 Long-Term Average Precipitation
Average annual precipitation, , is estimated

for an individual gauge site by totaling the measured
precipitation (corrected for bias due to wind and
other factors as discussed in section 4.2.1) for a num-
ber, Y, of complete years of record and dividing the
sum by the number of years:

where py is the total precipitation for year y. In the
United States, the National Weather Service com-
putes the 30-year normal precipitation as the aver-
age annual precipitation computed for specific 30-
year periods, which are updated every 10 years; these
values are published in Climatography of the United
States (http://www.ncdc.noaa.gov/data-access/
land-based-station-data/land-based-datasets/
climate-normals). Average annual or 30-year normal
precipitation is often used as an estimate of the long-
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ˆ ,P
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Y
= Â◊

=

1

1
(4.40)

Figure 4.39 Variance-
reduction factors F1(T) and

F2(G) for the example in
box 4.5.
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term average precipitation rate at a station; areal values
may be computed from values for individual gauges
using the methods described in the previous section.

The global distribution of average precipitation
and its relation to large-scale climatic and topo-
graphic features were described in section 2.2. More
detailed relationships between average precipitation
rate and the time and space characteristics of the pre-
cipitation types discussed above are reflected in figure
4.40, which is a map of the US average annual precip-
itation [a more recent map prepared by the PRISM
method (section 4.3.2.7) is available at http://
prism.oregonstate.edu]. Note the strong orographic
effects in western Washington and Oregon and the
Sierra Nevada of California, along the crest of the
Appalachians from northern Georgia to Pennsylva-
nia, and in the Adirondacks of New York. The im-
portance of the Gulf of Mexico as a source of
moisture for the cyclonic systems that move across
the country is clear in the roughly concentric pattern
of isohyets extending northward from the Gulf Coast
and westward to about longitude 105°W. The role of
the Atlantic Ocean as a moisture source is also appar-
ent, but because the prevailing storm movements are
from the west its effect is limited to the immediate
coastal area. The irregular isohyetal patterns between
longitude 105°W and the mountains of California
and western Washington and Oregon reflect the in-
fluence of orography in the Rockies and other moun-
tains and the importance of local convective storms;
the low average values in that region are due to the
rain-shadow effects of the West Coast mountains and
distance from the Gulf of Mexico.

4.4.2 Variability of Precipitation

4.4.2.1 Interannual Variability
The interannual variability of precipitation is a

measure of the reliability of water inputs to maintain
ecosystems and provide human water supplies. It
can be expressed as the standard deviation, , of
the annual values:

The relative variability of annual precipitation at
different locations can be compared via the coeffi-
cient of variation of annual precipitation, ,

or via the normalized annual precipitation, ,
where

The value of expresses the degree to which a
given year’s precipitation was above or below its long-
term mean in units of standard deviations. Normalized
values are particularly useful in comparing concurrent
values of quantities with different measurement
scales—for instance, in comparing the synchroneity of
annual precipitation with annual streamflow, as in fig-
ure 4.41 on p. 184.

4.4.2.2 Intra-Annual Variability
The seasonal, or intra-annual, variability of pre-

cipitation is an important aspect of hydroclimatol-
ogy because it largely determines the seasonality of
other hydrologic quantities, such as streamflow and
ground-water recharge. Characterization of intra-an-
nual variability is often based on average, or normal,
monthly precipitation , calculated for each month
(m = 1, 2, …, 12) as

where pmy is the total precipitation for month m in
year y.

Seasonality at different locations can be com-
pared by simply comparing the monthly values of

or , or by means of circular statistics
(Fisher 1993). To use circular statistics, time through
the year is represented on a circle and each month is

assigned an angle , measured clockwise from 1
January, of its mid-month date (table 4.8 on. p. 185).
The computations begin by calculating

and

The 12 monthly vectors are added to give a resultant
vector with a magnitude PR [L],

PR = (S2 + C2)1/2, (4.47)

and a direction ,

ŝP
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= atan (S/C) if S > 0 and C > 0; (4.48a)

= atan (S/C) + 180° if C < 0; (4.48b)

= atan (S/C) + 360° if S < 0 and C > 0. (4.48c)

 is the average time of occurrence. (Note that
since the angles  are the central values for each
month, we can only resolve  to the nearest month.)

The seasonality index, IS, which expresses the de-
gree to which precipitation is concentrated in time
(Markham 1970), is given by
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Figure 4.41 Comparison of 
annual precipitation and 
streamflow values for the 
Pemigewasset River at Plym-
outh, New Hampshire, via 
normalized values [equation 
(4.43)]. (a) Time series of nor-
malized precipitation 
(dashed line) and streamflow 
(solid line). (b) Scatter plot of 
annual normalized values of 
precipitation and stream-
flow. The straight line is the 
best-fit linear relation 
between annual streamflow 

 and annual precipitation 

; the correlation is quite 

strong 
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Note that 0 ≤ IS ≤ 1; IS = 0 when  is identical for
all months, and IS = 1 when all precipitation occurs
in a single month.

Box 4.6 gives examples of calculated circular sta-
tistics, and figure 4.42 (on p. 187) shows maps of pre-
cipitation seasonality in the United States based on
circular statistics. The January maximum of precipi-
tation on the West Coast is associated with the posi-
tion and intensity of the North Pacific high-pressure
cell and the Aleutian low-pressure cell (figure 2.12a),
which produces an eastward flow of moisture-laden
air in winter. In the summer (figure 2.12b), the high-
pressure cell has expanded, leading to subsidence and
a northerly wind flow parallel to the coast. The June
maximum of precipitation in the mid-continent is
produced by the springtime northward extension of
moist air from the Gulf of Mexico into the zone of in-
tense cyclogenesis in the westerly winds. By July this
zone has migrated farther north with the Arctic front
(Barry and Chorley 1982). The August maximum in
the tropics is due to the northward migration of moist
air from the Gulf of Mexico and Gulf of California,
increased thermal-convective thunderstorm activity,
and, in the Southeast, rain from tropical cyclones.
The mild August Arctic maximum results from the
northward position of cyclogenesis associated with
the Arctic front and the increased amount of moisture
that can be held in the warmer air of late summer.

4.4.3 Extreme Rainfalls
The statistical analysis of extreme values has the

goal of estimating the probability of exceptionally
high (or low) values of a given quantity. It is a central
topic in hydrology because of the importance of
floods and droughts for water-resource management.
Here we focus on extreme high rainfalls,10 which are
used as design rainfalls that are input to hydrologic
models to generate design floods, which are then
used as a basis for designing drainage systems, cul-
verts, flood-control structures, and floodplain-man-
agement plans.

Extreme-value analysis of rainfall requires sepa-
rate analyses of the largest rainfall amounts that have
been recorded for specified durations in the region of
interest. To provide an overall context, we begin by
examining the record rainfalls that have been recorded
for various durations globally. We then introduce the
deterministic concept of “probable maximum precipi-
tation,” and conclude with the statistical (probabilis-
tic) treatment of extreme rainfall values.

4.4.3.1 Global Record Rainfalls
The largest amounts of rainfall recorded glob-

ally, Pmax, for various durations, D, are listed in table
4.9 on p. 188. The record rainfalls for various dura-
tions can be directly related to the characteristics of
the meteorological processes that produced them:

P̂m

Table 4.8 Angles and Angle Functions for Computing Seasonality Index and Average Time of Occurrence for 
Monthly Data.

Month

January

February

March

April

May

June

July

August

September

October

November

December

Mid-Month First of Month

Day of Year

16.0

45.5

75.0

105.5

136.0

166.5

197.0

228.0

258.5

289.0

319.5

350.0

Angle, 
(degrees)

15.8

44.9

74.0

104.1

134.1

164.2

194.3

224.9

255.0

285.0

315.1

345.2

fm
Sine

0.272

0.706

0.961

0.970

0.718

0.272

–0.247

–0.706

–0.966

–0.966

–0.706

–0.255

Cosine

0.962

0.708

0.276

–0.244

–0.696

–0.962

–0.969

–0.708

–0.259

0.259

0.708

0.967

Day of Year

1

32

60

91

121

152

182

213

244

274

305

335

Angle
(degrees)

1.0

31.6

59.2

89.8

119.3

149.9

179.5

210.1

240.7

270.2

300.8

330.4
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For durations up to about 4.5 hr, the record amounts
were produced by convective storms; for those be-
tween 9 hr and 15 days they were from tropical cy-
clones (often enhanced by orographic effects; see
Paulhus 1965); and for the longest durations they are
the product of the unusually intense orographic en-
hancement described earlier for Cherrapunji, India.

As shown in figure 4.43 on p. 189, an envelope
curve that describes an upper bound for the values of
table 4.9 is given by

Pmax = 500 · D1/2, (4.50)

where Pmax is in mm and D is in hr. This apparently
universal scaling relation suggests that there is an up-
per bound on the rain-generating capacity of the at-
mosphere, and that is the basis for the concept of
“probable maximum precipitation” discussed in the
next section.

4.4.3.2 Probable Maximum Precipitation
The probable maximum flood (PMF) is an esti-

mate of the largest flood that could occur from a
given drainage basin. The PMF is often used as the
design flood to determine the required capacity of
the emergency spillway of a dam whose failure

would cause massive economic damage and/or loss
of life. To determine the PMF, a design rainfall called
probable maximum precipitation (PMP) is esti-
mated, which is used as input to a hydrological
model to predict the resulting flood flow.

The PMP is “theoretically the greatest depth
of precipitation for a given duration that is 

physically possible over a given size storm area 
at a particular geographical location at
a certain time of year” (Hansen 1987).

Although the PMP concept uses the word “prob-
able,” it is based on the deterministic premise that
there is a theoretical maximum to rainfall generation
that is meteorologically possible in a given region. In
practice, PMP estimates are developed by estimating
the maximum values of (1) precipitable water, (2)
vertical uplift rates, and (3) convergence of moisture-
laden air (see section 3.4), guided by analysis of the
largest recorded rainfalls in the region (WMO 1986b;
Smith 1992; Papalexiou and Koutsoyiannis 2006;
Casas et al. 2008). Maximum rainfall depth Pmax for

Box 4.6 Example Application of Circular Statistics for Quantifying Precipitation Seasonality

The table below lists the 1931–1960 average 
monthly precipitation (mm) for San Francisco, California 
(SFO), and Boston, Massachusetts (BOS). We want to 
compare the average times of occurrence and the sea-
sonality indices for these stations.

SFO

BOS

Jan

102

114

Feb

88

95

Mar

68

115

Apr

33

102

May

12

88

Jun

3

95

Jul

0

83

Aug

1

103

Sep

5

100

Oct

19

95

Nov

40

115

Dec

104

101

Total

475

1,206

SFO

S = 119.4 mm

C = 291.9 mm

PR = (119.42 + 291.92)1/2 = 315.4 mm

IS = 315.4/475 = 0.664

atan(S/C) = 0.388

The IS value indicates a high degree of seasonality. 
Since S and C are both > 0,  = atan(S/C) = 0.388 [equa-
tion (4.48a)]. Referring to the last column of table 4.8, we 
see that the average month of occurrence is January.

BOS

S = 8.10 mm

C = 55.6 mm

PR = (8.102 + 55.62)1/2 = 56.2 mm

IS = 56.2/1,206 = 0.047

atan(S/C) = 0.145

The IS value is close to 0, so the degree of seasonality 
is very low. Since S and C are both > 0,  = atan(S/C) = 
0.145. This also falls in January, but since the degree of 
seasonality is so low, this is not very meaningful.

f f



Figure 4.42 (a) Average month of occurrence and (b) seasonality index of annual precipitation calculated form 
monthly precipitation data using methods of circular statistics (box 4.6) [adapted from Markham (1970)].
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a given duration is typically estimated from observed
values of precipitable water and rainfall in extreme
storms as

where Pobs is the observed precipitation, Wobs is the ob-
served concurrent precipitable water content [usually
estimated from observed dew point, as in equation
(3.14)], and Wmax is maximum probable precipitable
water estimated from historical measurements of dew
points for the appropriate region and season.

P
W
W

P
obs

obsmax
max= ◊ , (4.51)

Table 4.9 Largest Rainfalls Recorded Globally for Various Durations.

Duration

1 min

3 min

5 min

8 min

15 min

20 min

30 min

42 min

60 min

72 min

2 hr

3 hr

6 hr

9 hr

18 hr

1 day

2 day

3 day

6 day

9 day

12 day

15 day

1 month

2 month

3 month

4 month

5 month

6 month

1 year

2 year

Amount (in)

1.23

1.75

2.48

4.96

7.8

8.1

11.02

12

15.78*

17.32

19.25

28.50*

33.07*

42.79

62.56

71.85

97.13

154.69

199.8

217.01

234.21

239.49

366.14

502.63

644.44

737.7

803.62

884.03

1,041.78

1,605.05

Amount (mm)

31

44

63

126

198

206

280

305

401*

440

489

724*

840*

1,087

1,589

1,825

2,467

3,929

5,075

5,512

5,949

6,083

9,300

12,767

16,369

18,738

20,412

22,454

26,461

40,768

Location

Unionville, Maryland, USA

Haughton Grove, Jamaica

Porto Bello, Panama

Fussen, Bavaria, Germany

Plumb Point, Jamaica

Curtea-de-Arges, Romania

Sikeshugou, Hebei, China

Holt, Missouri, USA

Shangdi, Nei Monggol, China

Gaoj, Gansu, China

Yujiawanzi, Nei Monggol, China

Smethport, Pennsylvania, USA

Muduocaidang, Nei Monggol, China

Belouve, La Réunion

Foc-Foc, La Réunion

Foc-Foc, La Réunion

Auré re, La Réunion

Commerson, La Réunion

Commerson, La Réunion

Commerson, La Réunion

Commerson, La Réunion

Commerson, La Réunion

Cherrapunji, Meghalaya, India

Cherrapunji, Meghalaya, India

Cherrapunji, Meghalaya, India

Cherrapunji, Meghalaya, India

Cherrapunji, Meghalaya, India

Cherrapunji, Meghalaya, India

Cherrapunji, Meghalaya, India

Cherrapunji, Meghalaya, India

Start Date

4 Jul 1956

30 Sep 1925

29 Nov 1911

25 May 1920

12 May 1916

7 Jul 1889

3 Jul 1974

22 Jun 1947

3 Jul 1975

12 Aug 1985

19 Jul 1975

18 Jul 1942

1 Aug 1977

28 Feb 1964

7 Jan 1966

7 Jan 1966

7 Jan 1958

24 Feb 2007

24 Feb 2007

24 Feb 2007

16 Jan 1980

14 Jan 1980

1 Jul 1861

1 Jun 1861

1 May 1861

1 Apr 1861

1 Apr 1861

1 Apr 1861

1 Aug 1860 

1 Jan 1860

*Estimated value.

Source: NWS Hydrometeorological Design Studies Center, July 3, 2013, Word Record Point Precipitation Measurements
(http://www.nws.noaa.gov/oh/hdsc/record_precip/record_precip_world.html).
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The storm size and duration appropriate for a
given situation are determined by the size of the
drainage basin of interest: In general, the critical
storm size is approximately equal to the basin size,
and the critical duration is approximately equal to
the “time of concentration” of the basin (the time it
takes storm runoff to travel from the most distant
part of the drainage basin to the outlet; discussed in
chapter 10). As a general guide, figure 4.44 gives ap-
proximate relationships between time of concentra-
tion and drainage area.

Schreiner and Reidel (1978) developed general-
ized PMP maps for portions of the United States east
of the 105th meridian, where orographic effects are
negligible. Maps were given for storms of 4, 12, 24,
48, and 72 hours in duration and areas of 10, 200,
1,000, 5,000, 10,000, and 20,000 mi2 (26, 520, 2,600,
13,000, 26,000, and 52,000 km2). Figure 4.45 on p.
191 shows three of these maps; Schreiner and Reidel
(1978) gave methods for developing PMP estimates
for durations and areas other than those mapped.
The National Academy of Sciences (1983) identified
sources for estimating PMP for regions west of the
105th meridian, and Hansen et al. (1982) and Han-
sen (1987) gave detailed instructions for developing
the probable maximum storm, which incorporates
estimates of the timing and areal distribution of rain-
fall for use in hydrologic models. For more historical
and current information on PMP, see the Hydrome-

teorological Design Studies Center’s website (http://
www.nws.noaa.gov/oh/hdsc/studies/
pmp.html#PMP_documents).

The concepts of PMP and PMF are controver-
sial: Can we really specify an upper bound to the
amount of rain that can fall in a given time? The
consistent square-root scaling relationship in figure
4.43 for rainfalls measured over very different pre-
cipitation regimes suggests this possibility. How-
ever, we must recognize that the plotted values are
only those that have been observed in the last 150
years over the infinitesimal fraction of the earth cov-
ered by rain gauges; it is likely that higher amounts
must have fallen at ungauged locations at other
times and places.

And, conceptually, we can always imagine that a
few more molecules of water could fall beyond any
limit that is specified. In support of this view, Pa-
palexiou and Koutsoyiannis (2006) conducted statis-
tical analyses of humidity and rainfall data at five
locations in Europe, and found no evidence for an
upper bound for dew point or precipitation. They
concluded that supposed PMP values had a small
but nonnegligible probability of being exceeded, and
suggested that design rainfalls should be based on a
probabilistic analysis of extreme rainfalls. This rea-
soning now prevails in many countries: In a review
of rainfall-frequency estimation methods, Svensson
and Jones (2010) reported that the PMP has been re-
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of recorded rainfall as a function

of duration. Data are listed in
table 4.9.
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placed by the use of rainfalls of very small ex-
ceedence probability in Canada, France, South
Africa, New Zealand, the United Kingdom, and the
United States, although they are still used as a basis
for designing critical structures in Sweden, Ger-
many, Australia, and Spain (Casas et al. 2008, 2010).
The following section introduces the probabilistic
analysis of extreme rainfalls.

4.4.3.3 Depth-Duration-Frequency Analysis
Most engineering and land-use planning situa-

tions do not involve the risk of catastrophic eco-
nomic damage or loss of life that warrants design to
PMF levels. For these less extreme circumstances—
and, as noted above, increasingly for the entire range
of design conditions—the design flood is the flood
with a specified annual exceedence probability:

For a random variable X, the annual exceedence 
probability of an event of magnitude x*, EPr{x*}, 

is the probability that X > x* in any year.

That is,

EPr{x*} ≡ Pr{X > x*} in any year. (4.52)

The variable X is either

1. an annual maximum time series; i.e., the largest
value of a quantity in a year, in which case a sta-
tistical sample consists of one value for each year
(e.g., the annual maximum 1-hr rainfall), or

2. a partial-duration time series; i.e., the values of a
quantity that exceed a specified threshold, xmin, in

Figure 4.44 Typical values of design-storm duration as a function of drainage area based on relations in 
McCuen (1998) and Pilgrim and Cordery (1992).



Figure 4.45 Generalized
all-season PMP (1 in = 25.4

mm) for the eastern United
States for a storm area of 200
mi2 (~500 km2) and durations
of (a) 6 hr, (b) 12 hr, and (c) 24
hr. Shaded areas require cor-

rection for orographic effects
[Schreiner and Reidel (1978)].
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which case a sample consists of all values such
that X > xmin (e.g., all 1-hr rainfalls > 25 mm)
regardless of when they occur.

Exceedence probability is the complement of the
cumulative distribution function of a variable X,
F{x*}, defined as

F{x*} ≡ Pr{X ≤ x*} = 1 – EPr{x*} (4.53)

(section C.5). Exceedence probabilities are often ex-
pressed in inverse form as return periods or recur-
rence intervals:

The return period (or recurrence interval) of 
an event of magnitude x*, TR{x*}, is the average 

number of years between exceedences of x*,

which is given by

Exceedence probability for a given x* calculated for a
partial-duration series is always greater than for an
annual series, but the two are nearly equal for ex-
ceedence probabilities < 0.1 (return periods > 10 yr).

Analogously with PMFs, the design flood is esti-
mated by using a design rainfall with the appropriate
duration and a specified exceedence probability as
input to a hydrologic model.

Estimation of the rainfall depths with a given ex-
ceedence probability for various durations is called
depth-duration-frequency (DDF) analysis. An
equivalent procedure differs only in using rainfall in-
tensities (depth divided by duration) rather than
depth, and is called intensity-duration-frequency
(IDF) analysis.

Standard engineering practice dictates the return
period appropriate for a given situation, with higher
return periods for projects that have higher costs of
failure. For example, the flood with a return period of
25 yr (annual exceedence probability of 0.04) is com-
monly used for designing culverts, while the “100-yr
flood” (annual exceedence probability of 0.01) is
used to delineate floodplains for land-use planning.

The appropriate design duration is that
which produces the largest peak flood

from the area of interest.

In general, the critical duration increases with
drainage area; figure 4.44 indicates a range of typical
values. DDF/IDF analyses are usually carried out
for several return periods and durations and the ap-
propriate duration is determined by comparing the
floods predicted by the simulation model.

In most cases the hydrologist requires rainfall fre-
quency analysis for a finite area, such as a watershed.
Thus there are two parts to DDF/IDF procedure:

1. Determine depth or intensity—probability rela-
tions for one or more representative rain-gauge
locations in or near the region of interest.

2. Adjust the point values to give depth—or inten-
sity—probability relations for the region of interest.

In the United States, the first step of DDF/IDF
analyses have been carried out by the National
Weather Service for much of the country, and are read-
ily available on the Internet, as described in box 4.7.

4.4.3.3.1. DDF/IDF Analysis at Gauges
The analysis should begin with a review of the his-

tory of the weather station to assure the quality of the
observations (section 4.2.1.2.10) and that measurement
conditions have not changed significantly. Assuming
that conditions have been stable, or observations are
suitably adjusted, the annual maximum rainfalls for
each duration of interest are extracted from the record.
As noted in box 4.7, these steps have been carried out
for many stations in the United States by the NWS,
and the data can be readily downloaded. An example
of a DDF/IDF analysis for a single gauge site and a
single duration using these data is given in box 4.8 on
p. 196 (figures 4.47, 4.48, and 4.49, all on p. 197).

In practice, DDF/IDF analyses are done for a
range of durations, and the appropriate probability
distribution is usually determined via a regional anal-
ysis rather than for a single station. Recent research
has explored new approaches to probability analysis
of rainfall extremes (Castellarin et al. 2009; Ceresetti
et al. 2010; Haerter et al. 2010). Svensson and Jones
(2010) reviewed the rainfall-frequency estimation
methods used in nine countries; they noted that it is
inherently difficult to estimate long return-period
rainfalls from short data records, and that there is no
obvious “best” way of doing it. Most countries use a
preferred regional probability distribution function,
with the GEV distribution (table C.1) being the most
common. Parameters are usually estimated region-
ally; regional boundaries may be fixed, or the regions
can be centered on the point of interest.

TR x
E x

{
{ *}

*} .= 1
Pr

(4.54)
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Regional relations between intensity, duration,
and frequency are sometimes represented by equa-
tions of the form

or

where I is intensity, D is duration, and a, b, c, d are
empirical constants (Wenzel 1982; Durrans 2010).
These equations have no theoretical basis and, as the

I
a TR

D d

b

c
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+
◊

( )
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+
◊
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Box 4.7 Procedure for DDF/IDF Analyses Using the Precipitation Frequency Data Server

Accessing Completed DDF/IDF Analyses

The Precipitation Frequency Data Server (PFDS) is a 
point-and-click interface developed to deliver NOAA Atlas 
14 precipitation frequency estimates and associated 
information for DDF/IDF analyses. To begin, go to http://
dipper.nws.noaa.gov/hdsc/pfds/. This will display a map 
showing the states for which (1) updated analyses are 
available (those listed in table 4B7.1), (2) updates are in 
progress, and (3) updates are not underway or completed.

To obtain an analysis, click to select the state of inter-
est. Then select (1) depth (DDF) or intensity (IDF) analy-
sis; (2) English or metric (SI) units, and (3) analysis based 
on annual maximum or partial-duration time series. 
Data for sites of interest can be selected by (1) specifying 
latitude and longitude, (2) clicking on a list of stations, or 
(3) double-clicking on an area of the map.

When you select a station, a table is generated below 
the map containing precipitation estimates for a range 
of durations (typically 5 min to 60 days) and recurrence 
intervals (typically 1 to 1,000 yr), along with 90% confi-
dence intervals for those estimates. You can also access 
the information graphically as (1) a plot of depth or 

intensity versus duration and (2) a plot of depth or inten-
sity versus recurrence interval. Supplemental informa-
tion about the analyses is also available.

For regions for which analyses have not been 
updated, you can access earlier analyses and maps that 
were originally published as paper copies. Hershfield 
(1961) covered the entire country for durations of 0.5 to 
24 hr and return periods up to 100 yr; Miller et al. (1973) 
updated Hershfield’s maps for the 11 western states; and 
Frederick et al. (1977) gave maps for the central and 
eastern states for durations of 5 min to 1 hr. Examples of 
these maps are given in figure 4.46. These maps are gen-
eralizations of analyses done in many locations, and are 
intended for use in design situations where local data 
are unavailable or where a complete DDF analysis is not 
economically justified. One must use caution in accept-
ing these generalized map values in areas where precip-
itation is highly variable spatially due to variations in 
relief and exposure, and in large metropolitan areas 
where the urban “heat-island” effects may increase the 
frequency of heavy rainfalls.

Accessing Maximum Precipitation Time-Series Data

Time-series data for stations used in the Atlas 14 
analyses can be downloaded at http://
hdsc.nws.noaa.gov/hdsc/pfds/pfds_series.html. First, 
select the appropriate volume of Atlas 14, then specify 
(1) annual maximum or partial-duration series and (2) 
duration from drop-down menus. Then click to down-
load the time-series data for all stations in the region in 
text (.txt) format. Data for specific stations (the date of 
the observation and the depth in inches) can be 
selected from the downloaded file and transferred as a 
text file into a single column in an Excel spreadsheet. 
Then using the “text-to-columns” feature for width-
delimited fields, the date and amount can be entered 
into separate columns. An entry of “–9.99” in the depth 
column indicates missing data for that year. Unit conver-
sion and conversion from depth to intensity (depth 
divided by duration) can then be accomplished in the 
spreadsheet if desired.

Table 4B7.1 DDF/IDF Analyses Available in 
NOAA Atlas 14 as of Mid-2012.

Volume

1

2

3

4

5

6

7

Region

Semiarid Southwest

Ohio River Basin and 
Surrounding States

Puerto Rico and the US 
Virgin Islands

Hawaiian Islands

Selected Pacific Islands

California

Alaska

States

AZ, NM, NV, UT

DE, IL, IN, KY, MD, 
NC, NJ, OH, PA, 
SC, TN, WV, VA

HI

CA

AK
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(a)

(b)

Figure 4.46 Examples of generalized depth-duration-frequency maps for the United States (1 in = 25.4 mm). (a) 
10-yr, 1-hr rainfall; (b) 100-yr, 1-hr rainfall; (c) 10-yr, 24-hr rainfall; (d) 100-yr, 24-hr rainfall [Hershfield (1961)].
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(c)

(d)

Figure 4.46 (continued)



196 Part II: Surface-Atmosphere Water and Energy Exchange

constants may vary strongly over short distances, it is
preferable to base design rainfalls on direct DDF/
IDF analyses if suitable data are available for nearby
rain gauges.

4.4.3.3.2 Adjustment of Point Estimates to Areal Estimates
DDF analyses and the generalized maps devel-

oped from such analyses are for precipitation at a
point. For use as input to simulation models, the

point values of depth for a given duration and return
period must be multiplied by an areal reduction fac-
tor, ARF, to give the corresponding average depth
over the watershed being modeled. ARF is a function
of the duration (D) and area (A).

Studies to determine appropriate values of ARFs
have been of limited geographical extent, and hydrol-
ogists often use the curves developed by the NWS
and those thought to be generally applicable to the

Box 4.8 Point DDF/IDF Analysis Example

To illustrate the basic DDF procedure for an individ-
ual rain gauge, here we will carry out a DDF analysis for 
1-hr rainfalls in Philadelphia, Pennsylvania. The annual 
maximum 1-hr rainfalls for 1900–2000 at that location 
can be found on the disk accompanying this text (see 
Max Rainfalls Philadelphia PA.doc). The data were 
obtained as described in box 4.7.

Before conducting the DDF analysis, the time series of 
annual maxima should be plotted for visual examination 
and statistically tested to assure that the time series is 
homogeneous and stationary, i.e., that it does not contain 
trends, jumps, or cycles that might be caused by changes 
in measurement conditions or climatic fluctuations. Non-
stationarity due to climatic change is a real concern, as 
recent studies have shown increases in extreme precipi-
tation in the United States (Knight and Davis 2009; Villar-
ini et al. 2011) and Europe (Zolina et al. 2010; Shiu et al. 
2012). Several statistical tests that can detect time-series 
anomalies are described in section C.11. The plot of figure 
4.47 and statistical tests do not suggest any trends, 
jumps, or cycles, so the Philadelphia time series can be 
considered homogeneous and stationary.

To provide an introduction to DDF/IDF analysis, we 
will fit a probability distribution to the Philadelphia data 
and estimate the return periods of annual maximum
1-hr rainfalls. We do this via the “L-moment” approach 
(section C.9.2), which is widely accepted as the preferred 
method for identifying an appropriate probability distri-
bution for hydrologic and climatic data. The sample L-
moment values are calculated as described in box C.3 
(see disk); for the Philadelphia data we find the following 

sample L-moment values:  = 31.6 mm,  = 5.54 mm, 

 = 0.628 mm, and  = 0.874. To identify the appropri-
ate distribution we calculate the L-skewness 

 and the L-kurtosis 

 referring to the L-moment dia-
gram of figure C.10, we see that these values determine 
a point close to the point “G” for the Gumbel distribution 

[a special case of the generalized extreme-value (GEV) 
distribution]. Assuming that the Gumbel distribution 
applies, we see from table C.1 that this distribution 
relates x and FG{x} as

where ξ and α are parameters, and these parameters are 
estimated from the L-moments as

and

To show that this distribution fits the Philadelphia 
data, we calculate the empirical distribution function 

 using the Cunnane plotting-position formula 
described in box C.1 (see disk):

where N is the number of observations and x(i) indicates 

the ith-ranked value of precipitation (ranking from low-

est i = 1 to highest i = N).   and FG{x} are compared 

in figure 4.48; they show that the Gumbel distribution 
fits the observations well. We can now convert the FG{x} 

values to return-period values via equations (4.53) and 
(4.54) and plot return period versus 1-hr maximum rain-
fall (figure 4.49). Design rainfalls could then be selected 
from this graph; for example, the 25-yr, 1-hr rainfall ≈
53 mm and the 100-yr, 1-hr rainfall ≈ 65 mm. For a proj-
ect requiring a very low probability of failure, one might 
design for the 10,000-yr, 1-hr rainfall, ≈ 100 mm.
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Figure 4.47 Time series of annual maxi-
mum 1-hr rainfall at Philadelphia, Pennsyl-

vania (box 4.8). The data do not show
evidence of trends or periodicities, and so

are suitable for DDF/IDF analysis.

Figure 4.48 Fit of annual maxi-
mum 1-hr rainfall at Philadelphia,

Pennsylvania (points), to the Gum-
bel frequency distribution (smooth
curve) with parameters determined

via L-moment analysis (box 4.8).

Figure 4.49 Curve relating recurrence
interval and annual maximum 1-hr rain-

fall at Philadelphia, Pennsylvania (box
4.8). The dots show the 25-yr, 1-hr rainfall
(53 mm), the 100-yr, 1-hr rainfall (65 mm),
and the 10,000-yr, 1-hr rainfall (100 mm).
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United States (figure 4.50). Note that these relations
reflect the meteorological characteristics of various
types of storms discussed earlier: The heaviest short-
duration rainfalls come from convective storms that
are almost always of small areal extent, and the
heaviest longer-duration storms are usually gener-
ated by cyclonic storms that cover thousands of
square kilometers.

Eagleson (1972) presented an empirical relation
that approximates the empirical curves of figure 4.50:

ARF = 1 – exp(–1.1 · D0.25) +
exp(–1.1 · D0.25 – 0.0039 · A), (4.56)

where D is duration in hours and A is area in km2.
Omolayo (1993) compared factors for Australia, the
United Kingdom, and the United States, and Huff
(1995) found that the urbanization effects discussed
in the next section alter areal reduction factors.

A theoretical basis for ARF relations was devel-
oped by Rodriguez-Iturbe and Mejia (1974), who re-
lated ARF to the spatial correlation structure of
precipitation as represented by a relation of the form
of equation (4.39) and figure 4.37. Sivapalan and
Blöschl (1998) expanded this approach to apply to
extreme values. De Michele et al. (2001) used the
concept of dynamic space-time scaling to derive a
physically based formula for ARFs.

4.4.3.4 Time Distribution of Rainfall
Hydrologic models generally require the time

distribution of rainfall inputs, not just the total storm

rainfall, to generate design floods from design rain-
falls. Wenzel (1982) described various approaches to
developing appropriate time distributions for design
storms, and other aspects of developing design
storms for hydrologic analyses. The US Natural Re-
sources Conservation Service has developed typical
patterns of time distribution of rainfall for design
storms in the United States; these are described in
many engineering-hydrology texts (e.g., McCuen
1998). Information on estimating time distributions
developed by the NWS can be accessed at the PFDS
website (http://dipper.nws.noaa.gov/hdsc/pfds/
pfds_temporal.html).

4.4.4 Anthropogenic Effects on
Precipitation Climatology

4.4.4.1 Inadvertent Effects
Evapotranspiration from land contributes 40%

of annual land precipitation globally (section 4.1.7),
so large-scale land-use modifications associated with
agriculture and urban development will significantly
impact precipitation climatology: Irrigation and
large reservoirs increase the potential for precipita-
tion by increasing humidity and modifying surface
albedo and temperature (DeAngelis et al. 2010;
Degu et al. 2011), overgrazing and deforestation
have the opposite effect by reducing humidity, and
air pollution changes the concentration and size of
cloud condensation nuclei. In its policy statement on
planned and inadvertent weather modification, the

Figure 4.50 Reduction of 
point rainfalls for application 
to watersheds up to 400 mi2 
(~1,000 km2) as recom-
mended by the NWS [Miller et 
al. (1973)]. Curve labels indi-
cate storm durations.
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American Meteorological Society (AMS 1992)
found that agricultural practices, urbanization, in-
dustrial activity, and condensation trails (“contrails”)
from jet aircraft modify local and regional weather.

Urban effects on precipitation have been studied
in detail in the United States. Huff and Changnon
(1973) and Changnon (1981) found increases of 9 to
17% in total precipitation and an increase in the
number of heavy (> 25 mm) rain storms associated
with six of eight large US urban areas. These effects
were greater in summer than in winter, and were
greatest over and immediately downwind of the ur-
ban centers. Although these heavy storms were asso-
ciated largely with cold fronts, the major cause of the
increase appears to be the enhanced convective uplift
induced by higher surface temperatures. These
higher temperatures are due in turn to the greater ab-
sorption of solar radiation by buildings and pave-
ments and to heat emissions from industries and
motor vehicles. The urban “heat-island” effect on
precipitation was found to be of definite hydrologic
significance: It was reflected in increased summer-
time streamflow, increased ground-water recharge,
increased flow in sewers, and increased flooding
(Huff 1977). Qian et al. (2009) reported that the in-
creased production of precipitation nuclei in pollu-
tion has resulted in fewer light rains in China, and
increases in extreme precipitation in the United
States (Knight and Davis 2009; Villarini et al. 2011)
and Europe (Zolina et al. 2010; Shiu et al. 2012) are
likely exacerbated by human-caused climate change.

4.4.4.2 Intentional Weather Modification
Human attempts to modify weather—particularly

to increase rainfall when needed for agriculture—are
as old as civilization. However, only since the 1940s,
when scientific understanding of the precipitation pro-
cess accelerated, has intentional weather modifica-
tion become a realistic management alternative.

The main goals of precipitation-augmentation
activities in the United States have been to increase
snowfall from winter cyclonic/orographic storms
and rainfall from summertime convective clouds.
Both cases involve cloud seeding—the introduction
of artificial cloud-condensation nuclei (CCN) in the
form of crystals of silver iodide (AgI) that serve as
templates for the formation of ice crystals, or of com-
mon salt (NaCl) that induce droplet growth by hy-
groscopic action (section 3.4). In the first case, it has
been found that snowfall from orographic clouds
with temperatures from –10 to –23°C can be in-

creased by providing the additional nuclei; however,
seeding colder clouds in otherwise similar conditions
may cause overseeding, which reduces precipitation
because the available cloud water is spread over the
more abundant nuclei and few of the ice crystals
grow large enough to fall. In supercooled convective
clouds the additional nuclei trigger the formation of
ice crystals, and the resulting evolution of latent heat
accelerates uplift within the cloud and triggers the
process of precipitation formation.

One of the requirements for the formation of sig-
nificant precipitation is the continuing importation
of water vapor into the precipitating cloud (section
3.4). This requirement imposes limitations on the
usefulness of cloud seeding for precipitation en-
hancement—where this importation does not occur,
the introduction of CCN may cause most of the
cloud moisture to precipitate, resulting in minor pre-
cipitation and the disappearance of the cloud. In
fact, cloud seeding is sometimes done under these
conditions in order to dissipate fogs and stratiform
clouds. Attempts also have been made to exploit the
overseeding phenomenon to prevent or reduce hail
formation and to reduce the intensity of hurricanes
(see Mather 1984; AMS 1992).

Reviews of the status of weather modification
(AMS 1992; Orville 1995) found that (1) AgI seeding
has produced significant precipitation increases in
several experiments; (2) seasonal precipitation in-
creases of 10 to 30% have been produced by seeding
supercooled orographic clouds; (3) seeding may in-
crease or decrease precipitation from convective
clouds, and the conditions contributing to positive or
negative results are not well understood; and (4)
rainfall can be increased by seeding warm-based (>
10°C) convective clouds under certain conditions.
These reviews also noted that increases or decreases
in precipitation may be induced beyond the target ar-
eas, with potential negative impacts, and that the
economic viability of precipitation augmentation has
not been demonstrated.

A more recent review by the US National Re-
search Council (2003) reported that operational
weather-modification programs were underway in 24
countries and 21 US states. However, the report
found that very little scientific research was being
done, and that “there is still no convincing scientific
proof of the efficacy of intentional weather modifica-
tion” (p. 3). It noted that weather modification does
have potential for alleviating water-resource stresses
and weather hazards and recommended that, be-
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▼ EXERCISES

1. Identify and locate the nearest precipitation-gauging station. If possible, visit the station to
note the type of gauge, type of wind shield (if any), exposure with respect to surrounding
obstructions, and frequency and timing of observation. Find out from the observer, state
climatologist, or weather-agency official the history of the station, including length of
record and changes in location or immediate surroundings (trees, buildings, etc.).

2. Obtain from the state climatologist, weather-agency official, or other source a map show-
ing the locations of precipitation gauges in your region. How does the gauge density com-
pare with those shown in table 4.6? Does the network appear to adequately sample the
region (consider topographic effects, distance from coast, storm directions, etc.)?

3. Select a portion of the precipitation-gauge map you found for exercise 4.2 that contains at
least six gauges for which average annual (or annual) precipitation data are available. Com-
pare the regional average precipitation using: (a) the arithmetic average; (b) Thiessen poly-
gons; (c) the two-axis method; and (d) if there appears to be a relation between
precipitation and elevation, the isohyetal approach.

4. If you have access to a computer-based surface-generating and -contouring program, enter
the data used in exercise 4.3. Compare the regional average calculated from the computer-
generated isohyets with the regional averages computed in exercise 4.3.

5. The tables below give area-elevation data for a drainage basin and the average annual pre-
cipitation measured at six gauges in the basin. The basin has an area of 269 km2, a mini-
mum elevation of 311 m, and a maximum elevation of 1,600 m.

a. Compute the average annual precipitation for the basin using the hypsometric method.

b. Compare the value computed in (a) with the arithmetic average.

cause observational techniques and scientific under-
standing of cloud physics have advanced considerably
in recent years, the United States should invest in a
research program to improve understanding of pre-
cipitation microphysics, cloud dynamics, efficacy of
cloud-seeding agents, and testing of cloud models.

The AMS (1992) review concluded that the eco-
logical, hydrological, socioeconomic, and legal im-
pacts of weather modification are potentially far-
reaching, and that assessment of these impacts should
be included in field studies. Certainly the potential for
conflicts of interest in deciding whether, how, and
where to increase precipitation, and for issues of lia-
bility resulting from increasing (or failing to increase)
precipitation in a given instance, would appear to be
limitless. As Mather (1984) noted, lawyers might well
reap the only real benefits of cloud seeding.

4.4.4.3 Effects on Climatological Statistics
As we have seen, evidence of nonstationarity

due to natural and/or anthropogenic climate change
has appeared in precipitation data in several regions,
and introduces serious issues in determining proba-
bilities of extreme precipitation. However, neither
the AMS (1992) or the US National Research Coun-
cil (2003) reviews discussed the impact of the opera-

tional use of weather modification in undermining
the value of hydrologic statistics as a scientific basis
for water-resource management. As noted by Ka-
zmann (1988), this could well be the most serious
impact, because most water-management decisions
rely in significant part on statistical quantities such
as averages, return periods, and probable maximum
values of precipitation and the resulting streamflow.
These statistics are based on past records and are
only useful insofar as they are indicative of future be-
havior. If future precipitation is to be governed in
part by administrative actions, court decisions, or
private economic interests, the uncertainty in these
statistics could grow to the point of meaninglessness.

Without meaningful statistics, we have no basis
for designing water-supply systems, bridges, waste-
water treatment plants, or flood damage reduction
measures. The economic costs of losing this basis
would appear both as money wasted in overdesign-
ing and as money spent in repairing measures that
are too frequently damaged due to their underde-
sign. These costs, and the potential legal entangle-
ments, should be included in assessing the economic
viability and overall wisdom of weather-modifica-
tion schemes.
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Area-Elevation Data

Precipitation Data

6. The table below gives annual precipitation measured over a 17-yr period at five gauges in a
region. Gauge C was moved at the end of 1974. Carry out a double-mass curve analysis to
check for consistency in that gauge’s record, and make appropriate adjustments to correct
for any inconsistencies discovered. (The data can be found on the disk accompanying this
text (see 2MassCurv.xls).

Elevation Range (m)

311–400

400–600

600–800

800–1,000

1,000–1,200

1,200–1,400

1,400–1,600

Fraction of Area in Range

0.028

0.159

0.341

0.271

0.151

0.042

0.008

Gauge

1

2

3

4

5

6

Elevation (m)

442

548

736

770

852

1,031

Average Annual Precipitation (mm)

1,392

1,246

1,495

1,698

1,717

1,752

Year

1970

1971

1972

1973

1974

1975

1976

1977

1978

1979

1980

1981

1982

1983

1984

1985

1986

A

1,010

1,005

1,067

1,051

801

1,411

1,222

1,012

1,153

1,140

829

1,165

1,170

1,264

1,200

942

1,166

B

1,161

978

1,226

880

1,146

1,353

1,018

751

1,059

1,223

1,003

1,120

989

1,056

1,261

811

969

C

780

1,041

1,027

825

933

1,584

1,215

832

918

781

782

865

956

1,102

1,058

710

1,158

D

949

784

1,067

1,014

923

930

981

683

824

1,056

796

1,121

1,286

1,044

991

875

1,202

E

1,135

970

1,158

1,022

821

1,483

1,174

771

1,188

967

1,088

963

1,287

1,190

1,283

873

1,209
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7. Consider a drainage basin area of 1,611 km2 in which three precipitation gauges have been

operating for 20 yr. The average annual precipitation, , at the three gauges is 1,198 mm/

yr and the overall variance of annual precipitation, , is 47,698 mm2/yr2. An analysis
of the spatial correlation structure of annual precipitation in the region gives a value of c =
0.0386 km–1 [equation (4B3.5c)]. Compute the variance reduction achieved by this mea-
surement program and compare the variance reduction that would have been achieved by
having four, rather than three, gauges in the region during the 20-yr period.

8. Compute and compare the (a) seasonality index and (b) average time of occurrence for monthly
precipitation at the following stations. The data can be found on the disk accompanying this
text (see PptnSeas.xls).

Average Monthly Precipitation (mm)

9. Following the instructions in box 4.7, download a DDF/IDF analysis for a US location
and a watershed area specified by your instructor.

a. Use figure 4.44 to determine the appropriate design-storm duration for the watershed.

b. Determine and graph the 10-, 25-, 50-, and 100-yr point rainfalls for that duration.

c. Using figure 4.50, determine and graph the 10-, 25-, 50-, and 100-yr rainfalls for that
duration on the given watershed area.

P̂

ˆ ( )S p2

Station

New 
Orleans, LA

Seattle, WA

Fairbanks, 
AK

Mexico City, 
Mexico

Belem, 
Brazil

St. 
Petersburg, 
Russia

Addis 
Ababa, 
Ethiopia

Cherrapunji 
(Sohra), 
India 

J

97

145

23

5

318

25

13

18

F

102

107

13

8

358

23

38

53

M

135

97

10

13

358

23

66

185

A

117

61

8

18

320

25

86

665

M

112

43

18

48

259

41

86

1,280

J

112

41

36

104

170

51

137

2,695

J

170

20

46

114

150

64

279

2,446

A

135

25

56

109

112

71

300

1,781

S

127

53

28

104

89

53

191

1,101

O

71

102

23

41

84

46

20

493

N

84

137

15

13

66

36

15

69

D

104

160

13

8

155

30

5

13

▼ NOTES
1 There is evidence that this approach has been in use at least

since 400 BCE in India, where the rainfall data were used in
managing agriculture (Neff 1977).

2 Other approaches for measuring water inputs due to snow are
discussed in chapter 5.

3 Mathematically, this is called a Dirichlet tessellation (Diggle
1983).

4 If the region is a large portion of the earth’s surface, x and y rep-
resent latitude and longitude and interpolation must be over a
spherical surface.

5 Also called the semivariogram.

6 Pronounced with a hard “g”; it is named for D. J. Krige, who
developed the method, along with Georges Matheron, origi-
nally to map gold deposits in South Africa.

7 Correlation coefficients can range from –1 to +1 (section C.6);
here we consider only positive values.

8 See equation (C.44) and box C.7 (see disk).
9 Autocorrelation can be defined for lags > 1, but since ρT(τ) =
ρT(1)τ, this is not necessary.

10 Although snowmelt floods are important in many regions, rates
of snowmelt are controlled by energy inputs from the atmosphere
(chapter 5), so the discussion here deals only with rainfalls.
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5

Snow and Snowmelt

The goal of this chapter is to develop an under-
standing of the hydrologically important aspects of
snow and snowmelt. We begin with an overview of
the role of snow in the hydrologic cycle, then exam-
ine the nature of snow as a material, define critical
snow properties, review techniques for measuring
these properties, and survey the distribution of snow
at local scales. The major focus of the chapter is a
quantitative understanding of the processes that con-
trol the melting of snow (relying extensively on the
physical principles discussed in chapter 3) and the
movement of meltwater through the snowpack to the
ground surface. This understanding is the basis for
models used to predict and forecast snowmelt run-
off, and we conclude with a review of approaches to
snowmelt modeling.

5.1 Hydrologic Importance of Snow
Over much of the land above 45°N latitude (fig-

ure 2.26), a significant portion of precipitation falls as
snow that is stored on the surface for periods ranging
from hours to months before melting and continuing
through the land phase of the hydrologic cycle. Figure
5.1 shows the steep latitudinal increase in the fraction
of average annual precipitation falling as snow in
North America; this fraction reaches about 65% on

the north coast of Alaska (Dingman et al. 1980). Lo-
cation relative to oceans and elevation also influence
the portion of precipitation occurring as snow.

As noted by Frei et al. (2012), annual snow ac-
cumulation and melt are among the most dramatic
environmental changes on the earth’s surface. These
phenomena influence a range of oceanographic, cli-
matic, and ecological, as well as hydrologic, pro-
cesses, including (1) the surface energy balance, (2)
the stability of permafrost and consequent effects on
global carbon budgets, and (3) fresh-water flux to the
oceans and the strength of oceanic circulations.

In areas with a significant seasonal snowpack, it
is the amount and timing of water input (i.e., snow-
melt plus rain) rather than of precipitation, that
largely determines the availability of water to vegeta-
tion and the amount and timing of streamflow (in-
cluding floods) and ground-water recharge (figure
5.2 on p. 205). Since a smaller proportion of snow-
melt than of rainfall is evaporated and transpired,
snowfall contributes proportionally more to runoff
and ground-water recharge; L’vovich (1974) esti-
mated that more than half the annual runoff is de-
rived from snowmelt in much of the Northern
Hemisphere (figure 5.3 on p. 206). For mountain re-
gions, as much as 85% of the annual runoff may
come from snowmelt (Shafer and Dezman 1982).
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In spite of the hydrologic importance of the
melting of seasonal snow, there have been few stud-
ies characterizing water-input climatology. An early
regional study showed that water-input climatology
in New England is determined by latitude and eleva-
tion, and it developed a method for determining cli-
matic and synoptic patterns of water input from
standard network observations of temperature and
precipitation (Hendrick and DeAngelis 1976). More
recently, Bookhagen and Burbank (2010) quantified
the hydrologic importance of snowmelt in the Hima-
layas, where changes in the timing or amount of
snowmelt due to increasing temperatures or decreas-
ing winter precipitation may have far-reaching soci-
etal consequences.

The overwhelming evidence of general global
warming (section 2.1.3.2) makes a broader under-
standing of the role of snow in the hydrologic cycle
of critical importance. To provide a general frame-
work for this understanding, Molini et al. (2011)
used a simple model of climate and watershed re-
sponse to explore the relation between streamflow
and water-input climatology. They found that, while
increased air temperatures reduce winter snow accu-
mulation and reduce total snowmelt amounts, they
intensify snowmelt rate and thus increase the annual
peak discharge. Thus there is an optimal warm-sea-

son length for which the annual peak discharge
reaches a maximum; this length is a function of the
watershed residence time1 (figure 5.4 on p. 206).
Where warm-season length is less than this opti-
mum, peak discharge is limited by slow melting dy-
namics; where it is greater, peak discharge is reduced
by decreased winter snow accumulation. Thus al-
though global snow cover has been declining mark-
edly over the last two decades and the average
annual duration of Northern Hemisphere snow
cover has decreased by 15 to 18 days since the early
1970s (box 2.3), the magnitudes of snowmelt floods
could increase or decrease depending on warm-sea-
son length and watershed characteristics.

The dynamics of floods due to heavy rain and
accompanying warm temperatures on an extensive
snowpack (“rain-on-snow floods”) are not well un-
derstood, and are likely to become an increasing haz-
ard due to global warming, especially in Arctic
regions (Putkonen et al. 2009). Jones and Perkins
(2010) examined the effects of snow, event size, basin
size, and forest harvest on floods in three small (< 1
km2) and six large (60–600 km2) watersheds in the
western Cascades of Oregon. Rain-on-snow events
delivered 75% more water to soils than rain events;
peak discharges of rain-on-snow events were almost
twice as high as rain-event peaks in large basins, but

Figure 5.1
Fraction of precip-
itation occurring 
as snow as a func-
tion of latitude in 
the United States. 
City data from 
Todd (1970); 
unidentified 
points are for cit-
ies east of the 
Rocky Mountains. 
These fractions 
have probably 
decreased since 
these data were 
assembled due to 
warming (section 
2.2.8.2).
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only slightly higher in small basins. In extreme
floods, prolonged precipitation and synchronous
snowmelt produced rapid, synchronized hydro-
graph responses to small variations in precipitation
intensity. They found that the evolving structure of
forests has an important influence on extreme rain-
on-snow floods, and that further work is needed to
delineate areas experiencing snowmelt and describe
flow paths in melting snowpacks.

5.2 Material Characteristics of Snow

5.2.1 Snow Properties
Snow is a granular, porous medium consisting of

ice and pore spaces. The size of a snow particle, d, is
measured at its largest dimension (Colbeck et al.

1990) and covers the ranges shown in table 5.1 on p.
207. When snow is cold (i.e., its temperature is be-
low the melting point of ice, 0°C), the pore spaces
contain only air (including water vapor). At the melt-
ing point, the pore spaces can contain liquid water as
well as air, and snow becomes a three-phase system.

Snow depth is the vertical distance from the
ground surface to the snow surface. Using the sym-
bols M to designate mass [M], V for volume [L3], h
for height [L], and ρ for mass density [M L–3], and
the subscripts s for snow, i for ice, w for liquid water,
swe for water substance (water plus ice), and a for air,
we consider a representative portion of a snowpack
of surface area A (figure 5.5 on p. 208) and volume

Vs = Vi + Vw + Va = hs · A (5.1)

to define quantities that characterize a snowpack:

Figure 5.2 Average monthly precipitation minus evapotranspiration (P – ET) and water input (snowmelt plus 
rainfall) minus evapotranspiration (WI – ET) compared with streamflow (Q) in the Pemigewasset River basin, New 
Hampshire. The timing of streamflow is more closely related to WI – ET than to P – ET.
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Figure 5.3 Regions in which more than half the annual runoff is derived from snowmelt [L’vovich (1974). World 
Water Resources and Their Future. Trans. by R. L. Nace, with permission of the American Geophysical Union].

Figure 5.4 Peak discharge (Qmax) as a function of 
melting-season duration, Tw, and basin residence 
time, k, as modeled by Molini et al. (2011) (Maxi-
mum discharge from snowmelt in a changing cli-
mate. Geophysical Research Letters 38, with 
permission of the American Geophysical Union).
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• Porosity (ratio of pore volume to total volume)

• Snow density (mass per unit volume of snow)

• Liquid-water content (ratio of liquid-water vol-
ume to total snow volume)

Table 5.1 shows the ranges of snowpack liquid-water
contents.

f ∫
+V V

V
w a

s
; (5.2)

r
r r

s
i w

s

i i w w

s

M M
V

V V
V

=
+

=
+◊ ◊

; (5.3)

qw
w

s

V
V

∫ . (5.4)

Table 5.1 Snow Properties.

(A) Grain Size (d)

Term

Very fine

Fine

Medium

Coarse

Very coarse

Extreme

d (mm)

< 0.2

0.2 to 0.5

0.5 to 1.0

1.0 to 2.0

2.0 to 5.0

> 5.0

Source: Colbeck et al. (1990).

(B) Liquid-Water Content (θw)

Term

Dry

Moist

Wet

Very wet

Slush

Descriptiona

Ts < 0 usually, but can occur at Ts = 0. Snow grains have little tendency to stick 
together when pressed.

Ts = 0. Water not visible even at 10× magnification. Snow grains tend to adhere 
when lightly crushed.

Ts = 0. Water visible as inter-grain menisci at 10× magnification, but cannot be 
squeezed out.

Ts = 0. Water can be squeezed out by moderate pressing, but significant air 
spaces present.

Ts = 0. Snow flooded with water, few air spaces.

Range of θw

0

< 0.03

0.03 to 0.08

0.08 to 0.15

> 0.15

(C) Field Estimation of Snowpack Density (ρs)

aTs = snowpack temperature (°C)

Source: Colbeck et al. (1990).

Observation

Supports an adult without skis.

Foot leaves only a slight impression.

Foot leaves no mark on the surface.

Source: Rikhter (1954).

Density (kg/m3)

320 to 350

350 to 380

> 400
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Combining equations (5.2)–(5.4) allows us to re-
late snow density, liquid-water content, and porosity as

where ρi = 917 kg/m3 and ρw = 1,000 kg/m3 (at 0°C).
For the hydrologist, the most important property

of a snowpack is the amount of water substance it
contains, i.e., the depth of water that would result
from the complete melting of the snow in place.

This is the snow-water equivalent (SWE) of the 
snowpack, hswe:

Noting that

and substituting equations (5.4) and (5.7), equation
(5.6) becomes

We can now utilize equations (5.1) and (5.6) to re-
write equation (5.8) as

Finally, we see from equation (5.5) that equation
(5.9) can be written as

In words, equation (5.10) is expressed as

“water equivalent equals density times depth,”

where density is understood to mean relative density
(i.e., specific gravity).

5.2.2 Snowpack Metamorphism
The density of new-fallen snow is determined by

the configuration of the snowflakes, which is largely
a function of air temperature, the degree of supersat-
uration in the precipitating cloud, and the wind
speed at the surface of deposition (Mellor 1964).
Higher wind speeds tend to break snowflakes that
formed in stellar or needle-like shapes and to pack
them together into denser layers. Observed relative
densities (ρs/ρw) of freshly fallen snow range from
0.004 to 0.34 (McKay 1970), with the lower values
occurring under calm, very cold conditions and
higher values accompanying higher winds and
higher temperatures; the usual range is 0.07 ≤ ρs/ρw
≤ 0.15 (Garstka 1964).

Because of the difficulty in measuring the den-
sity of new snow,

an average relative density of 0.1 is often 
assumed to apply when converting

snowfall observations to SWE.

However, the user of water-equivalent data should be
aware of the potential for significant errors in esti-
mates based on an assumed density (Goodison et al.
1981). New-snow density (kg/m3) can be estimated
as a function of wet-bulb temperature, Twb, as

ρs = 50 + 1.7 · (Twb + 15)1.5 (5.11)

(Melloh et al. 2002), where

Twb ≈ (2 · Ta + Tdp)/3; 0 ≤ Ta ≤ 10°C, (5.12)

Ta is air temperature (°C), and Tdp is dew-point tem-
perature (°C) (section 3.2.5).

As soon as snow accumulates on the surface it
begins a process of metamorphism that continues
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Figure 5.5 Dimensions of a representative portion 
of a snowpack used in defining snowpack properties. 
A is the area of the upper surface, hs is the snow depth.
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until melting is complete. Four mechanisms are
largely responsible for this process: (1) gravitational
settling; (2) destructive metamorphism; (3) construc-
tive metamorphism; and (4) melt metamorphism.

Gravitational settling in a given snow layer takes
place at rates that increase with the weight of the
overlying snow and the temperature of the layer and
decrease with the density of the layer. According to
relations given by Anderson (1976), one can expect
gravitational settling to increase density at rates on
the order of 2 to 50 kg/m3 · d in shallow snowpacks.
On glaciers, the pressure of thick layers of accumu-
lating snow is the principal factor leading to the for-
mation of solid ice.

Destructive metamorphism occurs because va-
por pressures are higher over convex ice surfaces
with smaller radii of curvature, so the points and pro-
jections of snowflakes tend to evaporate (sublimate)
and the vapor to redeposit on nearby, less convex
surfaces. This leads to the formation of larger, more
spherical snow grains with time. This process is pri-
marily important in snowflakes that have recently
fallen, causing the density of a new-snow layer to in-
crease at about 1% per hour. The process ceases to be
important when densities reach about 250 kg/m3

(Anderson 1976).
Constructive metamorphism is the most impor-

tant pre-melt densification process in seasonal snow-
packs. Over short distances, this process occurs by
sintering, in which water molecules are deposited in
concavities where two snow grains touch, gradually
building a “neck” between adjacent grains. Over lon-
ger distances, constructive metamorphism can occur
as a result of vapor transfer within a snowpack due
to temperature gradients; sublimation occurs in
warmer portions of the snowpack and the water va-
por moves toward colder portions where condensa-
tion occurs. Very cold air overlying a relatively
shallow snowpack often produces a strong upward-
decreasing temperature gradient within the snow,
with a concomitant upward-decreasing vapor-pres-
sure gradient. Under these conditions, snow near the
base of the pack evaporates at a high rate, often re-
sulting in a basal layer of characteristic large planar
crystals with very low density and strength called
depth hoar.

Melt metamorphism occurs via two processes.
In the first, liquid water formed by melting at the sur-
face or introduced as rain freezes as it percolates
downward into the cold snowpack. This results in
densification, and may produce layers of essentially

solid ice that extend over long distances. The freezing
at depth also liberates latent heat, which contributes
to the warming of the snowpack and the acceleration
of vapor transfer. The second metamorphic process
accompanying melt is the rapid disappearance of
smaller snow grains and growth of larger grains that
occurs in the presence of liquid water. Because of this
phenomenon, an actively melting snowpack is typi-
cally an aggregation of rounded grains the size of
coarse sand (1 to 2 mm diameter) (Colbeck 1978).

Except for the temporary formation of depth
hoar, all the processes of metamorphism lead to a
progressive increase in density throughout the snow-
accumulation season (figure 5.6). It should be noted,
however, that there is much year-to-year variability
in snowpack characteristics and that both snowfall
and the processes causing metamorphism occur at
highly variable rates over short distances due largely
to differences in slope, aspect, and vegetative cover.

At the beginning of the melt season, the snow-
pack is typically vertically heterogeneous as well,
with perhaps several layers of markedly contrasting
grain sizes and densities. During melt, density con-
tinues to increase and the vertical inhomogeneities
tend to disappear. During this period, density can
fluctuate on an hourly or daily time scale due to the
formation and drainage of meltwater. Snowpacks
that are at 0°C and well drained tend to have relative
densities near 0.35 (McKay 1970).

5.3 Measurement of
Snow and Snowmelt

Discussion of measurement of snow and snow-
melt requires definition of several terms:

• Precipitation is the incremental water-equivalent
depth of rainfall, snow, sleet, and hail falling during
a given storm or measurement period.

• Snowfall is the incremental depth of snow and
other forms of solid precipitation that accumulates
on the surface during a given storm or measure-
ment period.

• Snowpack is the accumulated snow on the ground at
a time of measurement. Its water-equivalent depth (hswe)
(SWE) is of particular hydrologic interest; its depth
(hs) and density (ρs or ρs/ρw) are also measured.

• Snow cover is the areal extent of snow-covered land
surface. It may be measured in absolute terms [L2]
or as a fraction of a particular area.
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• Ablation is the incremental water-equivalent depth
(volume per unit area) that leaves the snowpack
during a given time period. It is the sum of snow-
melt plus evaporation/sublimation.

• Snowmelt is the incremental water-equivalent depth
(volume per unit area) that is produced by melting
and leaves the snowpack during a given time period.

• Water output is the incremental water-equivalent
depth (volume per unit area) that leaves the snowpack
during a given time period. It is the sum of rain plus
snowmelt that has percolated through the snowpack.

Approaches to measurement of each of the quanti-
ties listed above are discussed below and summa-

rized in table 5.2. Sources of snow data are listed in
box 5.1.

5.3.1 Precipitation

5.3.1.1 Standard Gauges
As discussed in section 4.2.1.1, standard net-

work measurements of precipitation are made via
collecting gauges that weigh the total in-falling water
substance or melt the snow and ice that is collected.
In most cases, the form of the precipitation is not re-
corded. As noted in section 4.2.1.2, measurements in
such gauges are subject to several sources of error,
the most important of which is due to wind, and

Figure 5.6
Seasonal variation in 
snowpack relative 
densities in various 
regions of North 
America [adapted 
from McKay (1970)].

Box 5.1 Snow-Data Sources

• Monthly reports and maps of Northern Hemisphere 
snow-cover extent are available at
http://www.ncdc.noaa.gov/sotc/global-snow
http://earthobservatory.nasa.gov/GlobalMaps/

view.php?d1=MOD10C1_M_SNOW

• Daily, weekly, and monthly maps of Northern Hemi-
sphere snow-cover extent and maps of monthly snow-
cover climatology are available at
http://climate.rutgers.edu/snowcover/

• Daily maps of snow cover for the United States and the 
Northern Hemisphere are available at
http://www.nohrsc.noaa.gov/nh_snowcover/

• Preliminary daily snowfall and snow-depth observations 
collected from NWS Cooperative Observer Program sta-
tions and NWS First Order stations can be found at
http://www.ncdc.noaa.gov/snow-and-ice/dly-data.php

• Current SNOTEL data and maps are available at
http://www.wrcc.dri.edu/snotel.html



Chapter 5 ▼ Snow and Snowmelt 211

gauge-catch deficiencies are especially large for snow
(figure 4.22). A World Meteorological Organization
(WMO) study (Goodison et al. 1998) compared
gauge-catch deficiencies for snow and mixed precipi-
tation of the standard gauges used in 16 countries;
the standard was a Tretyakov gauge (figure 4.18) sur-
rounded by bushes at the same height. The results,
summarized in table 5.3 and figure 5.7, show that
standard network precipitation-gauge measurements
must be significantly adjusted for wind in periods in
which snow is important (Legates and DeLiberty
1993; Yang et al. 1998). In the extreme cold of the
high Arctic and high elevations, where snow parti-
cles are small and subject to especially high winds,
gauge-catch deficiencies are even greater than those
found in the WMO study (Sugiura et al. 2006).

5.3.1.2 Universal Gauges
Cox (1971) developed a “universal surface pre-

cipitation gauge” that measures all the quantities
listed in table 5.2 simultaneously. Waring and Jones
(1980) modified Cox’s design to make it more suit-
able for shallow snowpacks (figure 5.8 on p. 213).
This gauge measures snowfall and SWE by weight
and collects and measures water output. An increase

in the weight recorded by a snow pillow (see below)
would usually indicate a snowfall event, although
rainfall that stayed in the snowpack would also cause
a weight increase. Clearly the installation of these
gauges is considerably more elaborate and expensive
than that of standard gauges, and they have not been
widely used in observation networks.

Recently, several commercial companies have
developed “universal precipitation gauges” that are
designed to accurately measure the water equivalent
of snowfall as well as rain, but are less elaborate than
the installation shown in figure 5.8. Many of these
are precipitation collectors with aerodynamic designs
and are heated for snow collection. These instru-
ments may provide improved gauge-catches in windy
conditions, but are not in wide network use. Informa-
tion about various designs can be found by searching
the Internet for “universal precipitation gauges.”

5.3.1.3 Radar
The use of radar in precipitation measurement

was described in section 4.2.2. Although it provides
spatially continuous observations at small time inter-
vals, it measures falling precipitation rather than that
reaching the ground, and the single-polarization sys-

Table 5.2 Methods of Measuring Depth, Water Equivalent, and Areal Extent of Precipitation, Snowfall,
Snowpack, and Snowmelt.

Parameter

Precipitation

Snowfall

Snowpack

Snowmelt and water output

Depth

Ruler and board (G)

Snow stake (G, A)
Snow tube (G)
Ultrasonic gauge (G)
GPS receivers (S)

Water Equivalent

Standard storage gauges (G)
Universal gauge (G)

Melt snow on board (G)
Use estimated density (G)
Universal gauge (G)
Snow pillow (G)

Universal gauge (G)
Snow tube (G)
Snow pillow (G)
Radioisotope gauge (G)
Natural gamma radiation (G, A)
Microwave (A, S)
GRACEa (S)

Snow pillow (G)
Lysimeter (G)
Universal gauge (G)

Areal Extent

Gauge networks (G)
Radar (G, S)

Observation networks (G)
Radar (G, S)
Visible/infrared (S)

Snow surveys (G)
Aerial observation (A)
Visible/infrared (S)
Microwave (A, S)

Snow-pillow network (G)

A = airborne
G = ground-based
S = satellite-borne
aGRACE = Gravity Recovery and Climate Experiment
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Table 5.3 Catch Ratios as a Function of Gauge-Height Wind Speed and Air Temperature for Standard
Precipitation Gauges.

(A) Snow

Gauge Type

Nipher shielded

Tretyakov

US 8-in shielded

US 8-in unshielded

Hellmann unshielded

Used in

Canada

Russia

United States

United States

Germany, Denmark, 
Croatia

Equation

R = 100 – 0.44 · u(zg)2 – 1.98 · u(zg)

R = 103.11 – 8.67 · u(zg) + 0.30 · Tmax

R = exp[4.61 – 0.04 · u(zg)1.75]

R = exp[4.61 – 0.16 · u(zg)1.28]

R = 100 – 1.13 · u(zg)2 – 19.45 · u(zg)

Standard
Error (%)a

11.05

10.84

9.77

9.41

11.97

n

241

381

107

55

172

r 2

0.40

0.66

0.72

0.77

0.75

(B) Mixed Precipitation

Gauge Type

Nipher shielded

Tretyakov

US 8-in shielded

US 8-in unshielded

Hellmann unshielded

Used in

Canada

Russia

United States

United States

Germany, Denmark, 
Croatia

Equation

R = 97.29 – 3.18 · u(zg) + 0.58 · Tmax – 0.67 · Tmin

R = 96.99 – 4.46 · u(zg) + 0.88 · Tmax + 0.22 · Tmin

R = 101.04 – 5.62 · u(zg)

R = 100.77 – 8.34 · u(zg)

R = 96.63 + 0.41 · u(zg)2 – 9.84 · u(zg) + 5.95 · Tavg

n

177

433

75

59

285

r2

0.38

0.46

0.59

0.37

0.48

Standard 
Error (%)a

8.02

9.15

7.56

13.66

15.14

R ≡ gauge-catch ratio (%)
u(zg) ≡ wind speed at gauge height (m/s)
Tmax ≡ maximum air temperature (°C)
Tmin ≡ minimum air temperature (°C)
Tavg ≡ average air temperature (°C)
n ≡ number of observations
r ≡ correlation coefficient (see section C.4)

a95% of observed R values are within 2 standard errors of the value given by the equation.

Source: Goodison et al. (1998).
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Figure 5.7 Average catch ratios for snow 
measured for five gauge types [Goodison et al. 
(1998). WMO Solid Precipitation Measurement 
Intercomparison Final Report. WMO/TD No. 
872, courtesy of World Meteorological
Organization)].
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tems currently used cannot reliably separate rain
from snow. Dual-polarization systems, which are
now being integrated into radar networks, will pro-
vide improved detection of snow.

5.3.2 Snowfall

5.3.2.1 Rulers
Snowfall is usually measured simply by a ruler

placed vertically on a board that was set on the previ-
ous snow surface.

5.3.2.2 Ultrasonic Sensors
Ultrasonic snow-depth sensors measure the time

for high-frequency (50 kHz) sound waves to travel
and return from a source mounted above the snow to
the snow surface. Air temperature is monitored, and
the time is converted to a distance by multiplying dis-
tance by the temperature-adjusted sound velocity.
Tests have shown that this technology is a practical
and reliable means of obtaining snow-fall and snow-
depth information from remote locations (Chow
1992; Ryan et al. 2008; Rice and Bales 2010).

5.3.3 Snowpack and Snow Cover

5.3.3.1 Snow Stakes
The depth of snow cover can be simply observed

by inserting a ruler through the snow to the ground
surface, or by observing the height of the snow sur-
face against a fixed ruler, called a snow stake, with

its zero point at the ground surface. In some remote
areas, permanent snow stakes are designed with large
markings so that readings can be made from aircraft.

5.3.3.2 Ultrasonic Sensors
The ultrasonic snow-depth sensors described in

section 5.3.2.2 provide generally reliable monitoring
of snowpack depth.

5.3.3.3 Snow Surveys
As noted, the most important snow information

for the hydrologist is the water equivalent of the snow
cover. Network measurements of this quantity are
most commonly obtained via periodic snow surveys
at fixed locations called snow courses, coupled with
automated snow-pillow stations (section 5.3.3.4).

A snow course is a path between two fixed end
points over which a series of measurements of snow
depth and SWE are made. The length of the path is
typically 150 to 250 m, with measurements made at
about six points (more if snow conditions are highly
variable) spaced at a fixed interval of at least 30 m. At
each point, a coring tube equipped with a toothed cut-
ting rim, called a snow tube (figure 5.9), is inserted
vertically to the surface. After the snow depth is read
against markings on the outside of the tube, the tube
is pushed a few centimeters into the soil and twisted
to secure a small plug of soil that retains the snow in
the tube. The tube is then extracted and weighed on a
specially calibrated scale that is pre-tared and reads

Figure 5.8 Diagram of the universal gauge, which can measure precipitation, snowfall, water equivalent, and 
water output [Waring and Jones (1980). A snowmelt and water equivalent gauge for British conditions. Hydrolog-
ical Sciences Bulletin 25:129–134, courtesy of International Association of Hydrological Sciences].
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directly in centimeters or inches of water equivalent.
Density at each point can be calculated via equation
(5.10), and SWE for the course is the average of the
values at the measurement points. A detailed guide
for snow-survey techniques was published by the US
Soil Conservation Service (1984) and can be accessed
at http://www.wcc.nrcs.usda.gov/factpub/ah169/
ah169.htm.

Several different designs of snow tube are avail-
able; they may be made of aluminum or fiberglass
and range in diameter from 3.8 to 7.6 cm. Compari-
sons with snow carefully excavated and weighed
have shown a tendency for snow tubes to overesti-
mate SWE by up to 10% (Work et al. 1965; Goodi-
son et al. 1981).

In shallow (i.e., less than about 1 m) snowpacks,
depth and density have been found to be essentially
independent, and there is typically less temporal and
spatial variability in density than in depth (Goodison
et al. 1981). Under these conditions, little precision is
lost and considerable time may be gained by making
more depth measurements than SWE measurements
(Jonas et al. 2009).

A snow-course network, like a precipitation-
gauge network, should be designed to provide a rep-
resentative picture of the snowpack in the region of
interest. However, since measurements are labor in-
tensive, snow courses are usually considerably more
widely spaced than gauges and are usually read at
longer time intervals—e.g., every two weeks during
the snow season. Because snowpack conditions are
largely determined by local conditions, snow-course
networks should be designed to sample representa-
tive ranges of land use (vegetative cover), slope, as-
pect, and elevation. Areal averages may then be

estimated by extrapolating from these measurements
on the basis of the distribution of the various condi-
tions in the region of interest. For operational pur-
poses such as forecasting runoff, measurement
agencies commonly rely on only a few snow-course
sites that have been calibrated over a period of years
to provide an index, rather than a sample estimate,
of the watershed snow cover.

5.3.3.4 Snow Pillows
The water equivalent of snow cover can also be

measured with snow pillows, which are circular or
octagonal membranes made of rubber or flexible
metal and contain a liquid with a low freezing point
(figure 5.10). The weight of the snow on the pillow
controls the pressure of the liquid, which is recorded
or monitored via a manometer or pressure transducer.

The diameter of snow pillows ranges from 1 to 4
m, with larger diameters recommended for deeper
snowpacks (Barton 1974). Several factors influence
the accuracy and continuity of readings, including
(1) leaks; (2) temperature variations that affect the
density of the liquid; (3) the formation of ice layers
within the snowpack, which can support a portion of
the snow and lead to undermeasurement of SWE
(called “bridging”); (4) disruption of the contact be-
tween the snow and the ground, which can distort
the snowpack energy and water balances; and, in re-
mote installations, (5) instability of power supply to
sensors and recorders. Detailed considerations for
installation and maintenance of snow pillows were
given by Davis (1973) and Cox et al. (1978), and
measurement problems were discussed by McGurk
and Azuma (1992) and McGurk et al. (1993). If read
frequently enough, snow pillows can be used to mea-
sure the water equivalent of individual snowfalls.

Figure 5.9 Measuring snow depth and water equivalent via a snow tube. (a) Teeth for securing a soil plug at the 
base of the snow tube. (b) Snow tube is pushed through snowpack to ground to measure depth and capture core. 
(c) Water equivalent is determined by weighing the tube and snow and subtracting the weight of tube (US Natu-
ral Resources Conservation Service, n.d.).
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The universal gauge (figure 5.8) measures SWE us-
ing the same basic principle as the snow pillow.

Snow pillows are well suited for remote installa-
tion. Since 1980, in the United States the NRCS has
operated the SNOTEL network in 12 western states
and Alaska, which consists of over 600 remotely lo-
cated snow pillows that provide data on SWE with
an accuracy of about 2.5 mm (Schaefer and Werner
1996), along with storage precipitation gauges and
air-temperature recorders. Data are recorded every
15 minutes and reported daily via meteor-burst radio
communications technology. The current generation
of remote sites, master stations, and central com-
puter facilities allows for hourly interrogation. Sites
are battery powered with solar-cell recharge, and are
designed to operate unattended and without mainte-
nance for a year.

5.3.3.5 Self-Recording Ground-Temperature Sensors
Lundquist and Lott (2008) showed that small,

inexpensive self-recording temperature sensors can
be used to monitor spatial and temporal patterns of
snow accumulation and melt in complex environ-
ments. The sensors are buried slightly below the soil

surface, and provide a record of the presence or ab-
sence of snow cover, which can be detected because
near-surface soil temperatures only experience diur-
nal temperature oscillations when they are not cov-
ered by an insulating layer of snow. When combined
with an air temperature record and snowmelt model,
the date snow cover disappears can be used to esti-
mate the amount of snow that accumulated at the
start of the melt season.

5.3.3.6 Radioactive Gauges
Several types of instruments exploiting the atten-

uation of gamma rays or neutrons by water sub-
stance can be used for nondestructive measurement
of SWE. One version involves an artificial gamma-
ray source (60Co or 137Cs) and a detector, one of
which is at the ground surface with the other sus-
pended above; the readings from the detector are typ-
ically transmitted by telemetry from a remote
location to the observer. Bland et al. (1997) reported
a method by which a portable gamma-ray source is
inserted into permanent structures in the field at the
time of measurement, and a handheld detector is

Figure 5.10 A snow pillow (foreground) and a water-output lysimeter (background) installed at the US National 
Weather Service snow-research site at Danville, Vermont. Buried lines transmit the fluid pressure from the pillow 
to a sensor, and the water released by the snowpack to a measuring device, both of which are in an instrument 
shelter. The metal ring is electrically heated, and is melted down through the snowpack to isolate the cylinder of 
snow above the lysimeter (photo by author).
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used to make a nondestructive determination of
SWE with a precision of 3 mm.

For snowpacks with SWE less than about 40 cm,
it is also possible to measure the attenuation by snow
of natural gamma radiation emitted from the soil sur-
face using a detector that is either fixed a few meters
above the surface (Bissell and Peck 1973) or mounted
on an aircraft (Loijens and Grasty 1973). Use of an air-
borne detector requires low-altitude (< 150 m) flights
following a route over which the snow-free gamma
emission has been previously determined; corrections
for soil moisture and radioactive emissions can then be
made from the air (Goodison et al. 1981; Foster et al.
1987). However, work by Grasty (1979) suggested that
a simpler single-flight technique can give results of
high accuracy. Carroll and Voss (1984) found good
correlation between SWE determined from airborne
gamma-radiation sensors and snow tubes in forested
regions of the northern United States and Canada (fig-
ure 5.11a), as did Bergstrom and Brandt (1985) in
Sweden. The NWS Airborne Snow Survey Program
(http://www.nohrsc.noaa.gov/snowsurvey) uses low-
flying aircraft to estimate SWE via natural gamma ra-
diation (Carroll and Carroll 1989).

5.3.3.7 Airborne Microwave and Radar
Microwave radiation (wavelengths of 0.1 to 50

cm), including radar, can be used to remotely mea-
sure SWE, areal extent, and other properties of snow
cover. Airborne systems exploiting these wave-
lengths have the advantage of being able to “see
through” clouds; however, some of the many vari-
ables that affect the observations and methods for in-
terpreting data are still being worked out.

The flux of microwave radiation emitted by a
snowpack depends on its density, temperature, grain
size, and the underlying soil conditions. Thus con-
siderable information about ground conditions is re-
quired for translating “passive” microwave emissions
to estimates of SWE (Foster et al. 1987).

Radar involves directing a beam of microwave
radiation at the snowpack and measuring the re-
flected energy to determine snow cover characteris-
tics. Since this radiation can penetrate into the pack,
it can be used to provide information about snow-
pack stratigraphy and liquid-water content as well as
SWE if sufficient information about surface cover
and topography is available.

5.3.3.8 Satellite Observation
Satellite imagery using visible, infrared, and mi-

crowave wavelengths provides information on the areal

extent of snow cover for large areas (Frei et al. 2012).
The most accurate maps of areal snow cover to date
have been produced from visible-wavelength images,
although careful interpretation is required to distin-
guish snow from clouds and to identify snow in areas
of forest and highly reflective land surfaces. Weekly
maps have been produced since 1966 for Northern
Hemisphere land with a resolution of about 1.2 km2

(Robinson et al. 1993; http://climate.rutgers.edu/
snowcover/). The National Operational Hydrologic
Remote Sensing Center (NOHRSC) provides daily
maps of snow cover for the United States and the
Northern Hemisphere developed from satellite data
on its website (http://www.nohrsc.noaa.gov/nh_
snowcover). These maps are based on automated
analyses of satellite-borne radiometer data using re-
flected and emitted energy in several visible and infra-
red wavelengths to differentiate between clouds and
snow and to correctly interpret variations produced
by forest cover and shading. NOHRSC also assimi-
lates daily ground-based, airborne, and satellite snow
observations into a snow model that computes infor-
mation on snow cover and SWE, snow depth, snow-
pack temperatures, snowmelt, sublimation, snow-
surface energy exchanges, and precipitation at 1-km2

spatial resolution and hourly temporal resolution.
Parajka et al. (2010a) developed a method for

snow-cover mapping using daily MODIS/Terra sat-
ellite observations, even with cloud covers as high as
90%. Larson et al. (2009) showed that GPS receivers
installed for studies of plate tectonics, geodetic sur-
veying, and weather monitoring can be used to mea-
sure snow depth, and possibly density (and therefore
SWE) as well. As there are hundreds of such receiv-
ers in snowy regions of the United States, these sta-
tions may provide a useful supplement for remote
observation of snow properties. Two more recent
studies (Seo et al. 2010; Su et al. 2010) indicate that
observations from the GRACE satellite system,
which measures total water-storage change (see sec-
tion 1.8.2.4), can be used in conjunction with other
satellite observations to infer SWE.

5.3.3.9 Overview
In spite of their slight tendency to over measure,

snow-survey observations are usually considered the
most accurate “routine” measurements of SWE.
However, they are labor intensive and impractical for
routine use in remote areas. Snow pillows are gener-
ally accurate and are widely used in the western
United States for remote monitoring of mountain



Figure 5.11 (a) Comparison of water equivalent determined by airborne gamma-radiation sensors and snow-
tube measurements in the Lake Superior and St. John River basins, United States and Canada [Carroll and Voss 
(1984)]. (b) Water equivalent of snowpack at Danville, Vermont, measured over 9 days by snow tube, snow pillow, 
and attenuation of natural gamma radiation. The false low readings of the radiation detector were due to radioac-
tivity deposited during snow storms and could easily be corrected for [Bissell and Peck (1973). Monitoring snow 
water equivalent by using natural soil radioactivity. Water Resources Research 9:885–890, with permission of the 
American Geophysical Union].
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snowpacks (SNOTEL); however, they are subject to
bridging, temperature effects, and failures of instru-
ment components (Goodison et al. 1981; McGurk et
al. 1993).

Figure 5.11b compares SWE measured via snow
tube, snow pillow, and a fixed radio-isotope gauge
over several days at one location. Natural radioactiv-
ity deposited with falling snow caused false low
readings by the gamma detector, but this was found
to decay rapidly and could readily be corrected for
(Bissell and Peck 1973). Thus all three methods ap-
pear to give similar results. Goodison (1981) com-
pared snow-survey and snowfall data in Canada and
found that compatible estimates of regional SWE
were possible only if: (1) snow-survey data are
weighted to account for the variability of SWE as a
function of land use and (2) precipitation-gauge mea-
surements of snowfall are corrected for gauge-catch
deficiencies due to wind.

Techniques involving spatial interpolation simi-
lar to those described for mapping of areal precipita-
tion (section 4.3.2) have been developed and are
routinely used for mapping the areal distribution of
SWE in the United States (Carroll and Cressie 1996).

Remotely sensed observations via aircraft or sat-
ellite using active or passive microwave, infrared, or
visible wavelengths are now the main source of infor-
mation on the areal extent of snow cover. As noted,
the NOHRSC program makes these readily available
for the United States and the Northern Hemisphere.
Such observations, along with water-equivalent in-
formation developed from telemetered remote snow
pillows and airborne detection of gamma radiation,
are widely used for water-resource management de-
cisions, especially in the western United States.

5.3.4 Snowmelt, Ablation, and
Water Output

5.3.4.1 Lysimeters
The most straightforward method for measuring

water output is via a lysimeter (figure 5.10), which
collects the water draining from the overlying snow
and directs it to a device that records the flow (Haupt
1969). This instrument may be fitted with a circular
metal ring that can be electrically heated and low-
ered through the snow to isolate the cylinder of snow
above the collecting surface to avoid gaining or loos-
ing water that might be moving horizontally along
ice layers in the snowpack. As with snow pillows,
snow conditions above a lysimeter may differ from

those in the natural snowpack due to interruption of
the snow-ground connection.

5.3.4.2 Snow Pillows
Snow pillows detect ablation as a decrease in

weight (assuming the water runs off the pillow); in
many cases evaporation can be considered negligible
and the weight change can be attributed to water out-
put.

5.3.4.3 Universal Gauge
As noted in section 5.3.1.2, universal gauges col-

lect and measure water output. Water output occur-
ring at the same time as a corresponding weight
decrease would indicate snowmelt; water output in
the absence of a weight decrease indicates rainfall;
and a weight decrease in the absence of water output
indicates evaporation.

5.3.4.4 Pans
Specific measurement of snowpack evaporation

and sublimation can be made using pans that are pe-
riodically weighed. Slaughter (1966) reviewed stud-
ies that employed various types of pans, and
concluded that good measurements can be obtained
using pans made of plastic or metal as long as the
edge of the pan is flush with the snow surface and
the surface roughness of the snow in the pan is the
same as that of the surrounding snowpack. The pan
should be at least 10 cm deep to avoid absorption of
radiation by the pan bottom and, if significant melt is
occurring, should be designed to allow meltwater to
drain into a collector for separate measurement.

5.4 Distribution of Snow
Snow accumulation and properties are highly

dependent on local topography and site factors such
as aspect (slope orientation) and vegetation cover.
For example, Rice and Bales (2010) found that snow
depths during both accumulation and ablation peri-
ods varied by up to 50% due to the variability of to-
pography and vegetation across a small (0.4 ha)
study area in the Sierra Nevada of California. In gen-
eral, local variability will be greatest in regions
where periods of melting occur during the winter,
where there are pronounced spatial changes in land
cover and topography, and where much of the heat
input to the snow is from solar radiation. Snow drift-
ing during storms can produce large variations in
snow depth and density over short distances, and
variations in subsequent snow metamorphism, melt-
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ing, and evaporation due to local wind, temperature,
radiation, and other microclimatic conditions can
further modify the distribution of these properties.

Clark et al. (2011a) reviewed field studies in dif-
ferent snow environments globally. They found that
spatial variability of SWE is shaped by several pro-
cesses that occur across a range of spatial scales. At
the watershed scale, spatial variability is shaped by
variability in meteorological factors such as eleva-
tional gradients in temperature, which can be esti-
mated by spatial interpolation. However, spatial
variability of SWE at the hillslope scale is caused by
very local processes such as drifting, sloughing of
snow from steep slopes, trapping of snow by shrubs,
and the unloading of snow by the forest canopy,
which are more difficult to resolve explicitly. Based
on their analysis, Clark et al. (2011a) provided guid-
ance on approaches to representing these local pro-
cesses and on the suitability of several common
snow-modeling approaches.

Mizukami et al. (2011) developed a simple re-
gional regression-based approach using readily avail-
able geographic and meteorological parameters as
predictors to map SWE climatology in the moun-
tainous areas of the western United States. The spa-
tial and temporal resolution of the analysis was
based on the resolution of available meteorological
data, 4 km and 1 month, respectively. The method
provided reliable predictions from October to
March, but broke down in April because processes at
finer space and time scales affected SWE.

Noting that snow-distribution patterns are simi-
lar from one year to the next because they are largely
controlled by the interaction of topography, vegeta-
tion, and consistent synoptic weather patterns,
Sturm and Wagner (2010) identified climatological
snow distribution patterns for a tundra watershed.
Using these empirically based patterns, along with a
few depth measurements, they could model the
snow-depth distribution as well or better than the
output from a weather-driven, physically based snow
model. The distribution patterns can be captured via
aerial photography or satellite remote sensing.

Thus snow characteristics will be highly variable
in space due largely to variations in vegetative cover,
slope, and aspect; consequently, obtaining a repre-
sentative picture of the distribution of snow and
snow properties is important, and usually difficult.
Remotely sensed information that simply identifies
areas with and without snow cover can be extremely
valuable in assessing the amount of water present as

snow. Peck (1997) emphasized that particular care is
needed in obtaining reliable hydrometeorological
measurements in cold regions, and stressed that a
smaller number of high-quality records may be more
valuable than a larger number of records of question-
able quality.

5.4.1 Effects of Elevation and Aspect
Because of the general decrease of air tempera-

ture with altitude (figure 2.2), the amount and frac-
tion of precipitation falling as snow are usually
strong functions of elevation in a region (figure 5.12).
Rates of increase of SWE with elevation vary region-
ally and with local factors such as aspect, and may
vary from year to year at a given location. Meiman
(1968) reviewed a number of studies on the eleva-
tional distribution of snow in North America, and
reported rates of increase of SWE ranging from 5.8
to 220 mm per 100 m elevation. Caine (1975) found
that the year-to-year variability of SWE decreased
with elevation in the southern Rocky Mountains of
the United States.

The main effect of aspect is on energy inputs from
solar radiation, resulting in faster densification and
melting on south-facing slopes. Aspect may also affect
the wind microclimate, which in turn affects snow de-
position and densification and energy exchanges of
sensible and latent heats. These energy exchanges are
discussed quantitatively in section 5.5; Donald et al.
(1995) developed relations between land-cover types
and SWE and other snow properties in Ontario, Can-
ada, that are useful for snowmelt modeling.

5.4.2 Effects of Vegetation
The accumulation of precipitation on the leaves

and branches of vegetation is called canopy inter-
ception. Some intercepted snow eventually falls to
the ground either before or after melting and is
added to the snowpack; the rest evaporates and is
called canopy interception loss.2 Deciduous trees in-
tercept less snow than do conifers, and various coni-
fer species differ in their capture of snow. Schmidt
and Gluns (1991) found that (1) individual conifer
branches intercepted 11 to 80% of SWE in 22
storms, (2) the fraction intercepted was inversely re-
lated to snow density and to total storm precipita-
tion, and (3) the maximum intercepted water
equivalent was about 7 mm. Thus, although forests
intercept a large proportion of snowfall, most studies
have found that this is of minor hydrologic impor-
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Figure 5.12 (a) Fraction of precipitation occurring as snow as a function of elevation in the San Bernardino 
Mountains of southern California [data from Minnich (1986)]. (b) Annual peak water equivalent as a function of 
elevation, San Juan Mountains, Colorado [Caine (1975). An elevational control of peak snowpack variability. Water 
Resources Research 11:613–621, courtesy of American Water Resources Association].
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tance because most intercepted snow falls to the
ground in solid or liquid form rather than evaporates
(Hoover 1971; Tennyson et al. 1974).

In a study in New Mexico, Veatch et al. (2009)
found that SWE is significantly correlated with can-
opy density and that maximum snow accumulation
occurred in forests with canopy densities between 25
and 40%. Forest edges affected snow depth, with
clearings shaded by forest to their immediate south
having ~25% deeper snow than either large open ar-
eas or densely forested areas.

Forest clearings disrupt the typical upward-in-
creasing wind velocities above a canopy (section
3.5.2) and affect snow deposition. Accumulation
tends to be greater in small clearings (i.e., those with
diameters less than 20 times the height of surround-
ing trees) than in the surrounding forest, but the pat-
tern is typically reversed in larger clearings because
wind speed tends to be higher, blowing snow into the
surrounding forest and causing higher evaporation in
the clearing (Golding and Swanson 1986). Water-
shed-scale experiments have shown that tree harvest-
ing tends to increase SWE and snowmelt runoff
(Schmidt and Troendle 1989). This increase is attrib-
uted to a reduction in the evaporation of intercepted
snow and increased snow deposition into clearings
and thinned forests, which is only partially offset by
increased evaporation from the ground snowpack.

Figure 5.13 on the following page shows the
variability of seasonal peak depth, density, and SWE
on a range of vegetation types in Ontario, Canada.
Overall these observations are consistent with those
just described for forest clearings: the highest depths
and water equivalents were in an open forest with
shrub understory (vegetation zone B), and the lowest
values were in areas without forest cover, including
grass (vegetation zone A) and marsh (Adams 1976).
Density tended to vary little with land-cover type.
Note also that there was considerable year-to-year
variability in the relative values.

Varhola et al. (2010) reviewed studies of the
overall effects of forest cover on snow accumulation
and melt rates at 65 locations, mostly in the United
States and Canada. They were able to summarize
the results in two simple empirical relations between
fractional changes in forest cover, ΔF, and fractional
changes in seasonal accumulation, ΔAcc, and melt
rates, ΔM:

ΔAcc = –0.40 · ΔF, (5.13)

ΔM = –0.53 · ΔF. (5.14)

The negative relation in accumulation is attributed to
increased sublimation of snow intercepted in the for-
est canopy; the negative relation in melt rates is
largely due to the effects of shading in reducing en-
ergy flux from solar radiation. They noted that there
was considerable scatter around these relations due
to local conditions.

On a very local scale, Woo and Steer (1986) pre-
sented data on variations of snow depth around indi-
vidual trees in a subarctic spruce forest in northern
Ontario. The data were used along with information
on tree spacing to compute average snow depth for
the forest. As shown in figure 5.14, depth increases
away from the trunk and reaches the clearing value
at a distance of 2 to 4 m from the tree. Presumably,
this pattern is produced by snow interception and by
added heat inputs due to longwave radiation from
the tree trunk, which can accelerate the processes
that increase snow density and produce melt.

5.5 Snowmelt Processes
Much of our understanding of snowmelt pro-

cesses and the forecasting of snowmelt runoff origi-
nated with an intensive, several-year research
program conducted by the US Army Corps of Engi-
neers at the Central Sierra Snow Laboratory (Cali-

Figure 5.14 Snow depth as a function of distance 
from a tree in a spruce forest in northern Ontario 
[data of Woo and Steer (1986)].
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Figure 5.13 Peak seasonal snow properties along a transect near Peterborough, Ontario, for four winters. Vege-
tation zones: A = grass; B = open deciduous forest with shrub understory; C = moderately dense deciduous and 
coniferous forest; D = dense cedar forest [Adams (1976). Areal differentiation of snow cover in east central 
Ontario. Water Resources Research 12:1226–1234. with permission of the American Geophysical Union].
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fornia) in the early 1950s; the results of this research
are summarized in the iconic US Army Corps of En-
gineers (1956) report entitled Snow Hydrology. That
and subsequent work on snowmelt dynamics spon-
sored by the NWS (Anderson 1973, 1976), and on
the flow of water through snow by the US Army
Cold Regions Research and Engineering Laboratory
(Colbeck 1971, 1978), form the basis of our current
understanding of snowmelt processes.

5.5.1 The Snowpack Energy Balance
The energy balance for the snowpack element of

figure 5.5 is

where Qmelt [E L–2 T–1] is the rate at which energy be-
comes available for snowmelt, FE is the net flux of
energy [E L–2 T–1] from the atmosphere and ground,
and ΔU/Δt is the change in internal energy (tempera-
ture) in time period Δt. The components of the en-
ergy flux are

FE = K + L + λE + H + R + G, (5.16)

where K is net shortwave (solar) radiation flux, L is
net longwave radiation flux, λE is net flux of latent
heat from the atmosphere via turbulent diffusion, H
is net flux of sensible heat from the atmosphere via
turbulent diffusion, R is flux of sensible heat from
rain, and G is the net flux of sensible heat via con-
duction with the ground.

A seasonal snowpack begins to form when aver-
age air temperatures are more or less continually be-
low 0°C. As the snowpack accumulates, net inputs of
energy from the atmosphere are generally negative,
average snowpack temperature decreases, and water
equivalent typically increases. The period of general
increase of snowpack water equivalent prior to the
melt period is called the accumulation period. The
melt period of a seasonal snowpack begins when the
net input of energy becomes more or less continually
positive. The melt period can usually be separated
into three phases:3

1. Warming phase, during which the average snow-
pack temperature increases more or less steadily
until the snowpack is isothermal at 0°C.

2. Ripening phase, during which melting occurs but
the meltwater is retained in the snowpack. At the
end of this phase the snowpack is ripe, i.e., it is iso-
thermal and cannot retain any more liquid water.

3. Output phase, during which further inputs of
energy cause melting that leaves the snowpack as
water output.

In most situations, the snowpack does not prog-
ress steadily through this sequence: Some melting usu-
ally occurs at the surface of a snowpack from time to
time prior to the ripening phase, when air temperature
rises above 0°C for periods of hours or days. The melt-
water thus produced percolates into the cold snow at
depth and refreezes, releasing latent heat, which raises
the snow temperature. Similarly, snow-surface temper-
atures may fall below freezing during the melt period,
and the surface layer must warm again before melting
can continue. Even where daytime temperatures are
continuously above freezing, temperatures commonly
fall below 0°C at night and it may take several hours
for the snowpack to warm and resume melting each
day (Bengtsson 1982; Tseng et al. 1994). Nevertheless,
the above phases provide a useful context for under-
standing the melt process. Examples of calculations of
the net energy inputs required for completion of each
of the melt phases are given in box 5.2.

5.5.1.1 Warming Phase
During the warming phase there is no melt, and

net energy inputs warm the snowpack, so from
(5.15) and (5.16),

At any point prior to the warming phase, the inter-
nal energy, or cold content, of a snowpack, Ucc [E/
L2], is the amount of energy per unit area required to
raise its average temperature to the melting point.
Considering again the snowpack of figure 5.5, noting
that a cold snowpack contains no liquid water, and
neglecting the heat capacity of the air within it,

Ucc = –ci · ρi · (Vi /A) · (Ts – Tmp), (5.18a)

where ci is the heat capacity of ice (2,102 J/kg · K), Ts
is the average temperature of the snowpack (≤ 0°C),
Tmp is the melting-point temperature (0°C), and the
other symbols are as previously defined. Making use
of equations (5.1) and (5.7), (5.18a) becomes

which with (5.5) can be written as

Ucc = –hs · ci · ρs · (Ts – Tmp), (5.18c)

or with (5.10) as

Ucc = –ci · ρw · hswe · (Ts – Tmp). (5.18d)
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Box 5.2 Example Calculations of Energy Involved in Melt Phases

Warming Phase

Consider a snowpack with hs = 72.5 cm, ρs = 400 kg/m3, hswe = 29 cm, and Ts = –9°C. Its cold 
content is given by equation (5.18c):

Ucc = –(2,102 · J/kg · K) × (1,000 kg/m3) × (0.29 m) × (–9°C – 0°C) = 5.49 MJ/m2.

If the net energy flux is FE = 10.8 MJ/m2 · day, the snowpack temperature increase in one day is 
given by equation (5.20) as

At this rate it would take

to complete the warming phase.

Ripening Phase

When the net energy inputs from the atmosphere and ground equal Ucc and the snowpack has 
become isothermal at the melting point, melting and the ripening phase begin. Assuming snowpack 
density remains at 400 kg/m3, its liquid-water-holding capacity is estimated via equation (5.25) as

θret = 3×10–10 · (400 kg/m3)3.23 = 0.077.

Then from equation (5.23),

hwret = 0.077 · (0.725 m) = 0.055 m = 55 mm.

The energy required to produce melt that fills this capacity and brings the snowpack to a ripe 
condition is then found from equation (5.26) with λf = 0.334 MJ/kg:

Ur = (0.055 m) × (1,000 kg/m3) × (0.334 MJ/kg) = 18.4 MJ/m2.

Again assuming FE = 10.8 MJ/m2 · day, we can calculate the amount of melt water produced in
1 day via equation (5.22):

At this rate the ripening phase would take

Output Phase

The net energy input required to complete the melting of the snowpack is found from equa-
tion (5.27):

Uo = [(0.29 – 0.055) m] · (1,000 kg/m3) · (0.334 MJ/kg) = 78 MJ/m2.

If the energy flux remained constant at FE = 10.8 MJ/m2 · day, it would take

to completely melt the snowpack.
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The cold content can be computed at any time prior
to the ripening phase, and the net energy input re-
quired to complete the warming phase equals the
cold content at that time.

During the warming phase an increment of energy
input ΔU corresponds to an increase in average temper-
ature of the snowpack, ΔTs, so from equation (5.18d),

ΔU = ci · ρw · hswe · ΔTs. (5.19)

Substitution of equation (5.17) into (5.19) relates the
temperature change in a time interval Δt to the net
energy flux:

5.5.1.2 Ripening Phase
The ripening phase begins when the snowpack

becomes isothermal at 0°C. At this point, there is no
further temperature change and further net inputs of
energy produce meltwater that is initially retained in
the pore spaces by surface-tension forces (figure 5.15).
During this phase equations (5.15) and (5.16) become

Qmelt = FE = K + L + λE + H + R + G. (5.21)

The increase in liquid-water content produced
by a given energy flux in a time increment Δt is

where λ f is the latent heat of freezing. The maximum
amount of meltwater that can be retained is the liq-
uid-water-holding capacity, hwret, which is given by

hwret = θret · hs, (5.23)

where θret is the maximum volumetric water content
that the snow can retain against gravity.4 Experi-
ments show that θret increases with snow density and
decreases with grain size, i.e.,

θret = f (ρs/d) (5.24)

(Yamaguchi et al. 2012). However, Goto et al. (2012)
found the following empirical relation between θret
and density for ripe snow, when grain size tends to
vary little:

θret = 3×10–10 · ρs
3.23, (5.25)

where ρs is in kg/m3 (figure 5.16).
We can use equation (5.25) with previously derived

expressions to compute the proportion of pore spaces
that are filled with water when θ = θret. For example, for
a ripe snowpack with ρs = 400 kg/m3, equation (5.25)
gives θret = 0.077. Substituting these quantities into
equation (5.5) allows us to compute the corresponding
porosity,  = 0.647. The ratio is the proportion
of pore spaces filled with water at the end of the ripen-
ing phase [see equations (5.2) and (5.4)], which for this
case is 0.077/0.647 = 0.119. Thus less than 12% of the
pore spaces in a typical ripe snowpack contain water,
and such snowpacks are far from being saturated.

The net energy input required to complete the
ripening phase, Ur, can be computed as

Ur = hwret · ρw · λ f = θret · hs · ρw · λ f . (5.26)

5.5.1.3 Output Phase
Once the snowpack is ripe, further net energy in-

puts produce meltwater that cannot be held by sur-
face-tension forces against the pull of gravity, and
water begins to percolate downward, ultimately to
become water output. This flow is more fully de-
scribed in section 5.6.

The net energy input required to complete the out-
put phase, Uo, is the amount of energy needed to melt
the snow remaining at the end of the ripening phase:

Uo = (hswe – hwret) · ρw · λ f . (5.27)
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Figure 5.15 An idealized thin section of snow 
showing snow grains, water retained by surface ten-
sion, and continuous pores filled with air [adapted 
from Colbeck (1971)].
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During the output phase, an increase of net energy
input, ΔQmelt, is related to a decrease in SWE, –Δhswe,
and an increment of meltwater output, Δw, as

ΔQmelt = –ρw · λ f · Δhswe (5.28)

and

Δw = –Δhswe; (5.29)

so that

The rate of meltwater production is given by equa-
tion (5.22).

5.5.2 Energy-Exchange Processes
The following sections review the basic physics of

each of the energy-flux processes of equation (5.16)
and introduce approaches to determining their mag-
nitudes. All these energy fluxes vary continuously;
the treatment here focuses on daily totals or averages,
which is a common time-step in hydrologic modeling.

5.5.2.1 Shortwave (Solar) Radiation
The sun’s energy is electromagnetic radiation

with wavelengths less than 4 μm; most of this energy
is concentrated in the visible range between 0.4 and
0.7 μm (figure 2.4). K is the net flux of solar energy
entering the snowpack, so

K ≡ Kin – Kout = Kin · (1 – a), (5.31)

where Kin is the flux of solar energy incident on the
snowpack surface (insolation), Kout is the reflected flux,
and a is the shortwave reflectance, or albedo [equation
(2.7), table 2.4]. Continuous measurements of K values
representative of local areas can be obtained with py-
ranometers [described in Iqbal (1983)], facing upward
to measure Kin and downward to measure Kout. How-
ever, pyranometers are installed at only a few perma-
nent locations (see figure D.1) and research stations.
Hourly, daily, and monthly insolation values represen-
tative of large areas (~0.5° latitude × 0.5° longitude)
can be obtained from Geostationary Operational Envi-
ronmental Satellite (GOES) observations (Justus et al.
1986), but the data are subject to error over areas with
significant snow cover (Lindsey and Farnsworth 1997).

Because of the difficulty in obtaining reliable in-
solation measurements at appropriate space and
time scales, other approaches are usually needed to
provide values of K or Kin. These approaches begin
with values of the flux of solar radiation arriving at
the outer edge of the earth’s atmosphere, the extra-
terrestrial solar radiation which, as described in ap-
pendix D, is an astronomically determined function
of (1) latitude; (2) declination angle of the sun, which
varies sinusoidally through the year (figure 5.17);
and (3) the zenith angle of the sun, which varies with
time of day. Total daily extraterrestrial radiation is
computed by integrating the instantaneous values
between the times of sunrise and sunset, which are
functions of latitude and declination.
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5.5.2.1.1 Clear-Sky Shortwave Radiation
Figure 5.18 illustrates the factors affecting the flux

of solar radiation incident at the surface. As it passes
through the atmosphere, the energy in the solar beam is
diminished by absorption and reflectance (scattering)
by atmospheric gases and aerosols, reflection by clouds,
and shading by vegetation. In the absence of clouds,
vegetation, and any topographic shading (which can be
important in mountainous areas), the clear-sky solar flux
on a horizontal surface, KCSh, includes both the energy
in the direct solar beam, Kdir, diffuse radiation, Kdif , and
backscattered radiation, KBS:

KCSh = Kdir + Kdif + KBS. (5.32)

As developed in appendix D, the terms on the
right-hand side of (5.32) can be expressed as frac-
tions of extraterrestrial radiation, so we can write

KCSh = τatm · KET, (5.33)

where τatm represents the total atmospheric effect on
extraterrestrial radiation (0 < τatm < 1). The effects of
clouds and vegetation can be similarly represented as

Kinh = τC · τF · KCSh = τC · τF · τatm · KET (5.34)

where Kinh is the insolation on a horizontal surface,
(1 – τC) and (1 – τF) are the effects of shading by
clouds and forest, respectively, and 0 ≤ τC, τF ≤ 1.

5.5.2.1.2 Effect of Cloud Cover
The effect of clouds on insolation can be esti-

mated using several empirical approaches:

• Estimation based on sky cover: The fraction of
sky covered by clouds, C, was formerly recorded
manually by weather observers at about 250
weather stations in the United States. These obser-
vations can be used to estimate the effect of cloud
cover using empirical relations such as

τC = 0.355 + 0.68 · (1 – C) (5.35)

(Croley 1989). In snow studies, the US Army
Corps of Engineers (1956) used a relation involv-
ing cloud height:

τC = 1 – (0.82 – 7.9×10–5 · ZC) · C, (5.36)

where ZC is cloud-base height in meters. However,
manual observations of C are no longer being
made in the United States because human weather
observers are being replaced by automated stations
(ASOS; box 4.4).

Figure 5.17 Extraterrestrial, KET, and incident, Kin, solar radiation on a horizontal surface, at West Thornton, New 
Hampshire, for 1960 through 1987. Each dot represents measured Kin for a day [Federer et al. (1990)].



228 Part II: Surface-Atmosphere Water and Energy Exchange

• Estimation based on “percent possible sun-
shine”: Where available, daily observations of the
fraction of daylight hours receiving bright sun-
shine, S, have been used to estimate insolation via
nomographs (Hamon et al. 1954), or empirical for-
mulas such as

τC = k1 + k2 · S, (5.37)

where 0.18 ≤ k1 ≤ 0.40 and 0.42 ≤ k2 ≤ 0.56 (Gray
and Prowse 1992); Shuttleworth (1992) recom-
mended using k1 = 0.25 and k2 = 0.50. Daily obser-
vations of S have been made at some US weather
stations, but the availability of these is decreasing
as stations become automated (Lindsey and Farn-
sworth 1997).

• Estimation based on maximum and minimum
temperature and precipitation: Daily tempera-
ture range tends to be inversely related to cloud
cover, and there have been several attempts to use
this relation to develop empirical relations
between insolation and daily temperature range.
Hunt et al. (1998) proposed a relation based on
measurements in Canada:

Kinh = k0 · (TM – Tm)1/2 · KET +

k1 · TM + k2 · P + k3 · P 2 + k4, (5.38)

where TM is daily maximum temperature (°C), Tm
is daily minimum temperature (°C), P is daily pre-
cipitation (mm), and k0–k4 are empirical constants.
Unfortunately, the values of the coefficients in
(5.38) were not given; however, the form of the
model may be applicable generally. Hunt et al.
(1998) found that if the location at which estimates
are required is less than 400 km from a station
where there are pyranometer measurements, the
measured values should be used; otherwise equa-
tion (5.38) using local meteorological data gave
better estimates.

5.5.2.1.3 Effect of Forest Canopy
The effect of forest canopy on insolation is re-

lated to (1) the ratio of the horizontally projected
area of forest canopy to the total area of interest, F,
which can be determined from air photographs, sat-
ellite images, or ground-based hemispherical photog-
raphy; and (2) the thickness and type of canopy.
These relations are complicated by multiple reflec-
tions and differing effects of the canopy on direct and
diffuse radiation (Hardy et al. 2004; Mahat and Tar-
boton 2012). A commonly used quantity that reflects
both canopy extent and thickness is the leaf-area in-
dex (LAI), which is the ratio of total leaf area to
ground-surface area; typical values of LAI for com-
mon forest types are tabulated in table 6.4.

Figure 5.19 shows values of τF for four types of
conifer forest and leafless deciduous forest as a func-
tion of forest cover only; the relationship for lodge-
pole pine can be approximated as

τF = exp(–3.91 · F). (5.39)

Mahat and Tarboton (2012) measured seasonal aver-
age values of τF = 0.36 for conifer forest and τF = 0.79
for deciduous forest. Wang et al. (2010) suggested a
general model for τF as a function of leaf-area index:

τF = (1 – aF) · (1 – as) · exp(–LAI), (5.40)

where aF is the albedo of the vegetation (assumed =
0.13) and as is the albedo of snow under the canopy
(assumed = 0.5). Because the effect of vegetative
cover in reducing incident shortwave radiation de-
pends on the type, height, and spacing of the plants,
these relations must be applied with caution for
other situations.

KET

Kin

Figure 5.18 Schematic diagram of factors affecting 
the flux of solar radiation incident at the surface. As it 
passes through the atmosphere, the energy in the solar 
beam is diminished by absorption and reflectance (scat-
tering) by atmospheric gases and aerosols, reflection 
and absorption by clouds, and shading by vegetation.
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5.5.2.1.4 Effect of Slope and Aspect
As shown in appendix D, incident solar-radiation

flux on a slope is a function of the slope azimuth angle
(aspect, α) and angle of inclination (slope, β) relative
to the solar beam. This effect can be calculated by not-
ing that a sloping surface at a given location is parallel
to a horizontal surface at another location, and re-
ceives the same flux of direct clear-sky solar radiation

as that horizontal surface. The equivalent latitude
(figure 5.20) and equivalent longitude of this slope
can be calculated as functions of latitude, day-of-year
(the number of days since the calendar year began,
sometimes called the “Julian date”), slope azimuth
angle, and slope inclination angle [equations (D.24)
and (D.25)]. Figure 5.21 shows the very large differ-
ences in insolation on north- and south-facing slopes
at a midlatitude location during the snowmelt season.

5.5.2.1.5 Albedo
The physics of reflection are complicated (see,

for example, Melloh et al. 2002; Yasunari et al. 2011);
snow-surface albedo depends on wavelength, snow
depth, grain size and shape, liquid-water content, sun
angle, and impurities (Gardner and Sharp 2010). Its
value ranges from about 0.2 to 0.9, and is thus an im-
portant determinant of the net input of energy to the
snowpack. Albedo generally decreases with the age of
the snow surface (time since last snowfall) as density,
grain size, and liquid-water content increase and im-
purities accumulate (figure 5.22b).

Because of the porous nature of snow, solar radi-
ation is reflected not at the surface plane, but over a
finite depth. There is little penetration of solar radia-
tion below about 10 cm, so figure 5.22a applies only
when hs > 10 cm. For shallower snowpacks, signifi-
cant amounts of radiation are absorbed by the ground
and may heat the snow from below. Leonard and Es-
chner (1968) found that albedo measured for snow in-
tercepted on a conifer forest was considerably lower
(a ≈ 0.2) than for a ground snowpack, resulting in
more rapid melting and greater evaporation for inter-
cepted snow.

Figure 5.19 Ratio of incident solar radiation, τF, 
under various types of forest canopies to that 
received in the open for four forest types. BF = balsam 
fir, JP = jack pine, LP = lodgepole pine, circles = open 
boreal spruce forest [Dunne and Leopold (1978)].
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Figure 5.20 Diagram illustrating the equivalent-lati-
tude concept. The shaded triangle represents north- (α =

0°) and south- (α = 180°) facing hillslopes at latitude Λ.
The north-facing hillslope is parallel to a horizontal sur-

face at ΛeqN , the south-facing hillslope is parallel to a hor-
izontal surface at ΛeqS . ΛeqN and ΛeqS are the respective
equivalent latitudes that are a function of Λ, the slope

direction, α, and the slope inclination, β (section D.3).
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5.5.2.2 Longwave Radiation Exchange
Longwave (also called terrestrial, thermal, or in-

frared) radiation is electromagnetic radiation with
wavelengths of 4 to 60 μm emitted by materials at
near-earth-surface temperatures (section 2.1.3.2; fig-
ures 2.3 and 2.4). The net input of longwave energy,
L, is the difference between the incident flux, Lin,
emitted by the atmosphere, clouds, and overlying
forest canopy and the outgoing radiation from the
snowpack, Lout:

L ≡ Lin – Lout. (5.41)

Longwave radiation can be measured directly by
means of pyrgeometers or as the difference between
all-wave radiation measured by a radiometer and
shortwave radiation measured by a pyranometer.
However, such instruments are seldom installed ex-
cept at sites of intensive research, and routine mea-
surements of longwave radiation are available at only
a few locations. Thus, as with shortwave radiation,
the longwave component of the energy balance is
usually estimated from more readily available meteo-
rological information; this estimation is based on the
following considerations.

The flux of electromagnetic radiation emitted by
a surface is given by the Stefan–Boltzmann equation
[equation (2.1)]. Hence we can write

Lin = εat · σ · Ŧat 
4, (5.42)

where εat is the integrated effective emissivity of the
atmosphere and forest canopy, σ is the Stefan–
Boltzmann constant (σ = 4.90×10–9 · MJ/m2 · K4 ·
d), and Ŧat is the effective radiating temperature of the
atmosphere and canopy (K). The outgoing flux is the
sum of the radiation emitted by the snow surface and
the portion of the incident radiation reflected by the
surface. Since the longwave reflectivity of a surface
equals one minus its longwave emissivity, we have

Lout = εss · σ · Ŧss
4 + (1 – εss) · Lin, (5.43)

where the subscript ss designates the values of emis-
sivity and temperature for the snow surface.

Combining equations (5.41)–(5.43), expanding
and simplifying gives

L = εss · εat · σ · Ŧat
4 – εss · σ · Ŧss

4; (5.44a)

however, since the emissivity of snow is very close to
1 (table 2.1), equation (5.44a) can be simplified to

L = εat · σ · Ŧat
4 – σ · Ŧss

4. (5.44b)

The major problem in applying equation (5.44)
is to find expressions for εat and Ŧat or, equivalently,
to estimate the value of Lin under various conditions
of cloudiness and forest cover. This problem is ad-
dressed in the following sections.

5.5.2.2.1 Clear-Sky Longwave Radiation
Expressions for estimating Lin are usually devel-

oped by noting that the most important absorbers
and emitters of longwave radiation in the atmosphere
are carbon dioxide and water vapor (figure 2.4). Since
the concentration of carbon dioxide is effectively con-
stant over time periods relevant to snowmelt model-
ing, variations in the downward flux of longwave
radiation under clear skies and no forest canopy are
largely due to fluctuations in humidity. Flerchinger et
al. (2009) tested the performance of several empirical
relations expressing this relation at 21 sites in North
America and China, and found the following relation
was among those that performed best:

Lin = εclr · σ · Ŧa
4, (5.45)

where Ŧa is near-surface air temperature (K) and the
clear-sky emissivity εclr is estimated as

εclr = 0.83 – 0.18 · exp(–1.54 · ea), ea > 0.285 kPa,
(5.46)

where ea is the near-surface vapor pressure in kPa. [Va-
por pressure can be calculated from air temperature
and relative humidity via equations (3.9) and (3.12).]
Flerchinger et al. (2009) found that adjustment for ele-
vation did not significantly improve estimates of εclr.

In another recent comparison of methodologies,
Abramowitz et al. (2012) found that the best esti-
mates of Lin were given by a simple empirical relation:

Lin = 2.7 · ea + 0.245 · Ŧa – 45.14, (5.47)

where Lin is in MJ/m2 · d and ea is in kPa.

5.5.2.2.2 Effect of Cloud Cover
Clouds are black-body radiators emitting long-

wave radiation at a rate determined by the cloud-base
temperature, and their presence greatly increases the
effective emissivity of the atmosphere. Thus under
cloudy conditions, the emissivity εsky will be deter-
mined by the degree of cloud cover. Flerchinger et al.’s
(2009) review found the following two empirical rela-
tions were best at accounting for the effect of clouds:

εsky = (1 – 0.84 · C) · εclr + 0.84 · C (5.48)

and

εsky = (1 – S) + S · εclr, (5.49)
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where C is fractional cloud cover and S is the ratio of
actual insolation to clear-sky insolation. Surpris-
ingly, however, Abramowitz et al. (2012) found that
equation (5.47) performed best for both clear and
cloudy conditions, and suggested its use without cor-
recting for clouds.

5.5.2.2.3 Effect of Forest Canopy
Like clouds, trees are very nearly blackbodies

with respect to longwave radiation (table 2.1), and
they can be considered to be emitting radiant energy
at a rate determined by their temperature. Since their
temperature is close to the near-surface air tempera-
ture, their effect on the total integrated atmospheric
emissivity can be modeled as

εat = (1 – F) · εsky + F, (5.50)

where F is fractional forest cover as defined for short-
wave radiation.

5.5.2.2.4 Longwave Radiation Emitted by Snow Surface
The second term on the right side of equation

(5.44) is the radiation flux emitted by the snow sur-
face. Brubaker et al. (1996) showed that average daily
snow-surface temperature is well approximated by

Ŧss = min[(Ŧa – 2.5), 273.16]. (5.51)

During the ripening and output phases of melt-
ing, the snow surface is at the freezing point, Ŧss =
273.16 K.

5.5.2.2.5 Summary
When forest cover is absent, values of εat = εsky as

given by equation (5.46) are < 1; however, εat = 1 for
complete forest cover [equation (5.50) with F = 1].
Thus from equation (5.44b), L will be positive with F
= 1 when Ŧa > Ŧss. In most situations, however, εat <
1 and L is negative.

5.5.2.3 Turbulent Exchange of Sensible Heat
The physics of turbulent exchange of sensible

heat were developed in section 3.5.3.6. Combining
equations (3.54) and (3.55) gives the flux of sensible
heat from the atmosphere into a snowpack, H [E L–2

T–1], as

where κ = 0.4, ρa is the density of air (≈ 1.292 kg/m3),
cp is the heat capacity of air (≈ 1.005×10–3 MJ/kg · K),

zm is the measurement height above the snow surface,
zd is the zero-plane displacement height, z0 is the sur-
face-roughness height, u(zm) is the wind speed, T(zm) is
the air temperature, and Tss is the surface temperature.

To modify this equation for snow, we can assume
that zd is negligibly small. The roughness height, z0,
depends on the irregularity of the snow surface, and
so can be highly variable from place to place and with
time at a given location. For example, Anderson
(1976) measured values between 0.0001 and 0.038 m
for his research site in Vermont. However, his data
show a strong decrease in z0 as the season progressed,
and values during the melt season did not exceed
0.005 m. In the absence of other information, a value
between 0.0005 and 0.005 m may be selected; how-
ever, it should be noted that for special situations,
such as vegetation projecting above the snow surface
or patchy snow, z0 could be considerably higher.

Assuming that zm is a standard measurement
height (2 m), we designate T(zm) = Ta and u(zm) = ua,
so that with cp = 0.001005 MJ/kg · K, ρa = 1.29 kg/
m3, and z0 = 0.002 m, equation (5.52) becomes

H = 4.303×10–6 · ua · (Ta – Tss) MJ/m2 · s
(5.53a)

H = 0.372 · ua · (Ta – Tss) MJ/m2 · d (5.53b)

where ua is in m/s and temperatures are in °C. Equa-
tion (5.53) is analogous to equation (3.55).

There are two additional considerations in the ap-
plication of equations (5.52) and (5.53). First, as ex-
plained in section 3.5.3.7, those equations apply strictly
to conditions of neutral atmospheric stability, i.e.,
when the actual temperature gradient in the air near
the surface equals the adiabatic lapse rate. When warm
air overlies a snowpack, the actual lapse rate is typically
less steep than adiabatic and temperatures may even in-
crease with elevation (a “temperature inversion”), so
stable conditions exist that tend to suppress turbulent
exchange (see figure 3.13). To account for this, the
value of H can be adjusted, as explained in box 3.2.

The second consideration in applying equations
(5.52) and (5.53) is that wind speeds are virtually al-
ways measured in fields or clearings, and such mea-
surements must be adjusted for calculating turbulent
exchange in forested areas. Few data are available on
which to base an adjustment factor; Dunne and Leo-
pold (1978) suggested the following simple relation:

H
c u z T z T

z z
z

a p m m ss

m d

=
( ) ( ) -ÈÎ ˘̊

-Ê
ËÁ

ˆ
¯̃

È

Î
Í

˘

˚
˙

◊ ◊ ◊ ◊ ◊0 622 2

0

2

.

ln

k r
,,
(5.52)

u
u

FaF

aO
= - ◊1 0 8. , (5.54)



Chapter 5 ▼ Snow and Snowmelt 233

where F is the fractional forest cover and the sub-
scripts F and O indicate wind speed in and outside of
the forest, respectively. Wang et al. (2010) proposed a
relation that depends on temperature, forest-cover
fraction, and leaf-area index (LAI):

where Min(.,.) denotes the lesser of the quantities in
parentheses.

5.5.2.4 Turbulent Exchange of Latent Heat
Latent-heat exchange with the atmosphere is

governed by the same turbulent process that pro-
duces sensible-heat exchange; this process is de-
scribed in section 3.5.3.5 and leads to equation
(3.49) for neutral stability:

where λ is the latent heat of sublimation, ρw is den-
sity of water, p is atmospheric pressure, e(zm) is vapor
pressure at the measurement height, ess is the vapor
pressure at the snow surface, and the other symbols
are as for equation (5.52).

If the vapor-pressure gradient is directed upward
[e(zm) < ess], evaporation/sublimation occurs and la-
tent heat will be lost; if directed downward [e(zm) >
ess] condensation occurs along with an input of latent
heat. In applying this equation to snow two phase
changes may be involved: For cold snowpacks [T(0)
< 0°C], evaporation and condensation involve the
solid-vapor or vapor-solid phase change (sublima-
tion) and the latent heat involved is the sum of the la-
tent heats of vaporization, λv, and fusion, λ f , so λ =
λv + λ f . For melting snowpacks [T(0) = 0°C], no
solid-liquid or liquid-solid phase change occurs and
only λv is involved.

Again, assuming a standard measurement
height, near-surface values of ρa, ρw, κ, p, zd = 0, and
z0 = 0.002 m, λv = 2.47 MJ/kg, λ f = 0.334 MJ/kg,
equation (5.56) becomes

Cold Snow (Tss < 0°C):

λE = 6.86×10–5 · ua · (ea – ess) MJ/m2 · s (5.57a)

λE = 5.93 · ua · (ea – ess) MJ/m2 · d (5.57b)

Melting Snow (Tss = 0°C):

λE = 6.05×10–5 · ua · (ea – ess) MJ/m2 · s (5.57c)

λE = 5.22 · ua · (ea – ess) MJ/m2 · d (5.57d)

where ua is the wind speed (m/s) and ea is the vapor
pressure (kPa) at the measurement height. Equation
(5.57) is analogous to equation (3.50).

As with the sensible heat, (1) these relations are
valid for neutral conditions and may need to be ad-
justed to account for stability effects (section 3.5.3.7;
box 3.2) and (2) equation (5.54) or (5.55) may be ap-
propriate for estimating wind speeds in forests. Note
also that values of the numerical coefficients in equa-
tions (5.53) and (5.57) change with measurement
height and roughness height.

In forests, snow evaporation occurs from the
snow intercepted on the canopy, and evaporation
from the ground becomes important only after the
intercepted snow has disappeared via ablation or
falling or blowing off (Lundberg and Halldin 1994).
There is evidence that evaporation of intercepted
snow may occur at rates of up to 3.3 mm/d and be
an important component of the snow ablation in for-
ests, perhaps amounting to 200 mm or more per win-
ter (Lundberg et al. 1998).

5.5.2.5 Heat Input by Rain
When rain falls on a snowpack that is at the

freezing point (Ts = Tmp), the rainwater is cooled to
the snow temperature and the heat given up by the
water is used in melting. Thus for this situation, we
can calculate the heat contributed by rain, R, as

R = ρw · cp · r · (Tr – Tmp) (5.58a)

where cp is heat capacity of water (4.187×10–3 MJ/
kg · K), r is rainfall rate [L T–1] and Tr is the tempera-
ture of the rain.

When rain falls on snow that is below freezing,
it will first cool to the freezing point, giving up sensi-
ble heat according to equation (5.58a), and then
freeze, liberating latent heat. In this case we have

R = ρw · cp · r · (Tr – Tmp) + ρw · λ f  · r. (5.58b)

If humidity information as well as air tempera-
ture is available, Tr can be estimated as the wet-bulb
temperature Twb [equation (5.12)]. However, since
relative humidity is usually close to 1 when rain oc-
curs, Tdp ≈ Ta and Twb ≈ Ta, so the usual practice is to
assume Tr = Ta.
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5.5.2.6 Conductive Exchange of Sensible Heat
with the Ground

Temperatures in the soil under snowpacks usu-
ally increase downward due to thermal energy stored
during the summer and geothermal heat and the in-
sulating effect of snow. In these circumstances, heat
is conducted upward to the base of the snowpack at a
rate G given by

where kG is the thermal conductivity of the soil [E L–1

Θ–1 T–1], TG is soil temperature, and z is distance be-
low the ground surface.

Thermal conductivities of soils depend on soil
texture, soil density, and moisture content and vary
widely spatially and temporally. For example, the US
Army Corps of Engineers (1956) reported a more
than tenfold increase in kG during the melt season in
the soil they studied, from 8.37×10–3 to 0.100 MJ/m
· d. This variability, along with the general lack of in-
formation about thermal conductivity and ground-
temperature gradients, often precludes accurate com-
putation of G. This usually has little practical effect
on energy-balance estimates during the snowmelt
season, however, because G is usually negligible
compared to other terms.

In spite of its generally negligible contribution
during the melt season, the energy conducted to the
snowpack from the ground during the accumulation
season can be hydrologically significant: Studies
from various localities (Federer and Lash 1978a;
Male and Gray 1981) indicate that this heat produces
continual melting at the base of the snowpack, called
groundmelt, at rates up to 2 mm/d (a heat input of
0.668 MJ/m2 · d). Groundmelt can add significantly
to moisture in the soil, increasing the percentage of
snowmelt that will runoff during the snowmelt sea-
son, and, in regions like New England, groundmelt
may be the principal source of flow in upland
streams during the winter.

5.5.3 Relative Importance of
Energy-Balance Terms

5.5.3.1 Effects of Forest Cover and Weather
We can use the relations developed in section

5.5.2 to explore the relative importance of the energy-
balance components under various conditions of for-
est cover and weather. As an example, we specify a
ripe snowpack on a horizontal location at latitude

45°N on 21 March. Using the relations in appendix
D, which are incorporated in the SolarRad.xls pro-
gram found on the disk accompanying this text, the
daily clear-sky solar-radiation input is calculated to
be KCSh = 16.721 MJ/m2 · d.

To emphasize contrasts, we will use energy-bal-
ance computations at two sites for two forest-cover
conditions as an example. At site 1, F = 0; at site 2, F
= 1. Both sites will be compared under two sets of
weather conditions. Condition A is a clear day with
low humidity and no rain (C = 0, RH = 0.7, r = 0
mm/d) and condition B is a cloudy day with high
humidity and heavy rain (C = 1, RH = 1, r = 25 mm/
d). For all conditions we assume air temperature Ta
= 4°C, wind speed in the open is uaO = 3 m/s, albedo
a = 0.5 (typical for an 8-day-old snow surface; figure
5.22), and a constant ground-heat input of G = 0.25
MJ/m2 · d.

The calculations have been carried out using the
SnowMelt.xls program on the accompanying disk
using the relations developed in section 5.5.2. Stabil-
ity adjustments were made as described in box 3.2.
The results are shown in table 5.4. Note that by far
the highest energy input and melt occur at the open
site under cloudy, rainy, and humid conditions when
the dominant energy input is latent heat from con-
densation (“condensation melt”). The second high-
est input occurs under similar conditions at the
forested site, when latent-heat input also dominates.
Note that the rain, even though a relatively large
amount, contributes only minor heat input at both
sites. Solar radiation is the largest input only at the
open site under clear skies, but this is balanced by
heat loss due to longwave radiation and latent heat.

Note that the relative importance of the solar-ra-
diation term would be much greater on south-facing
slopes, and much less on north-facing slopes, than
shown in table 5.4, but the other terms would not be
affected by slope and aspect. This largely explains
why the largest snowmelt floods are usually due to
condensation melt, which occurs quasi-uniformly on
all slopes and is less affected by forest cover than are
solar and longwave radiation.

5.5.3.2 Case Study of Snowmelt at Danvillle, Vermont
During a typical winter (1972–1973), the NWS, in

conjunction with the USDA’s Agricultural Research
Service, measured the accumulation and melt of a
snowpack at the Sleepers River Research Watershed
in Danville, Vermont (figure 5.23 on p. 236). Although
average snowpack temperature was not measured, the

G k
T
zG
G= ◊ d

d
, (5.59)
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beginnings and ends of the accumulation period and
the phases of the melt period can be approximated
from the traces of depth, average snowpack density,
water equivalent, and average air temperature.

Air temperature was above 0°C only occasion-
ally between mid-November and late February, and
the water equivalent of the pack increased more or
less continually during this period due to snowfalls
and minor rain. The maximum snow depth of 72 cm
was reached in late February. Density was initially
about 100 to 150 kg/m3, jumped to about 250 kg/m3

in early December, and increased gradually thereaf-
ter to about 300 kg/m3 when the melt season began.
Density increases were due largely to constructive
metamorphism and occasionally to refreezing at
depth of rain and surface melt.

The accumulation period ended when air tem-
perature began a final rise on 26 February; tempera-
ture was above freezing from 4 to 17 March, and
water equivalent began to decline on 4 March. Sig-
nificant water output was measured in a snowmelt
lysimeter from 9 through 18 March. Density climbed

from about 300 kg/m3 to 400 kg/m3 during the first
two phases of melt; it then fluctuated between 350
and 450 kg/m3 and eventually reached 520 kg/m3

just before melting was complete.
Table 5.5 on p. 237 gives the amounts of energy

involved in each of the components of the energy
budget during the accumulation and melt periods for
six seasons at the Danville site. For all accumulation
seasons, L was negative and more than balanced K,
resulting in negative net radiation. H was positive
and LE negative in all accumulation seasons, but the
magnitude of H was several times greater than that
of LE, so there was a net input of heat from turbulent
exchange. There was a very small contribution from
rain. The overall positive net input is largely due to
ground heat, which was sufficient to produce about
87 mm of groundmelt.

In all melt seasons, the input from K was about
twice the loss via L, resulting in a strongly positive net
radiation. This was augmented slightly by G and negli-
gibly by R. Again, sensible-heat exchange was positive
and latent-heat exchange negative, but of considerably

Table 5.4 Example Energy-Balance Computations Using Relations of Section 5.5.2.

Conditions

F

C

Ta (°C)

RH

uaO (m/s)

R (mm/d)

a

Energy-Balance Terms (MJ/m2 · d)

K

L

K + L

H

LE

R

G

FE

Water Production (mm/d)

Snowmelt

Total ablation

Snowmelt + Condensation + Rain

Site 1
Condition A

0.00

0.00

4.00

0.70

3.00

0.00

0.50

8.65

–3.28

5.37

4.43

–6.99

0.00

0.25

3.07

9.2

12.0

9.2

Site 1
Condition B

0.00

1.00

4.00

1.00

3.00

25.00

0.50

2.97

0.85

3.81

4.43

34.4

0.42

0.25

43.3

129.6

129.6

168.4

Site 2
Condition A

1.00

0.00

4.00

0.70

3.00

0.00

0.50

0.17

1.63

1.81

0.89

–1.40

0.00

0.25

1.55

4.6

5.2

4.6

Site 2
Condition B

1.00

1.00

4.00

1.00

3.00

25.00

0.50

0.06

1.63

1.69

0.89

6.87

0.42

0.25

10.1

30.3

30.3

58.1



Figure 5.23 (a) Snowpack water equivalent, average air temperature, and cumulative water output and (b) 
snowpack depth and density at the Sleepers River Research Watershed in Danville, Vermont, for 1972–1973. The 
accumulation period and three phases of the melt period are shown; the boundary between the warming and 
ripening phases is uncertain [data from Anderson et al. (1977)].
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smaller magnitude, giving a net input from turbulent-
exchange processes. The positive net heat input for
melt seasons is the energy used in melting.

5.5.3.3 Comparison of Energy Balances in
Different Environments

Kuusisto (1986) reviewed over 20 studies of melt-
period energy balances; his summary is given in table
5.6. The comparable information for Anderson’s
(1976) study (computed for the melt season from ta-
ble 5.5) has been added. Kuusisto (1986) made the
following generalizations based on his survey:

• Net radiation and turbulent exchange play a major
role in the energy balance, and heat from rain and
from the ground are small or negligible.

• Net radiation and sensible-heat exchange are posi-
tive during snowmelt in most locations.

• Latent-heat exchange is positive in some places,
but negative in others. This is likely the result of
contrasting humidity and wind conditions.

• The net radiation is the most important component
in forests, probably due to the less-negative or posi-
tive longwave radiation and reduced windspeeds.

• On cloudy or rainy days, turbulent exchange of la-
tent heat dominates.

• Very high areal snowmelt rates are usually caused
by intense positive turbulent heat exchange under
humid, windy, and warm conditions.

This last generalization has important implica-
tions for forecasting conditions that can cause snow-
melt flooding. Very warm, humid air and high winds
above a ripe snowpack can produce very high rates
of melt due to latent-heat input. The potential for

Table 5.5 Energy-Balance Components (MJ/m2) for Six Seasons at the NWS Snow Research Station,
Danville, Vermont.

Net shortwave radiation, K

Net longwave radiation, L

Net radiation, K + L

Heat from rain, R

Heat from ground, G

K + L + R + G

Turbulent exchange, sensible, H

Turbulent exchange, latent, LE

H + LE

Net heat input, FE

Net shortwave radiation, K

Net longwave radiation, L

Net radiation, K + L

Heat from rain, R

Heat from ground, G

K + L + R + G

Turbulent exchange, sensible, H

Turbulent exchange, latent, LE

H + LE

Net heat input, FE

68–69

167.94

–264.49

–96.55

0.08

30.77

–65.69

96.76

–11.97

84.79

19.09

191.97

–101.12

90.86

0.46

5.23

96.55

66.57

–28.35

38.23

134.78

69–70

171.50

–259.64

–88.14

0.84

53.89

–33.41

84.37

–25.88

58.49

25.08

129.00

–67.49

61.51

0.63

3.56

65.69

43.13

–17.88

25.25

90.94

70–71

195.28

–282.87

–87.59

0.25

32.24

–55.10

112.92

–27.13

85.79

30.69

162.83

–77.29

85.54

0.71

5.07

91.32

67.12

–23.66

43.46

134.78

71–72

169.70

–238.95

–69.25

0.38

25.00

–43.88

92.49

–24.45

68.04

24.16

150.73

–74.78

75.95

1.26

4.27

81.48

65.86

–28.85

37.01

118.49

72–73

115.14

–174.39

–59.25

0.71

26.29

–32.24

65.40

–16.08

49.32

17.08

149.69

–92.45

57.24

0.67

9.55

67.45

56.32

–35.00

21.31

88.76

73–74

191.76

–225.85

–34.08

1.00

29.73

–3.35

81.86

–20.39

61.47

58.12

168.78

–109.99

58.79

1.17

9.30

69.25

60.80

–31.90

28.89

98.14

Average

168.55

–241.03

–72.48

0.54

32.99

–38.95

88.97

–20.98

67.98

29.04

158.83

–87.19

71.65

0.82

6.16

78.62

59.96

–27.61

32.36

110.98

Accumulation Season

Melt Season

Source: Anderson (1976).
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flooding under these conditions is high because this
situation would typically exist generally over a wa-
tershed, whereas rapid melting due to solar radiation
is largely restricted to south-facing, nonforested
slopes. When rain accompanies warm winds, the
flooding potential may be further exacerbated by the
rain to produce a “rain-on-snow event,” which is
common in the western United States (McCabe et al.
2007) and elsewhere (Sui and Koehler 2001), and
which generated the record floods of March 1936 in
central New England. As can be seen in tables 5.4–
5.6, the heat introduced by the rain plays only a
small role in generating melt; but in some cases the
rain itself, with little melt, can produce floods (Singh
et al. 1997).

One severe flooding case in which melt due to so-
lar radiation did play a large role was that of the Red
River in North Dakota and Minnesota in the spring
of 1997. The watershed of the Red River is flat and
largely unforested; the flood severity was exacerbated
because of a record snowpack, the fact that the river
flows northward, and the interruption of the melt sea-
son by a major blizzard (Macek-Rowland 1997).

5.6 Snowmelt Runoff Generation
We saw earlier that a ripe snowpack typically re-

tains only a small fraction of its water equivalent as
liquid water, which is present as thin films held by
surface tension occupying less than 10% of the pore

space (figures 5.15 and 5.16). As additional water is
produced during the last phase of melting it can no
longer be held against gravity, and downward perco-
lation begins. Natural snowpacks are seldom homo-
geneous, and usually contain discontinuous layers of
varying density that temporarily store and horizon-
tally divert the percolating water (Marsh and Woo
1985; Conway and Benedict 1994; Hirashima et al.
2010). Figure 5.24 shows that the distribution of liq-
uid water in a melting snowpack is far from uniform
vertically or horizontally. However, ice layers usually
disappear as melt progresses, and melting snowpacks
tend to become fairly uniform assemblages of quasi-
spherical grains of 1 to 3 mm diameter. Thus to gain
a basic understanding of the physical processes in-
volved we can treat melting snowpacks as homoge-
neous porous media, physically identical to coarse-
grained soils.

Water arriving at the bottom of the snowpack in-
filtrates into the soil and/or accumulates to form a
saturated zone at the base of the snowpack, moving
toward a surface-water body by one of the paths il-
lustrated in figure 5.25. In figure 5.25a, the water ta-
ble is at depth and the ground above it is
unsaturated, so all of the water output infiltrates and
moves streamward as subsurface flow. In figure
5.25b, the infiltration rate is less than the water-out-
put rate, so a basal saturated zone develops within
the snowpack through which water flows toward the
stream. In figure 5.25c, ground conditions are simi-

Figure 5.24 Contour plot showing cross section of snow wetness (θ) to a depth of 80 cm over 5-m wide areas 
across a slope in the Swiss Alps in the early stages of snowmelt [Techel and Pielmeier (2011)].
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lar to those of 5.25a, but the water table has risen
above the ground surface on the lower part of the
slope so that water moves streamward by both sur-
face and subsurface routes.

The process of infiltration will be discussed in
detail in chapter 8, and runoff generation by pro-
cesses similar to those shown in figure 5.25c will be
examined in chapter 10. Here we focus on snowmelt-
runoff generation by the process shown in figure
5.25b, following Dunne et al. (1976) (figure 5.26).

5.6.1 Flow in the Unsaturated Zone
Above any basal saturated zone, which may

form where meltwater accumulates at an ice layer or
at the ground surface, the pores of snowpacks are
only partially filled with liquid water. Thus the verti-
cal percolation of water in the snowpack is a form of
unsaturated porous-media flow, which is governed by
the basic law of flow in porous media, Darcy’s law
(discussed in detail in section 7.3). Colbeck (1974,

Figure 5.25 Three modes of snowmelt-
runoff generation. (a) The top of the satu-
rated zone in the soil (water table) is at 
depth; percolating meltwater infiltrates and 
percolates to the saturated zone to raise the 
water table and thereby induce increased 
ground-water flow to the stream. (b) The 
water table is at the soil surface or the soil 
surface is impermeable (perhaps due to 
solid soil frost); percolating meltwater accu-
mulates to form a basal saturated zone 
through which water drains to the stream. 
(c) The lower portion of the water table has 
risen above the ground surface into the 
snowpack; water in the upper part of the 
slope moves as in (a), water in the lower 
part as in (b) [adapted from Dunne and Leo-
pold (1978)].
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1978) gave a detailed description and experimental
validation of the application of Darcy’s law to snow-
melt percolation, and his treatment is followed here.

Because of the relatively large grain sizes, sur-
face-tension forces in snow are usually negligible in
relation to gravitational forces. Thus Darcy’s law can
be simplified to

qz = Khun, (5.60)

where qz is the downward vertical flux rate (volume of
water per unit horizontal area per unit time [L T–1])
and Khun is the unsaturated hydraulic conductivity
of the snow [L T–1]. As in soils, unsaturated hydrau-
lic conductivity is a function of the saturated con-
ductivity, Kh, and the degree to which the pores
contain water;

Khun = Kh · S
c, (5.61)

where S is the fraction of pore space containing mo-
bile water,

and the exponent has been found experimentally to
be c ≈ 3. Kh in turn is a function of snow density (in-
versely related to pore-space size) and grain size, d,
and can be estimated as

Kh = 0.077 · d 2 · (g/ν) · exp(–7.8×10–3 · ρs)

= 4.4×105 · d 2 · exp(–7.8×10–3 · ρs), (5.63)

where Kh is in m/s, d is in m, g is gravitational accel-
eration (9.81 m/s2), ν is kinematic viscosity of water
at 0°C (1.79×10–6 m2/s), and ρs is snow density in
kg/m3 (Shimizu 1970; Hirashima et al. 2010). Com-
bining equations (5.60)–(5.62),

Energy inputs to the surface of a ripe snowpack
vary diurnally, usually approximating a sine curve
with a peak input in the early afternoon. Thus the
rate of meltwater production (assumed to originate
at the surface) varies continually. This variation gen-
erates a daily wave of meltwater originating near the
surface and percolating downward (figure 5.27). We
designate the melt rate at any instant hw(t), and a
given melt rate travels vertically downward at a rate

Because the speed of these melt waves increases
as the melt rate increases, percolating water pro-
duced during the period of peak melting near mid-
day overtakes water produced earlier in the day.
Thus the waves tend to accumulate water and de-
velop a sharp wave front, as in figures 5.27 and 5.28.
Equation (5.65) can be integrated to show that the
depth of penetration, z, of a flux of meltwater with
constant flux rate is linearly related to time t:

An example calculation of the travel time of wa-
ter generated at a particular melt rate is given in box
5.3 on p. 243. To illustrate the overall melt-percola-
tion phenomenon, we use the results of Dunne et al.
(1976) over two days of snowmelt at their experi-
mental site at Schefferville, Quebec, Canada. With
their measured values, equation (5.66) becomes

z = 0.59 · hw(t)2/3 · t, (5.67)

where z is in m. Figure 5.29 on p. 243 shows the
downward percolation of various melt rates as given
by equation (5.67): higher melt rate waves travel
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Figure 5.27 Volume 
rates of flow at different 
depths in a homogeneous 
snowpack produced by a 
day of intense fair-weather 
melting [Colbeck (1978)].

Figure 5.28
Comparison of tim-
ing of rate of melting 
at the surface (the 
“input”) and rate of 
vertical unsaturated 
flow at the base of a 
101-cm deep tundra 
snowpack (water out-
put) [Dunne et al. 
(1976). The genera-
tion of runoff from 
subarctic snowpacks. 
Water Resources 
Research 12:675–694, 
with permission of 
the American Geo-
physical Union].
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Box 5.3 Example Computation of Meltwater Percolation

Consider a ripe snowpack with a depth hs = 1.00 m, a 
density ρs = 400 kg/m3, and a grain size d = 2 mm. Then 
from equation (5.63),

From equation (5.25),

θret = 3×10–10 · 4003.23 = 0.076. (5B3.2)

From equation (5.5),

Equation (5.65) then gives

Dunne et al. (1976) measured mid-day melt rates of 
around qz = 0.400 cm/hr = 1.11×10–6 m/s. Equation 
(5B3.4) gives the percolation velocity of water generated 
at this rate as

At this velocity, it takes

for this water to reach the bottom of the snowpack.
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Figure 5.29 Downward perco-
lation of various melt rates (m ≡
dz/dt, cm/hr) as given by equa-

tion (5.67). The times at which
these flux rates intersect the base
of the snowpack determines the

hydrograph of the input to the
saturated layer [Dunne et al.

(1976). The generation of runoff
from subarctic snowpacks. Water

Resources Research 12:675–694,
with permission of the American

Geophysical Union].
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faster (steeper curves), and faster-moving waves
overtake earlier-generated slower waves to form a
shock front (dashed line), which travels at an inter-
mediate speed.

The shock wave in figure 5.29 takes about 7 hr to
reach the base of the 1.01-m deep snowpack, so its
speed is 0.14 m/hr; the peak of the wave in figure
5.27 moves at a velocity of 0.2 to 0.3 m/hr, and An-
derson (1968) found average time lags of ~0.35 m/hr
(figure 5.30). Thus for most shallow seasonal snow-
packs, the peak water output will occur within a few
hours of the peak melt rate. Anderson (1973) devel-
oped an empirical expression for the time lag of
snow melt, i.e., the elapsed time between the begin-
ning of daily melt and the beginning of water output:

where Δt is the time lag (hr), hswe is the water equiva-
lent of the snowpack when melt begins (m), and Δhw6
is the amount of melt generated in a 6-hr period (m).

5.6.2 Flow in the Basal Saturated Zone
Assuming a constant snow depth and uniform

conditions above it, the daily wave of water output
arrives at the base of the snowpack at the same time
all along the slope. This input produces daily waves
that travel downslope in the basal saturated zone at a
velocity, Us, where

Kh is the saturated hydraulic conductivity of the
basal snow layer, and β is the slope angle. Kh is esti-
mated via equation (5.63). However, it should be
noted that the size of snow grains in the saturated
zone can be significantly larger than that in the un-
saturated zone due to more rapid metamorphism:
For a subarctic snowpack, Dunne et al. (1976) found
d = 6 mm in the basal saturated zone and d = 2 mm
in the unsaturated zone.

Using the wave velocity Us, one can calculate the
average time of travel of water in the basal saturated
zone, ts, as

where X is the slope length. ts is typically on the or-
der of 1% of the travel time through the unsaturated
zone (Male and Gray 1981). Thus where a basal sat-
urated zone forms, the lag time between peak melt
rates and peak inputs to small upland streams is de-
termined largely by the travel time associated with
the vertical percolation through the snowpack and is
typically on the order of several hours. In contrast,
infiltrating snowmelt that percolates through the soil
to the ground water (figure 5.25a) may not appear in
streamflow for months (Bengtsson 1988).

5.7 Snowmelt Modeling

5.7.1 Importance of Modeling
Snow is a critical water resource in many regions,

and the extent and depth of snow cover are major in-
fluences on energy and water balances. Because of
difficulties in accessing remote regions, especially
mountainous areas, and limited resources for obtain-
ing ground measurements, satellite observations are
widely used for assessing the extent and water equiva-
lent of snow cover. However, interpretation of both
optical and passive microwave satellite observations
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Figure 5.30 Approximate time lag between the 
time of peak surface melting and the time of peak 
flow from the bottom of a snowpack as a function of 
snow depth [Anderson (1968). Development and 
testing of snow pack energy balance equations. Water 
Resources Research 4:19–37, with permission of the 
American Geophysical Union].
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is far from straightforward, particularly in forested ar-
eas. Thus modeling of snow accumulation and melt is
an essential tool for water-resource management,
simulating global climate, and weather forecasting.

5.7.2 Approaches to Snowmelt Modeling

5.7.2.1 Energy-Balance Approach
The energy-balance relations discussed in section

5.5 form the basis for one class of models of snow-
melt at a point. These models are often characterized
as “physically based” because the energy balance is a
fundamental physical principle (conservation of en-
ergy) and because they use equations that describe
the physics of processes in each component of the en-
ergy balance. However, different models use different
representations of these processes, which may be sim-
pler or more complex than described in section 5.5.
For example, some models may consider the visible
and near-infrared portions of the solar spectrum sepa-
rately, use different ways of characterizing forest ef-
fects on wind and/or snow interception, and consider
different layers within the snowpack. Furthermore,
the processes can be modeled at different spatial and
temporal discretizations; for example, the JULES
model described by Parajka et al. (2010a) operates at
an hourly time step and a spatial resolution of 25 km
× 25 km, and each grid cell contains a variable frac-
tion of nine surface-vegetation types, each of which
can be set to have different properties.

Anderson (1976) made a thorough and extensive
study and testing of point snowmelt-modeling tech-
niques in a large clearing at an elevation of 550 m in
Danville, Vermont, over a period of six years. He
found only minor differences in results using time
steps of 1, 3, and 6 hr. Maximum time steps should
probably not exceed 12 hr in order to capture the
drastic differences between daytime and nighttime en-
ergy balances. Anderson (1976) also compared model
results using snowpack-depth increments of 1, 2.5, 5,
and 10 cm, and found that predicted water equivalent
at a given time increased as the thickness increased
because the thicker layers introduced distortions in
the diurnal warming-cooling cycles. Although there is
little further evidence on which to base definitive
guidelines, one could probably expect significant dis-
tortions to appear in energy-balance models using
thicknesses exceeding 50 to 100 cm. However, many
models treat the snowpack as a single layer.

Andreadis et al. (2009) gave a fairly detailed de-
scription of a modern energy-balance-based snow

model, others are described by Cline (1997), Melloh
(1999), and Wang et al. (2010).

5.7.2.2 Temperature-Index Approach
The empirical temperature-index approach to

snowmelt modeling was developed because (1) mea-
surements of the many variables required for energy-
balance computations are commonly unavailable
and (2) the computational resources to implement
energy-balance computations are limited. Although
the second reason is rapidly becoming less of an is-
sue, some current models use the approach (Rutter et
al. 2009).

The temperature-index approach estimates
snowmelt, Δw, for a time period as a linear function
of air temperature:

Δw = M · (TI – Tb), TI ≥ Tb;
Δw = 0, TI < Tb, (5.71)

where M is a melt coefficient (or melt factor or de-
gree-day factor), TI is an index temperature, and Tb
is a base temperature. The base temperature used is
almost always the melting point, 0°C, and the index
temperature is the average or maximum temperature
for the time period.

This approach is justified because the snow-sur-
face temperature is at or near 0°C during melting,
energy inputs from longwave radiation and turbulent
exchange are approximately linear functions of air
temperature, and there is a general correlation be-
tween insolation and air temperature. Figure 5.31
shows that equation (5.71) approximates daily melt
at the Danville, Vermont, snow research site—al-
though there is considerable scatter. The value of M
that best fits these data is M = 3.6 mm/d · °C, and
the intercept value, –1.4 mm/d, is not significantly
different from 0.

The value of M varies with latitude, elevation,
slope inclination and aspect, forest cover, and time of
year, and should ideally be empirically determined
for a given watershed. In the absence of site-specific
data, several studies have suggested generalized ap-
proaches to estimating M (table 5.7).

5.7.2.3 Hybrid Approach
The dependence of the melt factor on time of

year, land cover, and slope factor (table 5.7) largely
reflects the importance of solar radiation on snow-
melt. To reduce this variability and improve predic-
tion accuracy while retaining practical data
requirements, Kustas et al. (1994) and Brubaker et
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al. (1996) evaluated an approach that computes daily
snowmelt, Δw, as

where Mr is a “restricted” melt factor with a constant
value of 2.0 mm/°C · d and Ta is average daily tem-
perature (°C). In this method the radiation terms are
measured or evaluated as described in sections
5.5.2.1 and 5.5.2.2, and Mr accounts for the turbu-
lent-exchange processes. Brubaker et al. (1996)
showed that the value of Mr ≈ 2.0 mm/°C · d can be
derived from the basic equations for those processes.

5.7.3 Evaluation of Snowmelt Models
Anderson (1976) made a thorough comparison

of point energy-balance and temperature-index mod-
els with measured snowpack properties and snow-
melt production over six snow seasons at the
Danville, Vermont, research site. His complete model
included simulation of snowpack settling and com-
paction as well as the snowpack energy balance, and
was used for both accumulation and melt seasons.
The temperature-index model, calibrated for the
Danville site, is applicable only for the output phase
of the melt season. Figure 5.32 compares snow-

Dw
K L

M T
w f

r a= + +◊ ◊
r l

, (5.72)

Figure 5.31 Daily 
snowmelt, Δw, as a 
function of daily 
average air tempera-
ture, Ta, at Danville, 
Vermont, March 
1973. The line is the 
best-fit linear rela-
tion between the 
two variables for 
days when Ta > 0°C 
[data from Ander-
son et al. (1977)].

Table 5.7 General Melt-Factor Equations.

Male and Gray (1981)
M = 4.0 · (1 – a) · exp(–4 · F) · fsl

Federer and Lash (1978a) (forests in the eastern
United States)
M = fF · (0.7 + 0.0088 · J) · fsl, J < 183

Kuusisto (1986)

Forest: 

Open: 

Symbols
M ≡ melt factor (mm/C° · day)

a ≡ albedo

F ≡ fraction of forest cover

fsl ≡ slope factor ≡ ratio of solar radiation received on the 
site of interest to that on a horizontal surface [equation 
(D.27); a function of latitude, day-of-year, slope 
inclination, and slope aspect]

fF ≡ vegetative-cover factor = 30.0 for open areas, 17.5 for 
hardwood forests, and 10.0 for conifer forests

J ≡ day-of-year (“Julian date”)

ρs ≡ snow density (kg/m3)

ρw ≡ water density (= 1,000 kg/m3)

M s

w

= ◊ -10 4 0 7. . ;
r
r

M s

w

= ◊ -19 6 2 39. .
r
r
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course measurements of snowpack water equivalent
and density with values simulated by Anderson’s
complete energy-balance model for the accumulation
season and the warming and ripening phases of the
melt season in 1972–1973. Figure 5.33 shows the
same comparison for the output phase, and includes
the predictions of the temperature-index model.
Computed daily water output is compared with val-
ues measured in a lysimeter in figure 5.34. Clearly,
both models perform very well in simulating density
and water equivalent for the 1972–1973 snow season;
this was true also in 1971–1972. In three of the other
melt seasons examined, the energy-balance model
gave somewhat better results, while the temperature-
index model was slightly better during one season.
Except for two of the highest-output days, predic-
tions of water output were also good.

Figure 5.35 on p. 249 compares streamflow from
a small (8.42 km2) watershed at the Danville site
with flow predicted with a model called the Snow-
melt Runoff Model (SRM) (Brubaker et al. 1996) for
six seasons. Two versions of the SRM are compared,
one with melt predicted by the seasonally varying
temperature-index approach [equation (5.71)], and

the other with the hybrid approach [equation (5.72)].
The hybrid approach predicted daily runoff better in
only two of the six years, but predicted total runoff
volume significantly better in all years.

Kustas et al. (1994) compared lysimeter-measured
snowmelt with melt estimated via (1) a complete en-
ergy balance, (2) the temperature-index approach with
a seasonally increasing melt coefficient, and (3) the
hybrid approach with radiation terms estimated as in
sections 5.5.2.1 and 5.5.2.2 for a research site in Swit-
zerland (figure 5.36 on p. 250). The accuracy of the
hybrid approach was almost identical to that of the
complete energy balance, and both were considerably
better than the temperature-index estimates.

Anderson (1976) concluded that in heavily for-
ested watersheds, a temperature-index model that in-
cludes a way to account for decreases in areal snow
cover during melt should give results similar to an
energy-balance model. However, an energy-balance
model should perform better than a temperature-in-
dex model when applied to a relatively open (unfor-
ested) watershed where there is considerable
variability in meteorological conditions, and in water-
sheds with considerable physiographic and climatic

Figure 5.32 Comparison of observed
and simulated (energy-balance model)

snowpack water equivalent and density
for the 1972–1973 accumulation season

and warming and ripening phases of the
melt season at Danville, Vermont.

Observed values are snow-course obser-
vations [Anderson (1976)].
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Figure 5.34 Water output observed in 
lysimeter versus simulated via energy-
balance model at Danville, Vermont 
[Anderson (1976)].

Figure 5.33 Comparison of observed and simulated (energy-balance and temperature-index models) snow-
pack water equivalent for the output phase of the 1973 melt season at Danville, Vermont. Observed values are 
snow-course observations [Anderson (1976)].
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variability. He found that the minimal data require-
ments for use of an energy-balance model are an ac-
curate and representative estimate of incoming solar
radiation, plus measurements of air temperature, va-
por pressure, and wind speed.

Promising approaches to snowmelt that would
be especially useful in predicting the effects of global

warming on snow and snowmelt runoff include: (1) a
model of the areal depletion of snow cover in a for-
ested catchment (Buttle and McDonnell 1987), (2) a
model that simulates the growth and disappearance
of the seasonal snow cover from daily air temperature
and precipitation data (Motoyama 1990), and (3) a
model that uses areally averaged versions of the basic

Figure 5.35 1969–1974 snowmelt runoff hydrographs at Sleepers River Research Watershed, Vermont. Open 
circles = measured; dashed line = modeled via temperature-index approach; solid line = modeled via hybrid 
approach [Brubaker et al. (1996). Incorporating radiation inputs into the Snowmelt Runoff Model. Hydrological 
Processes 10:1329–1343, with permission from Wiley].
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energy-balance relations to predict areal snow cover
and snowmelt runoff (Horne and Kavvas 1997).

The World Meteorological Organization (1986a)
compared 11 temperature-index models using com-
mon data sets for six different watersheds, and other
model comparisons were reported by Rango and
Martinec (1994) and Blöschl et al. (1991a, 1991b).
Rutter et al. (2009) evaluated 33 snowpack models of
varying complexity and purpose across a wide range
of hydrometeorological and forest-canopy conditions
at five Northern Hemisphere locations, and com-
pared modeled estimates of snow water equivalent or
depth to observations at forest and open sites at each
location. They found a great deal of variability in
model performance from year to year and site to site,
and concluded that there is no universal “best”
model for all sites or locations.

5.7.4 Summary
Snowmelt is a significant contributor to runoff

and water supplies over much of the Northern Hemi-
sphere, and changes in snowmelt runoff will be one of
the most pronounced hydrologic responses to global
warming. Thus it is important that the processes of
snow accumulation and melt are accurately captured
in land-surface models. Many agencies have devel-
oped models that are specifically designed for particu-
lar regions, data sources, and purposes. However,
they all attempt to simulate melt processes on the ba-
sis of meteorological data to account for the typically

wide range of topography, land use, and weather over
watersheds, and to integrate the processes of water
movement over hillslopes and in stream channels. Be-
cause of the wide variability of conditions, the sparse-
ness of surface meteorological data, and the need to
provide operational forecasts at relatively short time
intervals (usually less than 24 hr), some of these mod-
els use semi-empirical relations rather than physically
based models of melt and water movement. Many
watershed-scale models use some form of tempera-
ture-index model or hybrid approach to predict melt.

These results lead to the following conclusions:

• The understanding of snowpack processes as de-
veloped in sections 5.5 and 5.6 can be used to sim-
ulate point snowmelt to a high degree of precision
given careful measurements of the meteorological
inputs at the point of interest.

• The temperature-index approach can provide use-
ful estimates of daily snowmelt, but the value of
the melt coefficient should reflect local conditions
and seasonal changes.

• The hybrid approach appears to predict daily snow-
melt with a precision equivalent to the complete
energy balance and, since good estimates of the ra-
diation components of the energy balance can usu-
ally be made with commonly available data, this
approach will often be attractive for modeling.

However, recent reviews of approaches to mod-
eling snow processes (Roesch 2006; Andreadis et al.

Figure 5.36 Daily snow-
melt measured by lysimeter 
and simulated by the temper-
ature-index approach, the 
hybrid approach, and the 
energy-balance approach at 
Weissfluhjoch, Switzerland, 
for the 1985 melt season 
[Kustas et al. (1994). A simple 
energy budget algorithm for 
the snowmelt runoff model. 
Water Resources Research 
30:1515–1527, with permis-
sion of the American Geo-
physical Union].
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▼ EXERCISES

1. Snow surveyors using a snow tube and thermometer recorded the following data from a
snow course on two different dates (temperature was taken at the mid-point of the snow
depth to represent the average snowpack temperature):

a. Compute the snow density and cold content for both dates.

b. How much energy needs to be added to the snowpack before water output begins?

2. The following snow-tube and temperature data were collected at five stations spaced 30 m
apart on the University of New Hampshire baseball field:

At station 3, an undisturbed sample of snow measuring 33 cm wide by 50 cm long by 18.2
cm deep was collected in a plastic container with an empty weight of 1,284 g. The weight
of the container with snow was 6,246 g.

a. Calculate the average depth, density, and water equivalent of the snowpack.

b. Compare the average density calculated from the snow tube with that calculated from
the bulk sample.

2 March 2013

Depth (cm)

Water equivalent (cm)

Temperature (°C)

Station 1

92

29

–6

Station 2

94

30

–5

Station 3

105

33

–6

Station 4

93

29

–6

Station 5

96

32

–6

7 March 2013

Depth (cm)

Water equivalent (cm)

Temperature (°C)

Station 1

88

35

–2

Station 2

89

36

–2

Station 3

102

40

–3

Station 4

88

35

–2

Station 5

91

37

–3

31 January 2005

Depth (cm)

Water equivalent (cm)

Temperature (°C)

Station 1

20.1

4.0

0.0

Station 2

18.3

2.0

0.0

Station 3

18.2

3.0

0.0

Station 4

16.4

3.5

0.0

Station 5

24.5

4.5

–1.0

2009; Parajka et al. 2010b; Rutter et al. 2009) have
noted that the representation of snow processes in
land-surface models is a key area in which improve-
ments are required. Part of the difficulty arises be-
cause the physics of snow accumulation and ablation
operate at much finer temporal and spatial scales
than those resolved in most models. This problem is
particularly important in mountainous areas, where
orographic effects influence local precipitation, and
in forested areas, where the canopy affects all aspects
of the energy balance in complex ways.

Important challenges in modeling snowmelt
over large areas remain, including:

• Accounting for differences in snow accumulation
and melt over the typically large range of varia-
tions in topography, elevation, and vegetation.

• Achieving the correct partitioning of rain/snow
(section 4.1.8). This problem is exacerbated in wa-
tersheds that have a wide range of elevation.

• Accounting for spatial and temporal variations in
the areal extent of snow cover. Improvements in
the interpretation of satellite imagery are evolving
and will improve the estimation of areal snow
cover (Dozier 2011).

• Accounting for the movement of water output to
the watershed outlet. Empirical and semi-empiri-
cal techniques, some of which are discussed in
chapter 10, are used for this.
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3. Using a snow tube, make a survey of snow depths, densities, and water equivalents under
various conditions of slope, aspect, and forest cover. If a snow tube is not available, mea-
sure depths with a meter stick and collect samples to be melted to determine water equiva-
lents. Write a brief report comparing observations in different environments.

4. For one or more snow storms, compare the catch of a rain gauge with the increment of
water equivalent as determined with a snow tube or by collecting and melting the snowfall.
Compare the results with the information in figure 4.16. Write a brief report discussing
your findings.

5. The spreadsheet program SolarRad.xls (see appendix D) on the disk accompanying this
text computes the daily clear-sky incident solar radiation, Kin, as a function of latitude,
date, slope steepness, and orientation. Select fixed values for four of these factors and a
range of values for the fifth, and use the program to compute how Kin varies as a function
of this fifth factor. Summarize your results with appropriate tables and/or figures and a
brief discussion.

6. The program SnowMelt.xls on the disk accompanying this text computes the daily snow-
melt and water output as a function of a number of environmental variables using the rela-
tions described in section 5.5.2.

a. Using this spreadsheet and SolarRad.xls to estimate clear-sky solar radiation, compare
snowmelt at sites with varying forest cover and slopes under varying weather conditions
as specified by your instructor.

b. Write a brief report comparing the relative importance of the various energy-balance
components under the differing site and weather conditions.

c. Write a paragraph comparing the melt and water output computed by the energy bal-
ance, the temperature-index approach, and the hybrid approach under the various con-
ditions. Describe the reasons for any significant differences.

7. Use the approach described in section 5.6 and box 5.3 to compute the time lag for the
water output from ripe snowpacks under the following conditions:

▼ NOTES
1 See section 1.10.
2 Rainfall interception and interception loss are discussed in detail in chapter 6.
3 In some regions and some years, snow covers may form and melt more than once during the winter; in

these cases each successive snowpack will go through an accumulation period and the three phases of the
melt period.

4 θret is directly analogous to the “field capacity” of a soil, defined in chapter 8.

Case

1

2

3

4

Snow Depth (cm)

1

2

5

1

Density (kg/m3)

400

500

400

350

Grain Size (mm)

2

1

2

1

Melt Rate (cm/hr)

1

2

5

2



253

6

Evapotranspiration

Evapotranspiration is the collective term for all
the processes by which water in the liquid or solid
phase at or near the earth’s land surfaces becomes at-
mospheric water vapor. The term thus includes evap-
oration from rivers and lakes (open water), bare soil,
and vegetative surfaces (interception loss); evapora-
tion from within the leaves of plants (transpiration);
and sublimation from ice and snow surfaces.

Globally, about 62% of the precipitation that
falls on the continents is evapotranspired, amounting
to 73,000 km3/yr (table 2.6). Of this, about 42%
(29,000 km3/yr) is transpiration (various models esti-
mate a range from 25 to 64%; Wang and Dickinson
2012) and about 3% (2,000 km3/yr) is open-water
evaporation. Most of the remainder is interception
loss; soil evaporation is a minor component of the to-
tal. Figure 2.27 shows the global distribution of
evapotranspiration, and tables 2.7 and 2.8 give data
on evapotranspiration from the continents and from
major river basins. Note that evapotranspiration ex-
ceeds runoff in most of the river basins and on all the
continents except Antarctica.

A quantitative understanding of evapotranspira-
tion is of vital practical importance:

• Evapotranspiration is a major component of energy
as well as water-vapor exchange between land sur-
faces and atmosphere (figure 2.3). Understanding

relations between evapotranspiration and ecosys-
tem type is a requirement for predicting ecosystem
response to climate change (Woodward 1987).

• Evapotranspiration is essential to the growth of
plants that form the base of natural ecosystems
and agriculture.

• Over the long term, the difference between conti-
nental precipitation and evapotranspiration is the
water available for direct human use and manage-
ment. Thus quantitative assessments of water re-
sources and the effects of climate and land-use
change on those resources require a quantitative
understanding of evapotranspiration.

• Much of the world’s food supply is grown on irri-
gated land, and irrigation is one of the largest uses
of water in the United States and many other
countries. Efficient irrigation requires knowledge
of crop water use (transpiration), so that water will
be applied only as needed.

• Evaporation has a significant influence on the
yield of water-supply reservoirs, and thus on the
economics of building reservoirs of various sizes.

• The fraction of water falling in a given rain storm
that contributes to streamflow and to ground-wa-
ter recharge is in large part determined by the
“wetness” of the land; this wetness depends on the
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amount of evapotranspiration that has occurred
since the previous storm.

Direct measurement of evapotranspiration is
much more difficult and expensive than of precipita-
tion and streamflow, and is usually impractical. Thus
hydrologists have developed an array of methods
that provide estimates of evapotranspiration based
on measurements of more readily measured quanti-
ties. A major goal of this chapter is to show how
these methods are based on the basic physics of radi-
ant-energy exchange (section 2.1.3), the laws of gases
(sections 3.1 and 3.2), and the physics of turbulent
mass and energy exchange (turbulent diffusion) at
the earth’s surface (sections 3.3 and 3.5). These rela-
tions are involved in liquid-vapor and solid-vapor
phase changes at all surfaces, including transpiring
leaves, and the chapter begins by reviewing and ex-
tending those basic relations. Following this we de-
fine the basic types of evapotranspiration, and then
focus on methods of estimation appropriate for each
type in various situations. We concentrate here on the
liquid-vapor transition, since evaporation from snow
was discussed in chapter 5.

6.1 Evaporation and
Heat-Exchange Processes

6.1.1. Vapor-Pressure Relations
The vapor pressure of an evaporating surface, es,

is equal to the saturation vapor pressure at the sur-
face temperature, es(Ts), so

es = e*(Ts), (6.1)

where e*(Ts) is given to good approximation by

with T = Ts in °C and vapor pressure is in kPa.
The vapor pressure at height z above the surface,

e(z), depends on the relative humidity, RH(z), as well
as the air temperature, T(z):

e(z) = RH(z) · e*[T(z)], (6.3)

where e*[T(z)] = e*(z) is the saturation vapor pressure
at the air temperature.

Some approaches to estimating evapotranspira-
tion make use of the slope of the relation between sat-
uration vapor pressure and temperature, Δ. Its value
can be found by taking the derivative of equation (6.2):

where Δ(T) is in kPa/C° and T is in °C. Note that, like
e*(T), Δ(T) increases exponentially with temperature.

6.1.2 Evaporation as a Diffusive Process
The physical mechanism by which water vapor

is transferred from a water or leaf surface to the at-
mosphere is turbulent diffusion, as described in sec-
tion 3.5. Fick’s law of diffusion states that the rate of
transfer (flux), FS, of a constituent S in the z-direc-
tion, is directly proportional to the gradient of con-
centration, χS, of S in that direction:

The proportionality parameter DS is the diffusivity
of S in the fluid (figure 3.12). For our purposes, the
quantity S may represent water vapor, latent heat, or
sensible heat, and the z-coordinate is directed verti-
cally upward.

The diffusivity characterizes the vertical trans-
port effected by turbulent eddies that result from (1)
surface friction acting on horizontal winds (forced
convection) and/or (2) buoyancy due to heating at
the surface (free convection). In the absence of buoy-
ancy effects (neutral stability), the vertical distribu-
tion of wind velocity is given by the Prandtl–von
Kármán universal velocity distribution:

where u(z) is the time-averaged wind velocity at
height z above the ground surface, u* is the “friction
velocity” [which must be determined from measured
values of u(z)], κ is a dimensionless constant ≈ 0.4,
the height zd is called the zero-plane displacement
height, and z0 is the roughness height (figure 3.10).
As noted in section 3.5.2, zd and z0 can be taken to be
proportional to the average height of the roughness
elements on the surface. Note from (6.6) that u(z) = 0
at z = zd + z0, which is the virtual surface. Typical z0
and zd values for water and various vegetation cate-
gories are given later in this chapter.

As developed in section 3.5.3.4, the combination
of equations (6.5) and (6.6) and ideal gas laws gives the
mass-transfer equation for evaporation rate, E [L T–1]:
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where p is atmospheric pressure, ρa and ρw are the
mass densities of air and water, respectively, and e(z1)
and e(z2) are vapor pressures at heights z1 and z2.
Note that, since u(z2) > u(z1), evaporation occurs (E
> 0) when e(z1) > e(z2); when e(z1) < e(z2), condensa-
tion occurs at the surface (E < 0).

If we assume that the surface velocity us ≡ u(zd +
z0) = 0 and designate es as the vapor pressure at the
evaporating surface, we can simplify (6.7) to

Note that κ is a constant, and that typical near-sur-
face values for ρa = 1.220 kg/m3, ρw = 1,000 kg/m3,
and p =101.3 kPa, can often be assumed (table 3.1).
In this case the evaporation rate can be estimated via
equation (6.7) using measurements of wind velocity,
temperature, and humidity at two levels as

where the vapor pressures are in kPa; or via equation
(6.8) by measuring those quantities at one level, zm,
and vapor pressure (es*) at the surface:

Further simplification is possible if we assume a
standard measurement height (e.g., zm = 2 m typi-
cally) and, for a given surface, typical values of zd and
z0. In this case we can define a water-vapor transfer
coefficient KE with dimensions [L2 F–1],

and write the mass-transfer relation for evapotranspi-
ration in its most simplified form as:

E = KE · u(zm) · [es – e(zm)]. (6.12)

This shows that, for a given surface,

Evaporation/condensation rate is proportional 
to the product of near-surface vapor-pressure 

difference and wind speed.

6.1.3 Latent-Heat Exchange
As explained in section 3.3.2, evaporation/con-

densation is always accompanied by a transfer of latent
heat from/to the evaporating body to/from the air.
The rate (flux) of latent-heat transfer, λE [E L–2 T–1], is
found simply by multiplying the evaporation rate by
the latent heat of vaporization, λv, and the mass den-
sity of water, ρw:

λE = ρw · λv · E. (6.13)

The latent heat of vaporization decreases as the
temperature of the evaporating surface increases; this
relation is given approximately by

λv = 2.50 – 2.36×10–3 · T, (6.14)

where λv is in MJ/kg and T is in °C.

6.1.4 Sensible-Heat Exchange
As developed in section 3.5.3.6, the upward rate

(flux) of sensible-heat exchange by turbulent diffu-
sion under neutral-buoyancy conditions, H, is
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where T(z) is temperature at height z. As in equation
(6.8), this can be written for use with measurements
at the surface and one level,

where Ts is surface temperature.
And, as in equation (6.11) we can use standard

surface values of ca = 1.00×10–3 MJ/kg · K, ρa =
1.220 kg/m3, and κ = 0.4, to define a sensible-heat-
transfer coefficient, KH:

to show that, for a given surface,

Sensible-heat flux is proportional to
the product of near-surface

temperature difference and wind speed:

H = KH · u(zm) · [Ts – T(zm)]. (6.18)

6.1.5 The Bowen Ratio, the Psychrometric 
Constant, and the Evaporative Fraction

In developing approaches to estimating evapo-
transpiration based on energy balances we will see
that it is sometimes useful to incorporate the ratio of
sensible-heat exchange to latent-heat exchange. This
quantity, originally formulated by Bowen (1926), is
called the Bowen ratio, B:

Combining equations (6.8), (6.16), and (6.19), we have

Thus the Bowen ratio depends on the ratio of sur-
face-air temperature difference to surface-air vapor-
pressure difference, multiplied by a factor γ, where

The factor γ [F L–2 Θ–1] enters separately into
some expressions for estimating evapotranspiration,
and is called the psychrometric constant.1 Using
typical values of ca = 1.00×10–3 MJ/kg · K, p = 101.3
kPa, and λv = 2.47 MJ/kg, γ = 0.066 kPa/K, and
that value is commonly used. However, γ is not
strictly a constant: Its value should be adjusted for
the effect of elevation on pressure (figure 2.2) and the
effect of temperature on latent heat [equation (6.14)].

It has also proved useful in studies of regional
evapotranspiration to define the evaporative frac-
tion, EF, as the ratio of latent-heat flux to total turbu-
lent-heat flux:

6.1.6 The Energy Balance
Both evaporation/condensation as a latent-heat

flux and the transfer of sensible heat between a sur-
face and the atmosphere involve the removal or addi-
tion of energy from the surface. Thus these processes
are intimately involved with the energy balance of
the surface. The general energy balance for an evapo-
transpiring body during a time period Δt can be writ-
ten as

where the first six terms represent average energy
fluxes (energy per unit area of evaporating surface
per unit time) via the following modes: (1) evapora-
tion, λE; (2) net shortwave radiation input, K; (3) net
longwave radiation input, L; (4) net output via con-
duction downward from the surface, G; (5) net out-
put of sensible-heat exchange with the atmosphere,
H; and (6) net input associated with inflows and out-
flows of water (water-advected energy), Aw. ΔU is
the change in the amount of heat stored in the body
per unit area between the beginning and end of Δt.2

Where appropriate, a term representing the energy
used in photosynthesis can be included in equation
(6.23), but this term is usually small (≤ 3% of K + L
for crops; C. A. Federer, pers. comm.).
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From equation (6.23) we see that any evapora-
tion occurring during Δt must be balanced by some
combination of heat inputs from radiation or sensi-
ble heat from the atmosphere, from below, or from
inflowing water, and/or a loss of heat energy (i.e., a
temperature reduction) in the evaporating body.

6.2 Classification of
Evapotranspiration Processes
Various methods for estimating evapotranspira-

tion have been developed for specific surfaces and
energy-exchange situations determined by the fol-
lowing conditions:

• Type of surface: open water, bare soil, leaf or leaf
canopy, a specific reference crop (usually a complete
cover of well-watered grass, as discussed later), or
land region (generally including vegetated sur-
faces, surface-water bodies, and areas of bare soil);

• Availability of water: unlimited water available to
evaporate, or water supply to the air, may be lim-
ited because water vapor must pass through plant
openings or soil pores;

• Stored-energy use: ΔU in equation (6.23) may be
significant or negligible; and

• Water-advected energy use: Aw in equation (6.23)
may be significant or negligible.

Table 6.1 shows how the various “types” of
evapotranspiration are distinguished with respect to
the above conditions, and the methods described in
subsequent sections of this chapter are classified ac-
cording to these types.

Additional considerations in choosing a method
for use in a given circumstance are: (1) the purpose
of the analysis (e.g., determination of the amount of
evapotranspiration that has actually occurred in a
given situation, incorporation in a hydrologic model,
reservoir design, general water-resources assessment,
etc.); (2) the available data (particular meteorological
parameters measured and whether measurements
were made at the area of interest or are estimated re-
gional values); and (3) the time period of interest
(hourly, daily, monthly, annual, climatic average).
We will indicate the applicability of the various
methods with respect to these considerations.

6.3 Free-Water and
Lake Evaporation

In natural water bodies, water-advected heat and
changes in heat storage may play a significant role in
the energy balance [equation (6.23)]. The magnitude
of these components in a particular case depends in
large part on the area, volume, and residence time of
water in the lake relative to the time period of the
analysis. Because of the variable importance of these
nonmeteorologic factors in the energy balance, it is
not generally possible to develop equations for pre-
dicting the evaporation for a particular lake from me-
teorologic data alone. In order to develop general
methods for estimating evaporation from surface-wa-
ter bodies, hydrometeorologists have formulated the
theoretical concept of free-water evaporation:

Table 6.1 Classification of Types of Evapotranspiration.

Evapotranspiration Type

Free-water evaporationa

Lake evaporation

Bare-soil evaporation

Transpiration

Interception loss

Potential evapotranspiration

Actual evapotranspiration

Type of Surface

Open water

Open water

Bare soil

Leaf or leaf canopy

Leaf or leaf canopy

Reference cropb

Land areac

Availability of Water to 
Surface

Unlimited

Unlimited

Limited to unlimited

Limited

Unlimited

Limited to air, unlimited 
to plants

Varies in space and time

Stored Energy Use

None

May be involved

Negligible

Negligible

Negligible

None

Negligible

Water-Advected 
Energy Use

None

May be involved

None

None

None

None

None

aAlso called potential evaporation.
bUsually a complete ground cover of uniform short vegetation (e.g., grass); discussed further in section 6.7.1.
cMay include surface-water bodies and areas of bare soil.
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Free-water, or potential, evaporation (E0) is 
the rate (flux) of evaporation that would occur 
from an extended open-water surface under 

current meteorologic conditions without
heat-storage or water-advected-energy effects.

Lake evaporation is determined by adjusting
free-water evaporation to account for the advection
and heat-storage effects in a given water body. In the
following discussion of methods, we will indicate
how each approach can be applied to estimating free-
water evaporation and lake evaporation.

6.3.1 Eddy Correlation

6.3.1.1 Theoretical Basis
As described in section 3.5.4, turbulence theory

indicates that the flux of upward movement of water
vapor near the surface (i.e., the local evaporation
rate) is proportional to the time average of the prod-
uct of the instantaneous fluctuations of upward air
velocity, v′, and of absolute humidity, q′, around their
respective mean values:

where the overbar denotes time averaging.
If sensors capable of accurately recording and in-

tegrating high-frequency (on the order of 10 s–1) fluc-
tuations in humidity and vertical velocity are used,
equation (6.24) is often considered to give the “true”
evaporation rate because the method has a sound
theoretical foundation and requires no assumptions
about parameter values, the shape of the velocity
profile, or atmospheric stability.

6.3.1.2 Practical Considerations
The eddy-correlation approach is mathemati-

cally complex and has stringent instrumentation re-
quirements. It is increasingly used in studies of land
evapotranspiration, but the additional difficulties of
modifying the instrumentation for installation on
rafts make it impractical for operational evaporation
estimates over open water.

The eddy-correlation approach can give mea-
surements of free-water evaporation representative of
limited (~ 1 ha) areas upwind of the sensors, with ac-
curacies of about 10% for time periods as short as 0.5
hr (Stannard and Rosenberry 1991). However, recent
comparative studies indicate that the method tends to

give evaporation rates only about 80% of the rates
given by energy-balance approaches, perhaps because
it does not measure fluctuations over the full range of
turbulent-eddy sizes (Wang and Dickinson 2012).

6.3.2 Mass Transfer

6.3.2.1 Theoretical Basis
The mass-transfer approach makes direct use of

equation (6.12), often in the form

E0 = [b0 + b1 · u(zm)] · [es – e(zm)], (6.25)

where b0 accounts for any free-convection effects and
b1 depends chiefly on the height and location at which
wind speed and air vapor pressure are measured.

The theoretical analysis leading to equations
(6.11) and (6.12) indicates that, in the absence of
buoyancy effects, b0 = 0 and b1 = KE. Thus we can
evaluate b1 by inserting appropriate numerical values
for the quantities in equation (6.11). Published val-
ues of z0 for water surfaces range from 1×10–4 to
1.2×10–3 m. Using z0 = 5×10–4 m and zd = 0 m (Brut-
saert 1982) along with standard values for air and
water properties and a measurement height of 2 m,
we find

E0 = 1.7×10–8 · u(2 m) · [es – e(2 m)], (6.26a)

where E0 and u(2 m) are in the same units and vapor
pressures are in kPa. When u(2 m) is in m/s and E0 is
in mm/day, the relation becomes

E0 = 1.5 · u(2 m) · [es – e(2 m)]. (6.26b)

The evaporation rate is also affected by atmo-
spheric stability (section 3.5.3.7). When the water
surface is warmer than the air, the air in contact with
the surface is warmed by conduction and tends to
rise, so that there is turbulent transport of water va-
por (and heat) away from the surface even in the ab-
sence of wind (b0 > 0). This free convection is most
common in situations where the water body has
been artificially heated, as in a cooling pond or a
river reach receiving heated water from a power
plant. However, it also occurs in large lakes because
of thermal inertia: Derecki (1981) found consider-
able seasonal variation for Lake Superior, with b < 0
in summer when the lake is colder than the air, and b
> 0 in fall and winter when the lake is warmer. One
approach to account for the effect of atmospheric in-
stability on KE when Ts > Ta is to model b0 in equa-
tion (6.25) as a positive quantity that increases with
the temperature difference between the surface and

E v qa

w
0 = ¢ ¢◊ ◊r

r
, (6.24)
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the air. In a comparative study of several evaporation
equations, Rasmussen et al. (1995) found that the
following gave the best results:

where E0 is evaporation rate in mm/day; Ts and
T(zm) are in °C; u(zm) is in m/s; es and e(zm) are in
kPa, ρw is in kg/m3, and λv is in MJ/kg.

6.3.2.2 Practical Considerations
Use of equation (6.26) or (6.27) requires mea-

surement of wind speed, air temperature, and hu-
midity at a height above the surface, and of surface
temperature. Clearly all measured values should be
representative of the entire water body, which may
be difficult to accomplish using shore-based observa-
tion stations (Sene et al. 1991). In fact, in a compara-
tive study, Winter et al. (1995, p. 991) concluded that
“the mass transfer equation is acceptable only if a
raft station is used so that water temperature and
wind speed data can be obtained near the center of
the lake.” If the lake surface is highly irregular with
many inlets, it may be difficult to obtain measure-
ments representative of the entire water body, al-
though surface temperature may be obtained from
satellite observations of outgoing thermal radiation
(Croley 1989).

Many studies have been done to verify the ap-
propriate values for b0 and b1 and, because of varia-
tions in lake size, measurement height, instrument
location, atmospheric stability, and time scale, each
study has obtained a different set of values. The Lake
Hefner project (Harbeck et al. 1954) and a study by
Ficke (1972) in Indiana were among the most de-
tailed and careful of these studies because accurate
estimates of daily evaporation could be indepen-
dently obtained via the water balance. In both cases,
e(zm) represents the vapor pressure of the air unmodi-
fied by passage over the lake. Both studies confirmed
that b0 = 0, and Harbeck et al. (1954) found KE al-
most identical to the value in equation (6.26) while
Ficke (1972) found KE about 15% smaller. A later
study of Lake Erie found KE very close to Harbeck’s
Lake Hefner value (Derecki 1976).

It appears that much of the variability in KE
found in various studies is a function of lake area.
Harbeck (1962) found that the empirical relation

KE = 1.26 · AL
–0.05 (6.28)

can be used in equation (6.26) when lake area AL is
in km2, u(2 m) is in m/s, vapor pressures are in kPa,
and E0 is in mm/day. There are two reasons for this
area effect: (1) since water surfaces are smoother
than land surfaces, the efficiency of turbulent eddies
in the vertical transport of water vapor decreases as
the wind travels longer distances over a lake and (2)
the vapor pressure will increase with downwind dis-
tance as evaporation occurs, decreasing the effective
vapor-pressure difference over the lake compared
with the value measured anywhere except on the
downwind shore.

Thus the mass-transfer approach is potentially
useful for determining the amount of free-water evap-
oration that has occurred during a given time period
during which u(zm), Ts, T(zm), and RH(zm) have been
measured at a representative location. However, the
mass-transfer equation is derived for the instantaneous
rate of evaporation under given instantaneous values
of wind speed and vapor pressure. Because the vapor
pressures are determined from measured tempera-
tures via the nonlinear relation of equation (6.2), and
because wind speed and vapor-pressure differences
may be correlated, one cannot assume that the ap-
proach will give the correct time-averaged rate of evap-
oration when time-averaged temperatures and wind
speeds are used as independent variables. Using Lake
Hefner data, Jobson (1972) determined the errors
that are introduced in calculating average evapora-
tion from averaged temperatures and wind speeds for
averaging periods of 3 hr, 1 day, and 1 month. The re-
sults, shown in table 6.2, indicate that little error is
introduced for averaging periods up to 1 day, but that
a bias is introduced with monthly averaging.
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Table 6.2 Errors in Computing Time-Averaged 
Evaporation Using Time-Averaged Temperatures and 
Wind Speeds.

Median % error

% of time periods with 
less than 5% error

% of time periods with 
less than 10% error

3 hr

0

97

>99

1 day

0

79

93

1 month

+4

—

—

Averaging Period

Source: Data from Jobson (1972), based on Lake Hefner studies.
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In general, the mass-transfer method can be used
to predict, forecast, or model free-water evaporation
based on predicted, forecast, or modeled values of
the independent variables. It is particularly useful for
modeling artificially heated water bodies, for which
surface temperatures can usually be readily calcu-
lated. However, it is difficult to apply the method for
predicting evaporation in naturally heated water
bodies, because there are virtually no climatic data
on water-surface temperatures, and modeling such
temperatures is difficult. In a comparative study on a
small lake Rosenberry et al. (2007) found that mass-
transfer methods often showed large deviations from
evaporation rates calculated by other methods.

6.3.3 Energy Balance

6.3.3.1 Theoretical Basis
Equation (6.23) is the energy-balance equation

for an evaporating water body. Solving this for evap-
oration rate,

where E has dimensions [L T–1]. By definition, free-
water evaporation is calculated by including only the
terms involving energy exchange at the surface:

Equations (6.29) and (6.30) can be written in a
different and often more useful form by using the
Bowen ratio [equation (6.19)]: The sensible heat-loss
rate, H, is replaced by

H = B · λE = B · ρw · λv · E, (6.31)

so that (6.29) becomes

and (6.30) becomes

Use of (6.32) or (6.33) is usually preferable to
(6.29) or (6.30) because it does not require measure-
ments of wind speed, only the near-surface tempera-
ture and vapor-pressure differences, and does not
require adjustments for nonneutral stability condi-
tions except in extreme cases (Wang and Dickinson

2012). However, problems arise when the vapor-pres-
sure difference becomes very small, such that B → ∞.

Conceptually, net water-advected energy is found
from

where cw is the specific heat of water, P is precipita-
tion rate, Q and GW, respectively, represent surface-
water and ground-water inflows and outflows ex-
pressed as volumes per time per unit lake area, and T
represents the various temperatures of the respective
inflows and outflows. All the quantities in (6.34) rep-
resent averages over the measurement period.

The change in energy storage in a lake is found
from the volumes and average temperatures of the
lake water at the beginning and end of Δt:

ΔU = cw · ρw · (V2 · TL2 – V1 · TL1), (6.35)

where V is lake volume, TL is average lake tempera-
ture, and the subscripts 1 and 2 designate values at
the beginning and end of Δt, respectively.

6.3.3.2 Practical Considerations
The energy-balance approach requires precise

determination of all the nonnegligible quantities in
the basic equation because all measurement errors
are included in the final computation of evaporation.
However, it is often possible to determine values of
the surface energy-balance components with greater
accuracy than possible for other approaches, and the
energy-balance/Bowen-ratio approach is often used
as the standard determination of free-water evapora-
tion against which other methods are compared
(Winter et al. 1995; Rosenberry et al. 2007). Ways of
determining values of the radiation components
when direct measurements are lacking were intro-
duced in section 5.5.2; these are reviewed and ex-
tended in box 6.1.

In most situations, the heat exchange by conduc-
tion between a lake and the underlying sediments
(G) is not measured and is assumed negligible.
Rosenberry et al. (1993) found that this term ac-
counted for about 7% of evaporation.

For determining lake evaporation, the magni-
tude of the advection and heat-storage terms must be
assessed. These depend on the climate, geologic and
hydrologic setting, and the area, volume, and resi-
dence time of water in the lake relative to the time
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period of the analysis. Clearly, a detailed evaluation
of the advection term is a formidable measurement
challenge. However, Kohler and Parmele (1967)
stated that the effects of advected energy are small—
unless inflows and outflows are large relative to
evaporation, and even then only if inflow and out-
flow temperatures differ appreciably. In many cases,
errors may be minimized by choosing Δt so that the
term in parentheses in equation (6.34) is likely to be

small. In most situations this will be true if Δt = 1 yr
unless the residence time of water in the lake is
greater than 1 yr.

The ΔU term may be quite well constrained by
measuring water-temperature profiles and lake vol-
ume at the beginning and end of the measurement
period. In regions that experience cold winters, lakes
become isothermal at the temperature of maximum
density (3.98°C) in the fall and spring, so those times

Box 6.1 Determination of Shortwave and Longwave Radiation Fluxes for Energy-Balance Computations

Shortwave (Solar)

Net shortwave, or solar, radiation, K, is given by

K = Kin · (1 – a), (6B1.1)

where Kin is incident solar radiation and a is the albedo 
(shortwave reflectivity) of the water surface. Incident 
and reflected solar radiation can be measured with 
pyranometers, but this is routinely done at only scat-
tered locations. Where Kin is not directly measured, it is 
best determined from hourly, daily, and monthly insola-
tion values representative of large areas (~0.5° latitude × 
0.5° longitude) developed from Geostationary Opera-
tional Environmental Satellite (GOES) imagery (Justus et 
al. 1986). When observations of the fraction of sky cov-
ered by cloud, C, are available, Kin can be determined 
from empirical relations such as

Kin = [0.355 + 0.68 · (1 – C)] · Kcs (6B1.2)

(Croley 1989), where Kcs is the incident clear-sky solar 
radiation determined from the latitude, time of year, and 
humidity using the relations given in appendix D. How-
ever, manual observations of C are no longer routinely 
available in the United States. 

Koberg (1964) presented an empirical relation giving 
the albedo of a water surface as a function of Kin:

a = 0.127 · exp(–0.0258 · Kin), (6B1.3)

where Kin is in MJ/m2 · day; other studies have assumed a 
constant albedo value in the range 0.05 ≤ a ≤ 0.10.

Longwave

The net input of longwave energy, L, is the difference 
between the incident flux, Lin, emitted by the atmo-
sphere and clouds and the outgoing radiation from the 
surface, Lout:

L ≡ Lin – Lout. (6B1.4)

Lin and Lout can be measured directly by means of 
pyrgeometers or as the difference between all-wave 
radiation measured by a radiometer and shortwave 

radiation measured by a pyranometer. However, such 
measurements are available at only a few locations, so 
the longwave component of the energy balance is usu-
ally estimated using the Stefan–Boltzmann equation 
[equation (2.1)] and readily available meteorological 
observations as described below. 

Incident longwave energy flux is given by

Lin = εat · σ · Ŧa
4, (6B1.5)

where εat is the integrated effective emissivity of the 
atmosphere, σ is the Stefan–Boltzmann constant (σ = 
4.90×10–9 MJ/m2 · K4 · d), and Ŧa is the air temperature 
(K). The outgoing longwave flux is the sum of the radia-
tion emitted by the lake surface and the portion of the 
incident radiation reflected by the surface. Since the 
longwave reflectivity of a surface equals one minus its 
longwave emissivity, 

Lout = εs · σ · Ŧs
4 + (1 – εs) · Lin, (6B1.6)

where the subscript s designates surface values. Com-
bining equations (6B1.4)–(6B1.6), expanding, and simpli-
fying gives

L = εs · εat · σ · Ŧa
4 – εs · σ · Ŧs

4, (6B1.7)

where εs = 0.95 for water.
As discussed in section 5.5.2.2, εat is largely a function 

of humidity and cloud cover. Flerchinger et al. (2009) 
reviewed empirical formulas for estimating εat and 
found the best results using

εat = (1 – 0.84 · C) · [0.83 – 0.18 · exp(–1.54 · ea)] + 0.84 · C,
(6B1.8)

where surface vapor pressure ea > 0.285 kPa and C is 
fractional cloud cover. However, Abramowitz et al. 
(2012) found that 

Lin = 2.7 · ea + 0.245 · Ŧa – 45.14 (6B1.9)

(where Lin is in MJ/m2 · day and ea is in kPa) performed 
best for both clear and cloudy conditions, and sug-
gested its use without correcting for clouds.
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can be used to bound Δt. It may be possible to relate
average lake temperature to water-surface tempera-
ture (Rosenberry et al. 1993), which can be remotely
sensed; however, the relation between the two must
be established for each lake, and at least for deep
lakes will vary seasonally. This is shown in figure
6.1: Heat storage reaches a maximum in the fall in
Lake Superior, shifting the annual peak of evapora-
tion such that it is out of phase with the annual cy-
cles of air temperature, water temperature, and
humidity (Croley 1992). Kohler and Parmele (1967)
found that heat-storage effects can be neglected in
computing long-term average evaporation for all
lakes, and annual evaporation for lakes with resi-
dence times less than 1 yr.

Even if there are significant advection and/or
heat-storage effects on the water temperature in a
given lake, only a portion of that energy affects evap-
oration; the rest affects sensible-heat exchange and
longwave radiation emission. Kohler and Parmele
(1967) developed a general approach for assessing the
fraction of the advection and heat-storage effects that
is reflected in lake evaporation; this is summarized in
box 6.2 and figure 6.2, both on p. 264. It suggests that
in many cases, less than half the energy inputs or
losses due to advection and storage are reflected in

the evaporation rate, reducing the difference between
lake evaporation and free-water evaporation.

L. J. Anderson, who conducted the elaborate en-
ergy-balance studies at Lake Hefner, concluded that
“the energy-budget equation, when applied to periods
greater than 7 days, will result in a maximum accu-
racy approaching ± 5 per cent of the mean . . . evapo-
ration, providing all terms in the energy budget have
been evaluated with the utmost accuracy, particularly
changes in energy storage” (Harbeck et al. 1954, p.
117). He found that considerable error in evaluating
the change in energy storage may occur if the method
is applied to periods of less than seven days. Rosen-
berry et al. (1993) found that the energy-budget ap-
proach gave the best estimates of lake evaporation for
a small lake in Minnesota and investigated the effects
of using various instrumentation and approaches to
determining energy-budget components.

As with the mass-transfer method, it is difficult
to apply the energy-budget approach in the predic-
tion, forecasting, or modeling mode because of the
requirement for water-surface temperatures. How-
ever, Hostetler and Bartlein (1990) developed a
model that simulates the vertical distribution of lake
temperatures through time coupled to energy-bal-
ance computations, and this appears promising as an

(a)

Figure 6.1 (a) Variation of 
total heat storage with sur-
face temperature in Lake 
Superior in 1976. (b) Annual 
cycles of air temperature, 
humidity, wind speed, water 
temperature, and evapora-
tion in Lake Superior, 1975–
1977 [Croley (1992). Long-
term heat storage in the 
Great Lakes. Water Resources 
Research 28:69–81, with per-
mission of the American 
Geophysical Union].
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approach to estimating the effects of past and future
climate change on lake evaporation.

As we will see in the next section, the most use-
ful applications of the energy-balance approach are
in combination with the mass-transfer method,
whereby one can eliminate the need for surface data
in estimating free-water evaporation.

6.3.4 Penman or Combination Method

6.3.4.1 Theoretical Basis
Penman (1948) was the first to show that the

mass-transfer and energy-balance approaches could
be combined to arrive at an evaporation equation
that did not require surface-temperature data. Fol-

lowing the steps shown in box 6.3 on p. 265, Van
Bavel (1966) generalized Penman’s original develop-
ment by replacing an empirical wind function with
equation (6.9), resulting in the following theoreti-
cally sound relation for free-water evaporation:

E
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Figure 6.1 (continued) (b)
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Box 6.2 Fraction of Lake Evaporation Attributable to Advection and Heat Storage

Kohler and Parmele (1967) developed a general 
expression for the proportion of lake evaporation that 
can be attributed to the effects of water-advected energy 
and changes in heat storage. They began by relating lake 
evaporation, EL, to free-water evaporation, E0, as

EL = E0 + αE · (Aw – ΔU/Δt), (6B2.1)

where Aw and ΔU are as in equation (6.29), and αE is the 
fraction of the net addition of energy from advection 
and storage used in evaporation during Δt. They rea-
soned that changes in advection and heat storage are 
reflected in changes in water-surface temperature (Ts), 
and the total net addition (Aw – ΔU/Δt) is allocated 
among evaporation (EL), sensible-heat transfer (H), and 
longwave radiation emitted from the surface (Lout). Thus 
the portion affecting evaporation, αE, is

Then they showed from equations (6.4) and (6.12) that

from equations (6.18)–(6.21) that

and from the Stefan–Boltzmann law [equation (2.1)] that

where εw is the emissivity of water, and σ is the Stefan–
Boltzmann constant. Then substituting (6B2.3)–(6B2.5) 
into (6B2.2), αE can be found as

A plot of αE as a function of 2-m wind speed and sur-
face temperature is shown in figure 6.2; its value is < 0.5 
except at high surface temperatures and wind speeds.
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Figure 6.2 Fraction of energy 
from advection and storage used 
in lake evaporation, αE, as esti-
mated via equation (6B2.6).
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This relation has become known as the Penman
equation or combination equation.

The essence of the Penman equation can be rep-
resented as

i.e., evaporation rate is the sum of a rate due to net
radiation weighted by a temperature-dependent
term Δ [equation (6.4)], and a rate due to mass trans-
fer weighted by a pressure-dependent term γ [equa-
tion (6.21)]. Note, though, that the mass-transfer
relation here depends on the difference between the
actual vapor pressure and the saturation vapor pres-
sure at the air temperature, rather than at the water-
surface temperature.

Penman (1948) intended his equation to elimi-
nate the need for water-surface-temperature data,

which is required for estimating surface vapor pres-
sure in the mass-transfer equation [equation (6.12)].
However, surface temperature is in fact required to
evaluate the longwave energy exchange, L [equation
(6B1.7)], except in the very rare instances where
measured radiation values are available. Kohler and
Parmele (1967) showed that another approximation
could be made to avoid this problem with little error,
and arrived at the following modifications of the
terms in equation (6.36):

1. replace L with L′, where

L′ ≡ εw · Lin – εw · σ · [T(zm) + 273.16]4; (6.38)

2. replace γ with γ′, where

E0 = ¥ + ¥
+

D
D

net radiation mass transferg
g

, (6.37)
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Box 6.3 Derivation of the Penman Combination Equation

The sensible-heat transfer flux is given by equation 
(6.18):

H = KH · u(zm) · [Ts – T(zm)]. (6B3.1)

The slope of the saturation-vapor versus temperature 
curve at the air temperature, Δ [equation (6.4)], can be 
approximated as

from which

Equation (6B3.3) can now be substituted into (6B3.1):

Equation (6B3.4) remains true if e(zm) is added and sub-
tracted from each of the terms in brackets:

We can rearrange equation (6.12) to give

and substituting (6B3.6) into (6B3.5) yields

Now equation (6B3.7) can be substituted into the 
energy-balance equation (6.30), and the result solved 
for E0:

From the definitions of KH [equation (6.17)], KE [equa-
tion (6.11)], and γ [equation (6.21)], we see that

KH = γ · ρw · λv · KE, (6B3.9)

and substituting this relation into (6B3.8), multiplying 
the numerator and denominator by Δ, and making use 
of equation (6.13) yields

Source: Van Bavel 1966.
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6.3.4.2 Practical Considerations
The combination approach as originally devel-

oped for free-water evaporation requires representa-
tive data on net shortwave radiation, net longwave
radiation, wind speed, air temperature, and relative
humidity. As modified by equations (6.38)–(6.39),
the need for water temperature for calculating outgo-
ing longwave radiation is eliminated. The radiation
terms may be estimated using the relations in box
6.1; however, Van Bavel (1966) found that significant
errors can be introduced when empirical radiation
relations are used in place of measured values.
Where humidity data are lacking, one can assume
for nonarid regions that the dew-point temperature
equals the daily minimum temperature (Gentilli
1955; Bristow 1992) and use that temperature in
equation (6.2) to estimate e(2 m). Linacre (1993) de-
veloped an even more simplified empirical version of
the Penman equation that does not require direct
measurement of radiation or humidity.

Many studies have shown that evaporation esti-
mates made with the combination approach com-

pare well with those determined by other methods.
For example, Van Bavel (1966) showed that free-wa-
ter evaporation calculated with equation (6.36) com-
pared closely with actual evaporation from a shallow
pan on an hourly basis (figure 6.3). However, as with
all approaches to determining evaporation, calcu-
lated values are only valid to the degree that the input
data are correct and representative of the evaporating
water body. Rosenberry et al. (2007) found that sev-
eral variations of the combination approach gave
good estimates of lake evaporation, even for monthly
values, and the Penman method performed well in
comparative studies of lake (Winter et al. 1995) and
wetland (Souch et al. 1996) evaporation. Kohler and
Parmele (1967) tested their generalized version of the
combination approach against evaporation deter-
mined by water-balance methods at Lake Hefner and
other lakes, and found good agreement when evapo-
ration was calculated daily and summed to use with
weekly to monthly values of advection and storage.

Because it gives satisfactory results, because it
has a theoretical foundation, and because it requires

Figure 6.3 Comparison of hourly evaporation rates determined from measurements in a shallow pan (E) with 
those computed via the combination approach [E0, equation (6.36)] at Tempe, Arizona [Van Bavel (1966). Potential 
evaporation: The combination concept and its experimental verification. Water Resources Research 2:455–467, 
with permission of the American Geophysical Union].
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meteorological inputs that are widely available or
can usually be reasonably well estimated from avail-
able data, the combination method has become the
“standard” hydrological method for determining
free-water evaporation. One of its major advantages
is that it eliminates the need for surface-temperature
data, so that it can be readily used in the predictive
or modeling context as well as for estimating evapo-
ration from meteorological observations.

6.3.5 Pan Evaporation

6.3.5.1 Theoretical Basis
A direct approach to determining free-water

evaporation is to expose a shallow pan of water to
the atmosphere and solve a simplified water-balance
equation for a convenient time period, Δt (usually
one day):

E = P – [S2 – S1], (6.40)

where P is precipitation during Δt and S1 and S2 are
the volumes of water stored at the beginning and end
of Δt, respectively. Precipitation is measured in an ad-
jacent nonrecording rain gauge; the storage volumes
are determined by measuring the water level in a small
stilling well in the pan with a high-precision microm-
eter called a hook gauge. Ideally, the water surface is
maintained a few centimeters below the pan rim by
adding measured amounts of water as necessary.

An evaporation pan approximates the definition
of free-water evaporation: it has a reasonably ex-

tended surface, negligible heat storage, and no water-
advected energy except that due to rain. However,
heat conduction through the pan sides and bottom
may affect the evaporation rate, and recent experi-
mental studies showed that water depth significantly
affects observed evaporation (Chu et al. 2010).

6.3.5.2 Practical Considerations
Pans on land are placed in clearings suitable for

rain gauges (see chapter 4), surrounded by a fence to
prevent animals from drinking, and may be sunken
so that the water surface is approximately in the
same plane as the ground surface or raised a stan-
dard height above the ground. For special studies of
lake evaporation, pans are sometimes placed in the
center of a floating platform with dimensions large
enough to insure stability and prevent water from
splashing in, again with the surface either at or above
the lake surface.

Several different standard types of pans are used
by different countries and agencies. Shaw (1988) de-
scribed the types used in Great Britain, the former
Soviet Union, and the United States, and figure 6.4
shows the standard “Class-A” pan used by the NWS
and in Canada.

An evaporation pan differs from a lake in having
far less heat-storage capacity, in lacking surface- or
ground-water inputs or outputs, and, in raised pans
like the Class A, in having sides exposed to the air
and sun. These differences significantly affect the en-
ergy balance, elevating the warm-season average

Figure 6.4 Standard NWS
“Class-A” evaporation pan.

The pan is 4 ft (1.22 m) in
diameter by 10 in (25.4 cm)
high and set on a low plat-

form. The stilling well in
which water level is mea-

sured is on the right, and a
floating thermometer is on

the left. Typically an ane-
mometer is installed next to

the pan and a rain gauge
must be located nearby

(photo by author).
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temperature and vapor pressure of the water surface
of a pan relative to that of a nearby lake. The ratio of
lake evaporation to pan evaporation is called the pan
coefficient; its annual average over the United States
is about 0.7. Within the evaporation season, heat-
storage effects cause water temperatures in lakes to
be generally lower than those of pans in the spring,
and higher in the fall. Thus pan coefficients follow
the same pattern, with values lower than the sea-
sonal average in the spring and higher in the fall
(e.g., figure 6.5).

The Class-A pan is usually installed with an ane-
mometer and a floating maximum-minimum ther-
mometer, providing data on average daily wind
speed and average water-surface temperature. Kohler
et al. (1955) developed an empirical equation to use
these data along with air temperature to account for
the energy exchange through the sides of a pan and
thereby adjust daily pan evaporation to daily free-
water evaporation:

E0 = 0.7 ·
[Epan ± 0.064 · p · αpan · (0.37 + 0.00255 · upan) ·

|Tspan – Ta|
0.88], (6.41)

where E0 is in mm/day, Epan is daily pan evaporation
(mm/day), p is atmospheric pressure (kPa), upan is
average wind speed at a height of 15 cm above the
pan (km/day), Tspan is water-surface temperature in

the pan (°C), Ta is air temperature (°C), and the sign
following Epan is + when Tspan > Ta and – when Tspan
< Ta. The factor αpan is the proportion of energy ex-
changed through the sides of the pan that is used for,
or lost from, evaporation, which is estimated as

αpan = 0.34 + 0.0117 · Tspan – (3.5×10–7) ·

(Tspan + 17.8)3 + 0.0135 · upan
0.36 (6.42)

using the same units as in equation (6.41) (Linsley et
al. 1982). Because inputs and outputs of energy
through the sides of a pan tend to balance out over
the course of a year, adjustments via equations (6.41)
and (6.42) may not be needed for annual values.

Pan evaporation data provide a useful basis for
understanding the regional climatology of seasonal
or annual free-water evaporation and long-term aver-
age lake evaporation. Pan coefficients and annual
free-water evaporation have been summarized and
mapped by Farnsworth and Thompson (1982) (fig-
ure 6.6).

Since year-to-year variations of pan evaporation
are usually not large, observations for a few years can
provide a satisfactory estimate of annual values,
which can then be adjusted by the appropriate re-
gional pan coefficient to give an estimate of free-wa-
ter evaporation. While such information might be
useful in planning for a water-supply reservoir, advec-
tion and storage could cause actual lake evaporation

Figure 6.5 Monthly 
Class-A pan coeffi-
cients at Lake Hefner, 
Oklahoma, June 
1950–May 1951 [data 
from Harbeck et al. 
(1954)].
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to be considerably different from pan-estimated free-
water evaporation: Derecki (1981) computed 483 mm
average annual evaporation for Lake Superior by the
mass-transfer approach, whereas free-water-surface
evaporation is about 554 mm. Based on the Lake He-
fner study, M. A. Kohler concluded that “Annual
lake evaporation can probably be estimated within 10
to 15% (on the average) by applying an annual coeffi-
cient to pan evaporation, provided lake depth and cli-
matic regime are taken into account in selecting the
coefficient” (Harbeck et al. 1954, p. 148).

Van Bavel’s (1966) results and other studies indi-
cate that free-water-surface evaporation calculated
by the combination method closely approximates
pan evaporation on an annual basis and for shorter
periods if heat exchange through the pan is ac-
counted for via equations (6.41) and (6.42).

6.3.6 Water-Balance Approach

6.3.6.1 Theoretical Basis
The water-balance approach is applicable to de-

termining actual evaporation from a water body
rather than free-water evaporation. It involves apply-
ing the water-balance equation (section 1.8) to the
water body over a time period, Δt, and solving that
equation for evaporation, E:

E = P + Qin + GWin – Qout – GWout – ΔS, (6.43)

where P is precipitation; Qin and Qout are the inflows
and outflows of surface water, respectively; GWin
and GWout are the inflows and outflows of ground
water, respectively; ΔS is the change in the amount
of water stored in the lake during Δt; and all quanti-

ties have dimensions of either volume or volume per
unit lake area.

6.3.6.2 Practical Considerations
While the water-balance approach is simple in

concept, it is generally far from simple in applica-
tion, because the measurement of all water inputs
and outputs for a water body is generally a formida-
ble task:

• All major streams entering the body and the outlet
stream must be continuously gauged, and some
method must be devised for estimating the amount
of any nonchannelized surface-water flow inputs.

• The discussion in section 9.3.2 makes it clear that
it is difficult to assess ground-water inflows and
outflows to lakes. At best, these are usually esti-
mated from gradients observed in a few observa-
tion wells and assumptions about the saturated
thickness and hydraulic conductivity of surround-
ing geologic formations, perhaps supplemented by
scattered observations with seepage meters.

• If the lake is large and the surrounding topography
irregular, it may be difficult to obtain precise mea-
surements of precipitation (section 4.3).

• Changes in storage can be estimated from careful
observations of water levels if one has good infor-
mation on the lake’s bathymetry, and if corrections
are made for changes in water density.

Winter (1981) made a thorough analysis of the
uncertainties in estimating lake water balances; even
for the “readily” measurable components the results
are somewhat discouraging (table 6.3). For other
components—overland flows and, especially, ground-

Table 6.3 Range of Uncertainty in Precipitation and Streamflow Values Used in Computing Lake Water Balances.a

Time Interval

Daily

Monthly

Seasonal/annual

Monthly

Seasonal/annual

Precipitation

60–75

10–25

5–10

(26)

8 (17)

Streamflow Inputsb

5–15 (50)

5–15 (50)

5–15 (30)

(31)

9(23)

Streamflow Outputs

5 (15)

5 (15)

5 (15)

 (12)

9 (12)

General Range

Values for a Typical Lake in Northern United States

a Values are percentages of the true values. Those without parentheses are for “best” methodology; those in parentheses are “commonly 
used” methodology.

b Does not include overland flow.

Source: Based on analyses of Winter (1981).
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water flows—uncertainties on the order of 100%
must be generally anticipated. For example, LaBaugh
(1985) found that evaporation was a small fraction of
the total outflow and less than the uncertainty in the
overall balance of a reservoir in Colorado (figure 6.7).
If reasonably accurate information on the significant
balance components is available, the method can pro-
vide a rough—and in rare cases a quite accurate—
check on evaporation estimated by other approaches.
Table 6.3 indicates that the accuracy of the method
generally increases as Δt increases.

Because of the difficulty in finding situations
where all the significant terms on the right side of
equation (6.43) can be measured with sufficient ac-
curacy, the water-budget approach has only rarely
been used to determine lake evaporation. One of the
more successful applications of the approach was in
an extensive comparison of methods for determining
lake evaporation conducted by the USGS in the
early 1950s at Lake Hefner, Oklahoma (Harbeck et
al. 1954). That lake was selected for the study be-
cause it was one of the few—out of more than 100
considered—for which a water balance could be

computed with acceptable precision. Harbeck et al.
(1954) concluded that daily evaporation calculated
via the water balance at Lake Hefner was within 5%
of the true value on 29% of the days, and within 10%
on 62% of the days.

6.3.7 Summary and Example Calculations
As noted above, detailed multiyear studies com-

paring lake-evaporation estimates by the various
methods discussed here were carried out by the
USGS on Lake Hefner, Oklahoma (Harbeck et al.
1954), and Pretty Lake, Indiana (Ficke 1972). Three
more-recent studies compared evaporation com-
puted via several approaches on small water bodies:

• Winter et al. (1995) compared 11 evaporation
equations with evaporation determined via the en-
ergy budget on a small (0.36 km2) lake in Minne-
sota. The approaches included mass-transfer and
combination-type equations and several empirical
methods. One useful aspect of this study was the
comparison of results using data collected on a raft
in the lake, on land near the lake, and from a sta-

Figure 6.7 Water
balance for the Wil-

liams Fork Reservoir,
Colorado, for four
years. The vertical
bars represent the
uncertainty in the

overall budget (stan-
dard deviation of

total error); note that
this is several times
larger than annual

evaporation [LaBaugh
(1985). Uncertainty in

phosphorus reten-
tion, Williams Fork

Reservoir, Colorado.
Water Resources

Research 21:1684–
1692, with permission
of the American Geo-

physical Union].
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tion 60 km distant. They concluded that net radia-
tion, air temperature, wind speed, and relative
humidity need to be measured near the lake and
that the energy budget needs to include an assess-
ment of heat-storage changes.

• Rosenberry et al. (2007) compared evaporation as
calculated by 14 equations against the Bowen-ra-
tio/energy-budget method on a 0.15-km2 New
Hampshire lake. Their equations included various
versions of combination and mass-transfer ap-
proaches, plus several semi-empirical methods that
use only solar radiation and temperature. Combina-
tion methods requiring measurement of net radia-
tion, air temperature, and vapor pressure performed
best, but heat-storage changes had to be accounted
for. They also found that some simple methods re-

quiring only measurement of air temperature, or air
temperature and solar radiation, performed well,
particularly over longer time periods.

• Tanney et al. (2008) made comparisons of five
equations and Class-A pan data on a 0.36-km2 res-
ervoir in Israel, using eddy-correlation measure-
ments as the standard. Combination methods and
energy-balance methods performed best.

While all these comparisons are instructive, it is
difficult to generalize from them because of the dif-
ferences in climate, lake sizes, sources of data, and
averaging periods used. To illustrate the use of the
various approaches described here and to give a sense
of the range of values likely to result from these ap-
proaches, box 6.4 compares example calculations of
evaporation for one day at Lake Hefner, Oklahoma.

Box 6.4 Example Calculations of Free-Water Evaporation

Tables 6B4.1 and 6B4.2 summarize daily average and 
total values of various quantities measured by the US 
Geological Survey (1954) at Lake Hefner, Oklahoma, on 
12 July 1951. The lake’s area is 9.4 km2.

Here we calculate the daily free-water evaporation 
via the mass-transfer, energy-balance, Bowen ratio, com-
bination, and evaporation-pan methods and compare 
the results with the evaporation given by the lake water 
balance, which is thought to provide an accurate value 
for this lake.

Mass Transfer

The basic mass-transfer relation is

E0 = KE · u(2 m) · [es – e(2 m)]. (6B4.1)

Substituting the lake’s area into equation (6.28) gives

KE = 1.26 · (9.4 km2)–0.05

= 1.13 mm · s/day · m · kPa

The surface-vapor pressure is given by equations (6.1) 
and (6.2):

The air-vapor pressure is given by equations (6.2) and (6.3):

e(2 m) = 0.69 · 3.62 kPa = 2.50 kPa.

Then from equation (6B4.1),

E0 = (1.13 mm · s/day · m · kPa) · (5.81 m/s) · (3.56 kPa – 2.50 kPa)
= 6.96 mm/day.
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Table 6B4.1 Daily Average Values.

Table 6B4.2 Daily Total Values.

T(2 m) (°C)

27.2

Ts (°C)

26.9

RH(2 m)

0.69

P (kPa)

97.3

u(2 m) (m/s)

5.81

Tspan (°C)

27.5

upan (m/s)

2.79

Kin (MJ/m2 · day)

30.6

a

0.052

Lin (MJ/m2 · day)

34.4

Water-Balance 
Evaporation (mm)

5.58

Class-A Pan
Evaporation (mm)

12.4
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Energy Balance

The energy-balance relation is equation (6.30). Net 
shortwave radiation, K, is found via equation (6B1.1):

K = Kin · (1 – a)
= (30.6 MJ/m2 · day) × (1 – 0.052)
= 29.0 MJ/m2 · day.

Incoming longwave radiation, Lin , was measured, so net 
longwave radiation, L, is found via equations (6B1.4) and 
(6B1.6) as

L = Lin – 0.05 × Lin – 0.95 × (4.90×10–9) × (Ts + 273.15)4

= 0.95 × 34.4 MJ/m2 · day – 0.95 ×
(4.90×10–9 MJ/m2 · K4 · day) × (26.9 K + 273.15 K)4

= –5.05 MJ/m2 · day.

Sensible-heat exchange is found via equation (6.16), 
with KH given by equation (6.17) with zm = 2 m, zd = 0, 
and z0 = 0.0012 m (table 6.1):

H = (3.54×10–6 MJ/m3 · K) · (5.81 m/s) · [(26.9 – 27.2) K]
= –6.18×10–6 MJ/m2 · s = –0.534 MJ/m2 · day.

From equation (6.14),

λv = 2.50 MJ/kg – (2.36×10–3 MJ/kg · °C) ×
(26.9°C) = 2.43 MJ/kg.

Now with ρw = 996 kg/m3, equation (6.30) gives

Energy Balance with Bowen Ratio

The energy-balance relation using the Bowen ratio is 
given by equation (6.32). With the vapor pressures and 
radiation terms as calculated above, the Bowen ratio, B, 
is found from equations (6.19) and (6.20):

Then from equation (6.33),

Combination

The combination approach is given by equation 
(6.37). The values of Δ and γ are found from equations 
(6.4) and (6.21), respectively:

All other values needed for equation (6.37) are available 
from tables 6B4.1 and 6B4.2 and previous calculations. 
However, the value of KE given above must be multiplied 
by 10–3 m/mm to give consistent units (s/kPa · day). Then 
we find

It is also of interest to compare this result with that 
obtained from the combination approach using the 
modifications of Kohler and Parmele (1967). To do this, 
we replace L with L′ from equation (6.38):

L′ = 0.95 · (34.4 MJ/m2 · day) – 0.95 ·
(4.90×10–9 MJ/m2 · K4 · day) · [(27.2 + 273.15) K]4

= –5.20 MJ/m2 · day,

and replace γ with γ′ from equation (6.39):

Substituting these quantities into the Penman–Mon-
teith equation yields
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6.4 Bare-Soil Evaporation
More than one-third of the earth’s land surface

consists of soil orders that support little or no vegeta-
tion: Entisols, Inceptisols, and Aridisols (table 2.14;
figure 2.47). In addition, most agricultural lands
have meager vegetative cover much of the time. Thus
evaporation from bare soil is globally significant and
vitally important to farmers, especially in the man-
agement of irrigation.

Following infiltration due to significant rain,
snowmelt, or irrigation, evaporation from a wet bare
soil (also called exfiltration) above a water table gen-
erally occurs in two distinct stages (figure 6.8).

Stage 1: Atmosphere-Controlled. In this stage,
the evaporation rate (E1) is largely determined by
the surface energy balance and mass-transfer con-
ditions (wind and humidity) and occurs at or near
the rate of free-water evaporation. Water moves to
the surface as a liquid by capillary action and va-
porizes at the surface. Soil evaporation during stage
1 can be estimated by the approaches appropriate
for free-water evaporation (section 6.3), of which
the Penman equation [equation (6.36)] usually
gives the best results (Parlange and Katul 1992a).

Pan Evaporation

To adjust the measured Class-A pan evaporation at 
Lake Hefner to give an estimate of the free-water evapo-
ration on 12 July 1951, we first convert upan from m/s to 
km/day:

upan = (2.79 m/s) · (1 km/1,000 m) ·
(86,400 s/day) = 241 km/day.

Next compute αpan via equation (6.42):

αpan = 0.34 + 0.0117 · 27.5 – (3.5×10–7) ·
(27.5 + 17.8)3 + 0.0135 · 2410.36 = 0.726.

Substituting this value into equation (6.41) yields

E0 = 0.7 · [12.4 + 0.064 · 97.3 · 0.726 ·
(0.37 + 0.00255 · 241) · |27.5 – 27.2|0.88]

= 9.76 mm/day.

Summary

Table 6B4.3 compares the daily evaporation values 
calculated by the various approaches.

Obviously, the comparison for one day on one lake 
does not indicate which approach is most accurate; all 
calculated values are substantially higher than the 
value given by the water balance. However, the range of 
values does suggest the uncertainty involved in esti-
mating evaporation.

Table 6B4.3 Daily Free-Water Evaporation, E0 (mm/day).

Mass 
Transfer

6.96

Energy 
Balance

9.67

Energy 
Balance-

Bowen Ratio

10.1

Combination

8.06

Combination 
with Equations 

(6.38) and (6.39)

9.07

Class-A 
Pan

12.4

Class-A Pan 
Adjusted

9.76

Water 
Balance

5.58

Figure 6.8 The drying rate measured during evapo-
ration from a column packed with sand with an aver-
age particle size of 0.224 mm. Following infiltration 
due to significant rain, snowmelt, or irrigation, evapo-
ration from a wet bare soil above a water table gener-
ally occurs in two distinct stages. During stage 1, the 
evaporation rate is relatively high and constant, fol-
lowed by a much lower value [Shokri and Or (2011). 
What determines drying rates at the onset of diffu-
sion controlled stage-2 evaporation from porous 
media? Water Resources Research 47, with permission 
of the American Geophysical Union].
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Transition. As the soil dries, the menisci begin
to detach from the surface to form a drying front,
disrupting the hydraulic connection to the surface
(figure 6.9). From experimental studies, Shokri
and Or (2011) showed that the depth at which this
front forms is inversely proportional to the soil
pore (grain) size (i.e., larger for clays than for
sands), and is typically between 3 and 14 mm.
Evaporation then declines from E1, asymptotically
approaching a constant rate (figure 6.8). The tran-
sition period may last for several days as the drying
front descends.

Stage 2: Soil-Controlled. In this stage, the evap-
oration rate (E2) is nearly constant at a rate much
lower than E1, typically 0.7 (sand) to 3.5 (clay)
mm/day (Shokri and Or 2011). Water movement
is primarily by vapor diffusion and by film-flow in
the water held on soil particles by surface tension.
E2 is controlled largely by the soil’s physical char-
acteristics and not by E1 (Hillel 1998; Shokri and
Or 2011; Sadeghi et al. 2012; Smits et al. 2012).

Following an infiltration event, the soil dries
both by drainage and by evaporation. Accounting for
this, Salvucci (1997) showed that the modeling of
stage-2 soil evaporation can be greatly simplified by
(1) invoking a relationship between the duration of
stage-1 evaporation, soil properties, and soil mois-
ture and (2) assuming that the rate of soil drainage
due to gravity is greater than the evaporation rate.
His analysis led to simple expressions for evapora-
tion rate beginning at the end of stage 1 (i.e., during
the transition and stage 2), E2:

where is the average stage-1 evaporation rate and
t1 is the duration of stage 1. With equation (6.44) one
can estimate stage-2 evaporation based only on esti-
mates of the stage-1 evaporation rate and observa-
tion of the time at which stage 1 ends. This
simplified approach gave estimates that compared
well with observations in several field experimental
situations (figure 6.10a). One practical advantage of
this approach is that the time t1 can often be visually
detected as an increase in the brightness (albedo) of
the soil surface (figure 6.10b), which can be observed
via remote sensing.

6.5 Transpiration

6.5.1 The Transpiration Process
Transpiration is the evaporation of water from

the vascular system of plants into the atmosphere.
The entire process (figure 6.11 on p. 277) involves
absorption of soil water by plant roots; transloca-
tion in liquid form through the vascular system of
the roots, stem, and branches to the leaves; and
through the vascular system of the leaf to the walls of
tiny stomatal cavities, where evaporation takes
place. The water vapor in these cavities then moves
into the ambient air through openings in the leaf sur-
face called stomata.

Plants live by absorbing carbon dioxide (CO2)
from the air to make carbohydrates, and that gas can
enter the plant only when dissolved in water. The es-
sential function of the stomatal cavities is to provide
a place where CO2 dissolution can occur and enter
plant tissue; the evaporation of water is an unavoid-
able concomitant of that process. Transpiration alsoE E

t
t

t t2 1
1

1
8= >◊ ◊

p2
, , (6.44)

E1

Figure 6.9 Sketch illustrating the jump of the liq-
uid meniscus from the surface and formation of the 
secondary drying front during the transition from 
stage-1 to stage-2 evaporation. (a) Detachment of 
the liquid meniscus from the surface to a level 
below. (b) Formation of the secondary drying front 
at the onset of stage 2. The evaporation is preceded 
by the capillary flow up to the secondary drying 
front, vaporization at that level, and vapor diffusion 
through the dry layer [Shokri and Or (2011). What 
determines drying rates at the onset of diffusion controlled stage-2 evaporation from porous media? Water 
Resources Research 47, with permission of the American Geophysical Union].
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performs the essential functions of maintaining the
turgor of plant cells and delivering mineral nutrients
from the soil to growing tissue.

Air in stomatal cavities is saturated at the tem-
perature of the leaf, and water moves from the cavi-
ties into the air due to a vapor-pressure difference,
just as in open-water evaporation. The major differ-
ence between transpiration and open-water evapora-
tion is that plants can exert some physiological
control over the size of the stomatal openings, and
hence the ease of vapor movement to the air, by the
action of guard cells (figure 6.12 on p. 278). The ma-
jor factors affecting the opening and closing of guard
cells are: (1) light (most plants open stomata during
the day and close them at night); (2) humidity (sto-
matal openings tend to decrease as humidity de-
creases below its saturation value); and (3) the water
content of the leaf cells (if daytime water contents be-
come too low, stomata tend to close). Several other
factors also affect the opening and closing of stomata,

including wind, CO2 levels, temperature, and certain
chemicals. A mathematical representation of the ef-
fects of the factors most important in hydrological
modeling is given later.

It is important to emphasize that transpiration is
a physical, not a metabolic, process: Water in the
transpiration stream is pulled through the plant by
potential-energy gradients that originate with the
movement of water vapor into the air through the
stomata in response to a vapor-pressure difference.
When vapor exits through the stomata, water evapo-
rates from the walls of the stomatal cavity to replace
the loss; this loss of liquid water causes a potential-
energy decrease that induces the movement of re-
placement water up through the vascular system; this
movement ultimately produces a water-content gra-
dient between the root and the soil; and this gradient
induces movement of soil water into the root. Ab-
sorption at the root surface decreases soil-water con-
tent in the adjacent soil, inducing some flow of water

(b)

(a)

Figure 6.10 (a) Bare-soil 
evaporation following irriga-
tion as measured in a lysimeter 
(circles) and computed via 
equation (6.44) (line). (b) Con-
current soil-surface albedo 
(provided by Guido Salvucci, 
Boston University).
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toward the root following Darcy’s law. However,
roots come into contact with soil water mostly by
growing toward the water: During the growing sea-
son roots typically grow several tens of millimeters
per day (Raven et al. 1976).

The great cohesive strength of water due to its
intermolecular hydrogen bonds (see appendix B)
generally maintains the integrity of the transpiration
stream to heights of the tallest trees. Although bub-

bles can form in the stream, trees have evolved mech-
anisms for healing them to maintain transpiration
(Pickard and Melcher 2005).

6.5.2 Measurement of Transpiration
The two approaches to direct measurement of

transpiration are briefly described here. Further de-
tails can be found in the review by Wang and Dickin-
son (2012) and the literature cited therein.

Figure 6.11 Diagram of
the transpiration process

and enlarged views of
plant cellular structure

where absorption, translo-
cation, and transpiration

occur [Hewlett (1982).
Principles of Forest Hydrol-

ogy (2nd ed.), with permis-
sion of The University of

Georgia Press].
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6.5.2.1 Sap-Flow Measurement
Transpiration rates for whole trees can be deter-

mined by measuring the velocity of sap ascension.
This is done by applying heat, either continuously or
in pulses, at one level on the tree trunk and measur-
ing the rate at which the heat travels upward. The
conversion of sap velocity to flux rates depends on
the cross-sectional area of sapwood, which varies
with tree species and site conditions. Typically, si-
multaneous measurements on about 10 trees provide
an accurate estimate of transpiration flux for a forest
stand, but more may be required depending on the
species and spatial heterogeneity of the site. In some
regions, significant stand transpiration may occur in
shorter understory vegetation in which sap-flow
measurements are difficult. Intercomparisons indi-
cate that sap-flow measurements generally compare
well to estimates obtained by water-balance and iso-
topic techniques.

6.5.2.2 Stable-Isotope Techniques
As discussed in appendix B, about 0.015% of wa-

ter molecules contain an atom of deuterium (2H) in
place of one atom of 1H, and about 0.2% contain an
atom of 18O in place of the 16O atom. Since various
natural processes preferentially fractionate these stable
(nonradioactive) isotopes, their concentration at differ-
ent stages in the hydrologic cycle can be measured and
used to determine the amounts of water involved in
those stages. Assuming that the isotopic composition
of water in a plant is the same as that in the water ex-
tracted by its roots, continuous measurements of near-

surface variations in the isotopic composition of water
vapor can be used to partition total evaporation into
evaporation from soil and water surfaces, evaporation
from intercepted rainfall, and transpiration.

6.5.3 Modeling Transpiration
Since transpiration is essentially the same physi-

cal process as open-water evaporation, it can be rep-
resented by a mass-transfer equation of the form of
equation (6.12). In order to develop an equivalent re-
lation for transpiration, it is convenient first to recast
the mass-transfer relation for evaporation using the
concept of atmospheric conductance. This allows us
to use some electric-circuit analogies for “scaling up”
from a leaf to an entire vegetated surface.

6.5.3.1 Atmospheric Conductance/Resistance
We can represent the process of evaporation

from open water by combining equation (6.11) and
(6.12) and defining an atmospheric constant, Kat, as

so that

where zd is the zero-plane displacement height and z0
is the roughness height.

The term in braces in equation (6.46) represents
the efficacy of the turbulent eddies in the lower at-
mosphere in transporting water vapor from the sur-
face to the ambient air, assuming equal efficacy for
water vapor and momentum.3 This efficacy can also
be viewed as an atmospheric conductance for water
vapor, Cat, so that the mass-transfer equation for
evaporation can be written as:

E = Kat  · Cat  · [es – e(zm)], (6.47)

evaporation atmospheric atmospheric driving
rate constant conductivity gradient

and Cat is given explicitly as
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Figure 6.12 Photomicrograph of leaf surface show-
ing stomata and the crescent-shaped guard cells that 
regulate their openings (Dr. Jeremy Burgess/Science 
Photo Laboratory).
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and has the dimensions [L T–1]. Sometimes it is
more convenient to express the evaporation relation
using atmospheric resistance, Rat [T L–1], where

so that

Typical values of zd and z0 for various land-cover
types are given in table 6.4. The zero-plane displace-

ment height, zd, and roughness height, z0, can be ap-
proximately related to the height of vegetation, zveg, as

zd = 0.7 · zveg (6.51)

and

z0 = 0.1 · zveg (6.52)

If it is assumed that zm is a fixed distance, say 2
m, above the top of the vegetation, equations (6.48),
(6.51), and (6.52) can be used to generate a relation
between atmospheric conductance and wind speed
for various values of zveg, as shown in figure 6.13.

Evaporation from an open-water surface is a “one-
step” process in which water molecules pass directly
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Table 6.4 Characteristic Surface Parameters.

Surface

Water

Evergreen 
needle-leaf 
forest

Evergreen 
broad-leaf 
forest

Deciduous 
needle-leaf 
forest

Deciduous 
broad-leaf 
forest

Mixed cover

Woodland

Wooded 
grassland

Closed 
shrubland

Open 
shrubland

Grassland

Cropland

Bare ground

Urban and 
built-up

Top of 
Canopy, 
zveg (m)

17

35

14

20

8

14

8

5

4

0.6

0.6

Bottom of 
Canopy 

(m)

6

1

2

11

4

6

4

2

0

0

0

z0 (m)

0.0012

0.98

2.2

0.9

0.9

0.9

0.8

0.5

0.1

0.08

0.04

0.11

0.05

0.2

zd (m)

0

10.2

20.7

9.2

7.2

6.5

7.4

3.6

1.4

0.2

0.2

0.2

0.2

1.1

Minimum 
Rleaf (s/m)

0.01

0.01

0.01

0.01

0.01

0.01

0.015

0.015

0.01

0.02

0.01

Maximum 
Cleaf (m/s)

100

100

100

100

100

100

67

67

100

50

100

Leaf-Area 
Index (LAI)

5–6

5–6

1–6

1–6

2.9–6

3.4–5.7

2.0–4.6

1.4–5.1

0.6–6

0.7–2.6

0.8–6

Stem-Area 
Index (SAI)

2.0

2.0

2.0

2.0

2.0

2.1

2.6

2.4

1.9

3.7

0.7

Albedoa 
a

0.070

0.062

0.076

0.062

0.092

0.069

0.075

0.091

0.099

0.121

0.107

0.101

0.159

0.097

aLive leaves.

Source: Data from “Mapped Static Vegetation Data.” NASA Land Data Assimilation Systems
(http://ldas.gfsc.nasa.gov/nldas/web/web.veg.table.html).
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from the liquid surface into the atmosphere, so it can
be conceptually represented by the electric-circuit anal-
ogy shown in figure 6.14a. In this analogy a “current”
(water vapor) moves in response to a “voltage” (vapor-
pressure difference) across an atmospheric resistance.

6.5.3.2 Leaf Conductance/Resistance
Transpiration is a “two-step” process, in which

water molecules pass: (1) from the stomatal cavity to
the leaf surface and (2) from the leaf surface into the
atmosphere. Continuing the electric-circuit analogy,
the same driving force in this case operates across
two resistances linked in series: leaf and atmospheric
(figure 6.14b).

Leaf conductance/resistance is determined by
the number of stomata per unit area and the size of
the stomatal openings. Stomatal densities range from
10,000 to 100,000 stomata per square centimeter of
leaf surface, depending on species (Hewlett 1982).
Table 6.4 lists leaf conductances at maximum stoma-
tal opening for various land-cover types. As noted
earlier, plants control the size of the stomatal open-
ings, and hence leaf conductance, by the response of
the guard cells. These cells have been found to re-
spond to: (1) light intensity; (2) ambient CO2 con-
centration; (3) leaf/air vapor-pressure difference; (4)
leaf temperature; and (5) leaf water content (Stewart

Figure 6.14 Conceptualization of (a) open-
water evaporation and (b) transpiration ion terms 
of atmospheric resistance (1/Cat) and leaf resis-
tance (1/Cleaf ). Δev is the driving vapor-pressure 
difference between the evaporating surface and 
the atmosphere.
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Figure 6.13 Relation between 
atmospheric conductance, Cat, and 
wind velocity measured 2 m above 
the canopy, u(2 m), for vegetation of 
various heights, zveg, and at a typical 
water surface. It is assumed that 
atmospheric stability is near neutral.
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1989). We first examine how these factors affect leaf
conductance, and then incorporate them in a model
for the transpiration from a vegetative canopy.

Stewart (1988) developed and tested a model for
estimating hourly evapotranspiration that incorpo-
rates four of the five factors that determine leaf con-
ductance—the effect of CO2 concentration was not
included because it usually varies little with time.4

As shown in table 6.5, he substituted more com-
monly measured hydrologic variables for some of the
controlling factors—in particular, soil-moisture defi-
cit was used as a proxy for leaf-water content. His
model has the general form

Cleaf = C*leaf · fK(Kin) · fρ(Δρv) · fT[T(zm)] · fθ(Δθ),
(6.53)

where C*leaf is the maximum value of leaf conduc-
tance (i.e., values from table 6.4), Kin is incident
shortwave radiation flux, Δρv is the humidity deficit
[the difference between the saturated and actual ab-
solute humidity of the air, calculated from vapor
pressures and temperature via equations (6.2) and
(6.3)], T(zm) is air temperature at the measurement
height, and Δθ is the soil-moisture deficit (the differ-
ence between the field capacity and the actual water
content of the root zone).

The fs in equation (6.53) represent the effects of
each environmental factor on relative leaf conduc-
tance; they are nonlinear functions that vary from 0
to 1, as shown in figure 6.15. While the constants in

these functions have been derived from studies at
only one site (a pine forest in southeast England),
controlled studies indicate that their form is quite
general (Jarvis 1976; Wang and Dickinson 2012). An
abbreviated form of the model incorporating only
fK(Kin) and fρ(Δρv) (but with different constants, de-
termined by calibration at the site) successfully mod-
eled transpiration from prairie grasses in Kansas
(Stewart and Gay 1989).

6.5.3.3 Canopy Conductance
A vegetated surface like a grass, crop, or forest

canopy can be thought of as a large number of leaf
conductances in parallel. Again, from the laws of
electric circuits, the total conductance of a number of
conductances in parallel equals the sum of the indi-
vidual conductances. Thus it is possible to represent a
reasonably uniform vegetated surface as a single “big
leaf ” whose total conductance to water vapor is pro-
portional to the sum of the conductances of millions
of individual leaves. The relative size of this big leaf is
reflected in the leaf-area index, LAI, defined as

Canopy conductance, Ccan is then given by

Ccan = ks · LAI · Cleaf , (6.55)

where ks is a shelter factor that accounts for the fact
some leaves are sheltered from the sun and wind and

LAI
A

A
∫ total area of leaf surface above ground area

.

(6.54))

Table 6.5 Stewart’s (1988) Model of Leaf Conductance as a Function of Environmental Factors.a

Factor Controlling Stomatal Opening

light

CO2 concentration

vapor-pressure deficit

leaf temperature

leaf water content

Quantity Representing Controlling 
Factor in Model

incident solar radiation (MJ m–2 day–l)

(not included)

absolute humidity deficit, Δρv  (kg/m3)

air temperature, T(zm) (°C)

soil-moisture deficit, Δθ (cm)

Functional Relation

0 ≤ Kin ≤ 86.5 MJ m–2 day–1

(none)

fρ (Δρv) = 1 – 66.6 · Δρv,
0 ≤ Δρv ≤ 0.01152 kg/m3;
fρ (Δρv) = 0.233, 0.01152 kg/m3 ≤ Δρv.

0 ≤ T(zm) ≤ 40°C

fθ(Δθ) = 1 – 0.00119 · exp(0.81 · Δθ)
0 ≤ Δθ ≤ 8.4 cm

f K
K

KK in
in

in
( ) =

◊
◊ +

12 78

11 57 104 4

.

. .

f T z
T z T z

T m
m m( )ÈÎ ˘̊ =

( ) ◊ - ( )ÈÎ ˘̊40

691

1 18.

aFunctional relations are plotted in figure 6.15.
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thus transpire at lower rates. Values of ks range from
0.5 to 1, and decrease with increasing LAI (Carlson
1991); a value of ks = 0.5 is probably a good estimate
for a completely vegetated area (Allen et al. 1989).

Leaf-area indices for various types of plant com-
munities are given in table 6.4. For deciduous forests,
leaf area changes through the growing season, rising
from near 0 to a maximum and back; figure 6.16
shows examples of the seasonal variation of LAI used
in modeling transpiration for three types of forests.

6.5.3.4 The Penman–Monteith Model
Making use of equation (6.12) and the defini-

tions of γ [equation (6.21)], Kat [equation (6.45)], and
Cat [equation (6.48)], the Penman (combination)
model for evaporation from a free-water surface
[equation (6.36)] can be written in terms of atmo-
spheric conductance as

Recall that the derivation of this equation assumes
no water-advected energy, no ground-heat conduc-
tion, and no heat-storage effects.

Monteith (1965) showed how the Penman equa-
tion can be modified to represent the evapotranspira-
tion rate, ET, from a vegetated surface by incorporating
canopy conductance:

E
K L c C e RH za a at a m

w v
=

+( ) + ◊ - ( )ÈÎ ˘̊

+( )
◊ ◊ ◊ ◊

◊ ◊
D

D
r
r l g

* 1
.

(6.56)

ET
K L c C e RH z

C C
a a at a m

w v at can
=

+( ) + ◊ - ( )ÈÎ ˘̊

+ ◊ +( )
◊ ◊ ◊ ◊

◊ ◊
D

D

r

r l g

* 1

1ÈÈÎ ˘̊
;

(6.57)

Figure 6.15 Effects of (a) solar radiation, Kin; (b) air temperature, T(zm); (c) absolute-humidity deficit, Δρv; and (d) 
soil-moisture deficit, Δθ on relative leaf conductances (see table 6.5) [adapted from Stewart (1988)].
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this has become known as the Penman–Monteith
equation. The assumptions of no water-advected en-
ergy and no heat-storage effects, which are generally
not valid for natural water bodies, are usually rea-
sonable when considering a vegetated surface. Note
that equation (6.57) reduces to equation (6.56) when
Ccan → ∞.

The Penman–Monteith equation has been suc-
cessfully tested in many environments (see for exam-
ple Calder 1977, 1978; Berkowicz and Prahm 1982;
Lindroth 1985; Dolman et al. 1988; Stewart 1988;
Allen et al. 1989; Stewart and Gay 1989; Lemeur
and Zhang 1990) and has become the most widely
used approach to estimating evapotranspiration from
land surfaces. Box 6.5 gives example calculations of
the effect of soil moisture on evaporation rate using
the Stewart and Penman–Monteith relations. We
will consider the Penman–Monteith equation further
later in this chapter in discussing methods of estimat-
ing areal evapotranspiration.

6.6 Interception and
Interception Loss

Interception is the process by which precipita-
tion falls on vegetative surfaces (the canopy), where
it is subject to evaporation. The portion of inter-
cepted water that evaporates is called interception

loss; as we shall see, it is a significant fraction of total
evapotranspiration in most regions.

Interception loss depends strongly on: (1) vege-
tation type, density, and stage of development, which
should be well characterized by leaf-area index and
(2) the intensity, duration, frequency, and form of
precipitation. Vegetation type is commonly altered
by human activities (e.g., deforestation), and there is
concern that aspects of precipitation climatology
may be altered by climate change (Waggoner 1989).
A sound physical basis for understanding the inter-
ception process is essential in order to sort out and
predict how these changes will affect the hydrologic
cycle locally and globally. In particular,

The question of whether interception loss is
an addition to, as opposed to a replacement for, 

transpiration loss is important in evaluating
the effects of vegetation changes

on regional water balances.

Under some weather conditions, vegetation can
“comb” water from clouds and fog and thereby add
water input to a region. This phenomenon is some-
times called “positive interception”; it is briefly dis-
cussed as “occult precipitation” in section 4.1.6.
Snow interception is treated in section 5.4.2.

Figure 6.16 Annual variabil-
ity of transpirational leaf-area

index, LAI, in (a) a pine forest in
southeast England [Stewart

(1988)]; (b) a hardwood forest
in New Hampshire [Federer
and Lash (1978a)]; and (c) a

hardwood forest in North
Carolina [Federer and

Lash (1978a)].
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Box 6.5 Example Calculations with the Stewart–Penman–Monteith Model

Here we use the Stewart model of leaf conductance 
[equation (6.53)] and the Penman–Monteith model 
[equation (6.57) to compare the transpiration rate from 
the canopy for soil-moisture deficits (Δθ) of (1) 0 cm (wet 
soil) and (2) 7.0 cm (dry soil) under the conditions in the 

pine forest at Thetford, England, studied by Stewart 
(1988). These relations are programmed in the spread-
sheet PenMontX.xls found on the disk accompanying 
this text. Tables 6B5.1–6B5.3 give the vegetation and 
environmental conditions.

Table 6B5.1 Vegetation Conditions.a

Tree Height, 
zveg (m)

16.5

Zero-Plane 
Displacement, zd (m)

11.6

Roughness 
Height, z0 (m)

1.65

Leaf-Area 
Index, LAI

2.8

Maximum Leaf 
Conductance, 
C*leaf (m/day)

199

Shelter Factor, ks

0.5

aThe values of zveg, LAI, and C*leaf were determined for this site and are used in preference to values from table 6.4. Measurement height 
zm = 2 m above the canopy. zd and z0 are calculated via equations (6.51) and (6.52).

Table 6B5.2 Environmental Conditions (Radiation).

Incident Solar Radiation,
Kin (MJ/m2 · day)

25.1

Albedo, a

0.18

Net Solar Radiation, K
(MJ/m2 · day)

20.6

Net Longwave Radiation,
L (MJ/m2 · day)

–4.99

Table 6B5.3 Environmental Conditions (Atmosphere).

Atmospheric 
Pressure, p 

(kPa)

101.3

Air 
Temperature, 

T(zm) (°C)

19.2

Saturation 
Vapor 

Pressure, 
e*(zm) (kPa)

2.23

Relative 
Humidity, 

RH(zm)

0.54

Wind Speed, 
u(zm)

(m/day)

259,200

Slope of 
Saturation-

Vapor-Pressure 
Curve, Δ
(kPa/°C)

0.139

Psychrometric 
Constant, γ 

(kPa/°C)

0.067

Values of additional quantities in the Penman–Monteith 
equation are given in table 6B5.4.

Table 6B5.4 Additional Quantities in Penman–Monteith Equation [Equation (6.57)].

Atmospheric Conductance, 
Cat (m/day)

20,057

Air Density, ρa (kg/m3)

1.29

Air Specific Heat, ca

(MJ/kg · °C)

1.005×10–3

Latent Heat, λv (MJ/kg)

2.45

Calculation of the leaf conductance, Cleaf , via equa-
tion (6.53) requires the absolute humidity deficit, Δρv , 
which is found by first calculating the air vapor-pressure 
deficit Δe(zm) via equation (6.3):

Δe(zm) ≡ e*(zm) – e(zm)
= e*(zm) · [1 – RH(zm)]
= 2.23 · (1 – 0.54) = 1.03 kPa.

Using relations in section 3.1, vapor-pressure deficit, Δe, 
is converted to absolute humidity deficit, Δρv , via

Using the equations in table 6.5, we compute the val-
ues of the f functions of equation (6.53). The results are 
found in table 6B5.5.

D Drv
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6.6.1 Definitions
Figure 6.17 illustrates the following definitions

used in describing and measuring interception.

• Gross rainfall, R, is the rainfall measured above
the vegetative canopy or in the open.

• Canopy interception loss, Ec, is water that evapo-
rates from the canopy.

• Throughfall, Rt, is rainfall that reaches the ground
surface directly through spaces in the canopy and
by dripping from the canopy.

• Stemflow, Rs, is water that reaches the ground sur-
face by running down trunks and stems.

• Litter interception loss, El, is water that evapo-
rates from the ground surface (usually including
near-ground plants and leaf litter).

• Total interception loss, Ei, is the sum of canopy
and litter interception losses.

• Net rainfall, Rn, is the gross rainfall minus the to-
tal interception loss.

From the above f values we calculate the conductances 
via equations (6.53) and (6.55) and ET values via equa-
tion (6.57). The results are found in table 6B5.6.

It is also instructive to compare the latent-heat flux, 
LE, associated with the evaporation of intercepted water 
with the available energy (net radiation). The net radia-
tion, K + L, in this example is

K + L = (25.1 MJ/m2 · day) × (1 – 0.18) – 4.99 MJ/m2 · day
= 16.0 MJ/m2 · day.

The latent-heat flux associated with evaporating the 
intercepted water is

LE = ρw · λv · E
= (1,000 kg/m3) × (2.45 MJ/kg) × (0.0953 m/day)
= 233 MJ/m2 · day,

which is over 15 times the energy available from net 
radiation. The difference between the latent-heat flux 
and the net radiation must be provided by downward 
sensible-heat transfer, and this energy is supplied by air 
advected from the surrounding region. Several studies 
(e.g., Stewart 1977) have shown that such energy 
advection is commonly involved in evaporating inter-
cepted water, that is, interception loss can markedly 
cool the air regionally.

Table 6B5.6 Leaf and Canopy Conductances
and ET.

Δθ (cm)

0

7

Cleaf

(m/day)

79.4

52.0

Ccan

(m/day)

111.1

72.8

ET 
mm/day)

0.974

0.642

Table 6B5.5 Values of f Functions in Equation (6.53) (Table 6.5).

Function

Variable value

Function value

fK(Kin)

25.1 MJ/m2 · day

0.812

fρ(Δρv)

0.0076 kg/m3

0.493

fT[T(zm)]

19.2 °C

0.998

fθ(Δθ)

0 cm

1.00

fθ(Δθ)

7 cm

0.655

Figure 6.17 Definitions of terms used in describing 
the interception process. R = gross rainfall; Ec = can-
opy interception loss; Rt = throughfall; Rs = stemflow; 
El = litter interception loss; Rn = net rainfall.
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These definitions are applied over a representa-
tive area of the plant community of interest, so they
take into account the typical spacing between plants.
If the symbols given represent volumes of water [L3]
or volumes per unit area [L] during a given time pe-
riod, we have

Rn = R – Ei; (6.58)

Ei = Ec + El; (6.59)

R = Rt + Rs + Ec; (6.60)

and

Rn = Rt + Rs – El. (6.61)

6.6.2 Field Measurement of Interception
As with other components of evapotranspira-

tion, interception loss cannot be measured directly.
The most common approach to determining the
amounts of canopy interception loss in various plant
communities is to measure gross rainfall, through-
fall, and stemflow, and solve equation (6.60) for Ec.
However, this is not a simple procedure because of:
(1) the difficulties in accurately measuring rainfall,
particularly at low rainfall intensities when intercep-
tion losses are relatively large (see section 4.2.1.2);
(2) the large spatial variability of throughfall; and (3)
the difficulty and expense of measuring stemflow.

Helvey and Patric (1965a) reviewed criteria for
measuring interception quantities, and concluded
that averaging the catches in 20 rain gauges spaced
randomly over a representative portion of the com-
munity should give acceptable estimates of through-
fall; typical intergauge spacing for forest studies is on
the order of 10 to 30 m (Gash et al. 1980). Large
plastic sheets have also been used to get an integrated
measure of net rainfall (Calder and Rosier 1976).

Stemflow is measured by attaching flexible
troughs tightly around the trunks of trees and con-
ducting the water to rain gauges or collecting bottles.
Helvey and Patric (1965a) stated that measuring
stemflow from all trees on randomly selected plots
gives the most representative results, with plot diam-
eters at least 1.5 times the diameter of the crown of
the largest trees. However, since stemflow is usually
much less than throughfall, most studies have esti-
mated stemflow less rigorously by sampling a few
“typical” trees.

The few published studies of grass or litter inter-
ception have usually been done using artificial rain,
either by measuring the net rainfall from small iso-

lated areas in the field (Merriam 1961) or by collect-
ing undisturbed samples of the surface litter and
setting them on recording scales in the laboratory
(Pitman 1989; Putuhena and Cordery 1996).

6.6.3 Modeling

6.6.3.1 Regression Analysis
Most of the earlier studies of interception have

used results of field or laboratory measurements in
particular plant communities to establish equations
relating Rt, Rs, El, Rn, and/or Ei to R via regression
analysis. These equations are usually of the form

Y = MY · R + BY, (6.62)

where Y is one of the components of the interception
process (Rt, Rs, Ec, El, or Ei), R is gross rainfall for
an individual storm, and MY and BY are empirical
constants determined by regression analysis. Equa-
tions of the form of (6.62) can readily be adapted to
give estimates for seasonal or annual periods:

ΣY = MY · ΣR + n · BY, (6.63)

where the summation sign indicates seasonal or an-
nual totals and n is the number of storms per season
or year.

Table 6.6 summarizes published equations for
various community types. Unfortunately, few of the
studies that developed these equations made concur-
rent measurements of leaf-area index, so it is difficult
to judge the range of applicability of their results.
Only a few studies have included estimates of litter
interception loss; most of these have found El in the
range 0.02 · R to 0.05 · R, though some higher values
have been reported (Helvey and Patric 1965b;
Helvey 1971).

As shown in box 6.6, regression equations can
be useful for showing the effects of rainfall amount
and number of storms on net rainfall (figure 6.18 on
p. 288). However, such equations cannot usually be
confidently applied to areas other than where they
were developed.

6.6.3.2 Conceptual Models
Because of the uncertain transferability of re-

gression equations and the need for simulating inter-
ception loss in predictive models, considerable effort
has been expended to develop conceptual models of
the process. The sparse Rutter model is the most
widely used of these; it was originally developed by
Rutter et al. (1971) and modified by Gash and Mor-
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ton (1978) and Valente et al. (1997). This model op-
erates at a time step (Δt) of one day, and usually
assumes that each day’s rain occurs in a single storm.
A running water balance of the canopy (leaves and

branches) and tree trunks is computed using the con-
ceptual scheme shown in figure 6.19 on p. 289. A
portion (kgap) of the rain falls through the canopy; of
the rain hitting the canopy, a small fraction (ktR) runs
down the trunks. The canopy storage (Sc) is filled by
rainfall and emptied by evaporation (Ec), at a rate
given via the Penman–Monteith equation (Ep), and
by drainage (D) as

D = DS · exp[kD · (Sc – Sc*)], Sc ≥ Sc*
D = 0, Sc < Sc*, (6.64)

where Sc* is the canopy storage capacity. A similar
relation is used to calculate drainage via trunks,
which have storage capacity St*. A portion (ktE) of the
rain reaching the trunks also evaporates, the remain-
der becomes stemflow (Rt). The total interception
loss from the canopy-covered area (Ec) is the sum of
the evaporation from canopy (Ec) and trunks (Et).

The structure of the vegetation is reflected in the
parameters Sc*, St*, ktR, and ktE. Valente et al. (1997)
discussed how these can be determined from analy-
sis of regression relations of the form of equation
(6.62) developed from field measurements. However,
Miralles et al. (2010) reviewed a number of studies in
various forest types and found that the values of all
the model parameters had a surprisingly small range
globally (table 6.7 on p. 290), with no clear relation
to forest characteristics such as leaf-area index. Sev-
eral studies have found good agreement between ob-
served interception loss and that simulated by the
Rutter–Gash model and its variants (e.g., Gash and
Morton 1978; Gash 1979; Lloyd et al. 1988; Valente
et al. 1997).

The Liu model (Liu 1997, 2001) is a somewhat
simpler variant of the Rutter–Gash model, in which
the storage and interception loss of the canopy and

Table 6.6 Regression Equations for Estimating 
Throughfall, Rt, and Stemflow, Rs, as Functions of 
Gross Rainfall, R, for Individual Storms [Equation 
(6.62)], or for Seasons [Equation (6.63)].

Plant 
Community

Eastern 
Hardwoodsa

Full leaf

Leafless

Conifersb

Red pine

Loblolly pine

Shortleaf pine

Eastern white 
pine

Ponderosa pine

Pines (average)

Spruce–fir–
hemlock

Quantity 
(Y) (cm)

Rt

Rs

Rt + Rs

Rt

Rs

Rt + Rs

Rt + Rs

Rt + Rs

Rt + Rs

Rt + Rs

Rt + Rs

Rt + Rs

Rt + Rs

MY (cm)

0.901

0.041

0.941

0.914

0.062

0.978

0.89

0.88

0.91

0.91

0.93

0.90

0.79

BY

–0.079

–0.013

–0.092

–0.038

–0.013

–0.051

–0.10

–0.08

–0.10

–0.13

–0.15

–0.10

–0.13

aEastern hardwood values from Helvey and Patric (1965b).
bConifer values from Helvey (1971).

Box 6.6 Example Calculations: Effects of Total Rainfall and Number of Storms on Net Rainfall

Summer gross rainfall at Fairbanks, Alaska, ranges 
from 100 to 400 mm, typically arriving in about 45 low-
intensity storms. Although none of the equations listed 
in table 6.6 applies to birch forests in this region, we use 
the ones for eastern hardwoods in leaf to illustrate the 
effects on net rainfall of (1) total summer gross rainfall 
(ΣR) and (2) number of storms (n): 

Σ(Rt + Rs) = 0.941 · ΣR – 0.92 · n (6B6.1)

and assume ΣEl = 0.04 · ΣR. Then from equation (6.61) 
we have

ΣRn = 0.941 · ΣR – 0.92 · n – 0.04 · ΣR 
= 0.901 · ΣR – 0.92 · n. (6B6.2)

Now we can use this relation to estimate ΣRn and ΣRn/
ΣR for n = 10 to 60 storms per season over the range 100 
≤ ΣR ≤ 400 mm, with the results shown in figure 6.18.

Although the relations shown in figure 6.18 may not 
strictly apply to central Alaska, they illustrate the general 
effects of total seasonal rainfall and number of storms 
on net rainfall: For a given seasonal rainfall total, the net 
rainfall decreases markedly with number of storms.



288 Part II: Surface-Atmosphere Water and Energy Exchange

trunks are combined (as they are in figure 6.17). For
a period with n storms, this model takes the form

where

and  and  are the average rates of evaporation
and rainfall, respectively.

In a comparison study, Liu (2001) found that
the Rutter–Gash and Liu models both successfully
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Figure 6.18 (a) Net rainfall, Rn, 
and (b) the ratio of net rainfall to 
gross rainfall, Rn/R, as a function 
of seasonal gross rainfall, R, and 
number of storms per season, n, 
estimated for a central Alaskan 
birch forest. (See box 6.6.)
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Gross rainfall
R

Interception loss
Ec = Ec + Et

Trunk
evaporation
Et = F · Ect

Canopy
evaporation
Ec = F · Ecc

Canopy drainage
Dc = d(Sc – Sc*) /d t

Trunk drainage
Dt = d(St – St*) /d t

Canopy-area
rainfall

F · R

Non-canopy-area
rainfall

(1 – F) · R

Ecc =
(1 – kt) · Ep · (Sc / Sc*), Sc < Sc*

(1 – kt) · Ep , Sc ≥ Sc*

Throughfall
Rt = (1 – F) · R + F · (1 – ktR)  · Dc

Ect =
 ktE · Ep · (St / St*), St < St*

ktE · Ep , St ≥ St*

Sc
Sc*

St
St*

Drip
(1 – ktR) · Dc

Trunk input
ktR · Dc

Stemflow
Rs = F · Dt

Figure 6.19 The “sparse” Rutter conceptual model of interception as developed by Valente et al. (1997) 
[adapted from Valente et al. (1997)].
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modeled long-term interception losses from a broad
range of 20 forests globally, and suggested that the
Liu model might be preferable because it has a sim-
pler form and fewer data requirements. Buttle and
Farnsworth (2012) found that the Liu model gave
good predictions of seasonal interception in red pine
plantations of different ages and in mature mixed
hardwood forest stands in southern Ontario, Canada.

6.6.4 Evaporation of Intercepted Water
As noted, the Penman equation [equation

(6.56)] is used to calculate the rate of evaporation of
intercepted water in the Rutter–Gash and Liu mod-
els. This is equivalent to using the Penman–Monteith
equation [equation (6.57)] with infinite canopy con-
ductance, which is appropriate because the evapora-
tion is from the leaf surface with no effect from the
stomata. Thus only atmospheric conductance affects
the evaporation rates of intercepted water, and inter-
cepted water will evaporate faster than transpiration
that occurs under the same conditions.

Note from figure 6.13 that atmospheric conduc-
tance increases markedly with vegetation height for a
given wind speed: When u(2 m) = 1 m/s, Cat ≈ 0.006
m/s above 0.1-m high grass, but Cat ≈ 0.06 m/s
above 10-m high trees. This is due to the effects of
surface roughness on the efficiency of turbulent
transfer (section 3.5.3). Thus for forests the differ-
ence between the evaporation rates of intercepted
water and transpired water is considerable, as illus-
trated by the following example.

In the example of box 6.5, the atmospheric con-
ductance Cat is 20,057 m/day (0.232 m/s) (table
6B5.4), canopy conductance Ccan for a pine forest is
111.1 m/day (table 6B5.6), and with Δθ = 0 cm the
Penman–Monteith equation gives a transpiration

rate of 0.974 mm/day (table 6B5.6). With an infinite
canopy conductance, equation (6.57) yields a canopy
evaporation rate of 95.3 mm/day, almost 100 times
greater than the transpiration rate! Thus if there is 1
mm of intercepted water on the canopy, it will be
completely evaporated in (1 mm)/(95.3 mm/day) =
0.0105 day = 0.252 hr.

The contrast between rates of evaporation of in-
tercepted water and rates of transpiration has an im-
portant bearing on understanding the hydrologic
impacts of land-use changes, as discussed in the fol-
lowing section.

6.6.5 Hydrologic Importance of
Interception Loss

6.6.5.1 Observed Values of Interception Loss
Table 6.8 summarizes measurements of seasonal

interception loss (Ec) in various plant communities;
values range from 10 to 40% of gross precipitation. A
recent study by Miralles et al. (2010) used the sparse
Rutter model with the parameter values of table 6.7
to model forest rainfall interception loss globally at a
spatial resolution of about 300 km2. Satellite obser-
vations were used to classify rainfall events as “syn-
optic” (average rainfall rate  = 1.5 mm/hr) or
“convective” (average rainfall rate  = 5.6 mm/hr).
They found that average evaporation rate of inter-
cepted water varied little with forest type, and had an
average value  = 0.3 mm/hr. Using these values,
they found that average values of interception loss
ranged from 0 to about 500 mm/yr and 0 to 30% of
rainfall, comparable to the range in table 6.8, and
mapped the global distribution of these values.

The Miralles et al. (2010) study found that the
main determinant of interception loss was the vol-
ume and intensity of rainfall (as suggested by the ex-
ample in box 6.6): Rates are highest where rain tends
to come in long-duration (synoptic) storms and low-
est where short-duration (convective) storms domi-
nate. Because of the association of forest types and
climate (figures 2.48 and 2.49), the highest average
percentages of interception loss are associated with
conifer forests (22%), and interception in tropical
broadleaf evergreen forests (13%) is lower than in
temperate deciduous broadleaf forests (22%), despite
the lower canopy cover of deciduous forests in winter.

6.6.5.2 Does Interception Loss Add To or
Replace Transpiration?

There has been considerable debate concerning
the extent to which this loss is an addition to, as op-

R
R

E c

Table 6.7 Parameters of Gash Interception Model and 
Values Used in Global Simulation by Miralles et al. (2010).

Parameter

Canopy storage 
capacity

Trunk storage capacity

Fraction of rain to 
trunks

Fraction of trunk 
evaporation

Symbol

Sc*

St*

ktR

ktE

Average Value ± 
Standard Deviation

1.2 ± 0.4 mm

0.02 mm

0.02

0.02
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Table 6.8 Annual Canopy Interception Loss as a Fraction of Gross Precipitation for Various Plant Communities.

Latitude

3.0

4.0

5.9

6.5

7.0

10.0

11.3

18.3

18.3

34.5

35.0

35.0

35.0

35.0

42.2

43.9

~45.0

~45.0

~45.0

~45.0

~45.0

~45.0

51.4

51.4

51.4

51.4

51.4

51.4

51.4

52.3

52.5

52.5

55.0

55.0

55.0

55.2

56.4

57.7

58.3

Location

Tropics

Tropics

Manaus, Brazil

Malaysia

Ivory Coast

W Java

Ghana

Nigeria

Kottamparamba, India

Mts., E Puerto Rico

Mts., E Puerto Rico

Mts., AR, US

W NC, US

W NC, US

W NC, US

W NC, US

S Is. New Zealand

Mts., N NH, US

NW US

NW US

NW US

NW US

NW US

NW US

SE UK

Hampshire, UK

Hampshire, UK

Hampshire, UK

Hampshire, UK

Hampshire, UK

Hampshire, UK

Norfolk, U

Wales, UK

Castricum, Holland

S Scotland, UK

Northumberland, UK

Northumberland, UK

S Scotland, UK

Scotland, UK

NE Scotland, UK

SE AK, US

Ec/R

0.22

0.18

0.09

0.23

0.09

0.21

0.16

0.05

0.31

0.42

0.09

0.13

0.09

0.12

0.19

0.15

0.24

0.13

0.24

0.32

0.35

0.34

0.21

0.24

0.35

0.36

0.39

0.18

0.12

0.48

0.35

0.36

0.27

0.22

0.30

0.49

0.29

0.32

0.28

0.42

0.25

Annual Pptn. (cm)a

281

300

575

203

203

203

203

260

130

79

60

187

31

160

100

100

97

213

64

Community

Lowland forest

Montane forest

Amazonian rain forest

Lowland forest

Evergreen hardwoods

Lowland tropical rain forest

Semideciduous moist forest

Forest-savannah boundary

Cashew

Tabonuco et al.

Dwarf forest

Pine-hardwood

60-yr-old white pine

Mixed hardwoods

35-yr-old white pine

10-yr-old white pine

Mixed evergreen hardwood

Mixed hardwoods

Douglas fir

Douglas fir et al.

Sitka spruce-hemlock et al.

Mature Douglas fir

White pine-hemlock

Douglas fir-hemlock

Corsican pine

Hornbeam

Douglas fir

Oak

Oak-defoliated

Norway spruce

Corsican pine

Scots & Corsican pine

Sitka spruce

Oak forest

Sitka spruce

Sitka spruce-mature

Sitka spruce-pole timber

Sitka spruce

Sitka spruce

Scots pine

Hemlock–Sitka spruce

aAnnual precipitation during period of measurement or climatic average, as given in source. Data from published sources.
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posed to a replacement for, water loss by transpira-
tion. Clearly most of the interception loss that occurs
in seasons when vegetation is dormant is a net addi-
tion to evapotranspiration. When intercepted water is
present during the growing season, it evaporates in
preference to water in stomatal cavities because it
does not encounter stomatal resistance. For short veg-
etation, atmospheric conductances are much lower
than over forests (figure 6.13) and interception loss
occurs at rates comparable to transpiration. Thus

For grasses and other short vegetation, 
interception loss is to a large extent 

compensated by reduction in transpiration and 
makes little net addition to evapotranspiration 

(McMillan and Burgy 1960).

However, as we have just seen, the evaporation
of intercepted water in forests occurs at rates several
times greater than for transpiration under identical
conditions. Thus intercepted water disappears
quickly and interception loss replaces transpiration
only for short periods. Thus

For forests, interception loss is largely a
net addition to evapotranspiration.

For example, Stewart (1977) found that annual
interception loss for the forest he studied was 214
mm, and that 69 mm would have transpired during
the time this loss was occurring. Thus the net addi-
tional evapotranspiration due to interception was
145 mm; this was 26% of the total annual evapo-
transpiration.

Because forest interception is a significant addi-
tional component of seasonal evapotranspiration,
tree removal by logging, forest fire, or wind damage
increases the average runoff from the affected area,
and afforestation decreases runoff (e.g., Hewlett
and Hibbert 1961; Bosch and Hewlett 1982). The
magnitude of the change is roughly proportional to
the percentage change in forest cover (figure 6.20)
and is largely due to increased or decreased inter-
ception loss. Change in the vertical extent of the
root zone from which transpired water is extracted
adds to the effect.

6.7 Potential and Reference-Crop 
Evapotranspiration

6.7.1 Conceptual Definition
The concept of potential evapotranspiration was in-

troduced in section 2.2.8.3 in the discussion of the ef-
fects of climate change on hydrology. The concept
originated as part of a scheme for climate classifica-
tion by Thornthwaite (1948), who intended it to de-
pend essentially on climate or weather, independent
of surface characteristics:

Potential evapotranspiration (PET) is the rate 
at which evapotranspiration would occur from a 

large area completely and uniformly covered 
with growing vegetation with access to an 
unlimited supply of soil water and without 

advection or heat-storage effects (table 6.1).

However, this concept is problematical because there
are several characteristics of a vegetative surface that
have a strong influence on evapotranspiration rate
even when there is no limit to the available water
(see table 6.4 and figure 6.13): (1) the albedo of the
surface, which determines the net radiation; (2) the
maximum leaf conductance; (3) the atmospheric
conductance, which is largely determined by vegeta-
tion height; and (4) the presence or absence of inter-
cepted water. Because of these surface effects,
Penman (1956) suggested replacing the PET concept
with reference-crop evapotranspiration:

Reference-crop evapotranspiration (RET) is 
the amount of water transpired by a short

green crop, completely shading the ground,
of uniform height, and never short of water.

Another concern about the concept of PET is
that its magnitude is often calculated from meteoro-
logical data collected under conditions in which the
actual evapotranspiration rate is less than the poten-
tial rate. However, if evapotranspiration had been oc-
curring at the potential rate, the latent- and sensible-
heat exchanges between the air and the surface, and
hence the air temperature and humidity, would have
been considerably different (Brutsaert 1982).
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In spite of these ambiguities, it has proven useful
to retain the concept of PET as an index of the “dry-
ing power” of the climate or the ambient meteorologi-
cal conditions, and we now examine some operational
definitions that have been applied in climate classifica-
tion and hydrologic modeling. The last section of this
chapter will describe how estimates of actual evapo-
transpiration are derived from calculated values of po-
tential evapotranspiration in hydrologic analysis.

6.7.2 Operational Definitions
In practice, PET/RET is defined by the method

used to calculate it, and many methods have been
proffered. We limit our discussion to the methods
most commonly applied in hydrologic studies; other
methods are summarized and compared by Winter
et al. (1995), Federer et al. (1996), Vörösmarty et al.
(1998), and Rosenberry et al. (2007). Following Jen-
sen et al. (1990), these methods can be classified on
the basis of their data requirements:

• Temperature-based: Uses only air temperature
(often climatic averages) and sometimes day length
(time from sunrise to sunset).

• Radiation-based: Uses net radiation and air tem-
perature.

• Combination: Based on the Penman combination
equation; uses net radiation, air temperature, wind
speed, and relative humidity.

• Pan evaporation: Uses pan evaporation, some-
times with modifications depending on wind
speed, temperature, and humidity.

Some of the methods do not require information
about the nature of the surface and can be consid-
ered to give a version of reference-crop evapotranspi-
ration, others are surface-specific and require
information about albedo, vegetation height, maxi-
mum stomatal conductance, leaf-area index, and/or
other factors.

Figure 6.20 Annual streamflow increases due to reductions in vegetative cover as measured in watershed 
experiments [Bosch and Hewlett (1982). A review of catchment experiments to determine the effect of vegetation 
changes on water yield and evapotranspiration. Journal of Hydrology 55:3–23, with permission of Elsevier].
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6.7.2.1 Temperature-Based Methods
Thornthwaite (1948) developed a complex em-

pirical formula for calculating average monthly PET,
PETTh, as a function of climatic average monthly
temperature:

where nm is number of days in month m, Tm is mean
monthly temperature (°C), I is the “annual heat in-
dex” given by

and

ζ ≡ 6.75×10–7 · I 3 – 7.71×10–5 · I 2

+ 1.79×10–2 · I + 0.49. (6.67c)

In spite of its highly empirical nature, the Thornth-
waite formula has been widely used.

It turns out that Thornthwaite’s temperature
function has a form similar to the saturation vapor-
pressure relation [equation (6.2)], and some simplifi-
cations of his approach are based on this similarity.
For example, Hamon (1963) estimated daily PET as

where PETH is in mm/day, D is day length in hr [cal-
culated via equation (D.7)], and e*(Ta) is the satura-
tion vapor pressure at the mean daily temperature, Ta
(°C), in kPa. Equation (6.68) gives values close to
those given by the original Thornthwaite formula-
tion and has been used in several hydrologic models.

6.7.2.2 Radiation-Based Methods
Slatyer and McIlroy (1961) reasoned that air mov-

ing large distances over a homogeneous, well-watered
surface would become saturated, so that the mass-
transfer term in the Penman equation [equation
(6.56)] would disappear. They defined the evapotrans-
piration rate under these conditions as the equilibrium
potential evapotranspiration, PETeq. Subsequently
Priestley and Taylor (1972) compared PETeq with val-
ues determined by energy-balance methods over well-
watered surfaces, and found a close fit if PETeq was
multiplied by a factor αPT to give

A number of field studies of evapotranspiration
in humid regions have found αPT = 1.26, and theoret-
ical examination has shown that that value in fact
represents equilibrium evapotranspiration over well-
watered surfaces under a wide range of conditions
(Eichinger et al. 1996). Thus PETPT is often referred
to as the equilibrium potential evapotranspiration,
and equation (6.69) gives an estimate of PET that de-
pends only on net radiation and air temperature,
which has proven useful in hydrologic analysis.

6.7.2.3 Combination Methods
If the required data are available, the Penman–

Monteith equation [equation (6.57)] is the preferred
method for calculating PET. To simulate well-watered
vegetation, a Ccan value calculated from equations (6.53)
and (6.55) with fθ(Δθ) = 1 can be used. To quantify the
definition of reference-crop evapotranspiration (section
6.7.1), recall that the Penman–Monteith equation re-
lates evapotranspiration rate to atmospheric and sur-
face characteristics (heat exchange with the ground, G,
is added to the energy balance here, but it can usually
be neglected when calculating daily or several-day ET):

Table 6.9 shows the dependences of the terms in
equation (6.70) on weather/climate and surface charac-
teristics. The terms that are determined by surface char-
acteristics are albedo (a), atmospheric conductance (Cat)
and canopy conductance (Ccan). Thus reference-crop
evapotranspiration is defined precisely as a function
only of average or current weather conditions by speci-
fying values for those three terms (Shuttleworth 1992):

Reference-crop evapotranspiration (RET) is 
the rate of evaporation from an idealized grass 

crop with zveg = 0.12 m, a = 0.23, and
Ccan = 0.16 m/s (1/Ccan = 70 s/m).

Box 6.7 on p. 296 derives the formula recom-
mended by the Food and Agriculture Organization
(FAO) for calculating RET:
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where RET is in mm/day, the energy-budget terms
are in MJ/m2 · day, Δ and γ are in kPa/°C, T is in
°C, u is in m/s, and e* and e are in kPa.

6.7.3 Direct Measurement: Lysimeters, 
Pans, and Atmometers

The potential evapotranspiration for short vege-
tation is commonly very similar to free-water evapo-
ration (Brutsaert 1982; Linsley et al. 1982). This may
be because lower canopy conductance over the vege-
tation fortuitously compensates for the lower atmo-
spheric conductance over the pan. In any case,
annual values of pan evaporation (= free-water evap-
oration as shown in figure 6.6) are essentially equal
to annual PET, and pan evaporation corrected via
equations (6.41) and (6.42) can be used to estimate
PET for shorter periods. Farnsworth et al. (1982)
have published maps of annual (May–October)
Class-A pan evaporation for the United States.

A lysimeter is an artificially enclosed volume of
soil, usually planted with grass or similar vegetation,
for which the inflows and outflows of liquid water
can be measured and changes in storage can be mon-
itored by weighing. Lysimeters range from 1 m2 or
less to over 150 m2 in size and are usually designed
so that their soil and vegetation are as closely as pos-

sible identical to those of the surrounding area. De-
tails of standard lysimeter construction can be found
in Dunne and Leopold (1978), Brutsaert (1982), and
Shaw (1988); Grimmond et al. (1992) describe a por-
table mini-lysimeter (< 0.2 m2 area). Goss and
Ehlers (2009) provide a detailed review of the use of
lysimeters in measuring evapotranspiration.

Carefully obtained lysimeter measurements are
usually considered to give the best determinations of
actual evapotranspiration or, if well-watered condi-
tions are maintained, PET or RET, and are often
taken as standards against which other methods are
compared (e.g., Jensen et al. 1990). However, lysime-
ters must be carefully constructed to reproduce sur-
rounding soil and vegetation. They must have
provisions for drainage that closely mimic drainage
in the natural soil so that the water-content profile,
and hence the evapotranspiration rate, are similar to
those in the surrounding soil. It is virtually impossi-
ble to use the technique for forest vegetation.

Potential evapotranspiration can also be directly
measured by various forms of atmometers or evapo-
rimeters where the evaporation that occurs from po-
rous surfaces is supplied from a water reservoir
(Giambelluca et al. 1992; Fontaine and Todd 1993;
Alam and Trooien 2001; Gavilán and Castillo-

Table 6.9 Terms in the Penman–Monteith Equation [Equation (6.70)] and Their Dependences on
Weather/Climate and Surface Characteristics.

Term

Δ

Kin

a

L

ρa

ca

Cat

e*(zm)

e(zm)

ρw

λv

γ

Ccan

Definition

slope of saturation vapor 
pressure-temperature relation

incident shortwave radiation

albedo

net longwave radiation

air density

specific heat of air

atmospheric conductivity

saturation vapor pressure

vapor pressure

water density

latent heat of vaporization

psychrometric constant

canopy conductance

Surface Dependence

type of vegetation (table 6.4)

vegetation height (figure 6.13)

vegetation type [equation 
(6.55), table 6.4]

Weather/Climate Dependence

Ta (air temperature) [equation (6.4)]

cloud cover [equation (6B1.2)]

Ta, humidity, cloud cover [equations 
(6B1.8) and (6B1.9)]

slight Ta dependence

slight Ta dependence

wind speed [equation (6.48), figure 6.13]

Ta [equation (6.2)]

Ta, humidity [equations (6.2) and (6.3)]

slight Ta dependence

slight Ta dependence

slight Ta and pressure dependence

Kin, Ta, humidity, soil moisture [equation 
(6.53)]
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Llanque 2009). These are especially useful in sched-
uling applications of irrigation water, but may also
have scientific application.

6.7.4 Comparison of PET/RET
Estimation Methods

Jensen et al. (1990) compared PET computed by
19 different approaches with measured reference-crop
evapotranspiration in weighing lysimeters at 11 loca-
tions covering a range of latitudes and elevations. The
Penman–Monteith method gave the best overall results
(figure 6.21a). Equilibrium evapotranspiration [equa-
tion (6.69) with αPT = 1.26] gave reasonable agreement
up to rates of 4 mm/day but considerable underestima-
tion at higher rates (figure 6.21b). Monthly Class-A pan
evaporation correlated well with measured PET, but

with considerable scatter presumably due to variability
of heat exchange through the pan walls (figure 6.21c).

For short vegetation, the Penman equation
[equation (6.56)] gives nearly the same estimates as
the Penman–Monteith equation, and Van Bavel
(1966) found a close correspondence for hourly and
daily evapotranspiration computed by the Penman
equation and that measured for well-watered alfalfa
growing in a lysimeter (figure 6.22).

Vörösmarty et al. (1998) compared the estimates
of annual PET given by nine different methods. The
various methods were used as a basis for estimating ac-
tual evapotranspiration in a global-scale monthly water-
balance model (as discussed in the following section),
and these estimates were compared with the difference
between measured precipitation and measured stream-

Box 6.7 FAO Formula for Calculating Reference-Crop Evapotranspiration

Here we reproduce the derivation of the FAO formula 
for calculating reference-crop evapotranspiration (RET) 
from Allen et al. (1998). Starting with the Penman–Mon-
teith equation [equation (6.57)]:

where zmh is the height at which humidity measure-
ments are made. The atmospheric conductance is writ-
ten as

where zmu is the height at which wind speed is mea-
sured, and z0u and z0h are the roughness heights govern-
ing momentum and vapor transfer, respectively. Terms 
in (6B7.2) are related to vegetation height, zveg, as zd = 
0.67 · zveg, z0m = 0.123 · zveg, and z0h = 0.012 · zveg . Then 
assuming κ = 0.41, zmu = zmh = 2 m, and the standard 
crop height zveg = 0.12 m,

where u(2 m) and Cat are in m/s. Comparing equation 
(6B7.2) to equation (6.48), note that here the roughness 
heights for vapor transfer is assumed to be 0.1 of the 
roughness height for momentum, rather than identical 
to it [equation (6.52)]. Also, the zero-plane displacement 

has a slightly different relation to vegetation height than 
given by equation (6.51).

In this formulation, the canopy conductance includes 
the conductance for water-vapor flow through the 
transpiring crop and the evaporation from the soil sur-
face. For grass, the leaf-area index is related to plant 
height approximately as

LAI = 24 · zveg, (6B7.4)

where zveg is in m. The “active” leaf-area index (portion of 
leaves exposed to sunlight; equivalent to the shelter fac-
tor [equation (6.55)] is approximated as

LAIact = 0.5 · LAI. (6B7.5)

Thus Ccan is related to “active” leaf-area index and the 
conductance for a well-illuminated leaf, C*leaf , as

Ccan = C*leaf · LAIact. (6B7.6)

The stomatal conductance of a single leaf, C*leaf , has 
a value of about 0.01 m/s under well-watered condi-
tions. Combining equations (6B7.4)–(6B7.6) and assum-
ing a crop height of 0.12 m, the surface conductance 
Ccan for the grass reference surface becomes:

Ccan = C*leaf · 0.5 · 24 · zveg

= 0.01 m/s · 0.5 · 24 1/m · 0.12 m = 0.0144 m/s.
(6B7.7)

Substituting the above relations into the Penman–
Monteith equation yields equation (6.71), which is the 
operational relation for calculating RET as a function 
only of atmospheric conditions.
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Figure 6.21 Comparison of average monthly
potential evapotranspiration computed by (a)

the Penman–Monteith equation [equation
(6.70)], (b) the Priestley–Taylor equilibrium

method [equation (6.69)], and (c) uncorrected
Class-A pan evaporation, with values deter-

mined in lysimeters containing well-watered
alfalfa at 11 locations. Overestimation by pan

evaporation is probably due largely to heat
exchange through the sides of the pan [Jensen
et al., eds. (1990). Evapotranspiration and Irriga-
tion Water Requirements. Manuals and Reports

of Engineering Practice No. 70, with permission
from ASCE].

Figure 6.22
Comparison of observed

hourly evapotranspiration
for well-watered alfalfa

(closed circles) and that
calculated via the Pen-

man equation (open cir-
cles) [Van Bavel (1966).
Potential evaporation:
The combination con-

cept and its experimental
verification. Water

Resources Research 2:455–
467, with permission of

the American Geophysi-
cal Union].



298 Part II: Surface-Atmosphere Water and Energy Exchange

flow. Considering the differences in conceptual basis
and data requirements, the various methods gave sur-
prisingly similar results overall. Interestingly, the
Hamon method [equation (6.68)], which is based only
on temperature and day length, performed best. Several
variations of the Penman–Monteith method [equation
(6.57)] performed well, while the equilibrium method
[equation (6.69)] tended to overestimate in regions with
higher ET rates and the Penman equation [equation
(6.56)] overestimated for all locations.

6.8 Actual Evapotranspiration

6.8.1 Potential-Evapotranspiration 
Approaches

6.8.1.1 Relation to Precipitation/PET Ratio
In hot arid regions, potential evapotranspiration

greatly exceeds precipitation so that average actual
evapotranspiration is water-limited, and is nearly equal
to average precipitation. In regions with abundant

rainfall in all seasons, evapotranspiration is limited by
the available energy, so that average evapotranspiration
is essentially equal to average potential evapotranspira-
tion. As discussed in section 2.2.8.3, this relation is
modeled via a “Budyko-type” equation:

where w is a parameter that depends on watershed
characteristics that affect storage: regions with low
values of w have relatively small storage, while those
with high w values represent watersheds with high
storage. The ratio PET/P is called the aridity index;
actual evapotranspiration is energy-limited in hu-
mid regions (PET/P < 1) and water-limited in arid
regions (PET/P > 1).

In the original form of equation (6.72), Pike
(1964) assumed w = 2 generally, and figure 6.23
shows that that value provides a reasonably accurate

ET
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w w
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Figure 6.23 Comparison of annual evapotranspiration computed by the Pike equation [equation (6.72)] with 
that computed via a monthly water-balance model for selected North American stations.
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model for estimating annual average ET for loca-
tions in North America. However, there is no a priori
method of determining w for a particular watershed
or region, and the Budyko relationship must be
viewed as a broad climatic generalization that is not
suited for estimating ET for short time periods at
specific locations.

6.8.1.2 Monthly Water-Balance Models
Thornthwaite and Mather (1955) developed a

water-balance model that estimates monthly ET
from monthly PET, where PET is calculated from
monthly average temperature using equation (6.67),
equation (6.68), or another temperature-based ap-
proach. Monthly precipitation is input to a simple
heuristic model that computes monthly actual ET as
a function of soil-moisture storage and monthly aver-
age temperature and updates soil moisture via a
“bookkeeping” procedure. Monthly values of ET are

summed to give the annual value. One version of this
approach is described in detail in box 6.8, and table
6.10 and figure 6.24 (on p. 301) give an example of its
application. The method can be used with monthly
climatic-average values of precipitation and tempera-
ture, or with actual monthly values over a period of
years. In spite of their extremely simple structure and
empirical nature, models of the Thornthwaite type
generally estimate monthly runoff values reasonably
well (Alley 1984; Calvo 1986), and this correspon-
dence suggests that their estimates of actual evapo-
transpiration are also generally reasonable.

“Thornthwaite-type” monthly ET models can be
extended to estimate monthly ground-water recharge
and runoff, and one can verify ET estimates by com-
paring estimated and measured runoff. Somewhat
more elaborate versions of the basic monthly water-
balance model described in box 6.8 have been used to

Box 6.8 Thornthwaite-Type Monthly Water-Balance Model

Thornthwaite-type monthly water-balance models 
are conceptual models that can be used to simulate 
steady-state seasonal (climatic average) or continuous 
values of watershed or regional water input, snowpack, 
soil moisture, and evapotranspiration. Input for such 
models consists of monthly values of precipitation, Pm , 
and temperature, Tm , representative of the region of 
interest. For steady-state applications, these values are 
monthly climatic averages, in which case m = 1, 2, ..., 12; 
for continuous simulations they are actual monthly aver-
ages, in which case m = 1, 2, ..., 12 · N, where N is the 
number of years of record. Such models typically have a 
single parameter, the soil-water storage capacity of the 
soil in the region, SOILmax, which is defined as

SOILmax = θfc · Zrz (6B8.1)

where θfc is the field capacity and Zrz the vertical extent 
of the root zone. Typically SOILmax = 100 or 150 mm. For 
continuous applications an initial value of soil moisture, 
SOIL0, must also be specified.

All water quantities in the model represent depths 
(volumes per unit area) of liquid water; inputs and out-
puts are monthly totals and snowpack and soil storage 
are end-of-month values.

Snowpack, Snowmelt, and Water Input

Monthly precipitation is divided into rain, RAINm, and 
snow, SNOWm, where

RAINm = Fm · Pm, (6B8.2)

SNOWm = (1 – Fm ) · Pm , (6B8.3)

and Fm is the melt factor. A simple approach to calculat-
ing Fm is 

Fm = 0, Tm ≤ 0°C; 
Fm = 0.167 · Tm, 0°C < Tm < 6°C: (6B8.4)

Fm = 1, Tm ≥ 6°C.

The melt factor is also used in a temperature-index 
snowmelt model [equation (5.71)] to determine the 
monthly snowmelt, MELTm, as

MELTm = Fm · (PACKm–1 + SNOWm ), (6B8.5)

where PACKm–1 is the snowpack water equivalent at the 
end of month m – 1. The snowpack at the end of month 
m is then computed as

PACKm = (1 – Fm )
2 · Pm + (1 – Fm ) · PACKm–1.

(6B8.6)

By definition, the water input, Wm , is

Wm = RAINm + MELTm. (6B8.7)

Evapotranspiration and Soil Moisture

Following Alley (1984), if Wm ≥ PETm , ET takes place at 
the potential rate,

ETm = PETm (6B8.8)

(continued)
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and soil moisture increases or, if already at SOILmax, 
remains constant. Thus

SOILm = min{[(Wm – PETm) + SOILm–1], SOILmax},
(6B8.9)

where min{...} indicates the smaller of the quantities in the 
braces. In the original formulation, Thornthwaite (1948) 
used equation (6.67) to calculate PETm . Most current 
applications of the method use a simpler temperature-
based method [e.g., equation (6.68)] or, if data are avail-
able, one of the other approaches for estimating PETm.

If Wm < PETm , ETm is the sum of water input and an 
increment removed from soil storage,

ETm = Wm + SOILm–1 – SOILm, (6B8.10)

where the decrease in soil storage is computed via the 
following conceptual model:

Computation

If the model is used with climatic monthly averages, the 
computations in equations (6B8.5), (6B8.9), (6B8.10), and 
(6B8.11) are “wrapped around” from m = 12 to m = 1 so 
that m – 1 = 12 when m = 1. Thus the computations are cir-

cular and must be iterated until all the monthly quantities 
converge to constant values. This iteration is automatically 
carried out in Excel spreadsheets when the “Enable itera-
tive calculations” option is activated. Otherwise you will 
get an error message: “Cannot resolve circular references.”

Overall Water Balance

The model output is a table of monthly values that can 
be graphed to give a concise picture of the annual cycle 
of inputs, soil and snowpack storage, evaporation, and 
water available for ground-water recharge and stream-
flow at any location. Table 6.10 is a completed water-bal-
ance spreadsheet for Omaha, Nebraska, at 41.3°N latitude; 
the annual values are the sums of the monthly values. 
Note that the annual precipitation and water input are 
equal, as must be the case. As shown in figure 6.24, the 
snowpack begins to build up in December, reaches a peak 
in February, and melts in March and April. ET = PET for the 
months when W > PET (March–June). Soil-water storage is 
recharged by rain and snowmelt beginning in February 
and reaches its capacity in April. It declines in July–Octo-
ber because PET > P and some of the evaporative demand 
is satisfied by withdrawal of water from soil storage. The 
last line, W–ET–ΔSOIL, is the average monthly “water sur-
plus,” i.e., the water available for recharge and runoff.

This model has been programmed in a spreadsheet 
called ThornEx.xls, which can be found on the disk 
accompanying this text.
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Table 6.10 Thornthwaite-Type Monthly Water Balance for Omaha, Nebraska.a

P

T

F

RAIN

SNOW

PACK

MELT

W

PET

W–PET

SOIL

ΔSOIL

ET

W–ET–ΔSOIL

J

21

–5.4

0

0

21

45

0

0

0

0

29

0

0

0

F

24

–3.1

0

0

24

69

0

0

0

0

29

0

0

0

M

37

2.7

0.45

17

20

49

40

57

29

27

55

27

29

0

A

65

10.9

1

65

0

0

49

114

56

61

100

45

56

12

M

88

17.2

1

88

0

0

0

88

90

8

100

0

90

0

J

115

22.8

1

115

0

0

0

115

130

1

100

0

129

0

J

86

25.8

1

86

0

0

0

86

151

–50

60

–40

126

0

A

101

24.6

1

101

0

0

0

101

131

–26

47

–14

113

0

S

67

19.4

1

67

0

0

0

67

88

–25

36

–10

73

0

O

44

13.2

1

44

0

0

0

44

54

–18

30

–6

46

0

N

32

3.8

0.63

20

12

4

7

28

26

–5

29

–2

26

0

D

20

–2.1

0

0

20

24

0

0

0

0

29

0

0

0

Year

700

603

97

97

700

755

688

12

aSee box 6.8. Computed by ThornEx.xls spreadsheet model found on the accompanying CD.
Temperatures in °C; water-balance terms in mm; SOILmax = 100 mm.
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simulate land-surface hydrology in many of the gen-
eral circulation models used to forecast the impacts
of climate change (e.g., Vörösmarty et al. 1998).

6.8.1.3 Use of Soil-Moisture Functions
One of the most widely used approaches for esti-

mating actual evapotranspiration makes use of mete-
orologic data to estimate potential evapotranspiration
via relations like those discussed in section 6.7.2,
then computes actual evapotranspiration as a func-
tion of soil-water content, θ:

ET = f (θ*) · PET, (6.73)

where θ* is the effective saturation,

θr is the permanent residual water content (typically

θr ≈ 0.05), and is soil porosity (soil-moisture terms
are defined in sections 7.1 and 7.2). The relation be-
tween ET/PET and θ* usually has a form like that
shown in figure 6.25: ET/PET increases quasi-lin-
early as θ* increases, and reaches 1 at some water

content (e.g., Davies and Allen 1973; Federer
1979, 1982; Spittlehouse and Black 1981). Typically

0.5 · θfc ≤  ≤ 0.8 · θfc, where θfc is the water con-
tent at field capacity (see section 8.1.1).

Assuming that ET = PET when there is no soil-
moisture deficit, the Stewart (1988) model of canopy
conductance can be used with the Penman–Monte-
ith equation to give ET/PET as a function of soil
moisture. In that model, the function fθ(Δθ) reflects
the effect of soil-moisture deficit, Δθ, on ET (table
6.5) [fθ(Δθ) = 1 when there is no deficit]. Combining
equations (6.53) and (6.55) with equation (6.57),

Figure 6.26 shows ET/PET as a function of Δθ given
by this relation using the functions in table 6.5 for
the conditions described in box 6.5.

A third approach to estimating ET from PET re-
lates the value of αPT in the Priestley–Taylor equa-
tion [equation (6.69)] to some measure of soil-water
content (e.g., Mukammal and Neumann 1977).

These or other methods of estimating ET from
PET and soil moisture are well suited to use in “real-
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Figure 6.24
Annual cycle of

water-balance
components as

computed by
Thornthwaite-
type monthly

water-balance
model for Omaha,

Nebraska (see
table 6.10).



Figure 6.25 General form of relations 
between ET/PET and soil-water content, θ, 
used to estimate ET. Different studies have 
used different functions to express soil 
wetness. When the soil-water content 
variable is less than the critical value θcrit, 
ET is less than PET and plants are consid-
ered under water stress.
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Figure 6.26 ET/PET as a function of soil 
moisture using the Stewart equation 
(table 6.5) with Δθ given by equation (6.75) 
for the conditions described in box 6.5. (a) 
ET/PET versus Δθ; (b) ET/PET versus root-
zone soil moisture, θ · Zs, to show similarity 
to figure 6.25.
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time” estimation, where θ is measured every few
days, and in hydrologic models where θ is tracked by
a “bookkeeping” algorithm along with equations for
infiltration and deep drainage.

6.8.1.4 Complementary (Advection-Aridity) 
Approach

Following Bouchet (1963), consider a well-wa-
tered uniform surface of 1 to 100 km2 area evapo-
transpiring at the potential rate ET = PET0 under a
steady set of meteorological conditions. If these con-
ditions remained constant, eventually the soil mois-
ture would fall below field capacity and ET would be
less than PET0. A flux of energy, Q [E L–2 T–1], equiv-
alent to the difference between PET0 and ET would
then not be used for evapotranspiration, and would
become available to warm the atmosphere. Thus

The reduced evapotranspiration decreases the
humidity and the warming increases the air tempera-
ture. Under these circumstances one would calculate
a new potential evapotranspiration, PET, that is
larger than PET0 by the amount Q/(ρw · λv):

Combining equations (6.76) and (6.77) yields the
complementary relationship between ET and PET:

ET = 2 · PET0 – PET (6.78)

(see figure 6.27).
Brutsaert and Stricker (1979) reasoned that

PET0 is the PET under equilibrium conditions [equa-
tion (6.69)] and PET is the “actual” PET given by
the Penman equation using measured current values
of the meteorological variables [equation (6.37)].
Substitution of those relationships into equation
(6.78) yields

which Brutsaert and Stricker (1979) called the advec-
tion-aridity interpretation of the complementary ap-
proach. Its main advantage is that it uses readily
available meteorological data and does not require
calibration to a specific site. It has been found to give
estimates of daily ET that compare well with those
using other approaches (figure 6.28; see also Par-
lange and Katul 1992b).

Kahler and Brutsaert (2006) used the basic rea-
soning of the complementary approach to develop a
method for estimating daily ET from temperature,

PET ET
Q

w v
0 - =

◊r l
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PET PET
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Figure 6.27 Bouchet’s (1963) complementary relationship: ET = 2 · PET0 – PET [equation (6.78)] [adapted from 
Brutsaert (1982)].
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net radiation, and pan evaporation data. Their gen-
eral relation takes the form

where αPT is the Priestley–Taylor coefficient [equa-
tion (6.69)], cR is a coefficient that accounts for
ground-heat exchange, b accounts for heat exchange
through the sides of the pan, and Cpan is a constant of
proportionality that relates pan evaporation to evap-
oration from the surrounding vegetation under po-
tential conditions, Epan is Class-A pan evaporation,
and the other symbols are as in the Penman equation
[equation (6.56)]. They tested their relation against
daily and monthly ET determined by the Bowen-ra-
tio method (see section 6.3.1) for two experimental
sites and concluded that, although the coefficients
should ideally be determined via on-site calibration,
it appears that useful results can be obtained by as-
suming αPT = 1.26, cR = 0.15 (for dense vegetation), b
= 5, and Cpan = 1. Using these values, equation
(6.80a) becomes

Note that the complementary relation is reflected in
the fact that an increase in pan evaporation results in
a decrease in actual evapotranspiration.

6.8.2 Water-Balance Approaches 
Actual evapotranspiration from a region over a

time period Δt can in principle be determined by de-
fining a control volume, measuring liquid-water in-
puts and outputs and changes in storage, and solving
the water-balance equation, just as for open-water
evaporation. The application of this principle to vari-
ous types of control volumes is discussed in the fol-
lowing sections; in all cases the precision of the
determination is dictated by the precision with
which all the other water-balance components can
be measured (section 1.8).

6.8.2.1 Land-Area Water Balance
The most common method of estimating actual

evapotranspiration from a land area is the applica-
tion of the water-balance equation (section 1.8.1),

ET = P + GWin – Q – GWout – ΔS, (6.81)

where P is precipitation, Q is streamflow, GWin and
GWout are ground-water inflows and outflows, and
ΔS is change in storage.

The major problems in applying equation (6.81)
are obtaining reliable estimates of regional precipita-
tion, ground-water terms, and changes in storage; as
discussed in section 1.8.2, these are usually formida-
ble problems. Often the ground-water terms are as-
sumed negligible or to cancel out and storage
changes are assumed to be negligible for annual or
longer time periods, so that

ET = P – Q. (6.82)

However, these assumptions should not be casually
made, because:

1. As described in section 9.5.5.2.3, one study found
that half the watersheds in the United States were
net importers and half net exporters of ground
water, making the neglect of ground-water terms
questionable.

2. The levels of the Great Lakes and Great Salt Lake
in the United States show periods of several
decades of steadily declining or rising levels (US
Geological Survey 1984). These trends suggest that
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Figure 6.28 Comparison between estimates of 
daily ET obtained by the complementary (advection-
aridity) approach [equation (6.79)] and an energy-
budget method [Brutsaert (1982). Evaporation into the 
Atmosphere. Used with permission of Kluwer Aca-
demic Publishers].
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significant errors are possible in estimating ET from
equation (6.81) for some large drainage basins,
even when quantities are averaged over long peri-
ods. Fortunately, the 2002 launch of the Gravity
Recovery and Climate Experiment (GRACE) satel-
lite now makes measurement of storage changes
possible for large regions (section 1.8.2.4).

6.8.2.2 Lysimeter and Pan Measurement
The use of lysimeters for measuring potential

evapotranspiration was described in section 6.7.3.
They can also be used to make direct measurements
of actual evapotranspiration over a wide range of
time scales, to the extent that the conditions in the ly-
simeter are representative of the region of interest.
As noted, this is not possible for forested regions.

Equation (6.80) provides a relation for estimat-
ing daily to monthly ET from observations of tem-
perature, net radiation, and pan evaporation.

6.8.2.3 Soil-Moisture Balance
One can estimate the total evapotranspiration in

a rain-free time period Δt by carefully monitoring soil-
water content profiles [θ(z′)] at spatially representative
locations. As shown in figure 6.29, the total soil-water
loss is the difference in water content through the soil
profile between times t0 and t0 + Δt. The portion of
this loss due to evapotranspiration is determined by
identifying the “zero-flux plane,” which is the bound-

ary between upward-directed water movement due to
evapotranspiration and downward-directed move-
ment due to drainage. The average location of the
zero-flux plane is found by plotting profiles of the ver-
tical soil-water potential ψ(θ) + z, which is determined
from the θ(z′) values and the moisture-characteristic
curve for the soil (section 7.4.3).

This method essentially creates a “lysimeter
without walls” that does not distort the soil water-
content profile and can be especially useful in forests.
However, obtaining representative values of θ(z′) is
not easy, and the method will not give good results if
the water table is near the surface, if there is horizon-
tal water movement, or if soil properties are highly
variable. Rouse and Wilson (1972) found that the
minimum length of Δt for reliable results is four days,
and is considerably longer under many conditions.

6.8.2.4 Atmospheric Water Balance
Evaporation can also be estimated by applying

the water-balance equation to a control volume of
the lower atmosphere. For a control volume of
height za and perimeter X above an area A and a time
interval Δt, this equation becomes
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Figure 6.29
Conceptual basis for

estimating evapotrans-
piration from the soil-

water balance. (a)
Change in soil-water

content with depth dur-
ing time period Δt. (b)

Profiles of soil-water
potential defining the

zero-flux plane (dashed
line) that divides water
lost to evapotranspira-

tion (ET) from that lost to
drainage [adapted from

Shuttleworth (1992)].
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where and  are the average rates of evapotrans-
piration into and precipitation out of the volume

(per unit area), respectively, is the time-av-

eraged product of the absolute humidity and the out-
ward-directed wind velocity normal to the perimeter,
and M1 and M2 are the total water content per unit
area of the control volume at the beginning and end
of Δt, respectively.

As summarized by Brutsaert (1982), this method
has been applied in several studies using both routine
and specially collected atmospheric data. Typically,
7 < za < 8 km. The spatial and temporal coarseness
of network upper-air observations limit its routine
application to areas of 2.5×105 km2 or more to pro-
vide estimates of monthly to annual evaporation.
Munley and Hipps (1991) showed the importance of
vertical resolution in obtaining accurate estimates,
and Wang and Dickinson (2012) caution that errors
in integration accumulate as longer time periods are
included in the analysis.

Several recent research efforts have applied the at-
mospheric water balance to estimate evapotranspira-
tion from large areas of land, and it appears that the
method will play an increasing role in expanding un-
derstanding of global-scale hydrology (Brutsaert 1988;
Shuttleworth 1988). Kuznetsova (1990) summarized
several applications of the approach at the large river
basin, subcontinental, and continental scales.

6.8.3 Turbulent-Exchange and
Energy-Balance Approaches

6.8.3.1 Penman–Monteith Approach
The Penman–Monteith equation [equation

(6.57)], with the vegetative canopy treated as a “big
leaf” via equations (6.53)–(6.55), is commonly used to
estimate land-area evapotranspiration. This approach
can be refined by treating the vegetated and unvege-
tated (bare-soil) portions of a given area separately.

A detailed methodology combining canopy and
bare-soil evapotranspiration was developed by Shut-
tleworth and Wallace (1985). Briefly, this approach
applies the Penman–Monteith equation twice, once
to compute transpiration for the vegetated fraction of
the region (as in box 6.5) and again for the unvege-
tated fraction. In computing bare-soil evaporation,
atmospheric conductance is modified by appropriate
adjustments of the surface roughness and zero-plane
displacement height, and the surface conductance
decreases as surface soil-water content decreases.

Evapotranspiration is computed separately for the
daylight and nondaylight hours using different values
for air temperature and wind speed and, of course,
solar radiation for the two periods. Total daily evapo-
transpiration is an appropriately weighted sum of
daytime transpiration and nighttime and daytime
soil evaporation.

6.8.3.2 Bowen-Ratio Approach
Direct application of the mass-transfer equation

[equation (6.25)] to estimating actual evapotranspi-
ration from a land surface is generally infeasible be-
cause of the absence of surface-temperature data
and, most of the time, the absence of a surface that is
at saturation.

However, evapotranspiration can in principle be
evaluated by applying the mass-transfer equation in
the form that makes use of measurements of wind
speed and humidity at two levels in the air near the
surface [equation (6.9)]. Alternatively, we can elimi-
nate the need for wind-speed data and for estimates
of the roughness height by making use of the Bowen-
ratio approach [as in the development of equation
(6.32)] and an energy-balance relation. Using mea-
surements at two levels, the Bowen ratio B is

Combining (6.84) with the surface-energy balance,

Because of the need for measurements at two
levels, equation (6.85) is useful only in an elaborately
instrumented research setting. In such situations it is
often used as a standard for determining ET at time
scales from less than an hour to annual and is repre-
sentative of regions up to hundreds of meters in ex-
tent. However, the approach may not give good
results for forest evapotranspiration because the dif-
fusivities of momentum and water vapor may differ
significantly over rough surfaces.

6.8.3.3 Eddy-Correlation Approach
Eddy-correlation (section 6.3.1) techniques over

representative surfaces can also provide direct observa-
tions of land-surface evapotranspiration, and are often
considered to be measurements of the “true” evapo-
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▼ EXERCISES

1. Measurements of water-balance components have been made for a one-year period on a
lake with an area of 4.2 km2 and a drainage basin of 52.1 km2 (including the lake), with the
following results: P = 1,083 mm; Qin = 2.33×107 m3; GWin = 2.2×105 m3; GWout = 0.6×105

m3; Qout = 2.70×107 m3. The lake-surface elevation, h, at the end of the year was 108 mm
higher than at the beginning.

a. What is the water-balance estimate of the lake evaporation for that year?

b. Referring to table 6.3, give a qualitative evaluation of the uncertainty of this estimate.

2. The table on the following page gives the hourly air temperature, Ta, relative humidity, RH,
wind speed, u(2 m), and water-surface temperatures, Ts, for Lake Hefner, Oklahoma, on 3
May 1951. The lake area is 9.4 km2. Compare the average evaporation rate for that day via
the mass-transfer approach by

a. calculating the evaporation rate for each hour and averaging the results; and

transpiration rate because the method has a sound the-
oretical foundation and requires no assumptions about
parameter values, the shape of the vertical velocity
profile, or atmospheric stability. However, instrumen-
tation requirements are stringent and measurements
are subject to interruption and to failure to capture va-
por transfer in large eddies (Wang and Dickinson
2012). A full theoretical development and discussion
of instrumentation was given by Brutsaert (1982).

6.8.3.4 Scintillometry
Evapotranspiration can also be measured via

scintillometers. These are instruments that transmit
horizontal optical or radio-frequency beams to re-
ceivers through the turbulent mixed layer (figure 3.7)
above the surface of interest. As the beams propagate
through the turbulent air the intensity of the radia-
tion varies because the refractive index varies due to
temperature and humidity fluctuations.

Scintillometry is becoming an increasingly com-
mon tool for measuring fluxes of heat, water vapor,
and momentum on large spatial scales (Moene et al.
2009). Liu et al. (2013) employed a scintillometer sys-
tem using near-infrared wavelengths to measure the
turbulent transfer of sensible heat along with mea-
surements of net radiation to determine evapotrans-
piration via the energy balance [equation (6.30)].

6.8.4 Methods Based on Water Quality
Approaches based on chemical and isotopic

composition can provide very useful estimates of
space- and time-integrated evapotranspiration. How-
ever, their application appears limited to situations
where the hydrology is fairly simple.

6.8.4.1 Methods Based on Dissolved-Solids Composition
Water evaporates as individual H2O molecules,

and any dissolved solids remain in the liquid water.
Thus there is a tendency for the concentration of dis-
solved solids in unevaporated water to increase in
proportion to the amount of water that has evapo-
rated, and this tendency can be used to estimate the
amount of evaporation if other complicating factors
(e.g., sporadic additions of water of varying concen-
tration, dissolution of new materials) can be ac-
counted for.

Margaritz et al. (1990) were able to use isotopes
to determine the source of dissolved chloride, and
then examined the increase in concentration of the
chloride that came with precipitation to estimate
evapotranspiration in the Jordan River basin. Claas-
sen and Halm (1996) found that annual evapotranspi-
ration in a number of Rocky Mountain watersheds
could be well estimated from the chloride concentra-
tion in a single sample of stream water where the chlo-
ride concentrations of precipitation were well known.

6.8.4.2 Methods Based on Isotopic Composition
Isotopically lighter water molecules are more

likely to evaporate than heavier ones, so the liquid
water left behind tends to become enriched in the
heavier isotopes of hydrogen and oxygen (appendix
B). Several studies have taken advantage of this en-
richment to estimate evapotranspiration from land
surfaces (e.g., Allison and Barnes 1983; Walker and
Brunel 1990). Gat (1996) provides a thorough review
of the fractionation of hydrogen and oxygen isotopes
in hydrologic processes.
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b. averaging the values in the table and using those averages in the mass-transfer equation.

3. Given the following meteorological conditions (average or total daily values for 10 Septem-
ber 1950 at Lake Hefner, Oklahoma), compare the open-water evaporation rates given by
(a) the mass-transfer; (b) energy-balance; and (c) combination approaches.

4. For the conditions given in exercise 6.3, compute the open-water evaporation rate given by
the combination approach with the Kohler–Parmele modifications [equations (6.38)–(6.39)].

5. Given the following conditions at the Class-A pan at Lake Hefner on 10 September 1950,
compute the free-water evaporation [pan evaporation adjusted via equations (6.41) and
(6.42)] and compare it with the results of exercises 6.3 and 6.4.

6. Use the spreadsheet program PenMontX.xls on the disk accompanying this text to explore
the effects of any two of the variables listed as “Input Data” on the evapotranspiration rate
computed via the Penman–Monteith equation. Write a paragraph or two, supplemented
with appropriate graphs, describing the sensitivity of ET to the variables you selected.

7. In central Alaska, spruce forests typically occupy north-facing slopes, with birch forests on the
south-facing slopes. Redo the example found in box 6.6 using the regression equation for
spruce–fir–hemlock from table 6.6, compare the results with figure 6.18, and write a paragraph
comparing the runoff-producing potential of north- versus south-facing slopes in this region.

8. Pick a set of meteorological conditions and vegetation characteristics typical of the grow-
ing season in the region in which you live, and use the spreadsheet program PenMontX.xls
to compare the rate of transpiration with the rate of evaporation of intercepted water, as in
box 6.5. How long would it take to evaporate 1 mm of intercepted water at the computed
rate? Does the evaporation rate exceed the net radiation? If so, what are the implications
for energy supply?

Hour →

Ta (oC)

RH

u(2 m) (m/s)

Ts (
oC)

Hour →

Ta (oC)

RH

u(2 m) (m/s)

Ts (
oC)

Hour →

Ta (oC)

RH

u(2 m) (m/s)

Ts (
oC)

1
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0.92

8.14

16.2

9

28.2

0.58

10.71

19.5

17

29.6

0.64

8.01

19.1

2

21.0
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7.83

16.2

10

29.1

0.49

10.05

19.7

18

26.2
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18.9

3
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16.2
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0.41

9.46

19.8

19

25.8
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18.7

4

21.9
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7.94

16.3

12

32.6

0.30

9.37

20.2

20
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8.15

18.4

5
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8.53

16.8

13

32.4

0.33

9.02

20.1

21

23.6

0.84

8.24

18.3

6

23.5

0.87

9.47

17.4

14

32.0

0.38

8.88

20.0

22

23.3

0.86

8.00

18.0

7

26.4

0.72

9.68

18.0

15

31.9

0.42

8.55
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0.88

7.84

17.6
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0.62

9.84

18.9

16

30.3

0.57

8.34

19.5

24
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Ta (°C)

22.3

RH

0.68

u(2 m) (m/s)

2.16

Ts (°C)

23.7

P (kPa)

97.3

Kin (MJ/m2 · d)

16.2

Albedo

0.057

Lin (MJ/m2 · d)

30.6

Pan Evaporation, Epan (mm/d)

6.1

Pan Water-Surface Temperature, Tspan (oC)

25.3

Average Wind Speed, upan (m/s)

0.89
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9. For the following conditions, compare the potential evapotranspiration as given by equa-
tions (6.56), (6.68), and (6.69).

10. Do an Internet search to determine what Class-A pan evaporation data are available for
your region. If data are available, examine the seasonal and year-to-year variability of
selected stations.

11. The file ThornEx.xls on the disk accompanying this text is a spreadsheet implementing a
Thornthwaite-type monthly water-balance model for climatic-average data. The file
ThornData.xsl contains monthly average precipitation and temperature for many locations
throughout the world. These can be used to compute actual evapotranspiration and to
explore a range of hydrologic questions, such as:

a. How does ET and the ratio ET/PET vary with latitude on each continent? (Compare
with figures 2.27 and 2.28.)

b. How does ET/PET vary with annual precipitation?

c. How does annual runoff vary with latitude? (Compare with figures 2.29 and 2.30.)

d. How does annual ET computed via ThornEx.xls compare with that given by the Pike
equation [equation (6.72) with w = 2] for selected stations?

e. What proportion of annual precipitation falls as snow as a function of latitude for
selected continents? (Compare with figure 5.1.)

f. How would a 2°C average temperature increase (as projected due to increased atmo-
spheric CO2) affect annual ET and runoff for selected stations? Is the relative response
of ET or runoff more sensitive to a temperature increase? What are the implications for
water resources?

g. How would a 2°C average temperature increase affect the timing of water “surplus”
(monthly W–ET–ΔSOIL) for selected stations? What are the implications for water
resources?

▼ NOTES
1 “Psychrometry” is the measurement of humidity.
2 Equation (6.23) is analogous to the energy-balance relation for a snowpack, equation (5.16). Note, how-

ever, that the signs of H, λE, and G are reversed here because we are considering outward latent- and sen-
sible-heat flows to be positive. Heat input due to rain [R in equation (5.16)] is usually negligible in
considering evaporation, but could be included in Aw in equation (6.23).

3 This assumption is justified for short vegetation, but becomes less so for forests because z0 and zd for
water vapor transfer increasingly differ from their values for momentum transfer as the surface gets
rougher (C. A. Federer, pers. comm.). In the interests of simplicity, we assume this equality in the devel-
opments herein.

4 However, a long-term decrease in leaf conductance is a possible response of plants to the anthropogenic
increase in atmospheric CO2 concentration (Rosenberg et al. 1989).
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7

Principles of Subsurface Flow

L’vovich (1974) estimated that 76% of the
world’s land-area precipitation enters the soil, pro-
viding all the water used by natural and cultivated
plants and almost all the water that enters ground-
water reservoirs.

Figure 7.1 shows terms describing water paths in
porous subsurface materials. If the soil pores at the
surface are not completely filled with water, a por-
tion of rain and snowmelt enters the soil via the pro-
cess of infiltration, where it is subject to the forces of
gravity and pressure. Gravity is, of course, omnipres-
ent and constant and directed downward. The pores
of soils in the unsaturated zone (also called the
vadose1 zone) contain air and water; pressure forces
are due to surface tension (section 1.5.3) and pres-
sures are less than atmospheric. Pressure gradients
arise due to spatial variations in water content,
which operate at scales up to ~0.01 m and can act in
any direction, resulting in redistribution, evaporation
at the soil surface (exfiltration), downslope flow (in-
terflow), or downward flow to an underlying satu-
rated zone.

Water moving vertically downward arrives at the
saturated zone as ground-water recharge. The wa-
ter table is the fluctuating upper boundary of the sat-
urated zone, at which pressure is atmospheric. Soil
pores in the saturated zone are completely filled with

water and pressures are greater than atmospheric
due to the weight of the overlying water. The combi-
nation of pressure- and gravity-force gradients move
water generally from higher to lower elevations at
scales >> 1 m, but local flow directions may range
from vertically downward to vertically upward.

This chapter introduces the basic physics of the
storage and movement of water in porous earth mate-
rials (porous media). Chapter 8 focuses on the appli-
cation of these principles to the process of infiltration
and redistribution in the unsaturated zone, typically
at vertical scales of ~ 1 m and horizontal scales of up
to 103 · m2. Chapter 9 applies these principles to satu-
rated flow in the ground-water zone, typically at
much larger scales.

7.1 Material Properties of
Porous Media

7.1.1 Distribution of Particle Sizes
and Pores

7.1.1.1 Definition
Our model of a quasi-homogeneous soil is a

three-phase system consisting of a matrix of individual
solid grains (mineral or organic) between which are
interconnected pore spaces that can contain varying
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proportions of water and air. To simplify discussion,
we will not consider the organic component sepa-
rately. The volume of water vapor contained in the air
in soil pores is insignificant and can be neglected.

Thus we can define soil properties using the sym-
bols M to designate mass [M], V for volume [L3],
and ρ for mass density [M L–3]; and the subscripts s
for soil, m for soil mineral, w for liquid water, a for
air, and v for voids (i.e., pores). Thus for a represen-
tative portion of a soil,

Vs = Vm + Vw + Va = Vm + Vv . (7.1)

As described in section 2.3.1, near-surface soils usu-
ally have a distinct vertical zonation, so soil properties
may differ significantly over short vertical distances.

For uniform spheres, it can be shown that the
volume of an individual pore space ranges from 0.35
(close-packed) to 0.91 (open-packed) times the vol-
ume of the individual spheres (figure 7.2). Thus the
sizes of the pores through which water flows are ap-
proximately equal to the grain size (characterized by
the grain diameter, d) and the distribution of pore
sizes is determined largely by the grain-size distribu-
tion. Note that the range of diameters of natural soil
particles is extremely large (figure 7.3). A given soil
has a mixture of grain sizes, and its grain-size distri-
bution is portrayed as a cumulative-frequency plot of
grain diameter (logarithmic scale) versus weight-

fraction of grains with smaller diameter (figure 7.4
on p. 314). The steeper the slope of such a plot, the
more uniform the grain-size distribution.

The US Department of Agriculture has devel-
oped a widely used scheme that assigns soil-texture
terms to soils on the basis of their proportions by
weight of clay (d < 0.002 mm), silt (0.002 ≤ d < 0.05
mm), and sand (0.05 ≤ d < 2 mm) (often called sepa-
rates); this scheme can be shown on a ternary dia-

Figure 7.1 Definitions of terms used to 
describe water movement in the unsatu-
rated zone.

Figure 7.2 Packing of uniform spheres. (a) Open-
packed; porosity = 0.91. (b) Close-packed; porosity
= 0.35.

(a)

(b)
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gram (figure 7.5a on p. 315) or, since the totals of the
three separates adds to 100%, as in figure 7.5b. Note
that the texture is determined by the proportions of
sand, silt, and clay after particles larger than sand
(i.e., d > 2 mm) are removed. If a significant propor-
tion of the soil (> 15%) is gravel or larger, an adjec-
tive such as “gravelly” or “stony” is added to the
soil-texture term. Box 7.1 on p. 316 illustrates the de-
termination of soil texture from grain-size analysis.
The NRCS provides an automated soil-texture calcu-
lator on its website (http://www.nrcs.usda.gov/
wps/portal/nrcs/detail/soils/survey).

7.1.1.2 Measurement
Weight fractions of soils of various diameters are

measured by sieve analysis for particles larger than
0.05 mm, and by sedimentation in water for the
smaller grain sizes (Hillel 1980a; Burt 2004).

7.1.2 Particle Density

7.1.2.1 Definition
Particle density, ρm, is the weighted average den-

sity of the mineral grains making up a soil:

7.1.2.2 Measurement
The value of ρm for a given soil is not usually

measured, but is estimated based on the mineral
composition of the soil. A value of 2,650 kg/m3,
which is the density of the most common soil, min-
eral quartz, is assumed for most soils.

7.1.3 Bulk Density

7.1.3.1 Definition
Bulk density, ρb , is the dry density of the soil;

i.e., when Vw = 0,

In most hydrologic situations, bulk density in
any layer is constant in time; however, it commonly
increases with depth due to compaction by the
weight of overlying soil and decreasing amounts of
organic matter.

7.1.3.2 Measurement
In practice, bulk density is determined as the

weight of a volume of soil that has been dried for an
extended period (16 hr or longer) at 105°C, divided
by the original volume.

7.1.4 Porosity

7.1.4.1 Definition
Porosity, , is the proportion of pore spaces in a

volume of soil:

Like bulk density, porosity at a given location
and depth is constant over the time periods consid-
ered in most hydrologic analyses. However, in many
soils, it decreases with depth due to compaction and
the presence of macropores due to near-surface bio-
logic activity.

7.1.4.2 Measurement
From equations (7.1)–(7.4),

and  is usually determined by measuring ρb and as-
suming an appropriate value for ρm (usually 2,650
kg/m3).

The range of porosities in soils is shown in figure
7.6 on p. 317; in general, finer-grained soils have
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Figure 7.3 Relative sizes of sand, silt, and clay particles.
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(a)

(b)

Figure 7.5 Two versions of the
soil-texture triangle, showing the

textural terms applied to soils
with various fractions of sand,

silt, and clay. The black dot within
each triangle shows where the

soil in box 7.1 plots.
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Box 7.1 Soil-Property Example Calculations

Soil-Texture Determination

To determine the texture designation of a soil formed 
on glacial till in southwestern New Hampshire, the grain-

The total grain-size distribution is plotted as the lower 
curve in figure 7.4. Since > 15% of the grains have d > 2 
mm (gravel), the distribution for the portion with d < 2 
mm is recalculated as shown in the bottom row of table 
7B1.1 and plotted as the upper curve in figure 7.4. From 
this we determine the textural proportions, as shown in 
table 7B1.2.

Computation of Bulk Density, Porosity,
and Water Content

A 10-cm long sample of a soil is taken with a cylindri-
cal sampling tube having a 5-cm diameter. On removal 
from the tube, the sample weighs 331.8 g. After oven 
drying at 105°C, the sample weighs 302.4 g. To compute 
the bulk density, porosity, water content, and wetness, 
first determine the sample volume, Vs:

Vs = (10 cm) × (2.5 cm2) × 3.1416
= 196 cm3 = 1.96×10–4 m3.

The bulk density is found from equation (7.3) as

The porosity can be calculated from equation (7.5) 
assuming ρm = 2,650 kg/m3:

The water content is found via equation (7.7):

The saturation Θ is then found using equation (7.8):

Although the residual water content θr was not mea-
sured, θr is typically about 0.05 for soils of this texture, 
so we calculate the effective saturation via equation 
(7.8b) as
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Table 7B1.1 Total and Recalculated Grain-Size Distribution.

size distribution found in table 7B1.1 was determined by 
sieving and sedimentation.

Diameter, d (mm)

% finer (total sample)

% finer (< 2 mm part)

50

100

19

95

9.5

90

4.76

84

2

75

100

0.42

64

85

0.074

42

56

0.02

20

27

0.005

7

9

0.002

2

3

Using the soil-texture triangle in figure 7.5, this soil is 
a sandy loam (as shown by the black dot). However, 
since more than 15% of the particles are in the gravel 
range, the soil would be called a gravelly sandy loam.

Table 7B1.2 Total and Recalculated Textural Proportions.

Texture

Total sample (%)

< 2 mm part (%)

Gravel d > 2 mm

25

Sand 0.05 ≤ d < 2 mm

40

53

Silt 0.002 ≤ d < 0.05 mm

33

44

Clay d < 0.002 mm

2

3
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higher porosities than coarser-grained soils. This is
in part due to the very open “house-of-cards” ar-
rangement of clays, which is maintained by electro-
static forces between the roughly disk-shaped grains;

in contrast, quasi-spherical sand and silt grains are in
a more closely packed grain-to-grain architecture
(figure 7.7). Peats, which are highly organic soils,
may have porosities as high as 0.80.

Figure 7.6 Ranges of porosities, field
capacities, and permanent wilting points

for soils of various textures [Dunne and
Leopold (1978)].

(b)(a)

Figure 7.7 Schematic
diagrams of structures of

aggregates of (a) clay
(shown as tabular parti-

cles viewed edge-on) and
(b) sand (shown as spheri-

cal particles). The archi-
tecture of clay particles is
maintained by intergrain

electrostatic forces
[adapted from Hillel

(1980a)].
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7.2 Water Storage

7.2.1 Volumetric Water Content

7.2.1.1 Definition
Volumetric water content, θ, (also called water

content or soil-moisture content) is the ratio of wa-
ter volume to soil volume:

Water content in natural soils typically varies
widely vertically, horizontally, and with time. The
theoretical range of θ is from 0 (completely dry) to 
(saturation), but, as will be seen later, the lower limit
for natural soils is greater than 0.

The total amount of water stored in any layer of
soil (i.e., soil-water storage) is usually expressed as a
depth [L] (volume per unit area), which is the prod-
uct of the volumetric water content times the thick-
ness of the layer.

7.2.1.2 Measurement
Standard laboratory measurements of small

(~100 g) soil samples are made by the gravimetric
method: A small soil sample of known volume Vs is
collected in the field, weighed, oven-dried at 105°C
for 24 hr, and reweighed. θ is calculated as

where Mswet and Msdry are the soil masses (weights)
before and after drying, respectively.

Nondestructive field measurements of water
content can be achieved by a number of approaches
that vary in cost, accuracy, spatial scale, and response
time. These are described in box 7.2 and summarized
in table 7.1 on p. 320; more detailed descriptions can
be found in Zazueta and Xin (1994), Robinson et al.
(2008), and Dobriyal et al. (2012) and the literature
cited therein.

q ∫
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w s
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Box 7.2 Field Soil Water-Content Measurement Methods

Local In-Situ Measurement

The paragraphs below briefly describe various tech-
niques for determining water content at specific loca-
tions in the field. Robinson et al. (2008) provided a 
review of ways in which individual site measurements 
can be linked in networks that provide information over 
areas, which is usually required for hydrologic research. 
Their review includes a discussion of the new technol-
ogy called motes, which are small (about the size of a 
pack of cards), low-cost sensors that determine water 
content based on time-domain reflectometry, fre-
quency-domain reflectometry, or capacitance and can 
be wirelessly linked to a central data logger. Sayde et al. 
(2010) and Rosenbaum et al. (2012) described other 
approaches to obtaining watershed-scale measure-
ments of water content.

Electrical resistance blocks utilize the inverse rela-
tion between water content and electrical resistance. 
Resistance is measured across a volume of porous mate-
rial (gypsum, nylon, or fiberglass) placed in the soil and 
allowed to equilibrate with the water content of the sur-
rounding soil.

Neutron moisture meters are combined sources 
and detectors of neutrons that are inserted into access 
tubes. The radioactive source releases high-energy neu-
trons; these are slowed by collisions with hydrogen 

atoms, and the detector counts the returns of the scat-
tered slower neutrons. Readings are unaffected by the 
state of the soil water. Restrictions on the use of radioac-
tive materials are increasingly stringent, so use of this 
technology is decreasing.

Gamma-ray instruments consist of a radioactive 
source surrounded by a beam collimator that can be 
lowered into the soil at a fixed location. A detector mea-
sures the absorption of gamma rays by water molecules 
in the soil between a source and a detector. Readings are 
unaffected by the state of the soil water. Restrictions on 
the use of radioactive materials are increasingly strin-
gent, so use of this technology has decreased.

Time-domain reflectometry (TDR) measures the 
propagation velocity of very short electromagnetic 
energy pulses sent through a probe. The pulse velocity 
decreases with soil-moisture content due to the rela-
tively large dielectric value of water (Topp et al. 1980; 
Zegelin et al. 1989; Roth et al. 1990; Jacobsen and 
Schjønning 1993; Yu et al. 1997).

Frequency-domain reflectometry (FDR) is similar 
to TDR, but measures soil-moisture content based on 
variation in the frequency of a radio-frequency signal 
that depends on the dielectric properties, which in turn 
depend on water content (Bell et al. 1987; Dean et al. 
1987; Eller and Denoth 1996).
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Capacitance probes determine water content by 
measuring the electrical capacitance between soil-
implanted electrodes.

Heat pulse probes consist of thin (approximately 1 
mm) heater and temperature probes mounted in paral-
lel with a 6-mm separation distance. A short-duration 
heat pulse is applied and the temperature response is 
recorded. The soil heat capacity and water content can 
then be estimated from theoretical heat-flow relations. 
Sayde et al. (2010) explored a promising technique that 
uses fiber-optic cables as thermal sensors to passively 
measure propagation of temperature changes due to 
the diurnal cycle. These cables can be more than 10 km 
long, with measurements every 1 m.

Tensiometers are probes that measure the moisture 
potential as a function of the pressure (suction) force 
exerted on water by soil. These instruments are 
described more fully in section 7.4.3.1. The water con-
tent is determined from the pressure-water content rela-
tion, which is discussed in section 7.4.3.2.

Geophysical Methods

The geophysical methods described below are 
ground-based techniques that provide measurements 
of water content over transects or areas, which is usually 
essential for hydrologic analysis. Robinson et al. (2008) 
provide more detail on these methods, and also 
describe mobile TDR systems mounted on all-terrain 
vehicles that can provide similar spatial information.

Ground-penetrating radar (GPR) uses the transmis-
sion and reflection of high-frequency (1 MHz–1 GHz) 
electromagnetic waves within the subsurface to esti-
mate θ to depths of up to tens of meters, depending on 
water content and soil texture. A simple application of 
GPR involves measuring the travel time of a direct 
ground wave from source to antenna through the sur-
face layer to measure θ along transects. GPR can also be 
used in a surface-based system, where the transmitter 
and receiver antennas are moved across the surface, or 
where the antennas are positioned in boreholes.

Electromagnetic induction (EMI) instruments mea-
sure ground electrical conductivity between a transmitter 
loop and a receiver. The greater the spacing of the loops, 
the deeper the penetration into the ground. This method 
is well suited for field use and can be linked to global 
positioning systems to provide detailed water-content 
data over areas as large as 500 ha (Robinson et al. 2008).

Direct-current resistivity is measured via evenly 
spaced electrodes inserted in the ground along a line, 
typically at 0.5- to 5-m spacing. Although resistivity 
depends on soil properties as well as water content, new 
electronic advances make the technique highly useful 
for monitoring spatial processes, and when calibrated or 
linked to point measurements with water-content sen-

sors, it can provide strong insight into subsurface pro-
cesses, including changes in θ (Robinson et al. 2008).

Nuclear magnetic resonance (NMR) determines 
water content via the response of hydrogen nuclei to 
magnetic fields. Paetzold et al. (1985) developed and 
tested a system consisting of an electromagnet, detec-
tion coil, and tuning capacitor that was tractor-mounted 
to provide a continuous measurement of water content 
at depths to 63 mm.

Remote-Sensing Methods

Remote-sensing measurements are made by instru-
ments not in contact with the ground, and involve 
crane-, aircraft- or satellite-mounted detection of elec-
tromagnetic fields whose strength is correlated with 
water content. The methods discussed here can provide 
measurements at the field-plot or small-watershed scale; 
methods based on detection of gravity fields can resolve 
water contents only at scales larger than 600 to 1,000 km 
(see section 1.8.2.4). The review by Robinson et al. (2008) 
provides more detail on these methods.

Passive microwave measurements use radiometers 
to measure the brightness temperature, ŦB , of the land 
surface. Brightness temperature is related to surface 
temperature, Ŧs , as

ŦB = ε · Ŧs , (7B2.1)

where ε is emissivity. At infrared wavelengths, ε = 1, so 
those wavelengths can be used to determine the temper-
ature, Ŧs , of a very thin (< 0.001 m) surface layer. At micro-
wave wavelengths (~ 0.01 to 0.20 m), ε is approximately an 
inverse linear function of θ, but it also depends on soil tex-
ture, the surface roughness, vegetation, the angle of view, 
and the wave polarization (horizontal or vertical). The 
emitted microwave flux “sees” water content over depths 
of from 0.02 to 0.2 m. Water content can be mapped at 
scales of tens to hundreds of meters from aircraft, and tens 
of kilometers from satellites. However, infrared radiation 
cannot pass through clouds. Approaches to accounting 
for the effect of vegetation are described by Robinson et 
al. (2008). Piles et al. (2010) present an in-depth study of 
the retrieval configurations and ancillary data needed for 
the retrieval of soil moisture by the Soil Moisture and 
Ocean Salinity (SMOS) satellite mission of the European 
Space Agency, which was launched in November 2009.

Active microwave (radar) measurements determine 
soil-water content by emitting a radiation flux and measur-
ing the ratio of flux reflected by the surface to that emit-
ted. Radiation at low radar frequencies can integrate water 
content over depths of ~0.05 m, can pass through clouds 
and low-density vegetation, and can be used at night as 
well as during the day. Aircraft-mounted radar can map at 
scales of tens to hundreds of meters, while minimum satel-
lite-borne radar resolution is on the order of a kilometer.
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Table 7.1 Comparison of Methods Used for Measurement of Water Content.a

Field Site

Method

electrical 
resistance blocks

neutron probe

gamma-ray 
attenuation

time-domain 
reflectometry

frequency-domain 
reflectometry

capacitance

heat pulse

tensiometer

Geophysical

Method

ground-
penetrating radar

electromagnetic 
induction

direct-current 
resistivity

nuclear magnetic 
resonance

Remote Sensing

Method

passive microwave

active microwave 
(radar)

Quantity 
Observed

electrical 
resistance

slow neutrons

gamma-ray 
absorption

electrical-pulse 
velocity

radio frequency

dielectric 
constant

temperature 
response

soil-water 
potential

Quantity 
Observed

refraction of 
microwaves

electrical 
conductivity

electrical 
conductivity

radio frequency

Quantity 
Observed

emitted 
microwave flux

reflected 
microwave flux

Support 
Volume (m3)b

2×10–3

10–1

10–6

1.5×10–5 to 
3×10–4

6×10–5

6×10–5

10–5

< 10–3

Depth 
Sampled (m)

< 1 to > 10

depends on 
configuration

depends on 
configuration

< 0.1 m; can 
be tractor 
mounted

Depth 
Sampled (m)c

0.02 to 0.2

~0.05

Response 
Time

2–3 hr

1–2 min

1 min

instantaneous

instantaneous

instantaneous

1 min

2–3 hr

Response 
Time

instantaneous

instantaneous

instantaneous

1–2 min

Horizontal 
Scale (m)

10 to 100d

to 104(e)

10 to 100d

to 1,000e

Accuracy

low

high

high

high

high

high

high

high

Accuracy

high

low

low

high

Response 
Time

instantaneous

instantaneous

Calibration 
Required?

yes

yes

no

no

yes

yes

yes

yes

Calibration 
Required?

yes

yes

yes

yes

Accuracy

low

low

Cost 
Effectiveness

economical

expensive

expensive

economical

expensive

expensive

expensive

economical

Cost 
Effectiveness

expensive

expensive

expensive

expensive

Calibration 
Required?

yes

yes

aSee section 7.2.1.2 for further discussion.
bApproximate volume sampled; for most methods, this varies with soil texture and water content.
cVaries with soil texture, water content, and surface properties.
dAircraft-mounted.
eSatellite-mounted

Source: Zazueta and Xin (1994); Robinson et al. (2008); Dobriyal et al. (2012).
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7.2.2 Saturation
The saturation, or wetness, Θ, is the proportion

of pores that contain water:

However, soils usually contain water that is held so
tightly by surface tension and electrochemical forces
that it is immobile. Thus it is useful to define effec-
tive saturation, θ*, as

where θr is the permanent residual water content
(typically θr ≈ 0.05). We will use θ* to express the rel-
ative saturation of field soils.

7.3 Basic Principles of Saturated 
Subsurface Flow

7.3.1 Darcy’s Law
The law governing water flow through a porous

medium was discovered in 1856 by Henri Darcy, a
French engineer. As a basis for designing a sand-fil-
tration system for the water supply of the city of Di-
jon, Darcy did experiments on flow through
saturated sand using an apparatus like that shown in
figure 7.8. His results can be summarized in the rela-
tion now known as Darcy’s law:

where qx [L T–1] is the specific discharge, which is
the volume rate of flow, Qx [L

3 T–1], per unit area of
porous medium at right angles to the x-direction, Ax
[L2]; Khx [L T–1] is a proportionality factor called the
saturated hydraulic conductivity of the medium in
the x-direction; and dh/dx is the gradient of total hy-
draulic head, h, of the fluid in the x-direction. The
minus sign indicates that flow moves from higher
values of h to lower values.

Hydraulic head (usually called simply “head”) 
represents the fluid potential, which is the 
mechanical energy per unit weight of fluid

[E F–1] = [L]. The hydraulic-head gradient
is the gradient of potential energy

that induces the flow.

At a point, hydraulic head is the sum of
(1) gravitational head, given by the elevation 

of the point above an arbitrary horizontal 
datum, z [L]; and (2) pressure head, ψ [L], which 
is equal to the pressure of the fluid at the point, 

p [F L–2], divided by the weight density of
the fluid, γ [F L–3]; thus

Pressure is conventionally measured as gauge
pressure, which is the difference between actual
pressure and atmospheric pressure. As noted earlier,
pressures in saturated porous media are greater than
atmospheric, so that p > 0 and ψ > 0 in saturated
flow. For a fluid of constant density (which we as-
sume throughout this chapter),

The total head z + ψ at a “point” in a saturated 
flow can be measured as the height above
an arbitrary datum to which water rises in a 
piezometer, which is a tube connecting the 

point to the atmosphere (see figure 7.8).
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Figure 7.8 A simple experimental device illustrat-
ing the terms in Darcy’s law [equation (7.9)]. The 
tubes measuring water levels at points 1 and 2 are 
piezometers. The subscripts 1 and 2 refer to 
“upstream” and “downstream” points, respectively.
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Combining equations (7.9) and (7.10), Darcy’s
law can be written as

The actual flow of water through a porous medium
is extremely complex, with individual tiny “parcels”
of water flowing with varying velocities along tortu-
ous paths through the pores. In contrast, note that

Darcy’s law describes the bulk flow in a
particular direction through a “small” volume 

that is representative of the local medium,
over which interpore and intrapore
variations of velocity are averaged.

This hypothetical “small” volume is called a repre-
sentative elementary volume (REV); its dimensions
are on the order of several grain diameters. In dia-
grams of saturated flow systems, such a volume is
represented as a point.

The specific discharge, qx ≡ Qx/Ax, has the di-
mensions of a velocity and is sometimes called the
Darcy velocity. The actual average velocity of the
water is found by dividing the discharge by the cross-
sectional area occupied by the flowing water. In a
saturated porous medium, that area is given by

where  is porosity, so the average water ve-
locity, Ux, is given by

7.3.2 Limitations of Darcy’s Law
Darcy’s law does not apply to flows at scales

smaller than the REV; i.e., the REV must be large
enough to permit meaningful flow averaging. As
noted by Freeze and Cherry (1979), the REV con-
cept also has upper limits of validity in heteroge-
neous or fractured porous media.

A second important limitation arises because the
linear relation between flow rate and head gradient
expressed in Darcy’s law is valid only for flow veloci-
ties that are low enough such that intrapore flow
paths of individual water “parcels” are mutually par-

allel; i.e., for laminar flows. If flow velocities are
large enough, inertial forces arise that disrupt this
parallelism and produce a nonlinear relation between
flow rate and head gradient. The likely presence of
this nonlinearity can be detected by calculating the di-
mensionless Reynolds number for the flow, Re, where

qx is the specific discharge [L T–1], d is the average
grain diameter of the medium [L], and ν is the kine-
matic viscosity of the fluid [L2 T–1] (ν ≈ 1.7×10–6

m2/s; see appendix B). Experience has shown that
Darcy’s law is valid when Re < ~1. Most natural
ground-water flows meet this criterion, and we will
assume this is true for the saturated and unsaturated
porous-media flows discussed in this text. However,
non-Darcian flow can occur in very large soil pores
(“macropores”; see chapter 10), in large openings
produced by fracturing or dissolution of earth mate-
rials, and in the immediate vicinity of pumped wells.

7.3.3 Permeability and
Hydraulic Conductivity

Consider again the experiment of figure 7.8.
Suppose the experiment was run twice with water
under identical head gradients, first using a medium
of uniform spheres of diameter d = 1 mm, and then
with d = 4 mm. It is intuitively clear that the flow
rate q would be larger for the larger particles because
water would move more rapidly through larger
pores. Now imagine that the experiment was re-
peated with d = 1 mm, but first with water and then
with a fluid with a higher viscosity, like motor oil,
maintaining the same head gradient for both flows.
Again, it’s clear that the flow rate would be higher
for the water flow.

Thus we see that the hydraulic conductivity de-
pends on both the nature of the medium and the na-
ture of the fluid. The relationship is

where d is average grain diameter, g is gravitational
acceleration, ρ is fluid mass density, μ is dynamic vis-
cosity, ν is kinematic viscosity (≡ μ/ρ), and C is a
proportionality parameter that depends on proper-
ties of the medium such as grain shape, size distribu-
tion, and packing.
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The portion of conductivity that depends
only on the medium is called the

intrinsic permeability, kI ;

kI ≡ C · d2. (7.15)

From (7.14) and (7.15),

Kh varies over an extremely large (> 1012-fold) range
for earth materials (figure 7.9). This variability is due
almost exclusively to the > 106-fold range of d; vis-
cosity varies with temperature, but only by a factor of
two under typical near-surface conditions.

Values of saturated hydraulic conductivity for
small samples can be readily determined in perme-
ameters similar to the device shown in figure 7.8,
where Ax and dx are known, Qx and dh are measured,
and Khx is calculated via equation (7.9). However,
conductivities measured in permeameters may differ
greatly from field values because: (1) it is often diffi-
cult to avoid disturbing the structure of materials
when transferring samples to a permeameter and (2)

conductivities measured in small samples do not in-
clude the effects of fractures and larger-scale geologic
variability, and hence are generally smaller than ef-
fective regional-scale values.

Larger-scale values of Kh can be measured in the
field by pumping water from a well and observing
the rate at which water level changes in one or more
nearby observation wells. Details of these methods
can be found in most ground-water–hydrology texts
(e.g., Todd and Mays 2014). As noted in chapter 9,
hydraulic conductivity usually has significant spatial
variability, even in a given geologic unit, and may
vary in different directions.

7.3.4 General Saturated-Flow Equation
The general equation for saturated ground-water

flow is derived in box 7.3 (figure 7.10) by combining
Darcy’s law with the law of conservation of fluid
mass, leading to
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Figure 7.9 Ranges of saturated
hydraulic conductivities for various

geologic materials [Heath (1982)].
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Box 7.3 Derivation of General Equation for Saturated Ground-Water Flow

Conservation of Mass

Following the principles discussed in section 1.6.2, the conservation-of-mass equation for sat-
urated porous-media flow is derived by considering a control volume in the form of a rectangular 
parallelepiped dx · dy · dz within a saturated porous medium (figure 7.10). The volume must be 
large enough to contain many typical pore spaces, but small enough to allow the use of continu-
ous mathematics (i.e., a REV). For this volume over time period dt,

Min – Mout = ΔM, (7B3.1)

where Min is the mass of water flowing into the volume, Mout is the mass of water flowing out of 
the volume, and ΔM is the change in mass storage.

The flow can be in any direction, and the specific-discharge vector can be resolved into vec-
tors parallel to the sides of the volume, qx , qy , and qz . Then Min (entering the volume through 
faces 1, 2, and 3) is

Face 1 Face 2 Face 3
Min = ρ · qx · dy · dz · dt + ρ · qy · dx · dz · dt + ρ · qz · dx · dy · dt, (7B3.2)

where ρ is the mass density of water. In general, the rate of flow changes in space, so that Mout 
(leaving through faces 4, 5, and 6) is given by

Face 4 Face 5

Face 6

The change in storage, ΔM is

where h is head and Ss is the specific storage, defined as

Note that specific storage has dimensions [L–1]. In saturated media its magnitude is determined 
by the compressibility of the fluid and of the medium (section 9.1.3).

Substituting equations (7B3.2)–(7B3.5) into (7B3.1), assuming constant density and simplifying, 
yields the conservation-of-mass equation for three-dimensional time-varying ground-water flow:
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Combination with Darcy’s Law

When Darcy’s law in the form of equation (7.9) for each of the three coordinate directions is 
inserted into equation (7B3.6), we have the equation that must be satisfied for a time-varying 
Darcian flow at all points in a saturated medium (assuming constant density): 

Equation (7B3.7) describes time-varying ground-water flow in a porous medium in which the 
head, head gradient, conductivity, and specific storage may change with location. Note, though, 
that in (7B3.7) Khi for each of the coordinate directions i = x, y, z varies only in the i-direction, 
whereas in the most general case Khx, for example, might also change in the y- and z- directions. 
As noted by Freeze and Cherry (1979), this does not usually need to be taken into account, and 
(7B3.7) can be considered general.
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Figure 7.10 Definitions of
terms for derivation of the conti-
nuity equation for ground-water

flow (see box 7.3).
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There are many instances when the equation can be
simplified:

• Steady-state flow, ∂h/∂t = 0

• Isotropic and homogeneous medium, Khx = Khy =
Khz = Kh (“diffusion equation”)

• Steady-state flow, isotropic and homogeneous me-
dium (“Laplace equation”)

Solutions to equation (7.17) and its various sim-
plifications consist of a coherent potential-energy
[h(x,y,z,t)] field, and are largely determined by the
boundary conditions of the flow system. The bound-
ary conditions are specified in terms of: (1) the con-
figuration of the system’s boundaries, expressed as
the coordinates of points on the boundaries, (xb,yb,zb)
and (2) at boundary points, either the head h(xb,yb,zb)
or their designation as impermeable barriers. In gen-
eral, we must also specify as parameters the values of
hydraulic conductivity and storage coefficient at all
points and, for time-varying flows, the initial condi-
tions, h(x,y,z,0).

For most situations, solutions must be numeri-
cally approximated by transforming the partial-dif-
ferential equations to a system of algebraic equations
and solving for h at selected points throughout the
flow system and at successive times.2 The points are
the nodes of an x, y, z coordinate system separated by
finite distances, and the equations are solved at suc-

cessive finite time steps. Once solutions have been
obtained, contour lines (if two-dimensional) or sur-
faces (if three-dimensional) of equal values of h
(equipotentials) can be drawn, and vectors of
ground-water flow (streamlines) are perpendicular
to the equipotentials. In section 9.2, numerical solu-
tions to the general ground-water equation are used
to illustrate the effects of topography and geology on
regional ground-water flows.

7.4 Basic Principles of Unsaturated 
Subsurface Flow

7.4.1 Surface Tension and Capillarity

7.4.1.1 Surface Tension
Soil pores in the unsaturated zone contain water

and air. Water molecules at the air-water interface are
subjected to a net inward force due to hydrogen bond-
ing with the molecules below the surface (figure
7.11). Surface tension, σ, is equal to the magnitude of
that force divided by the distance over which it acts;
thus its dimensions are [F L–1]. It can also be viewed
as the energy required to increase the surface area of a
liquid by a unit amount ([F L]/[L2] = [F L–1]). Sur-
face tension and the closely related phenomenon of
capillarity significantly influence fluid dynamics
where a water surface is present and where the flow
scale is less than a few millimeters—i.e., in porous
media that are partially saturated or in which there is
an interface between water and an immiscible liquid
(e.g., hydrocarbons).

Water has a surface tension higher than most
other liquids; its value at 0°C is 0.0756 N/m, and de-
creases slightly as temperature increases (appendix
B). Dissolved substances can also increase or de-
crease surface tension, and certain organic com-
pounds have a major effect on its value.
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Figure 7.11 Intermolecular 
forces acting on typical surface 
(S) and nonsurface (B) molecules.
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7.4.1.2 Capillary Rise and the Tension-Saturated Zone
Consider a small (diameter of a few millimeters

or less) cylindrical tube immersed in a body of water
with a surface at atmospheric pressure (figure 7.12).
If the material of the tube is such that the hydrogen
bonds of the water are attracted to it, the molecules
in contact with the tube are drawn upward. The de-
gree of attraction between the water and the tube is
reflected in the contact angle between the upper
edge of the water surface, or meniscus, and the tube:
the stronger the attraction, the smaller the angle. Be-
cause of the intermolecular hydrogen bonds, the en-
tire mass of water within the tube is drawn upward
until the adhesive force between the molecules of the
tube and those of the water is balanced by the down-
ward force due to the weight of the water suspended
within the tube.

The height to which the water will rise in the
tube can thus be calculated by equating the upward
and downward forces. The upward force, Fu, equals
the vertical component of the surface tension times
the distance over which that force acts (the tube cir-
cumference):

Fu = σ · cos(βc) · 2 · π · r, (7.21)

where βc is the contact angle and r is the radius of the
tube. The downward force due to the weight of the
column of water, Fd, is

Fd = γ · π · r2 · hcr, (7.22)

where γ is the weight density of water and hcr is the
height of the column. Equating Fu and Fd and solv-
ing for hcr yields

Thus the height of capillary rise is inversely propor-
tional to the radius of the tube and directly propor-
tional to the surface tension and the cosine of the
contact angle. The contact angle for common miner-
als is close to 0° (table B.4), so cos(βc) ≈ 1 typically.

As noted earlier, the water table is a surface at
atmospheric pressure. The interconnected soil pores
above that surface act as capillary tubes, pulling wa-
ter upward to produce a tension-saturated zone or
capillary fringe above the free surface. The height of
this zone can be approximately calculated via equa-
tion (7.23) with r equal to the average radius of the
soil particles; it ranges from a few centimeters in
gravel and sand to well over a meter in silt. For clay
soils, however, additional electrical forces become
significant and equation (7.23) does not strictly hold.

7.4.1.3 Pressure Relations
When capillary rise has ceased (see figure 7.12),

the column of water is suspended from the meniscus,
which is attached to the walls by hydrogen bonds. Thus
the water is under tension, which is negative (i.e., less
than atmospheric) pressure. In porous media of silt size
and larger (d  ≥ 0.002 mm), pressure in the unsaturated
zone is determined by the radius of curvature of me-
nisci in the pore spaces. The relation between the ra-
dius of curvature and pressure can be developed from
further consideration of the capillary-rise phenomenon.

In figure 7.12, the weight of the water suspended
beneath the plane that is tangent to the lowest point
of the meniscus is equal to Fd [equation (7.22)].
Since the area of that plane is π · r2, the pressure in
the suspended water at that plane, pm, is

Substituting equation (7.23) into equation (7.24) gives

Thus the pressure difference across a meniscus, like
the height of capillary rise, is inversely proportional to
the radius of curvature of the meniscus. In unsaturated
soils of silt size or larger, this radius is determined by
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Figure 7.12 Sketch of phenomenon of capillary rise 
in a circular tube of radius r; βc is the contact angle 
between the meniscus and the wall, p is atmospheric 
pressure, and hcr is the height of capillary rise.
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(1) the pore (grain) size and (2) the pore water content
(figure 7.13). For r = 0.001 mm (the lower boundary
for silts), equation (7.25) gives a pressure of about –1.5
atmospheres. Tensions stronger than that can exist in
clay soils, but are due to electrical forces between the
water and the mineral grains and do not represent cap-
illary forces alone (Gray and Hassanizadeh 1991).
The moisture-characteristics curve discussed in sec-
tion 7.4.3.2 is the empirical manifestation of the pres-
sure-radius relation of equation (7.25).

Here we use “pressure head” to refer to both
positive and negative values of ψ; when ψ is negative,

|ψ| is called tension head (also called suction head
or matric potential).

7.4.2 Darcy’s Law for Unsaturated Flow
Darcy’s law in the form of equation (7.11) ap-

plies to both unsaturated and saturated porous-media
flows. The major difference between porous-media
flows in unsaturated and saturated media is that

In unsaturated flows both the pressure head ψ 
and the hydraulic conductivity Kh are functions 

of the local water content θ (alternatively 
expressed as effective saturation θ*).

To reflect this, we write Darcy’s law for unsaturated
flow as

Both Khx(θ) and ψ(θ) increase (algebraically) as θ in-
creases. The quantitative relations between pressure
and water content and between hydraulic conductiv-
ity and water content are crucial determinants of un-
saturated flow in soils, and these are examined in
more detail in the following sections.

7.4.3 Soil-Water Pressure

7.4.3.1 Measurement
Piezometers cannot be used to measure h in the

unsaturated zone. Instead, the pressure head ψ of soil
moisture under field conditions is measured by tensi-
ometers (figure 7.14). These devices consist of a hol-
low metal tube, one end of which is closed off by a
cup of porous ceramic material and the other end is
fitted with a removable air-tight seal. A manometer,
vacuum gauge, or pressure transducer is attached to
the tube. The tube is inserted into the soil to the
depth of measurement and filled with water. Since
the water in the tube is initially at a pressure above at-
mospheric, there is a pressure-induced flow through
the porous cup into the unsaturated soil that contin-
ues until the (negative) pressure inside the tube equil-
ibrates and equals that in a roughly spherical region
immediately surrounding the cup. The value of ψ is
then read on the manometer or gauge and h is deter-
mined by adding that value to the elevation of the
point, z. Box 7.4 shows how tensiometer readings
are used to determine potential gradients in unsatu-
rated soils.

q K
z

xx hx= - ( ) + ( )ÈÎ ˘̊
◊q

y qd

d
. (7.26)

Figure 7.13 The pressure difference across a menis-
cus is inversely proportional to the radius of curvature 
of the meniscus. In unsaturated soils of silt size or 
larger, this radius is determined by the pore (grain) 
size and the pore water content. To illustrate this, we 
have modeled a pore space as a triangle (a); (b) shows 
a relatively coarse-grained soil with high water con-
tent; (c) is a relatively coarse-grained soil with low 
water content; (d) is a relatively fine-grained soil with 
high water content, and (e) is a relatively fine-grained 
soil with low water content.

(a)

(b)

(d)

(c)

(e)
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Datum
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(a) (b)

Soil
surface

00

Figure 7.14 The pressure head ψ of soil mois-
ture under field conditions is measured by tensi-

ometers. (a) Pressure-induced flow enters the
soil until the pressure inside the tube equili-

brates with that in a region surrounding the cup.
(b) The value of ψ is read on the manometer or

gauge and h is determined by adding that value
to the elevation of the point, z.

Box 7.4 Example Tensiometer Computations

Consider two adjacent tensiometers inserted into 
unsaturated soil to determine whether water flow is 
toward or away from the surface. The bulb of tensiome-
ter A is installed at a depth of 20 cm; the bulb of tensi-
ometer B is installed at a depth of 50 cm. The following 

readings are obtained on days 1–5. Assuming that no 
maximum or minimum of tension occurs between the 
two sensor depths, which way is the water flowing in 
each condition?

The value of h is determined by adding the elevation 
head at the depth of each measurement. If we take the 
elevation of the deeper tensiometer B as the datum,       

zB = 0 cm and zA = +30 cm. The flow direction is from 
algebraically higher to lower h. Thus

Depth (cm)

20

50

Day 1

–93

–83

Day 2

–76

–71

Day 3

–151

–117

Day 4

–217

–173

Day 5

–71

–71

Tensiometer Reading (cm)

ψA

ψB

Depth (cm)

20

50

Day 1

–63

–83

down

Day 2

–46

–71

down

Day 3

–111

–117

down

Day 4

–187

–173

up

Day 5

–41

–71

down

Total Head (cm)

hA

hB

Flow direction
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The practical range of pressure measurable in a
tensiometer is from 0 to –8 m (0 to –78 kPa), which
covers only a small part of the range observed in na-
ture (Hillel 1980a). However, this covers a large part
of the range for coarser-grained soils, and tensiome-
ters are often used in hydrologic field studies. They
are often installed in clusters of two or three extend-
ing to different depths to provide information on ver-
tical pressure gradients, with readings recorded
continuously on a data logger (Walkotten 1972; Wil-
liams 1978; Cooper 1980; Robinson et al. 2008). Soil-
water pressure is often determined by measuring wa-
ter content (see box 7.2) and referring to the moisture-
characteristic curve described in the following section.

7.4.3.2 Pressure–Water-Content Relations

The relation between pressure head, |ψ|,
(often plotted on a logarithmic scale) and
water content, θ, (or saturation, θ*) for a

given soil is its moisture-characteristic curve.

The relationship is highly nonlinear and typically
has the form shown in figure 7.15. Note that the
pressure head is zero (i.e., pressure is atmospheric)
when the water content equals the porosity (satura-
tion), and that the water content changes little as |ψ|
increases up to a point of inflection. This more-or-
less distinct point represents the pressure head at
which significant volumes of air begin to appear in
the soil pores, and is called the air-entry pressure (or
tension) head (also called bubbling pressure), ψae .

The absolute value of the air-entry pressure 
head, |ψae|, equals the height of the

tension-saturated zone, or capillary fringe.

As |ψ| increases beyond its air-entry value, the water
content begins to decrease rapidly and then more
gradually. At very high tensions the curve again be-
comes nearly vertical, reflecting a residual water con-
tent that is very tightly held in the soil pores by
surface tension and electrochemical forces.

Figure 7.15 Typical forms 
of hydraulic relations ψ(θ)–θ 
and Kh(θ)–θ for unsaturated 
soils. For this soil, porosity  
= 0.5.

f
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The shape of moisture-characteristic curves is
highly dependent on soil texture: figure 7.16 shows
that, at a given degree of saturation, |ψ| is much
higher in finer-grained than in coarser-grained soils.
In real soils |ψ| is not a single-valued function of θ,
but depends also on the soil’s history of wetting and
drying (figure 7.17). While this hysteresis can have a
significant influence on soil-moisture movement
(Rubin 1967; Perrens and Watson 1977), it is diffi-
cult to model mathematically and is therefore not
commonly incorporated in hydrologic models.

7.4.4 Unsaturated Hydraulic Conductivity
Hydraulic conductivity is the rate (volume per

unit time per unit area) at which water moves
through a porous medium under a unit potential-en-
ergy gradient (dh/dx = 1). Under saturated condi-
tions this rate is determined by the cross-sectional
area of the pathways available for water transmis-
sion, which is proportional to d 2 [equation (7.14)].
For unsaturated flows this area is determined by both
grain size and the degree of saturation (figure 7.13).

In discussing unsaturated flows we use the sym-
bol Kh to denote the saturated hydraulic conductivity.

7.4.4.1 Measurement
Hillel (1980a) and Stephens (1995) described var-

ious approaches to field and laboratory measurement

of unsaturated hydraulic conductivity. One such ap-
proach involves measurement of water content at sev-
eral depths as the soil drains for extended periods
following irrigation, with evaporation prevented. The
flux of water and the vertical water-content gradients
can be determined from these measurements, and the
hydraulic conductivity calculated by substituting the
measured values into Darcy’s law (Khosla 1980). The
infiltrometer measurements described in chapter 8
can also be used to estimate saturated hydraulic con-
ductivity (Scotter et al. 1982; Elrick et al. 1990; Moret
et al. 2004; Cheng et al. 2011).

Mualem (1976) derived a method for calculating
Kh(θ) based on the moisture-characteristic curve and
the value of Kh, which can be measured using vari-
ous laboratory and field techniques.

7.4.4.2 Hydraulic Conductivity–
Water Content Relations

The relation between hydraulic conductivity, 
Kh(θ), (often plotted on a logarithmic scale) and 
water content, θ, (or saturation, θ*) for a given 

soil is its moisture-conductivity curve.

For a typical soil, unsaturated hydraulic conduc-
tivity is very low at low to moderate water contents;

Figure 7.16 Soil-
water pressure (ten-

sion), |ψ|, versus
degree of saturation,
θ*, for soils of three

different textures.
Note that the vertical
axis gives the base-10
logarithm of the ten-
sion expressed in cm
of water (pF). Curves
are based on typical

values given by
Clapp and Horn-

berger (1978).
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it increases nonlinearly to its saturated value as water
content increases to saturation (figure 7.15). A com-
parison of Kh(θ*) relations for soils of different tex-
tures is shown in figure 7.18; the form of these curves
differs from that in figure 7.15 because here the
Kh(θ*) scale is logarithmic. Note that, for a given θ*,
Kh(θ*) increases by several orders of magnitude in
going from clay to silty clay loam to sandy loam; and
that, for a given soil, Kh(θ*) increases by several or-
ders of magnitude over the range of θ* values. The
hysteresis effect in the Kh(θ) relation is less marked
than in the ψ(θ) relation and is usually neglected.

7.4.5 Analytic Approximation of ψ(θ) 
and Kh(θ) Relations

ψ(θ) and Kh(θ) relations control all the near-sur-
face hydrologic processes shown in figure 7.1: infil-
tration, redistribution, surface runoff, water available
for plants, and ground-water recharge. These rela-
tions are unique for each soil, and are difficult and
time-consuming to measure. Thus to simulate the
dynamics of water movement in the unsaturated
zone that control watershed responses to rain and
snowmelt, the ψ(θ) and Kh(θ) relations are (1) mod-
eled in analytical form and (2) related to soil texture
and other properties.

Analytical approximations of ψ(θ) and Kh(θ) re-
lations have been proposed by Brooks and Corey
(1964), Campbell (1974), and van Genuchten (1980);
these are summarized in table 7.2 on p. 336. Note
that all these models are single-valued functions that
ignore hysteresis. The van Genuchten model is the
most widely used; note that it models the complete
moisture-characteristic curve except for the point
corresponding to θ*vG = 1, for which ψ = 0. In con-
trast, the Brooks–Corey and Campbell equations ap-
ply for |ψ| > |ψae|; the values at |ψae| are represented
by vertical lines extending from 0 to |ψae|. In the van
Genuchten model, the parameters θvG and α should
be viewed as “fitting parameters” whose values are
chosen so that the modeled curves provide a best fit
to measured values: θ*vG is typically somewhat less
than the actual porosity , reflecting the fact that
field soils typically do not reach full saturation due to
air entrapped in pores; α may approximate but does
not equal the inverse of the air-entry tension, 1/ψae .
Figure 7.19 on p. 336 shows the fit of the Brooks–
Corey and van Genuchten models to the measure-
ments of the moisture-characteristic relation for a
sand soil.

f

Figure 7.17 Hysteresis in the ψ(θ)–θ relation for 
Rubicon sandy loam. The paths with arrows trace the 
relation as the soil undergoes successive cycles of 
wetting (arrows pointing to right) and drying (arrows 
pointing to left) [Perrens and Watson (1977). Numeri-
cal analysis of two-dimensional infiltration and redis-
tribution. Water Resources Research 13:781–790, with 
permission of the American Geophysical Union].



Chapter 7 ▼ Principles of Subsurface Flow 335

7.4.6 ψ(θ) and Kh(θ) Relations and
Soil Texture

The parameters of the models in table 7.2 (b, n,
Kh, α, θr, θ*vG, , , ψae) depend primarily on the
soil grain-size distribution (texture), but also on or-
ganic content, chemistry, and other factors (Clapp
and Hornberger 1978; Cosby et al. 1984; Mishra et
al. 1989; Rawls et al. 1992; Wösten et al. 2001).
There are two basic approaches used to relate model
parameters to texture:

1. Pedotransfer functions (PTFs) are continuous
functions that relate soil-hydraulic parameters to
measured soil properties such as bulk density and
the proportions of clay, silt, sand, and organic
matter (carbon). The functions are established by
regression-type analyses of large data sets.

2. Soil-hydraulic classes are discontinuous catego-
ries, each with a characteristic suite of soil-
hydraulic parameters. The categories are deter-
mined by the proportions of clay, silt, and sand, as
in the soil-texture triangle.

Table 7.3 on p. 337 gives an example of PTFs for
the van Genuchten parameters; others can be found
in Rawls et al. (1992), Wösten et al. (2001), and
Loosvelt et al. (2011). PTFs can be “mapped” on the
soil-texture triangle, as shown in figure 7.20 on p.

337. Wösten et al. (2001) extensively reviewed the
derivation and application of PTFs and concluded
that, although significant variability and uncertainty
in some of the relationships must be recognized,
they are a “powerful tool” for predicting soil-hydrau-
lic properties.

Table 7.4 on p. 338 gives the Brooks–Corey and
Campbell parameters for various soil textures (figure
7.5). The most recent exploration of soil-hydraulic
classes was by Twarakavi et al. (2010) using the van
Genuchten model. They estimated the parameters (n,
Kh, α, θr, and ) as functions of fraction of sand, silt,
and clay, then used objective methods to determine the
optimal number of soil-hydraulic classes for estimating
the suite of values. These turned out to be the 12
classes shown on the soil-hydraulic triangle of figure
7.21 on p. 338: Sand-dominated soils are represented
by the letter A, with a number that increases (from 1 to
4) as the sand fraction decreases; silt-dominated soils
are represented by “B”; and clay-dominated soils by
“C”, also with numbers ranging from 1 to 4. Interest-
ingly, the optimal soil-hydraulic classification is very
similar to the soil-texture classification, especially for
soils in which the sand fraction is dominant; the simi-
larities between the soil-texture triangle and the soil-
hydraulic triangle are less pronounced for finer soils,
where capillary forces have a greater impact on the wa-

f fvG

fvG

Figure 7.18
Hydraulic conductiv-
ity, Kh, versus degree 
of saturation, θ*, for 
soils of three differ-
ent textures. Note 
that the vertical axis 
gives the base-10 
logarithm of the 
hydraulic conductiv-
ity expressed in cm/s. 
Curves are based on 
typical values given 
by Clapp and Horn-
berger (1978).



Table 7.2 Analytic Approximations of ψ(θ) and Kh(θ) Relations.

Moisture Characteristic Moisture Conductivity

Brooks and Corey (1964)

Kh(θ) = θ*2·b+3 · Kh

|ψ(θ*)| = |ψae|, θ* = 1.

Campbell (1974)

|ψ(θ*)| = |ψae|, θ* = 1.

van Genuchten (1980)

Symbols

b ≡ parameter that depends on pore-size distribution [1]

Kh ≡ saturated hydraulic conductivity [L T–1]

n ≡ parameter that depends on pore-size distribution [1]

α ≡ van Genuchten pressure-head parameter [L–1]

θ ≡ volumetric water content [1]

θr ≡ residual water content [1]

θ* ≡ degree of saturation [1] ≡ 

Source: Modified after Rawls et al. (1992).
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Figure 7.19 Fit of 
the (a) van Genu-
chten and (b) 
Brooks–Corey mod-
els (table 7.2) to 
measurements of 
the moisture-char-
acteristic relation 
for a sand soil (plots 
courtesy of R. H. 
Cuenca, Oregon 
State University).
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Table 7.3 Example of Pedotransfer Functions for Modeling Soil Hydraulic Behavior via the van Genuchten 
Model (Table 7.2).

θr = 0.015 + 0.005 · CLAY + 0.014 · C

 = 0.810 – 0.283 · ρb + 0.001 · CLAY

α = exp(–2.486 + 0.025 · SAND – 0.352 · C – 2.617 · ρb – 0.023 · CLAY)

n = exp(0.053 – 0.009 · SAND – 0.013 · CLAY + 0.00015 · SAND2)

Kh = 1.1574×10–5 – exp[20.62 – 0.96 · ln(CLAY) – 0.66 · ln(SAND) – 0.046 · ln(C) – 8.43 · ρb]

Symbols

C = organic carbon content (%)

CLAY = clay fraction (%)

Kh = saturated hydraulic conductivity (cm/s)

n = van Genuchten exponent

SAND = sand fraction (%)

α = van Genuchten pressure-head parameter (cm–1)

ρb = bulk density (g/cm3)

= van Genuchten porosity parameter

Source: Loosvelt et al. (2011).

fvG

fvG

Figure 7.20 (a) Contour plot of the logarithm (log10) of the saturated hydraulic conductivity Kh predicted with a 
PTF. (b) Contour plot of the bubbling pressure |ψae| predicted with a PTF. The clay loam soil class is highlighted 
with a dashed line [Loosvelt et al. (2011). Impact of soil hydraulic parameter uncertainty on soil moisture model-
ing. Water Resources Research 47, with permission of the American Geophysical Union].
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Table 7.4 Brooks–Corey and Campbell Parameters (Table 7.2) for Various Soil Textures Based on Analysis of 
1845 Soils.a

Soil Texture

Sand

Loamy sand

Sandy loam

Silt loam

Loam

Sandy clay loam

Silty clay loam

Clay loam

Sandy clay

Silty clay

Clay

0.395 (0.056)

0.410 (0.068)

0.435 (0.086)

0.485 (0.059)

0.451 (0.078)

0.420 (0.059)

0.477 (0.057)

0.476 (0.053)

0.426 (0.057)

0.492 (0.064)

0.482 (0.050)

f Kh (cm/s)

1.76×10–2

1.56×10–2

3.47×10–3

7.20×10–4

6.95×10–4

6.30×10–4

1.70×10–4

2.45×10–4

2.17×10–4

1.03×10–4

1.28×10–4

|ψae| (cm)

12.1 (14.3)

9.0 (12.4)

21.8 (31.0)

78.6 (51.2)

47.8 (51.2)

29.9 (37.8)

35.6 (37.8)

63.0 (51.0)

15.3 (17.3)

49.0 (62.1)

40.5 (39.7)

b

4.05 (1.78)

4.38 (1.47)

4.90 (1.75)

5.30 (1.96)

5.39 (1.87)

7.12 (2.43)

7.75 (2.77)

8.52 (3.44)

10.4 (1.64)

10.4 (4.45)

11.4 (3.70)

aValues in parentheses are standard deviations.

Source: Data from Clapp and Hornberger (1978).

Figure 7.21 Soil hydraulic 
classes of Twarakavi et al. (2010) 
plotted on the soil-texture trian-
gle [Twarakavi et al. (2010). Can 
texture-based classification opti-
mally classify soils with respect 
to soil hydraulics? Water 
Resources Research 46, with per-
mission of the American Geo-
physical Union].
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ter flow. The average values and standard deviations of
the van Genuchten parameters for each soil-hydraulic
class are given in table 7.5. The relative uncertainty in
these relations, reflected in the standard deviations, is
quite large, especially for saturated hydraulic conduc-
tivity. This uncertainty is due to variations in the exact
grain-size distributions, grain shape, organic content,
wetting history (hysteresis), and other factors. An ex-
ample of the use of the soil-hydraulic relations is pro-
vided in box 7.5 and figure 7.22 (on p. 341).

Data sets of worldwide soil texture, water-hold-
ing capacities, and other properties are available in
Zobler (1986), Webb et al. (2000), and at the Distrib-
uted Active Archive Center (DAAC) for Biogeochem-
ical Dynamics’ website (http://ftp.daac.ornl.gov/
SOILS/guides/igbp-surfaces.html).

7.4.7 General Unsaturated-Flow Equation
The general equation for unsaturated flow is de-

rived by combining the conservation-of-mass rela-
tion with Darcy’s law, as for saturated flow in box
7.3. If we assume constant fluid density, the storage
coefficient defined in equation (7B3.5) is due to a
change in water content in the control volume in re-
sponse to a change in head, rather than to the com-
pressibility of the medium or fluid; i.e.,

Note that the dimensions of Ss remain [L–1]. Substi-
tuting (7.27) into (7B3.6),

Now substituting Darcy’s law for unsaturated
flow [equation (7.26)] for each of the coordinate di-
rections into (7.28), and assuming that (1) the z-di-
rection is oriented vertically3 and (2) the Kh(θ)
relation is isotropic, yields the general equation:

Equation (7.29) was first derived by Richards (1931),
and is known as the Richards equation.

In principle, solutions to the Richards equation
are found by specifying boundary conditions and the
Kh(θ) and ψ(θ) relations and using numerical meth-
ods, as for the general saturated-flow equation. In
(7.29), the solutions would be values of ψ(x,y,z) and
require specification of the ψ(θ) and Kh(θ) relations
as discussed in sections 7.4.5 and 7.4.6; total heads
would be found as h(x,y,z) = ψ(x,y,z) + z.

There have been some attempts to combine the
general saturated and unsaturated flow equations
and solve them together numerically to simulate sub-
surface flow in fairly simple two- or three-dimen-
sional boundary-value problems (e.g., Freeze 1971;
Weill et al. 2009). However, the Richards equation is
mostly applied for vertical downward flow as a starting
point for quantifying infiltration and redistribution
in the unsaturated zone. To do this, we write the last
term on the left side in the form

where z′ is the vertical downward direction, i.e., z′ ≡ – z
and ∂z/∂z′ = –1. Because it is nonlinear, there is no
closed-form analytical solution to (7.30) except for
highly simplified ψ(θ) and Kh(θ) relations and bound-
ary conditions. However, the equation can be used as
a basis for numerical modeling by specifying appro-
priate boundary and initial conditions, dividing the
soil into thin layers, and applying the equation to
each layer sequentially at small increments of time.
Tests have shown good agreement between the pre-
dictions of the numerically solved Richards equation
and field and laboratory measurements (Nielsen et
al. 1961; Whisler and Bouwer 1970). Šimůnek and
van Genuchten (2009) described a flexible numerical
model for solving the Richards equation in a variety
of applications. Various approaches to developing ap-
proximate analytical solutions to the Richards equa-
tion that can be applied to infiltration (Wang and
Dooge 1994) will be examined in chapter 8.

S
hs = ∂

∂
q

. (7.27)

∂
+

∂
+ ∂ = - ∂

∂
◊ = - ∂

∂
q
x

q

y
q
z h

h
t t

x y z
∂ ∂ ∂

q ∂
∂

q
. (7.28)

∂
∂

( ) ∂ ( )
∂

È

Î
Í

˘

˚
˙ + ∂

∂
( ) ∂ ( )

∂
È

Î
Í

˘

˚
˙

+ ∂
∂

( ) ∂

◊ ◊

◊

x
K

x y
K

y

z
K

h h

h

q
y q

q
y q

q
y q(( )
∂

+
Ê
ËÁ

ˆ
¯̃

È

Î
Í

˘

˚
˙ = ∂

∂z t
1

q
.

(7.29)

-
∂ ( )

∂ ¢
- ∂

∂ ¢
( ) ∂ ( )

∂ ¢
Ê
ËÁ

ˆ
¯̃

È

Î
Í
Í

˘

˚
˙
˙

= ∂
∂

◊K

z z
K

z t
h

h
q

q
y q q

, (7.30)



340 Part III: Water Movement on the Land

Table 7.5 Average Values of Parameters for Modeling Soil Hydraulic Behavior via the van Genuchten Model 
(Table 7.2).a

Soil Hydraulic Classb

A1

A2

A3

A4

B1

B2

B3

B4

C1

C2

C3

C4

θr

0.055 (0.002)

0.053 (0.002)

0.051 (0.002)

0.055 (0.003)

0.057 (0.011)

0.053 (0.003)

0.056 (0.007)

0.072 (0.015)

0.072 (0.012)

0.091 (0.013)

0.069 (0.016)

0.064 (0.005)

0.374 (0.008)

0.386 (0.007)

0.382 (0.010)

0.387 (0.009)

0.487 (0.031)

0.425 (0.030)

0.413 (0.026)

0.470 (0.026)

0.475 (0.013)

0.436 (0.025)

0.500 (0.037)

0.421 (0.012)

fvG log10[|α|(cm–1)]

–1.479 (0.036)

–1.474 (0.076)

–1.540 (0.176)

–1.672 (0.183)

–2.034 (0.045)

–2.278 (0.124)

–2.234 (0.193)

–2.016 (0.141)

–1.940 (0.070)

–1.444 (0.174)

–1.888 (0.057)

–1.830 (0.068)

log10(n)

0.511 (0.060)

0.276 (0.055)

0.171 (0.015)

0.140 (0.019)

0.208 (0.009)

0.206 (0.024)

0.186 (0.021)

0.160 (0.024)

0.135 (0.010)

0.106 (0.008)

0.124 (0.010)

0.137 (0.017)

log10[Kh(cm/day)]

2.853 (0.544)

2.093 (0.696)

1.641 (0.659)

1.242 (0.764)

1.641 (0.273)

1.714 (0.594)

1.197 (0.757)

1.115 (0.875)

1.206 (0.110)

1.263 (0.649)

1.324 (0.972)

0.642 (1.090)

aValues in parentheses are standard deviations.
bSoil hydraulic classes determined from figure 7.21.

Source: Twarakavi et al. (2010).

Box 7.5 Example of Use of Analytical Soil-Hydraulic Functions

Here we show how the van Genuchten equations (table 
7.2) and the soil-hydraulic triangle (figure 7.21) are used to 
estimate the moisture-characteristic and hydraulic-conduc-
tivity characteristic curves for the soil described in box 7.1.

The porosity of this soil was measured at  = 0.419. 
The sand fraction = 53%, silt fraction = 44%, and clay 
fraction = 3%. From figure 7.21 we see that this soil falls 
into hydraulic class A3, but is close to the boundary 

between A3 and B2. Given the uncertainty in the tex-
ture-hydraulic parameter relations, it is instructive to 
compare the moisture- and conductivity-characteristic 
curves for both those classes. We do this by calculating 
three curves for each class, one using the average values, 
one using the average values plus one standard devia-
tion (denoted by +1 · σ), and one using average values 
minus one standard deviation (–1 · σ).

f

The curves are plotted in figure 7.22. Note that for 
each soil type there is a wide spread for the three curves 
reflecting plus and minus one standard deviation, and a 
very large difference between the curves for the two soil 

types, especially for the moisture-characteristic curves. 
Clearly there is much uncertainty inherent in estimating 
soil-hydraulic relations from texture.

Class A3

+1 · σ

average

–1 · σ

Class B2

+1 · σ

average

–1 · σ

θr

0.053

0.051

0.049

θr

0.056

0.053

0.050

0.392

0.382

0.372

0.455

0.425

0.395

fvG

fvG

log(|α|)

1.716

1.540

1.364

log(|α|)

2.402

2.278

2.154

|α| (cm)

52.000

34.674

23.121

|α| (cm)

252.348

189.671

142.561

log n

0.186

0.171

0.156

log n

0.230

0.206

0.182

n

1.535

1.483

1.432

n

1.698

1.607

1.521

log(Kh)

2.300

1.641

0.982

log(Kh)

2.308

1.714

1.120

Kh (cm/day)

199.526

43.752

9.594

Kh (cm/day)

203.236

51.761

13.183
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Figure 7.22 Estimated soil-hydraulic curves for example in box 7.5. (a) |ψ| versus θ* for soil-hydraulic classes
A3 and B2. (b) Kh versus θ* for soil-hydraulic classes A3 and B2. Dashed lines show curves for ±1 standard devia-
tion values.
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▼ EXERCISES

1. Plot the grain-size distributions for the following soils, then determine the texture classes
for each soil.

2. Field and oven-dry weights of four soil samples taken with a 10-cm-long by 5-cm-diameter
cylindrical tube are given in the following table. Assuming ρm = 2,650 kg/m3, calculate the
field water contents and degrees of saturation and the bulk densities and porosities of
these soils.

3. Consider two adjacent tensiometers inserted into unsaturated sandy-loam soil to deter-
mine whether water flow is toward or away from the surface. Tensiometer A is placed at a
depth of 20 cm; tensiometer B at 60 cm. The following readings are obtained at different
times. Which way is the water flowing at each time (assuming that no maximum or mini-
mum of tension exists between the two levels)?

4. Use the Brooks and Corey relations of table 7.2 and table 7.4 to estimate the |ψ|–θ and Kh– θ
relations for the soils in exercise 7.1. Plot these relations.

5. Access a soils map of your area. In the United States, soils maps are published for each
county in soil-survey reports that are available online from the NRCS of the USDA (http://
www.nrcs.usda.gov/wps/portal/nrcs/surveylist/soils/survey/state/?state).

Data sets of worldwide soil texture, water-holding capacities, and other properties are
available in Zobler (1986), Webb et al. (2000), and at the DAAC’s website (http://
ftp.daac.ornl.gov/SOILS/guides/igbp-surfaces.html).

Read the descriptions of typical soil profiles and identify information about hydrologically
critical properties in your region, such as porosity, hydraulic conductivity, depth to water
table, presence of impermeable layers, etc.

6. Using the map(s) identified in exercise 7.5, locate one or more suitable areas in which to
excavate a pit to observe soil profiles and properties. (Be sure you have the landowner’s
permission before entering an area and digging a pit!) Identify soil horizons (see sections
2.3.1.2 and 8.1.4) and take samples to measure or estimate grain size, bulk density, and
water content.

7. Figure 7.8 shows a Darcy tube, the experimental device that can be used to measure the
hydraulic conductivity, Kh, of a porous material. Below are the results of experiments for
measuring Kh of glass beads of uniform diameter, d. For all experiments, the diameter of the

Soil

1.1

1.2

1.3

1.4

50

100

100

93

100

19

100

100

91

100

9.5

100

98

88

100

4.76

100

94

85

100

2.00

100

70

69

100

0.420

100

19

44

97

0.074

97

15

40

92

0.020

79

8

27

75

0.005

45

3

13

47

0.002

16

2

6

31

Percent by Weight Finer Than Indicated Diameter (mm)

Soil

2.1

2.2

2.3

2.4

Field Weight (g)

302.5

376.3

422.6

468.3

Oven-Dry Weight (g)

264.8

308.0

388.6

441.7

Time →

|ψ| at A (cm)

|ψ| at B (cm)

1

123

22

2

106

51

3

9

65

4

211

185

5

20

6
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Darcy tube is 6.0 cm, the spacing between the piezometer openings 1 and 2 is dz = 45.5 cm,
and the tube is horizontal, with z1 = z2 = 7.0 cm. The kinematic viscosity ν = 0.0179 cm/s2.

Four experiments are run, using two flow rates for each bead size; h1 and h2 are measured
for each experiment after the levels have stabilized at a given flow rate:

a. Compute the elevation head and pressure head at each piezometer in each experiment.

b. Compute the Reynolds numbers for each experiment to determine whether the flows
are in the range for which Darcy’s law is valid (section 7.3.2).

c. Calculate the hydraulic conductivity for all experiments. Are there consistent values for
each material? How do the values compare with those given for medium to coarse sand
in figure 7.9?

▼ NOTES
1 From the Latin word vados, meaning “shallow.”
2 Wang and Anderson (1982) provided an excellent introduction to the two approaches for finding numerical

solutions to the ground-water flow equation: the finite-difference approach and the finite-element method.
3 ∂x/∂z = 0; ∂y/∂z = 0; ∂z/∂z = 1.

Experiment

1A

1B

2A

2B

d (mm)

1.5

1.5

0.75

0.75

Q (cm3/s)

3.30

0.50

3.30

0.50

h1 (cm)

27.2

23.0

37.8

22.8

h2 (cm)

14.8

21.4

19.1

19.0



…. 
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8

Infiltration and
Water Movement in Soils

This chapter applies the principles of unsatu-
rated porous-media flow (section 7.4) to the pro-
cesses of infiltration, which is the movement of
water from the soil surface into the soil, and percola-
tion, which is a general term for downward flow in
the unsaturated zone. Understanding these linked
processes is an essential basis for forecasting and pre-
dicting hydrologic response to rain or snowmelt
events: Water that does not infiltrate typically moves
relatively quickly as overland flow toward a stream
channel and contributes to short-term stream re-
sponse, perhaps causing soil erosion and flooding. In
contrast, infiltrated water either (1) moves, usually
much more slowly, to the surface-water system via
underground paths, (2) is retained in the soil and ul-
timately evapotranspired, or (3) becomes ground-wa-
ter recharge. Crucial aspects of water-resource
management require understanding of these pro-
cesses, including developing strategies for crop irri-
gation and the movement of contaminants to ground
and surface waters.

Other aspects of the redistribution of water in
the unsaturated zone (see figure 7.1) are discussed
elsewhere: exfiltration (soil evaporation) (chapter 6),
uptake by plant roots (transpiration) (chapter 6),

ground-water recharge (chapter 9), and interflow
(chapter 10).

8.1 Water Conditions in Soils

8.1.1 Field Capacity
If a soil is saturated and then allowed to drain

without being subject to evapotranspiration, its wa-
ter content will decrease indefinitely in a quasi-ex-
ponential manner, following Darcy’s law [equation
(7.26)], which can be written for vertical downward
unsaturated flow as

where z′ is the vertical down-directed coordinate, qz′
is the vertical downward flow rate, Kh(θ) is the hy-
draulic conductivity, θ is the water content, and ψ(θ)
is the pressure head. An example of gravity drain-
age is shown in figure 8.1: Note that the water con-
tent is still decreasing after 156 days of drainage,
although the drainage rate also declines quasi-expo-
nentially and becomes negligible within at most a
few days.

q K K
zz h h¢ = -
¢

◊( ) ( )
( )

,q q y qd
d

(8.1)
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Thus although gravity drainage is an indefinitely
continuing process, it has proven useful to define a
soil’s field capacity:

Field capacity, θfc, is the water-content at which 
the gravity-drainage rate becomes “negligible.”

The field capacity is thus a measure of the water con-
tent that can be held against the force of gravity;
when water content reaches this point, downward
movement essentially ceases, and water content can
only be further reduced by evapotranspiration. Note
that from (8.1), when qz′ = 0,

i.e., the vertical pressure gradient balances the unit
downward gravitational gradient, dz/dz ′.

Because gravity drainage in real soils continues
indefinitely, it is impractical to define field capacity
as the water content when qz′ = 0, and various opera-
tional definitions of field capacity have been pro-
posed: (1) the water content remaining after a
specified number of days of drainage (typically three
days for sandy soils and six or more days for finer-
grained soils); (2) the water content corresponding to
a specific tension (commonly ψ = –33 kPa = –340
cm); or (3) the water content corresponding to a spe-
cific small drainage rate. The last of these is most
consistent with the conceptual definition, and after
examining various possibilities, Twarakavi et al.
(2009) concluded that specifying a limiting rate of qz′
= 0.1 mm/d (the smallest amount of precipitation

d
d
y q( )

,
¢

=
z

1 (8.2)
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Figure 8.1 Gravity drainage of a 
silt-loam soil. (a) Water content (θ) 
versus time (t). (b) Drainage rate
(dθ/dt) [data from Hillel (1971)].
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that is practically measurable) is the most hydrologi-
cally meaningful.

Using this latter definition and the van Genuchten
soil-hydraulic relations (table 7.2), Twarakavi et al.
(2009) showed that field capacity can be estimated as

where

n, θr, and θvG are van Genuchten parameters; and Kh
is saturated hydraulic conductivity (cm/d). These re-
lations then also allowed computation of the time for
a soil to drain from saturation to field capacity, Tfc,
and the pressure head at field capacity, |ψfc |.

Finally, using pedotransfer functions (PTFs) as
described in section 7.4.6, Twarakavi et al. (2009)
mapped average values θfc, Tfc, and |ψfc | on the soil-
texture triangle, as shown in figure 8.2. Note that θfc
ranges from < 0.1 to > 0.4, ψfc from < 100 cm to >
1,000 cm, and Tfc from ~0.5 to > 2 days, with gener-
ally smaller values for sandier soils, and higher val-
ues for clays and silt-clay mixtures. Figure 8.3
compares drainage curves for two soils with contrast-
ing textures.

8.1.2 Permanent Wilting Point
In nature, water can be removed from a soil that

has reached field capacity by surface evaporation
(exfiltration) or by plant uptake as part of the process
of transpiration (section 6.5). However, there is a spe-
cies-variable limit to the suction (negative pressure)

q*fc
K

n h= ◊- + ( )ÈÎ ˘̊0 60 2 10. log
, (8.3)

q
q q

q q
*fc

fc r

vG r
∫

-
-

; (8.4)

Figure 8.2 Mean values of (a) field capacity, θfc;
(b) tension at field capacity, log10(|ψfc|) (cm); and

(c) time to drain to field capacity, log10(Tfc) (days),
as a function of sand, silt, and clay percentages

[Twarakavi et al. (2009). An objective analysis of the
dynamic nature of field capacity. Water Resources

Research 45, with permission of the American Geo-
physical Union].
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that plants can exert. For hydrologic purposes, this
limit is usually considered to be –15 bar (= –15,000
cm of water = –1,470 kPa = –14.5 atm) and, when
the water content is reduced to the point correspond-
ing to that value on the moisture-characteristic curve,
transpiration ceases and plants wilt. Thus it is useful
to define the permanent wilting point, θpwp, as

θpwp ≡ θ(–15 bar). (8.5)

Using the van Genuchten relations (table 7.2),
θpwp can be estimated for a particular soil as

The value of θpwp ranges from about 0.06 for sands to
0.27 for clays (figure 8.4).

8.1.3 Soil-Water Status
The difference between the field capacity and

permanent wilting point is considered to be the wa-
ter available for plant use, called the available water
content, θa:

θa = θfc – θpwp. (8.7)

Figure 8.5 shows a classification of water status
in soils based on pressure head. Clearly natural soils
will always have water contents > θpwp, and most of
the time in the range θpwp ≤ θ ≤ θfc. Soils in nature do

q q

q
q q

a

pwp

r
vG r

n n n

= -( )

= +
-

+ ( )È
ÎÍ

˘
˚̇◊

-( )

15 000

1 15 000
1

,

,

.

 cm

(8.6)

Figure 8.3
Drainage of two soils 
(schematic); the 
arrows indicate the 
values of field capac-
ity [adapted from 
Donahue et al. 
(1983)].

Figure 8.4 Average value of permanent wilting 
point, θpwp, plotted on the soil-texture triangle 
[Twarakavi et al. (2010). Can texture-based classifica-
tion optimally classify soils with respect to soil 
hydraulics? Water Resources Research 46, with permis-
sion of the American Geophysical Union].
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not have water contents lower than that correspond-
ing to hygroscopic, since at this extreme dryness wa-
ter is absorbed directly from the air. Water contents
corresponding to θfc, θpwp, and θa for a particular soil
can be determined from its moisture-characteristic
curve, soil-hydraulic class (figure 7.21), or PTFs and
equations (8.3)–(8.6), as shown in box 8.1.

8.1.4 Hydrologic Soil Horizons
For purposes of describing water movement, it is

useful to define soil-hydrologic horizons based on

the normal range of water contents and soil-water
pressures, as shown in figure 8.6. The depths and
thicknesses of these hydrologic horizons vary in both
time and space, and one or more of them may be ab-
sent in a given situation.

8.1.4.1 Ground-Water Zone
The ground-water zone (sometimes called the

phreatic zone1) is saturated and the pressure is posi-
tive. If there is no ground-water flow, the pressure is hy-
drostatic, i.e., it increases linearly with depth as

Box 8.1 Example Computation of Field Capacity, Permanent Wilting Point,
and Available Water Content

Here we use the PTF relationships of table 7.3 to estimate the van Genuchten parameters and 
the (a) field capacity, (b) permanent wilting point, and (c) available water content for a soil with a 
bulk density ρb = 1,600 kg/m3 = 1.6 g/cm3; sand fraction = 70%, clay fraction = 3%, and organic 
carbon fraction = 1%. The PTF relationships are

θr = 0.015 + 0.005 · CLAY(%) + 0.014 · C(%)
θr = 0.015 + 0.005 · 3 + 0.014 · 1 = 0.044;

α (1/cm) = exp[–2.486 + 0.025 · SAND(%) – 0.352 · C(%) – 2.617 · ρb (g/cm3) – 0.023 · CLAY(%)]
α = exp[–2.486 + 0.025 · 70 – 0.352 · 1 – 2.617 · 1.6 – 0.023 · 3] = 4.78×10–3 1/cm;

n = exp[0.053 – 0.009 · SAND(%) – 0.013 · CLAY(%) + 0.00015 · SAND(%)2]
n = exp[0.053 – 0.009 · 70 – 0.013 · 3 + 0.00015 · 702] = 1.13;

Kh (cm/s) = 1.1574×10–5 – exp{20.62 – 0.96 · ln[CLAY(%)] – 0.66 · ln[SAND(%)] – 0.046 · ln[C(%)]
– 8.43 · ρb (g/cm3)}

Kh = 1.1574×10–5 – exp{20.62 – 0.96 · ln[3] – 0.66 · ln[70] – 0.046 · ln[1] – 8.43 · 1.6}
= 3.06×10–4 cm/s = 26.4 cm/d.

From equation (8.3),

From equation (8.4),

From equation (8.5),

From equation (8.6),

θa = θfc – θpwp = 0.294 – 0.230 = 0.064.

f rvG b CLAY= - +( ) ( )◊ ◊0 810 0 283 0 0013. . . %g/cm

fvG = - + =◊ ◊0 810 0 283 1 6 0 001 1 0 363. . . . . ;

q*fc
Kn h= ◊ = ◊ =- + - +0 60 2 0 60 2 26 410 101 13 0 738. [ log ( )] . [ log ( . )]. . .

q q q q qfc fc vG r r= ◊ -( ) ( )+ = ◊ - + =* 0 783 0 363 0 044 0 044 0 294. . . . . .

q q q
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qpwp r
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p(z′) = γ · (z′ – z0′), z′ > z0′; (8.8)

where p is gauge pressure, γ is the weight density of
water, z′ is distance measured vertically downward,
and z0′ is the value of z′ at the water table. In general,
ground water is flowing; then the pressure at a point
is determined by the overall configuration of the re-
gional flow system, i.e., by the value that satisfies the
general ground-water equation [equation (7.17)].

The water table is at atmospheric pressure; it is
the level at which water would stand in a well. In
general, the water table rises and falls in response to
seasonal climatic variations and to recharge from in-
dividual storm events. In arid regions it may be at
depths of many tens of meters, while elsewhere (e.g.,
where the soil is developed in a thin layer of glacial
till overlying dense crystalline bedrock), there may
be no water table in the soil all or most of the time.

Figure 8.6 Designation of hydrologic soil-profile horizons. Note that this figure is idealized, and that one or 
more of these horizons may be absent in a given situation [adapted from Todd (1959)].
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Water may enter the upper ground-water zone
as flow from below, in which case the region is in a
ground-water discharge zone, or as recharge from above.
Water may leave the zone as downward flow in a
ground-water recharge zone, or as upward flow into the
tension-saturated zone as capillary rise. Discharge
and recharge zones are major components of re-
gional ground-water flow, as discussed in section 9.2.

8.1.4.2 Tension-Saturated Zone
The term vadose zone is commonly used to refer

to the entire zone of negative pressures above the wa-
ter table. As discussed in section 7.4.1, a portion of
this zone immediately above the water table is satu-
rated or nearly saturated as a result of capillary
forces, creating the tension-saturated zone or capil-
lary fringe. Water in this zone is under tension [p(z′)
< 0], but the pressure distribution remains hydro-
static, and is given by

p(z′) = γ · (z′ – z0′), zts′ < z′ < z0′. (8.9)

The pressure head at top of this zone (z′ = zts′) is the
air-entry tension, ψae, which is equal to the height of
capillary rise. Typically ψae = about 10 mm for gravel
to 1.5 m for silt to several meters for clay.

Water enters the tension-saturated zone as re-
charge from above or capillary rise from below. It
leaves downward, as ground-water recharge, or up-
ward, in response to head gradients induced by sur-
face evaporation or water withdrawal by roots to
supply plant transpiration. When inflows occur, the
entire zone moves upward; when withdrawals occur,
it moves downward. In either case the thickness of
the zone is maintained at z0′ – zts′ = ψae .

8.1.4.3 Intermediate Zone
The intermediate zone is the portion of the va-

dose zone between the top of the tension-saturated
zone and the base of the root zone. In arid regions
this zone may occupy much of the soil profile and
extend many tens of meters. In other situations it
may be absent at least seasonally; for example, in
wetlands and where the root zone extends to the wa-
ter table or to impermeable bedrock.

Water enters the intermediate zone as percola-
tion from above and leaves by gravity drainage. Thus
water content in this zone does not go below field ca-
pacity; it may rise above field capacity when water
from rain or snowmelt passes through the root zone,
after which it gradually returns toward field capacity
following a curve like those in figure 8.3. Tensions in
this zone are usually stronger than ψae and depend

on the soil texture and the water content, as given by
the moisture-characteristic curve.

8.1.4.4 Root Zone
The root zone is the layer from which plant

roots can extract water during transpiration; its up-
per boundary is the soil surface, while its lower
boundary is indefinite and irregular, but effectively
constant in time (except in agricultural situations).
Table 8.1 gives root-zone depths for various vegeta-
tion types.

Water enters the root zone chiefly by infiltration,
although it may enter from below in ground-water-
discharge zones and when evapotranspiration cre-
ates gradients that draw water from the intermediate
zone; it leaves via evapotranspiration and gravity
drainage. The water content is above the permanent
wilting point; in non-wetland soils it might occasion-
ally approach saturation following extensive water
input and infiltration but would be below field capac-
ity much of the time between water-input events.

As noted above, there are many places (includ-
ing wetlands) in which the root zone extends to the
water table, and it may extend throughout a thin soil
lacking a subjacent water table.

8.1.5 Equilibrium Soil-Water Profiles
The equilibrium water-content profile is the

vertical water-content profile that will transmit to the

Table 8.1 Typical Root-Zone Depths for Vegetation 
Types.

Vegetation Type

Evergreen Needleleaf Forest

Evergreen Broadleaf Forest

Deciduous Needleleaf Forest

Deciduous Broadleaf Forest

Mixed Cover

Woodland

Wooded Grassland

Closed Shrubland

Open Shrubland

Grassland

Rooting Depth (m)

1.2

1.0

0.5

1.2

1.2

1.1

1.2

1.2

0.7

1.2

Source: NASA Land Data Assimilation Systems
(http://ldas.gfsc.nasa.gov/nldas).
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water table a constant flux of water equal to the local
climatic-average rate of recharge. It is determined by
(1) the climatic-average recharge, or net infiltration,
rate (= average infiltration rate minus average evapo-
transpiration rate), (2) the depth to the water table,
and (3) the soil-hydraulic properties (Salvucci and
Entekhabi 1995). Although the actual water-content
profile varies with time at a given location, the equi-
librium profile is useful for portraying the character-
istic soil-hydraulic conditions for a given climate, soil
type, and water-table depth and for specifying typical
initial conditions when modeling infiltration.

In many regions the average recharge rate, R, is
close to the average annual precipitation, so

R ≈ P – ET, (8.10)

where P is average precipitation rate and ET is aver-
age evapotranspiration rate. For a soil with known or
estimated air-entry tension (ψae) and saturated hy-
draulic conductivity, Kh, and a given depth to water
table, z0′, the average depth to the top of the tension-
saturated zone, zts′, is

zts′ = z0′ – |ψae| · (1 + R/Kh). (8.11)

Thus the effect of recharge is to increase the height
of the tension-saturated zone above its static value
|ψae |. However, typically R << Kh, so the effect is
usually small.

Below zts′, the soil is effectively saturated so

For z′ ≤ zts′, Darcy’s law [equation (8.1) with qz′ = R]
and the analytical relations for the soil-hydraulic
properties can be used to compute the equilibrium
profile. Salvucci (1993) and Salvucci and Entekhabi
(1995) used the Brooks–Corey relations (tables 7.2
and 7.4) to derive

Using equations (8.11)–(8.12), the general ef-
fects of soil type, water-table depth, and climate on
equilibrium profiles can be illustrated. Figure 8.7
shows that the finer the soil texture, the higher the
typical water content for a given recharge rate and

depth to water table. The equilibrium water contents
for all three soils are above typical field-capacity val-
ues (0.07 for sand, 0.22 for loam, and 0.39 for clay;
see figure 8.2) over the entire profiles, suggesting that
gravity drainage is a common occurrence. Figure 8.8
shows that a higher water table acts to maintain the
overlying soil in a wetter state, and figure 8.9 sug-
gests that the effect of recharge rate (net infiltration)
on soil-water content is minor.

8.1.6 Relation between Hydrologic and 
Pedologic Horizons

As described in section 2.3, soils are character-
ized by a typical sequence of pedologic horizons that
constitutes the soil profile. Pedologic horizons are dis-
tinguished by the proportion of organic material and
the degree to which geologic parent material has
been altered, removed (eluviated), or added to (illuvi-
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Figure 8.7 Climatic-equilibrium water-content pro-
files for typical clay, loam, and sand soils with a net 
recharge rate of 50 cm/yr and a water table at a depth 
of 200 cm [equation (8.12b)]. The finer the soil tex-
ture, the higher the typical water content for a given 
recharge rate and depth to water table.
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Figure 8.9 Effect of net recharge rate, R, on the 
climatic-equilibrium water-content profile for a 
loam soil with a water table depth of 200 cm [equa-
tion (8.12b)]. Curves are plotted for R = 10, 50, and 
200 cm/yr; the curves for 10 and 50 cm/yr are virtu-
ally identical, the curve for 200 cm/yr gives only 
slightly higher water content in the upper portion 
of the profile.

Figure 8.8 Effect of water-table depth on the cli-
matic-equilibrium water-content profile for a loam 
soil with a net recharge rate of 50 cm/yr [equation 
(8.12b)]. A higher water table maintains a wetter soil.
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ated) by chemical and physical processes. The upper,
highly altered horizons constitute the solum.

Pedologists identify soil horizons on the basis of
color, texture, and structure and designate them by
letters, as shown in figure 2.47. Not all horizons are
present in all soils, and the boundaries between lay-
ers are commonly gradational. The relative develop-
ment of these horizons is the basis for identifying soil
orders (table 2.14) and for more detailed pedologic
classification. The development of pedologic hori-
zons is determined largely by climate, but depends
also on: (1) local topography; (2) the effects of ero-
sion, deposition, and other disturbances; (3) the type
of parent material; and (4) the time over which soil-
forming processes have been operating. The develop-
ment of these horizons may vary significantly over
short distances depending on local conditions, but
does not vary temporally over the time scale of most
hydrologic analyses.

Because of the variability in development of pedo-
logic and hydrologic horizons, only a few generaliza-
tions can be made about the relations between them.
In non-wetland soils, the root zone usually occupies
the zone of eluviation and may extend throughout the
solum. Ordinarily the zones of eluviation and illuvia-
tion develop only in the unsaturated zone above the
capillary fringe, but in some soils the seasonal high
water table may move into the solum. Large water-
conducting pores called macropores, produced by
roots and animal activity, may occur in the root zone.

Bluish, grayish, and greenish mottling of sub-
soils, called gleying, usually indicates reduced aera-
tion because the horizon is below the water table for
a significant fraction of the year. In wetlands, where
the water table is at or near the ground surface, the
soil may consist almost entirely of organic layers or,
where mineral soils are present, the solum may be
absent or poorly developed.

Soil-hydraulic properties may change relatively
abruptly in successive pedologic horizons. In some
cases impermeable or nearly impermeable layers
called hardpan or fragipan develop at or below the B
layer, and percolating water may accumulate above
these layers, forming a perched water table above
the general regional water table. However, other soils
show a more or less gradual decrease in hydraulic
conductivity and porosity with depth (Beven 1984).

In general, soil-water pressure changes smoothly
across the boundary between layers of contrasting
hydraulic conductivity, even though there are abrupt
changes in water content.

8.2 The Infiltration Process
As noted, infiltration is the process by which wa-

ter arriving at the soil surface as rain or snowmelt en-
ters the soil. Here we define terms and conditions
essential to understanding the process, describe the
basic aspects of this process at a “point” (i.e., a plot
that is a few m2 in size) during a single water-input
event, and qualitatively describe the factors that con-
trol the process. Later sections describe approaches
to the field measurement of infiltration and develop
quantitative descriptions of infiltration that sharpen
our understanding of the process and can be used in
modeling this critical component of the hydrologic
cycle. To simplify the discussion, we focus on flow in
a uniform soil matrix governed by Darcy’s law (Dar-
cian flow); i.e., soils without vertical contrasts in
texture and without macropores.

8.2.1 Definitions
• The water-input rate, w(t) [L T–1], is the rate at

which water arrives at the surface due to rain,
snowmelt, or irrigation. A water-input event be-
gins at time t = 0 and ends at t = Tw.

• The infiltration rate, f (t) [L T–1], is the rate at
which water enters the soil from the surface.

• The infiltrability (also called infiltration capac-
ity), f  *(t) [L T–1], is the maximum rate at which
infiltration could occur at any time; note that this
changes during the infiltration event.

• The depth of ponding, H(t) [L], is the depth of wa-
ter standing on the surface.

We distinguish three conditions:

1. No ponding: Infiltration rate equals water-input
rate and is less than or equal to infiltrability;

H(t) = 0, f (t) = w(t) ≤  f
 *(t). (8.13)

In this situation, infiltration is said to be supply-
controlled or flux-controlled.

2. Saturation from above: Ponding is present
because the water-input rate exceeds the infiltra-
bility, and infiltration rate equals infiltrability;

H(t) > 0, f (t) = f  *(t) ≤ w(t). (8.14)

In this situation, the rate of infiltration is deter-
mined by the soil type and wetness, and is said to
be profile-controlled (Hillel 1980b). When pond-
ing occurs due to saturation from above, the infil-
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tration process may be complicated by the upward
flow of air in some of the soil pores.

3. Saturation from below: Ponding is present
because the water table has risen to or above the
surface and the entire soil is saturated. In this
case, infiltration rate and infiltrability are zero;

H(t) ≥ 0, f (t) = f  *(t) = 0. (8.15)

8.2.2 General Features
Recalling the Richards equation for vertical

downward flow [equation (7.30)],

note that the first term represents flow due to gravity
and the second represents flow due to the pressure
gradient. As water enters a dry soil in the first stages
of infiltration, the pressure gradient at the surface is
much larger than the unit gravitational gradient, and
the infiltration rate is almost entirely due to pressure
forces and tends to be large. Thus infiltration into un-
saturated soils typically occurs at high rates at the be-
ginning of the event. As the process continues, near-
surface water content increases, causing the pressure-
gradient forces and the infiltration rate to decline; if
water input continues for a long enough time, the
pressure forces become small and the infiltration rate
declines quasi-exponentially to a near-constant value
that approximates the rate due to gravity alone (fig-
ure 8.10).

Typical vertical profiles of water content during
an infiltration event are shown in figure 8.11. The re-
gion of rapid downward decrease in water content is
called a wetting front, which in this case was at a
depth of about 3 cm after 0.83 hr and had progressed
to about 33 cm after 83 hr of steady infiltration. Wet-
ting fronts in clay soils like that in figure 8.11 tend to
be relatively diffuse due to the effect of capillarity,
but are quite sharp (i.e., quasi-horizontal) in sandy
soils (figure 8.12). When the pressure gradient op-
poses the flow (dψ/dz′ > 0), which may occur when
hydraulic conductivity increases with depth, the wet-
ting front may become unstable and the downward
flow becomes concentrated into vertical “fingers”
(Hillel 1980b).
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Figure 8.10 Infiltration rate into bare and grassed 
loam plots as a function of time for various water-
input rates as measured in laboratory studies using 
artificial rainstorms of 15-min duration [adapted from 
Nassif and Wilson (1975)].
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8.2.3 Factors Affecting Infiltration Rate
The infiltration rate f (t) is determined by the

gravity and pressure forces on water arriving at the
surface, which are in turn determined by the follow-
ing factors:

8.2.3.1 Water-Input Rate or Depth of Ponding
Equations (8.13)–(8.15) state the conditions un-

der which the water-input rate w(t), the depth of

ponding, H(t), and the presence of saturation from
above or below determine the range of possible val-
ues for f (t).

8.2.3.2 Hydraulic Conductivity of the Surface
Subsequent analysis will show that the mini-

mum value of the infiltrability of a soil approxi-
mately equals its saturated hydraulic conductivity,
Kh. As noted earlier, Kh for uniform mineral soils is
determined primarily by grain size. However, there
are many factors that can cause the pore size, and
hence Kh, at the surface of soils to be greater or less
than those of the underlying undisturbed mineral
soil, as described below.

Organic surface layers: If the soil supports natural
vegetation, particularly a forest, the near-surface
soil will usually consist largely of leaf litter, humus,

Figure 8.11 Soil-moisture profiles in a light clay soil 
with  = 0.50 at various times during steady infiltra-
tion with no ponding. The number on the curve is the 
time since infiltration began in hours. Initial water 
content was 0.23. The dashed lines mark the average 
positions of the wetting front at the indicated times 
[data from Freyberg et al. (1980)].

f

Figure 8.12 Wetting front in a sandy soil exposed 
after an intense rain (photo by author).
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and other organic matter that has a large number
of large openings, and hence a high hydraulic con-
ductivity, regardless of the texture of the mineral
soil beneath (Tricker 1981). Root growth and de-
cay and the action of worms, soil insects, and bur-
rowing mammals contribute to the surface
porosity. This effect occurs also in grass (Hino et
al. 1987) and even in arid scrubland, where infil-
tration was found to be nearly three times higher
under individual bushes than in the open (Lyford
and Qashu 1969). In deciduous broad-leaved for-
ests, the leaf litter can produce a “shingling” effect
that can have the opposite result and prevent infil-
tration, at least locally.

Frost: If surface soil with a high water content
freezes, “concrete frost” can form, making the sur-
face nearly impermeable. However, frost action as-
sociated with lower water contents can sometimes
markedly increase the surface permeability
(Schumm and Lusby 1963; Dingman 1975). In
some permafrost areas, seasonal freezing at the
surface produces a polygonal network of cracks
that can admit much of the spring melt water.

Swelling-drying: Some soils, especially Vertisols
(section 2.3.1), contain clay minerals that swell
when wet and shrink when dry. During the rainy
season, or during a single rain storm, swelling can
reduce effective surface porosity and permeability
and limit infiltration; during dry periods polygonal
cracks develop that can accept high infiltration rates.

Rain compaction: The impact of rain on bare soils
causes the surface to compact, producing a soil
seal that markedly decreases infiltration. The in-
tensity of the effect is determined by the kinetic en-
ergy of the rain modified by the physical and
chemical nature of the soil (Assouline and
Mualem 1997).

Inwashing of fine sediment: Where surface ero-
sion occurs due to flow over the surface, or where
mineral grains are brought into suspension by the
splashing of raindrops, fine sediment may be car-
ried into larger pores and effectively reduce the
surface pore size and permeability. These situa-
tions are most likely to occur where vegetative
cover is sparse, either naturally or due to cultiva-
tion practices.

Human modification of the soil surface: Many
human activities have a direct effect on surface po-
rosity, most obviously the construction of roads

and parking lots. Plowing may increase or de-
crease surface porosity temporarily, but equipment
used for spreading fertilizers and pesticides tends
to compact the soil and reduce porosity. Grazing
animals also tend to compact the surface soil.

8.2.3.3 Water Content of Surface Pores
Saturation from below occurs when local re-

charge and/or ground-water flow from upslope
causes the local water table to rise to the surface. It
can also occur in the absence of a local water table at
the beginning of an event where there is a more-or-
less gradual decrease of porosity and hydraulic con-
ductivity with depth, or where there is a distinct
layer with significantly reduced permeability at
depth. Either situation may reduce or prevent perco-
lation at depth, which in turn causes an accumula-
tion of water arriving from above and may lead to
creation of a saturated zone. If water input continues
at a high enough rate, the saturated zone can reach
the surface and prevent further infiltration regardless
of the hydraulic conductivity, the rate of input, or
any other factor.

Even when surface saturation does not occur,
the antecedent water content affects the infiltration
rate. A higher water content increases hydraulic con-
ductivity and reduces the space available for storage
of infiltrating water, both of which tend to increase
the speed at which the wetting front descends. How-
ever, a soil that is relatively wet at the beginning of a
water-input event will be more likely to become satu-
rated during the event, resulting in a longer period of
reduced infiltration.

The net effect of antecedent water content on in-
filtration thus depends on the specific conditions of
water-input rate and duration, the distribution of
soil-hydraulic conductivity with depth, the depth of
the local water table, and the initial water content it-
self. The model developed in section 8.4.3 will allow
us to evaluate some of these factors quantitatively.

8.2.3.4 Surface Slope and Roughness
As long as ponding does not occur during a wa-

ter-input event, the infiltration rate is governed by the
water-input rate, and the roughness of the soil surface
has no direct effect on infiltration. However, once
ponding begins the ponding depth will increase until
it is sufficient to overcome the hydraulic resistance of
the surface, at which time downslope runoff or over-
land flow begins. The rate of overland flow increases
with increasing slope and decreases with increasing
roughness. Thus steeper slopes and smoother sur-
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faces promote more rapid overland flow, and hence
less accumulation of ponded water on the surface
and, other things equal, lower infiltration rates (Nas-
sif and Wilson 1975).

8.2.3.5 Chemical Characteristics of the Soil Surface
Waxy organic substances produced by vegeta-

tion and microorganisms have been found on ground
surfaces under a variety of vegetation types. Since
the contact angle between a water surface and waxes
is negative (table B.4), water falling on these surfaces
tends to “bead up” instead of being drawn into the
pores by surface-tension forces. Soils with such sur-
faces are called hydrophobic (i.e., water-repellent).

The effects of hydrophobic compounds on infil-
tration seem to be minor under undisturbed vegeta-
tion. However, when forest or range fires occur the
organic surface layer is burned off, these substances
vaporize and subsequently condense on the bare soil,
and the wetability and infiltrability of the surface is
significantly reduced (Branson et al. 1981).

8.2.3.6 Physical and Chemical Properties of Water
The movement of liquid water in the unsatu-

rated zone is affected by the surface tension, density,
and viscosity of water, all properties that depend on
temperature (table B.2). Viscosity is especially sensi-
tive: Its value at 30°C is less than half its value at
0°C, thus the hydraulic conductivity at 30°C is about
twice as large as it is at 0°C, other things equal
[equation (7.16)]. This effect was observed by Klock
(1972), who measured infiltration rates twice as
large with 25°C water as with 0°C water in labora-
tory experiments.

8.3 Measurement of Infiltration

8.3.1 Ring Infiltrometers
A ring infiltrometer is a device for direct field

measurement of infiltration over a small area (0.02–1
m2). The area is defined by an impermeable bound-
ary, usually a cylindrical ring extending several centi-
meters above the surface, and sealed at the surface or
extending several centimeters into the soil.

A condition of ponding due to saturation from
above is created within the ring by direct flooding of
the surface or by applying a sufficiently high rate of
simulated rainfall. The rate of infiltration is obtained
by: (1) measuring the rate at which the level of pon-
ded water decreases; (2) measuring the rate at which
water has to be added to maintain a constant level of

ponding; or (3) solving a water-balance equation for
the ponded surface:

where f (t) is the average infiltration rate over the pe-
riod of measurement, Δt, W is the volume of water
applied in Δt, Q is the volume of ponded water re-
moved from the plot (usually by a small pump) dur-
ing Δt, ΔH is the change in ponded-water level during
Δt, and A is the area covered by the infiltrometer.

As noted, infiltration rates during the early
stages of the process are usually high, and gradually
decrease to a nearly constant value; it is this constant
value that is usually taken as the infiltrability at a
particular location. We will see later that this rate is
approximately equal to the saturated hydraulic con-
ductivity of the near-surface soil.

Because water infiltrating into an unsaturated
soil is influenced by both capillary (pressure) and
gravity forces, the water applied within an infiltrom-
eter ring moves laterally as well as vertically (figure
8.13) and the measured infiltration rate thus exceeds
the rate that would be obtained if the entire surface
were ponded. One way of reducing this effect is to
use concentric rings (a double-ring infiltrometer) in
which areas within both rings are ponded; the area
between the two rings acts as a “buffer zone” and
measurements on the inner ring only are used to cal-
culate the infiltration rate (figure 8.14). Swartzendr-
uber and Olson (1961a, 1961b) suggested that the
inner- and outer-ring diameters be at least 100 and
120 cm, respectively.

A more convenient approach is to use a single-
ring infiltrometer and apply a correction for the cap-
illary effect; Tricker (1978) showed that this gave sat-
isfactory results using a single ring of 15-cm
diameter and correction factors that depend on the
measured rate and the duration of the measurement.
Detailed information on the design of various types
of infiltrometers can be found in Johnson (1963),
McQueen (1963), Tricker (1979), Wilcock and Ess-
ery (1984), Bouwer (1986), and Loague (1990).
Cheng et al. (2011) described a new version of the
single-ring infiltrometer and analysis methods for in-
terpreting the results.

Infiltrability tends to have considerable spatial
variability, so that the value for a given soil should be
the average of several measurements at different lo-
cations. Burgy and Luthin (1956) found that the av-
erage of six single-ring infiltrometer measurements
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of infiltrability was within 30% of the true value for a
soil with uniform characteristics.

8.3.2 Tension (Disc) Infiltrometers
In tension, or disc infiltrometers, the infiltrating

water enters the soil through a porous disk placed be-
neath a reservoir, with the volume of water remaining
in the reservoir recorded at successive times (Perroux
and White 1988). These instruments are more porta-
ble and more readily installed than ring infiltrometers,
and are available commercially. Recent innovations
include use of time-domain reflectometry (box 7.2)
(Moret et al. 2004) and a constant-flow reservoir
(Moret-Fernández and González-Cebollada 2009) for
accurate measurement of the rate of infiltration.

8.3.3 Sprinkler-Plot Studies
Infiltration rates can also be determined by re-

cording the rates of runoff from well-defined plots on
which a known constant rate of artificial rainfall, w,
is applied at a constant rate high enough to produce
saturation from above. The infiltration rate f (t) is
computed as

f (t) = w – q(t) (8.18)

where q(t) is the rate of surface runoff from the plot
(Nassif and Wilson 1975). Langhans et al. (2011) de-
scribed a portable drop infiltrometer that can pro-
duce a wide range of simulated rainfall intensities
and allows detailed observation of ponding via con-
comitant photographs.

Figure 8.13 Pattern of 
wetting-front move-
ment into an unsatu-
rated soil from an 
infiltrometer; t1, ..., t4 rep-
resent successive times. 
Because the front moves 
laterally due to capillary 
forces, the rate of inflow 
at the surface exceeds 
the infiltration rate that 
would be obtained if the 
entire surface were 
flooded [adapted from 
Hills (1971)].

Figure 8.14 A double-ring infiltrometer connected 
to an apparatus that maintains a constant water level 
in each ring (photo by author).
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8.3.4 Observation of Soil-Water Changes
Infiltration rates can be measured by recording

changes in pressure in tensiometers (section 7.4.3.1)
installed at several depths during a natural or artifi-
cial water-input event. The moisture-characteristic
curve is used to relate tension to water content, and
infiltration rate is determined from the increase in
soil-water content at various depths during the event.

8.3.5 Preferential Flow
As noted, infiltration in natural soils commonly

takes place in macropores produced by plant roots,
animal activity, drying, or frost action, rather than
via Darcian flow through a uniform soil matrix. Al-
laire et al. (2009) reviewed laboratory and field tech-
niques for measuring such preferential flow.

8.4 Quantitative Modeling of
Infiltration at a Point

8.4.1 Idealized Conditions
Here we introduce approaches to the quantita-

tive modeling of infiltration under idealized condi-
tions, most importantly:

1. Water moves as Darcian flow through intercon-
nected intergrain pores that are uniformly distrib-
uted throughout a quasi-homogeneous soil, and
our analysis applies to representative soil volumes
that are large relative to the typical pore size. Infil-
tration and vertical flow concentrated in macro-
pores caused by frost action, drying, animal
burrowing, or decayed roots may not be well
modeled by this idealized approach (Beven and
Germann 1982, 2013; Wagenet and Germann
1989). The importance of macropore flow in run-
off generation is discussed in section 10.4.3.

2. Upward air flow, which may complicate infiltra-
tion under ponded conditions, can usually be
neglected for natural infiltration events (Youngs
1988) and is not treated here.

3. Water movement that may occur in response to
thermal and osmotic gradients during freezing or
thawing is not considered here.

8.4.2 Solutions to the Richards Equation
The Richards equation [equation (8.16)] is the

basic theoretical equation for infiltration into a ho-
mogeneous porous medium. Because it is nonlinear,

there is no closed-form analytical solution except for
highly simplified ψ–θ and Kh–θ relations and bound-
ary conditions.

However, as noted in section 7.4.7, the Richards
equation can be used as a basis for numerical model-
ing of infiltration, exfiltration, and redistribution by
specifying appropriate boundary and initial condi-
tions, dividing the soil into thin layers, and applying
the equation to each layer sequentially at small incre-
ments of time. Tests have shown good agreement be-
tween the predictions of the numerically solved
Richards equation and field and laboratory measure-
ments (Nielsen et al. 1961; Whisler and Bouwer
1970). Šimůnek and van Genuchten (2009) described
a flexible numerical model for solving the Richards
equation in a variety of applications.

Numerical solutions, however, are not very use-
ful for providing a conceptual overview of the ways
in which various factors influence infiltration, and
they are generally too computationally intensive for
inclusion in operational hydrologic models. Thus
there have been many attempts to develop approxi-
mate analytical solutions to the Richards equation
that can be applied to specific situations such as infil-
tration (Wang and Dooge 1994). The first and best
known of these was developed by Philip (1957,
1969), who formulated an infinite-series solution for
ponded infiltration into an indefinitely deep soil with
a uniform initial water content:

where Sp is the soil sorptivity (box 8.2, figure 8.16).
As noted in box 8.2, the first term of (8.19) comes
from an analytical solution to the Richards equation
that applies to the early stages of infiltration when the
process is controlled almost exclusively by the pres-
sure gradient. Inclusion of subsequent terms extends
the applicability to longer durations, but usually only
the first two terms are used. A2 has the dimensions of
a hydraulic conductivity [L T–1] and is designated Kp,
so that the Philip equation is usually written as

The cumulative infiltration F(t) is given by the time-
integral of equation (8.20a):

F(t) = Sp · t
1/2 + Kp · t. (8.20b)
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Box 8.2 Approach to Analytical Solutions of the Richards Equation:
Diffusivity, Sorptivity, and the Boltzmann Transformation

Diffusivity

In some situations, problems of soil-water movement 
can be more readily solved by defining the hydraulic 
diffusivity, Dh(θ), as

Note that Dh(θ) has appropriate dimensions of a diffusiv-
ity [L2 T–1] (section 3.5.3.2). Equation (8B2.1) allows us to 
write Darcy’s law for vertical unsaturated flow [equation 
(7.26)] as

Using (8B2.1), diffusivity can be expressed as an ana-
lytical function of soil properties and water content 
using the relations in table 7.2. For example, using the 
Brooks–Corey relations,

Dh(θ*) = b · |ψae| · Kh · θ* b+2; (8B2.3)

thus diffusivity increases with water content for a given 
soil, and increases as soil-grain size increases (figure 8.15).

Sorptivity

As noted in section 8.2.2, in the earliest stages of ver-
tical infiltration into dry soils, the pressure forces are 
much greater than the gravity forces. The soil sorptivity, 
Sp, is a measure of the rate at which water will be drawn 
into an unsaturated soil in the absence of gravity forces 
(equivalent to horizontal infiltration), and is a function of 
the initial water content, porosity, hydraulic conductiv-
ity, and air-entry tension. Sorptivity arises in formulating 
analytical solutions for infiltration based on the Richards 
equation, as described below. Note that the dimensions 
of Sp are [L T–1/2]. Using the Brooks–Corey relations (table 
7.2), it can be related to soil properties and the initial soil 
wetness prior to infiltration, θ0, as

(Rawls et al. 1992). Figure 8.16 shows Sp for sand, loam, 
and clay soils as a function of initial soil dryness .

Horizontal Infiltration

Figure 8.17 on p. 364 shows an experimental setup 
for measuring horizontal infiltration. The Richards equa-
tion [equation (8.16)] for this situation can be written as

where x is the horizontal coordinate. This can be written 
using (8B2.1) as

For horizontal infiltration, the conditions for application 
of (8B2.5) are

t = 0, θ = θ0 at x > 0;

x = 0, θ = θs at t ≥ 0.

The upper graph in figure 8.17 is a schematic plot of 
data (θ versus x at successive times t1, t2, t3) obtained 
with the experimental apparatus shown.

The Boltzmann Transform

Boltzmann (1894) formulated a mathematical trans-
form for solving diffusion problems that combines the 
space and time variables into a single variable Φ:

Φ ≡ x · t –1/2. (8B2.7)

This transform allows θ to be expressed as a function of a 
single variable Φ rather than of both x and t, so that 
(8B2.5) can be written as an ordinary, rather than a par-
tial, differential equation:

[See Brutsaert (1992) for the steps leading to (8B2.8).] 
Because of the definition of Φ, the transform is only 
appropriate when the boundary conditions for x = 0 are 
the same as for t → ∞, and vice versa. This is true in the 
present case, and the new boundary conditions are

θ = θ0 for Φ → ∞,

θ = θs for Φ = 0.

Now the data can be replotted as a single curve of θ ver-
sus Φ, as shown in the lower graph of figure 8.17.

Analytical Solution for Horizontal Infiltration

Following Brutsaert (1992), note that the cumulative 
volume of infiltrated water, F, is
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∂ y q
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Substituting the Boltzmann variable [equation (8B2.7)], 
this becomes

Since the integral in (8B2.9) has constant limits, it has a 
constant value in a given situation, which in fact is the 
formal definition of the sorptivity (Philip 1957), i.e.,

Combining (8B2.9) and (8B2.10) gives a relation for total 
horizontal infiltration as a function of time:

F(t) = Sp · t1/2, (8B2.12)

and taking the derivative of this gives an expression for 
the rate of infiltration as a function of time, f (t):

These results for horizontal infiltration are applicable 
to the early stages of vertical infiltration, when the gravi-
tational force is negligible relative to the pressure force 
that results from the strong contrast in water contents at 
and near the surface. As discussed in section 8.4.2, addi-
tional terms must be added to equations (8B2.11) and 
(8B2.12) to capture later stages of the process.
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Figure 8.15 Diffusivity, Dh , of typical sand, loam, and
clay soils as a function of degree of saturation, θ*

[equation (8B2.3)].
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Note that equation (8.20a) reproduces the gen-
eral behavior apparent in figure 8.10: Infiltration rate
decreases with time and becomes asymptotic to a
constant value. However, Swartzendruber (1997)
showed that equation (8.20) is the exact solution of
the Richards equation only when Kh(θ) is a linear
function of θ and the level of ponded water increases
in proportion to t1/2, which are generally unrealistic
conditions. Philips’s approach has three additional
limitations: (1) since it applies only to ponded condi-
tions, it is not directly applicable to flux-controlled
infiltration [equation (8.13)], a common situation
discussed further below; (2) equations (8.19) and
(8.20a) give an infinite initial infiltration rate [ f (0) →
∞]; and (3) the series solution [equation (8.19)] di-
verges as t increases beyond a certain time and thus
ceases to portray the actual behavior.

In spite of these theoretical limitations, the
Philip equation has been widely used. It can be ap-
plied to modeling flux-controlled infiltration after
the time of ponding by applying a time-adjustment
approach. To do this, a compression time, Tcp, is
found by solving equation (8.20a) for the time when
the infiltration rate equals the water-input rate, w:

Next, the apparent time of ponding, Tpp, is calcu-
lated as

Values of f (t) and F(t) are then computed via equa-
tion (8.20), but with the effective time, tep, substi-
tuted for t, where

tep = t – Tpp + Tcp. (8.23)

In application, Sp is usually computed from the
soil properties and initial conditions via equation
(8B2.4). Kp is often assumed to equal the saturated
hydraulic conductivity Kh, although smaller values, in
the range Kh/3 ≤ Kp ≤ 2 · Kh/3, may fit measured val-
ues better for short time periods (Sharma et al. 1980).
Application of equations (8.20)–(8.23) in modeling
an infiltration event is illustrated in section 8.4.4.

In many studies Sp and Kp are treated simply as
empirical parameters whose values are those that
best fit infiltration data measured with infiltrometers
as described in box 8.3 and figure 8.18.

Other analytical solutions to the Richards equa-
tion have been derived by Swartzendruber (1997),
Swartzendruber and Clague (1989), and Salvucci
(1996) (among others), but none have proved to be of
widespread practical use.

T
S

w K
cp

p

p

=
-( )

È

Î

Í
Í

˘

˚

˙
˙◊2

2

. (8.21)

T
F T

w

S T K T

wpp
cp p cp p cp∫

( )
=

+◊ ◊1 2

. (8.22)

Figure 8.17 Experimental set-up for measuring 
horizontal infiltration. The upper graph is a sche-
matic plot of θ versus x at successive times t1, t2, t3 
obtained with this apparatus. Using the 
Boltzmann transform (box 8.2), the data can be 
replotted as a single curve of θ versus Φ, as shown 
in the lower graph.
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Box 8.3 Least-Squares Estimates of Parameters of the Philip Equation

The Least-Squares Method

Field or laboratory experiments are often conducted 
to determine the values of parameters that appear in a 
theoretical equation that characterize a particular pro-
cess. In such situations, one wants to find the values of 
the parameters that will give the “best fit” of the equa-
tion to the data.

“Best fit” is usually interpreted to mean the parame-
ter values that minimize the sum of the squared differ-
ences between the measured values and the values 
predicted by the theoretical equation. This is called the 
least-squares criterion, and it is represented mathe-
matically as

minimize (SS), (8B3.1)

where

xi is the ith measured value of the process of interest,  
is the ith value of the process according to the theoreti-
cal equation, and N is the number of measured values.

Application to Determining Parameters of the
Philip Equation

To determine the values of  and  that provide 
the best fit of the Philip equation [equation (8.20b)] for a 
particular soil, we measure the cumulative infiltration at 
successive times using an infiltrometer under ponded 
(profile-controlled) conditions [equation (8.14)]. In this 
case equation (8B3.2) becomes

where F(ti) are the cumulative infiltration amounts mea-
sured at N successive times ti. This expression can be 
expanded to

where Fi ≡ F(ti) and the summation limits are dropped to 
simplify the notation.

The values of  and  that minimize SS are found 
by taking the derivative of equation (8B3.4) with respect 
to each of the parameters, setting the results equal to 
zero, and solving for the parameters. Taking the deriva-
tives, we find

and

Setting these expressions equal to zero and solving yields

and

Equation (8B3.8) can be substituted into (8B3.7) and 
the result solved to give the least-squares estimate of Sp 
entirely in terms of the measured data, ti and Fi :

Finally, the least-squares estimate of Kp is found by sub-
stituting  from equation (8B3.9) into (8B3.8).

Example Application

The following measurements of cumulative infiltra-
tion as a function of time were made via an infiltrometer:
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Table 8B3.1

Time, ti 

(min)

1

2

4

6

10

20

30

60

120

Cumulative 
Infiltration 

(mm)

4

5

6

7

8

10

11

14

18

Cumulative 
Infiltration 

(mm)

21

24

29

34

38

50

56

61

65

Time, ti 

(min)

180

240

360

480

600

960

1,140

1,320

1,480

(continued)
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8.4.3 The Green-and-Ampt Model
As noted, numerical solutions of the Richards

equation are computationally intensive and require
detailed soil data that are usually unavailable. Fur-
thermore, they do not succinctly reveal how basic
soil properties, initial conditions, and water-input
properties affect infiltration. While equation (8.20)
gives some insight into how soil properties and initial
wetness affect infiltration, it does not reveal the inter-
actions between soil properties, initial conditions,
and the characteristics of the rainfall or snowmelt
event that determine whether and when ponding de-
velops (section 8.2.2). To better understand these es-
sential aspects of the infiltration process we explore a

model called the Green-and-Ampt model after its
original formulators (Green and Ampt 1911), follow-
ing the development of Mein and Larson (1973).

Like the Richards equation, the Green-and-
Ampt model applies Darcy’s law and the principle of
conservation of mass, but in an approximate finite-
difference formulation. Although the model applies
strictly to highly idealized initial and boundary con-
ditions, it allows informative exploration of varying
water-input conditions and shows directly how soil
properties and antecedent water-content conditions
affect the infiltration process. The predictions of this
model have been successfully tested against numeri-
cal solutions of the Richards equation (Mein and
Larson 1973).

From these values we calculate the following quantities 
required for equations (8B3.8) and (8B3.9):

Substituting these values into equations (8B3.8) and 
(8B3.9) gives  = 1.58 mm/min1/2 = 5.98 cm/d1/2;  = 
0.00212 mm/min = 0.306 cm/d. The measured values are 
compared with those predicted using these parameter 
estimates in equation (8.20b) in figure 8.18.
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Figure 8.18 Least-squares fit of 
the Philip equation (squares) to 
measured infiltration (diamonds) 
for the example of box 8.3.
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8.4.3.1 Idealized Conditions
As in the derivation of the Richards equation

[equation (8.16)], z is the upward-directed vertical axis
(elevation), z′ indicates the downward vertical direc-
tion,  f

 (t) is the infiltration rate at time t [L T–1], and F(t)
is the total amount of water infiltrated up to time t [L].

Consider a block of soil that is homogeneous to
an indefinite depth (i.e., porosity, , and saturated
hydraulic conductivity, Kh, are given parameters that
are invariant throughout, and there is no water table,
capillary fringe, or impermeable layer) and which
has a horizontal surface at which there is no evapo-
transpiration. The water content just prior to t = 0 is
also constant with depth at an initial value θ(z′,0) =
θ0 < θfc. (Note that in real situations, the initial water-
content profile is likely to look more like an equilib-
rium profile, as described in section 8.1.5.)

Just before water input begins at t = 0, there is
no water-content gradient and therefore no pressure
gradient, so the downward flux of water, qz′ (z′,0), is
given by equation (8.1) as

qz′ (z,0) = Kh(θ0). (8.24)

Note that this is not a steady-state situation because
the soil is gradually draining, but if we further assume
that θ0 << θfc, qz′ (z,0) can be considered negligible.

Beginning at time t = 0, liquid water (rain or
snowmelt) begins arriving at the surface at a speci-
fied rate w and continues at this rate for a specified
time Tw. We need to consider two cases: (1) w < Kh
and (2) w ≥ Kh.

8.4.3.2 Water-Input Rate Less Than Saturated 
Hydraulic Conductivity

Consider a soil with the Kh(θ) relation shown in
figure 8.19 that is subject to a constant water-input
rate w for a duration Tw. If the initial water content
θ0 is such that Kh(θ0) < w, water enters the surface
layer faster than it is leaving because qz′ = Kh(θ0) < w.
Thus water goes into storage in the layer, increasing
its water content. The increase in water content
causes an increase in hydraulic conductivity (arrows
in figure 8.19), so the flux out of the layer, qz′, in-
creases. This increase continues until the water con-
tent equals θw, the value at which qz′ = w. At this
point, the rate of outflow equals the rate of inflow,
and there is no further change in water content in the
surface layer until water input ceases. This process
happens successively in each layer as water input
continues, producing a descending wetting front at
which water content decreases abruptly: above the
front, θ = θw; below it, θ = θ0. This process results in
the successive water-content profiles shown in figure

f

Figure 8.19 Conceptual basis of
the Green-and-Ampt model.

Arrows show changes in hydraulic
conductivity, Kh(θ), with water

content, θ, during water input at a
rate w, where Kh(θ0) < w = Kh(θw) <

Kh. Water content at successive
depths increases until Kh(θw) = w.
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8.20a and the corresponding graph of infiltration at
the rate f = w shown in figure 8.20b. As the wetting
front descends, the importance of the pressure (capil-
lary) forces decreases because the denominator of
the ∂θ/∂z′ term of equation (8.1) increases, thus the
rate of downward flow approaches Kh(θw).

This analysis leads to the following model: 

If the water-input rate is less than the
saturated hydraulic conductivity (w < Kh),

the infiltration rate equals the
water-input rate until input ceases:

f (t) = w; 0 < t ≤ Tw. (8.25)

Figure 8.20 Conceptual basis 
of the Green-and-Ampt model. 
(a) Successive water-content pro-
files (t1, t2, ... denote successive 
times) and (b) infiltration rate 
versus time for infiltration into a 
deep soil when w < Kh.
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8.4.3.3 Water-Input Rate Greater Than Saturated 
Hydraulic Conductivity

When w > Kh, the process just described will oc-
cur in the early stages of infiltration. Water will ar-
rive at each layer faster than it can be transmitted
downward and will initially go into storage, raising
the water content and the hydraulic conductivity
(figure 8.19). However, the water content cannot ex-
ceed its value at saturation, , and the hydraulic
conductivity cannot increase beyond Kh. Once the
surface layer reaches saturation, the wetting front be-
gins to descend, with θ =  above the wetting front

and θ = θ0 below it (figure 8.21a). As in the previous
situation, the pressure force decreases as the wetting
front descends while the gravity force remains con-
stant; thus the downward flux decreases, approach-
ing qz′ = Kh (figure 8.21b). After the surface reaches
saturation, the excess accumulates on the surface as
ponding because w > Kh . However, some rain con-
tinues to infiltrate and the wetting front continues to
descend as long as the input continues. (If the
ground is sloping, the excess moves downslope as
overland flow or surface runoff, as discussed further in
chapter 10.)

f

f

Figure 8.21 Conceptual
basis of the Green-and-Ampt
model. (a) Successive water-

content profiles (t1, t2, ...
denote successive times).

Dashed lines show average
wetting-front depths at the
time of ponding, zf (Tp), and
at some arbitrary later time
t5, zf (t5). (b) Infiltration rate

versus time for infiltration
into a deep soil when w > Kh.
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The instant when the surface layer becomes sat-
urated is called the time of ponding, designated Tp.
We can develop an equation to compute Tp by ap-
proximating the wetting front as a perfectly sharp
boundary (horizontal line), which is at a depth
zf′′(Tp) at t = Tp. Up to this instant, all the rain that
has fallen has infiltrated, so

F(Tp) = w · Tp. (8.26)

All this water occupies the soil between the surface
and zf ′(Tp), so

Combining equations (8.26) and (8.27) yields

In order to use equation (8.28), we need to deter-
mine zf ′(Tp). This is done by applying Darcy’s law
[equation (8.1)] in finite-difference form between the
surface and the depth zf ′(Tp):

where ψf is the effective tension at the wetting front
(discussed further below). This relation is justified
because at the instant of ponding we have satura-
tion at the surface, so the tension there is 0, the hy-
draulic conductivity is equal to its saturation value,
and the infiltration rate is just equal to the rainfall
rate. Noting that ψf < 0, we can solve equation
(8.29) for zf ′(Tp):

Substitution of equation (8.30) into (8.28) then yields

as the equation for time of ponding. This expression
has a logical form in that Tp increases with increasing
Kh, |ψf |, and the initial soil-water deficit ; and
decreases with increasing w.

As water input continues after the time of pond-
ing, infiltration continues at a rate given by Darcy’s
law as

where H(t) is the depth of ponding and f * is the infil-
tration capacity (infiltrability). Thus the infiltration
rate decreases with time (as in figure 8.10 and 8.21b)
because the gradient producing the pressure force
(capillary suction) decreases with time as the wet-
ting-front depth zf ′(t) increases.

Since H(t) is in general a complicated function
that depends on the amount of infiltration up to time
t and the surface slope and roughness, and since sat-
isfactory results for many natural situations have
been obtained by assuming H(t) is negligible (as will
be shown later), our subsequent analysis will assume
H(t) = 0. Then noting that

we can solve this expression for zf ′(t) and substitute it
into equation (8.32) to yield

which is the Green-and-Ampt equation for infiltra-
bility after ponding occurs.

Equation (8.34) gives the infiltration rate as a
function of the total infiltration that has occurred af-
ter the time of ponding. For this to be useful, we
need a relation between f (t) or F(t) and t, and we can
derive such a relation if we recognize that

With equation (8.35), we see that equation
(8.34) is a differential equation that can be solved to
yield a relation for t as a function of F(t) after the
time of ponding:
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for F(t) > F(Tp) (Tp ≤ t ≤ Tw). Thus the Green-and-
Ampt model states that

If the water-input rate is greater than or equal to 
the saturated hydraulic conductivity (w ≥ Kh), 

ponding occurs. As input continues the 
infiltration rate f (t) gradually declines,

becoming asymptotic to Kh. 

Thus the Green-and-Ampt model predicts the
same behavior given by the approximate solutions to
the Richards equation in equation (8.20) and ob-
served in nature. Unfortunately, however, equation
(8.36) cannot be inverted to give F(t) as an explicit
function of t, which would be more convenient. Thus
application of equation (8.36) requires arbitrarily
choosing values of F(t) and solving for t. If the cho-
sen value of F(t) gives t < Tp or t > Tw, it is invalid.
The corresponding infiltration rate f (t) is then found
by substituting valid values of F(t) in equation (8.34),
and the corresponding depth of wetting front, zf ′(t),
can be computed from equation (8.33). Explicit rela-
tions that closely approximate the Green-Ampt
equations are discussed in section 8.4.3.5.

8.4.3.4 Estimation of Effective
Soil-Hydraulic Properties

In order to use equation (8.36) we must deter-
mine appropriate values of the properties , Kh , and

ψf for the soil of interest. Lacking measurements of 
and/or Kh, values can be estimated using the pedo-
transfer functions (PTFs) (table 7.3), or the soil-hy-
draulic triangle (figure 7.20, table 7.4). In general,
the wetting-front suction ψf is a function of time,
ponding depth, initial water content, and soil type.
However, Freyberg et al. (1980) explored several def-
initions of ψf that are appropriate in different situa-
tions and concluded that they had only minor effects
on calculated infiltration rates. Thus for general pur-
poses, the wetting-front suction |ψf | can be estimated
using the Brooks–Corey parameters (table 7.2) as

(Rawls et al. 1992), or by reference to figure 8.22. An
example application of the Green-and-Ampt model
is given in section 8.4.4.

8.4.3.5 Explicit Form
The need to use a trial-and-error solution

method makes direct use of the Green-and-Ampt
model inconvenient for incorporation into models of
land-surface hydrologic processes. To get around this
problem, Salvucci and Entekhabi (1994a) developed
a close approximation to the Green-and-Ampt equa-
tions that gives f (t) and F(t) as explicit functions of t.
Their approach requires computation of three time
parameters similar to those developed in section
8.4.2 for the Philip equation:f
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Figure 8.22 Green-Ampt wetting-
front suction |ψf | as a function of soil tex-

ture [reprinted with permission from “A
procedure to predict Green Ampt infil-

tration parameters” by W. J. Rawls and D.
L. Brakensiek. In Advances in Infiltration

(pp. 102–112). Copyright 1983 American
Society of Agricultural Engineers].
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1. A characteristic time, T*, which depends on soil
type and the initial water content:

2. A compression time, Tc, which is the equivalent
time to infiltrate F(Tp) = w · Tp under initially
ponded conditions, as given by the Green-and-
Ampt relation:

where Tp is time of ponding computed via equa-
tion (8.31); and

3. An effective time, te, defined as

te ≡ t – Tp + Tc. (8.40)

The complete explicit solution is an infinite se-
ries giving the infiltration rate f (te) as a function of
the effective time, te , and the characteristic time, T*.
However, retaining the first four terms gives suffi-
cient accuracy for most purposes:

The cumulative infiltration F(te) is then found by in-
tegrating (8.41):

Section 8.4.4 gives an example application of the ex-
plicit method, and compares the results with the im-
plicit Green-and-Ampt approach.

An alternative approach to deriving an explicit
form of the Green-Ampt relation is described by
Swamee et al. (2012).

8.4.3.6 Application to Shallow Soils (Saturation 
from Below)

As we have just seen, the Green-and-Ampt
model provides useful insight into infiltration and
the phenomenon of potential runoff formation by
saturation from above when w > Kh and tw > Tp in
deep homogeneous soils with a uniform initial water
content θ0. We can use the same approach to explore
infiltration in soils underlain by an impermeable
layer or by a water table at a relatively shallow depth,
which can lead to saturation from below. Once such
saturation occurs, infiltration ceases and surface stor-
age builds up; as with saturation from above, this wa-
ter is potential overland flow (runoff). This situation
will be explored in chapter 10.

In this development, Zu′ represents the depth of an
impermeable layer or of the top of the tension-satu-
rated zone above a water table. As for the deep-soil
case, we examine two cases: (1) water-input rate less
than saturated hydraulic conductivity and (2) water-in-
put rate greater than saturated hydraulic conductivity.

8.4.3.6.1 Water-Input Rate Less Than Saturated 
Hydraulic Conductivity

If Kh(θ0) < w < Kh , infiltration will occur at the
rate w until the time, Tb, at which the soil between
the surface and the impermeable layer becomes satu-
rated, i.e.,

f (t) = w, 0 < t < Tb (8.43)

and

F(t) = w · t, 0 < t < Tb , (8.44)

where Tb is calculated as developed below.
Water storage will occur at each successive

depth until qz(θ) = w, at which point the water con-
tent is designated θw. Again assuming a piston-like
wetting front, above which θ = θw and below which θ
= θ0, we can combine the continuity relation,

F(t) = (θw – θ0) · zf ′(t), (8.45)

with equation (8.44) to get the position of the wetting
front, zf ′(t), as a function of time:
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From this we can calculate the time it takes the wet-
ting front to reach the impermeable boundary (i.e.,
when, zf ′(t) = Zu′):

If Tw > Tu, water will continue to arrive at the
impermeable layer and the water content just above
the layer will increase until it reaches saturation. At
this point an upward-moving wetting front will de-
velop, below which θ =  and above which θ = θw.
As long as water input continues, the position of this
front, zf ′(t), is given by

By combining equations (8.47) and (8.48) we can cal-
culate the time, Tb, when the saturated front reaches
the surface:

At the instant the saturation front reaches the
surface we have saturation from below, infiltration
will decrease abruptly from f (t) = w to f (t) = 0, and
water will begin to build up on the surface. Note that
if Zu′ represents the top of a tension-saturated zone,
the pressure state of the zone will change from ten-
sion to positive pressure as soon as the water content
at Zu′ reaches saturation. As discussed in section
10.4.3.2, this phenomenon can produce sudden
ground-water movement to streams.

8.4.3.6.2 Water-Input Rate Greater Than Saturated 
Hydraulic Conductivity

If w ≥ Kh and Tb ≤ Tp, the analysis of the section
immediately preceding applies and we have satura-
tion from below. If Tb > Tp, ponding occurs due to
saturation from above and infiltration begins to de-
crease when t = Tp, just as in the deep-soil case. The
position of the wetting front for t > Tp can be found
from equations (8.33) and (8.36), and the instant
when zf ′(t) = Zu′ can be identified. Since the Green-
and-Ampt model assumes saturation above the wet-
ting front, the entire soil layer is saturated and infiltra-
tion ceases at this instant. This situation thus involves
simultaneous saturation from above and below.

8.4.3.7 Infiltration with Depth-Varying Water Content
As shown in figure 8.8, the presence of a water

table near the surface tends to cause the water-con-

tent profile to be nonuniform. When water content
increases with depth as in typical equilibrium pro-
files, the descending wetting front encounters pores
that are increasingly occupied with water. Thus with
a constant water-input rate the wetting-front de-
scends more rapidly than with the homogeneous ini-
tial water content assumed in the Green-and-Ampt
model, and continuously accelerates. The wetting
front thus reaches the top of the tension-saturated
zone more quickly than calculated in the preceding
analysis for uniform initial water content.

Salvucci and Entekhabi (1995) derived a Green-
and-Ampt-like approach to calculating the infiltration
with nonuniform (i.e., equilibrium) water-content
profiles. An example comparing their calculations
with simulations using the finite-element solutions to
the Richards equations is shown in figure 8.23.

8.4.3.8 Summary
The system of equations (8.26) through (8.36)

provides a complete model of the infiltration process
for cases where w > Kh and the other assumptions of
the idealized situation apply—most importantly, the
representation of the wetting front as an abrupt “pis-
ton-like” discontinuity and a homogeneous initial
water-content profile. Mein and Larson (1973) com-
pared infiltration predictions using this model with
those derived by numerical solution of the Richards
equation, and found the excellent correspondence
shown in figure 8.24.

Thus in spite of its development from idealized
conditions, the Green-and-Ampt model captures the
essential aspects of the infiltration process, in partic-
ular the complete infiltration of rain up to the time of
ponding and the quasi-exponential decline of infiltra-
tion rate thereafter. This decline is due to the steadily
decreasing pressure gradient, ψf /zf ′(t), as the wetting
front descends, and is asymptotic to Kh . Thus the
minimum value of infiltrability for a soil is its satu-
rated hydraulic conductivity. A valuable feature of
the model is that its parameters are measurable bulk
physical properties of the soil that affect infiltration
in intuitively logical ways.

The assumption of a piston-like wetting front is
closer to reality for sands than for clays, in which the
wetting front tends to be less distinct. The computa-
tion of equilibrium water-content profiles (figure 8.7)
suggests that the assumption of homogeneous initial
water content is better for clays than sands; the pro-
file also becomes more homogeneous for deeper wa-
ter tables for all soil types (figure 8.8).
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Figure 8.23 Comparison of wetting fronts pre-
dicted by the Green-Ampt-type model of Salvucci 
and Entekhabi (1995) with simulations using finite-
element solutions to the Richards equations for a silt-
loam soil [Salvucci and Entekhabi (1995). Ponded 
infiltration into soils bounded by a water table. Water 
Resources Research 31:2751–2759, with permission of 
the American Geophysical Union].

(b)

Figure 8.24 Comparison of infiltration 
rates computed by the Green-and-Ampt 
model (symbols) with those computed by 
numerical solution of the Richards equation 
(lines). (a) The effects of initial water content, 
θ0, for an identical water-input event. (b) The 
effect of water-input rates, w, for identical θ0 
[Mein and Larson (1973). Modeling infiltra-
tion during a steady rain. Water Resources 
Research 9:384–394, with permission of the 
American Geophysical Union].
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The Green-and-Ampt model has been extended
for application to conditions of unsteady rain (Chu
1978), time-varying depths of ponding (Freyberg et
al. 1980), and soils in which Kh decreases with depth
continuously (Beven 1984) or in discrete layers
(Rawls et al. 1992). Rawls et al. (1992) also describe
an approach that adapts the Green-and-Ampt ap-
proach where macropores are important.

8.4.4 Comparison of Green-and-Ampt 
and Philip Models

Box 8.4 on pp. 376–378 compares infiltration-
rate calculations using the Green-and-Ampt implicit,
Green-and-Ampt explicit, and Philip approaches.
The results are compared in table 8B4.2 and figure
8.25 (on p. 379). In this case, the Green-Ampt ex-
plicit model gives rates virtually identical to the orig-
inal implicit approach, while the Philip relation
predicts somewhat higher rates. Using a Kp value
slightly less than Kh would bring the Philip predic-
tions very close to those of Green-Ampt.

8.5 Infiltration Over Areas

8.5.1 Spatial and Temporal Variability
of Infiltration

Detailed field studies generally show a very high
degree of spatial variability of infiltrability and the
factors that affect infiltration rates, particularly satu-
rated hydraulic conductivity. The experiments of
Burgy and Luthin (1956) give a striking example of
this variability. They first measured the infiltrability
of an unvegetated clay soil by flooding a 335-m2 ba-
sin and measured the rate of decline of the water
level. After this water had completely infiltrated,
they made ring-infiltrometer measurements at 119
sites evenly spaced throughout the basin. The aver-
age value for the infiltrometer measurements, 16.8
cm/hr, was reasonably close to the basin value of
10.8 cm/hr, but the infiltrometer values ranged from
near zero to over 110 cm/hr.

Sharma et al. (1980) found an 11-fold and 29-fold
variation in the Philip-equation parameters Sp and Kp,
respectively, and a 7.5-fold variation in total infiltra-
tion for a 30-min storm over a 0.096-km2 watershed in
Oklahoma, with no consistent relation between these
quantities and location or soil type. In another de-
tailed study in that same watershed, Loague and Gan-
der (1990) found that the scale of spatial correlation

(defined in section 4.3.2.6) of infiltration was less than
20 m, that there was little spatial structure to the data,
and that infiltration rates were strongly influenced by
animal activity, vegetation, and climate rather than by
soil texture. Buttle and House (1997) found similar re-
sults in Ontario, where saturated hydraulic conductiv-
ity was largely determined by macropores.

In other small-watershed-scale studies in humid
areas, Tricker (1981) measured infiltrability (infiltra-
tion rates after 1 hr of ponded infiltration) over a 3.6-
km2 watershed in England and found values ranging
from near zero to 256 cm/hr; these values were posi-
tively related to the thickness of the surface organic
layer but unrelated to soil texture or soil-water con-
tent. Measurements on a 15.7-km2 watershed in
Northern Ireland found a considerably lower range
of variability in infiltrability, but a similar depen-
dence on soil organic matter rather than soil texture
(Wilcock and Essery 1984). This latter study also
found a substantial seasonal variability, with average
infiltrability considerably higher in summer (0.9 cm/
hr in June) than in winter (0.06 cm/hr in January).

Springer and Gifford (1980) repeatedly mea-
sured infiltrability with infiltrometers at 20 to 25 lo-
cations on a plowed and grazed rangeland area in
Idaho and found coefficients of spatial correlation
[equation (4.25)] in the range of 0.40 to 0.68 and lit-
tle seasonal variation. In another semiarid area, Ber-
ndtsson (1987) found a very high degree of spatial
variability in the coefficients of the Philip equation
over a 19.6-km2 catchment in Tunisia: values of Sp
and Kp had coefficients of variation [equation (C.20)]
exceeding 1.00. Schumm and Lusby (1963) found
wide seasonal variations in infiltrability in a sparsely
vegetated badlands area.

The dominant conclusions of these and other
field studies are: (1) infiltration varies greatly over
short (1- to 20-m) distances and (2) the variations are
often not related to soil textures but are instead deter-
mined by plant and animal activity and by small-
scale topographic variations. These conclusions make
it difficult to transfer an understanding of the process
at a point to its representation over a watershed.
Some approaches to this problem are discussed in the
next section.

8.5.2 Modeling Infiltration Over Areas

8.5.2.1 Theoretical Scaling Approaches
A logical approach to “scaling up” a point-pro-

cess model to an area would be to divide the area into
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Box 8.4 Example Calculations Comparing the Green-and-Ampt Implicit,
Green-and-Ampt Explicit, and Philip Equations

Here we compare infiltration-rate calculations using the Green-and-Ampt implicit, Green-and-
Ampt explicit, and Philip approaches for a constant rain of w = 2 cm/hr lasting Tw = 2 hr on a soil 
with 20% sand, 60% silt, and 20% clay and an initial water content of θ0 = 0.350. From figure 7.5, 
the soil is a silt loam; referring to figure 7.21, the soil is hydraulic class B3, and from table 7.5 we 
find  = 0.413 and Kh = 101.197 = 15.7 cm/d = 0.656 cm/hr. From figure 8.22 we find |ψf | = 30 cm.

Green-Ampt Implicit Method

Since w > Kh, there is potential for ponding, and we compute the time of ponding, Tp, via 
equation (8.28):

Since Tp < Tw , there is ponding. The infiltration rate is constant at the rainfall rate, 2.00 cm/hr, from 
t = 0 to t = 0.461 hr, and the cumulative infiltration during this time is given by equation (8.23) as

F(Tp) = (2.00 cm/hr) × (0.461 hr) = 0.923 cm.

Now we select a series of F(t) values such that F(t) > F(Tp) and compute the corresponding t values 
via equation (8.36), f (t) via equation (8.34), and zf ′(t) via equation (8.27):
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Table 8B4.1

f (t)
(cm/hr)

2.00

2.00

1.89

1.78

1.68

1.61

1.54

1.48

1.43

1.38

1.34

1.30

1.27

1.24

1.22

1.19

1.17

1.15

1.13

1.11

1.10

1.08

1.07

zf ′(t) 
(cm)

0

14.6

15.9

17.5

19.0

20.6

22.2

23.8

25.4

27.0

28.6

30.2

31.7

33.3

34.9

36.5

38.1

39.7

41.3

42.9

44.4

46.0

47.6

t
(hr)

0

0.46

0.50

0.56

0.61

0.67

0.74

0.80

0.87

0.94

1.02

1.09

1.17

1.25

1.33

1.42

1.50

1.59

1.67

1.76

1.85

1.95

2.04

Comments

Begin event

Time of ponding

Calculated t > Tw

F(t) 
(cm)

0

0.92

1.00

1.10

1.20

1.30

1.40

1.50

1.60

1.70

1.80

1.90

2.00

2.10

2.20

2.30

2.40

2.50

2.60

2.70

2.80

2.90

3.00
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The last F(t) value selected, 3.00 cm, gives t > Tw , so that is not a meaningful value. By trial and 
error, F(t) = 2.95 cm gives t ≈ 2.00 hr = Tw with corresponding final values of f(Tw) = 1.07 cm/hr and 
zf ′(Tw) = 46.9 cm. Thus for this storm under these conditions, 2.95 cm infiltrates and 4.00 – 2.95 = 
1.05 cm runs off.

Green-Ampt Explicit Method

Here we calculate the infiltration rate using the explicit forms of the Green-and-Ampt rela-
tions for the same soil, storm, and initial conditions as the previous example.

First compute T* from equation (8.35):

We found above that Tp = 0.461 hr and F(Tp) = 0.923 cm. Substituting these values into equation 
(8.36) yields

Finally, compute te via equation (8.40):

te = t – 0.461 hr + 0.260 hr = t – 0.201 hr.

Now we can select a series of times, t, Tp ≤ t ≤ Tw , calculate the corresponding values of te , then 
compute the corresponding f (t) via equation (8.38), F(t) via equation (8.39), and wetting-front 
depth, zf ′(t), via equation (8.27).

To compare the explicit and implicit results for this example, we select the times computed by 
the implicit method in table 8B4.1, and compare the corresponding values of f (t) computed by 
the two methods here and in figure 8.23:
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Table 8B4.2

t
(hr)

0

0.46

0.50

0.56

0.61

0.67

0.74

0.80

0.87

0.94

1.02

1.09

1.17

1.25

Green-Ampt
Implicit f (t)

(cm/hr)

2.00

2.00

1.89

1.78

1.68

1.61

1.54

1.48

1.43

1.38

1.34

1.30

1.27

1.24

Green-Ampt
Explicit f (t)

(cm/hr)

2.00

2.00

1.89

1.77

1.68

1.60

1.53

1.47

1.42

1.37

1.33

1.29

1.26

1.23

Philip f (t)
(cm/hr)

2.00

2.00

1.93

1.83

1.75

1.68

1.62

1.57

1.52

1.48

1.44

1.41

1.38

1.35

(continued)
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Table 8B4.2 (cont’d.)

Philip Equation with Time Adjustment

Here we calculate the infiltration rate using the two-term Philip relation [equation (8.20)] with 
time adjustment [equations (8.21)–(8.23)] for the same soil, storm, and initial conditions as the 
previous example.

The sorptivity can be found via equation [8B2.4], but here we use ψae = ψf = 30 cm as found 
from figure 8.22. The value of b = 5.3 for silt loams is taken from table 7.4. Thus

The time parameters are then found as

The effective time values tep used in the Philip equation are then found from equation (8.23):

tep = t – 0.47 hr + 0.28 hr = t – 0.19 hr.

Using these times in equation (8.20) with Kp = Kh = 0.656 cm/hr then gives the infiltration rates 
shown in the last column of table 8B4.2.
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t
(hr)

1.33

1.42

1.50

1.59

1.67

1.76

1.85

1.95

2.00

Green-Ampt
Implicit f (t)

(cm/hr)

1.22

1.19

1.17

1.15

1.13

1.11

1.10

1.08

1.07

Green-Ampt
Explicit f (t)

(cm/hr)

1.20

1.18

1.15

1.13

1.11

1.09

1.08

1.06

1.05

Philip f (t)
(cm/hr)

1.32

1.30

1.28

1.26

1.24

1.22

1.21

1.19

1.19
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relatively homogeneous subareas, each characterized
by its set of parameters, compute areal-average pa-
rameter values, and use these averages in the model to
characterize the process over the area. This approach
is problematical for infiltration because, as we have
just seen, soil properties and initial conditions are
highly variable spatially and temporally, and suffi-
cient measurements to characterize this variability are
usually unavailable. Furthermore, infiltration rates
are nonlinearly related to soil properties [equations
(8.20) and (8.36)], so using averages of point-parame-
ter values does not provide meaningful areal-average
values of infiltration rate. Even more fundamentally,
recall that Darcy’s law and the Richards equation, on
which the Philip and Green-Ampt approaches are
based, were derived for representative elemental volumes,
i.e., at scales many orders of magnitude smaller than
of practical hydrologic interest, and it is not clear to
what extent these relations can be scaled up. Thus, as
Kabat et al. (1997, p. 369) concluded,

An area-average solution for [the Darcy–Richards] 
equation, which would retain the physical meaning of the 
soil hydraulic characteristics (i.e. soil water retention 
and hydraulic conductivity curves), remains compu-
tationally laborious, non-trivial and in many cases 
an almost impossible task, requiring an extended 
knowledge of local-scale information.

However, Kabat et al. (1997) also concluded that
models using a physics-based structure are “too at-

tractive to be discarded” and can be applied to large
areas if the parameters that represent hydraulic con-
ductivity, porosity, etc., are treated as calibration pa-
rameters that do not necessarily have a direct
relation to field-measurable quantities. These param-
eters can be determined on the basis of geometric scal-
ing or dynamic scaling.

Geometric scaling is based on the concept that
two soils that are geometrically similar are related by
a scale factor α, where

where λx and λref are the characteristic lengths (grain
sizes) of a soil at a given location x and a reference
soil, respectively. Then other properties are related
as powers of this scale factor that depend on their di-
mensional character; for example,

θx = α0 · θref , (8.51)

ψx = α–1 · ψref , (8.52)

Khx = α2 · Khref , (8.53)

Spx = α1/2 · Spref . (8.54)

These equations imply that the soil-water-retention
and hydraulic-conductivity characteristics at a given
water content at any location can be related to mean
(reference) moisture-characteristic and hydraulic-
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Figure 8.25 Comparison of
infiltration rates computed by
the Green-Ampt, Green-Ampt

explicit, and Philip approaches
for the example of box 8.4.
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characteristic curves. In theory, the α values calcu-
lated for all properties should be identical.

Dynamic scaling is based on writing the govern-
ing equation in dimensionless form, using dimen-
sionless time and depth variables. For example, after
defining a dimensionless cumulative infiltration,

and a dimensionless time,

the Philip equation [equation (8.20b)] can be written as

β(t) = τ1/2 + τ. (8.57)

Sharma et al. (1980) tested the applicability of
geometric and dynamic scaling. They found that in-
filtrometer measurements at 26 sites on a small wa-
tershed were well fit by the Philip equation [equation
(8.20)], but that the variation in parameters was
large: Sp varied by one order of magnitude and Kp by
two orders of magnitude (figure 8.26a), and neither
was related to soil type or topographic position. In
spite of this, the combined data from all 26 infiltrom-
eters was well fit by equation (8.57) (figure 8.26b),
suggesting that dynamic scaling is valid.

However, using reference soil properties defined

as the averages of the values at the 26 sites,  and

, the α values calculated from measured 

and  values differed, suggesting that strict geo-
metrical scaling was violated. This difference is
likely due to spatial differences in initial water con-
tent, which affects Sp [equation (8B2.4)] but not Kp.
The correspondence between the α values was
greatly improved when the harmonic or geometric,
rather than arithmetic, mean was used to define Spref ,
and Sharma et al. (1980) concluded that the concept
of geometrical scaling should be investigated further.

Kabat et al. (1997) also found support for dy-
namic scaling based on the Richards equation. They
found that soils with similar hydrologic response
have similar values of the characteristic response
time δ, where

Examination of field data showed that the reference
curve determined by scaling closely approaches the
“effective” area-average curve that reproduces the
hydrologic behavior, and that characteristic values of
δ can be associated with soil-texture classes.

A recent study by Jana and Mohanty (2012)
used a hydrologic model based on the Richards equa-
tion to compare four techniques for up-scaling soil-
hydraulic parameters from a 30-m to a 1-km resolu-
tion. They found that a topographically based scaling
algorithm captured much of the variation in soil-hy-
draulic parameters at the larger scale and was gener-
ally successful at reproducing hydrologic behavior at
that scale. The mathematics of the algorithm are
complex, but the approach appears promising.

8.5.2.2 Heuristic Approaches
A very simple method for incorporating the spa-

tial variability of infiltration in a watershed model
was described by Manley (1977). Based on the work
of Burgy and Luthin (1956), he assumed a linear cu-
mulative distribution of ultimate infiltrability (Kh)
over the watershed (figure 8.27 on p. 382). The inter-
section of a horizontal line representing the rainfall
rate, w, with the line representing this distribution de-
fines an area proportional to the rate of runoff, Q;
this rate can then be calculated as

where Khmax is the maximum value of Kh for the water-
shed.

Many operational watershed models use heuris-
tic schemes that approximate the general form of
point infiltration models such as the Philip equation
(see Viessman et al. 1989). For example, the widely
used SCS model for estimating watershed runoff
from soil and land-cover data (section 10.6.4.2) cal-
culates streamflow resulting from a rain as equal to
the rainfall rate less an “initial abstraction” and a de-
clining “loss rate.” These abstractions are largely due
to infiltration and, as shown in figure 8.28 on p. 382,
are modeled as approximations of a watershed-wide
effective infiltration curve, though the parameters
that determine their magnitudes are related to gen-
eral soil and land-cover characteristics rather than to
soil hydraulic properties.
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Somewhat more sophisticated heuristic ap-
proaches for incorporating the variability of soil
properties and initial conditions in watershed mod-
els have also been suggested (e.g., Maller and
Sharma 1981; Berndtsson 1987; Berndtsson and Lar-
son 1987; Valdes et al. 1990).

8.6 Redistribution of Soil Water
In moderately deep and deep soils, infiltration

following a rain or snowmelt event usually ceases

before the wetting front has penetrated through an
entire soil profile. The infiltrated water is then sub-
ject to redistribution by gravity and pressure forces
and removal by evapotranspiration.

8.6.1. Redistribution without
Evapotranspiration

Under the conditions assumed in the Green-
Ampt approach (i.e., uniform soil, uniform initial
soil moisture, no water table), experiments have
shown that there are two basic patterns of soil-water
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Figure 8.26 Results of testing the applica-
bility of geometric and dynamic scaling by

Sharma et al. (1980). (a) Field-measured
cumulative infiltration F(t) measurements at
26 sites on a small watershed. Dots are mea-

surements at individual sites, line is Philip
equation with average values of Sp and Kp. (b)
The combined data from all 26 infiltrometers

was well fit by equation (8.57), suggesting
that dynamic scaling is valid [reproduced

from Sharma et al. (1980), Spatial variability
of infiltration in a watershed, Journal of

Hydrology (45):101–122, with permission
from Elsevier].
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redistribution following infiltration in the absence
of evapotranspiration (figure 8.29). In the first the
water content decreases monotonically with depth,
and the water-content gradient across the wetting
front gradually decreases as the front descends. In
this case, the rate of redistribution is faster the

smaller the amount of infiltrated water F(Tw ). This
situation occurs when the gravitational force is neg-
ligible compared to the capillary force (i.e., when
the water content above the wetting front at the
start of redistribution is less than field capacity),
and hence characterizes finer-grained soils and

Figure 8.28 Simple rainfall-runoff models typically use 
the general behavior of infiltration during a storm (e.g., fig-
ure 8.10) to model total rainfall “abstractions” (infiltration + 
interception + surface detention). The scheme used by the 
SCS model (section 10.6.4.2) is shown here: Vertical histo-
gram bars represent total rainfall, VI is “initial abstraction,” 
VR is subsequent abstraction, and Qef is event flow.

Figure 8.27 Simple approach to estimating watershed infiltration and runoff. The diagonal dashed line repre-
sents an approximation of the areal distribution of infiltration, with Khmax the maximum value for the area. The 
horizontal dashed line is drawn at the rainfall rate, w. The area with the diagonal lines is proportional to the poten-
tial overland flow; the geometry of the relation yields equation (8.59) [adapted from Manley (1977)].



Chapter 8 ▼ Infiltration and Water Movement in Soils 383

smaller initial depths to the wetting front at the ces-
sation of infiltration.

In the second pattern, a “bulge” in water con-
tent develops due to rapid gravitational drainage
soon after infiltration ceases and persists as redistri-
bution progresses. A sharp wetting front is main-
tained, but the water contents above the bulge form a
gradual “drying front” that is transitional to the field
capacity. This situation occurs when the gravita-
tional force is significant (i.e., the water content
above the initial wetting front exceeds the field ca-
pacity), and hence characterizes coarser-grained
soils and higher F(Tw). In this case the rate of redis-
tribution increases with greater F(Tw), and in the “fi-
nal” condition the infiltrated water is distributed
over a depth zf ′(“∞”) given by

Once this “final” state is reached, there will be slow
redistribution by pressure forces at the wetting front.
Biswas et al. (1966) showed several examples of re-
distribution in the absence of a water table in labora-
tory experiments.

In the absence of evapotranspiration, the equilib-
rium profile (figures 8.7–8.9), rather than a uniform
water content, more realistically approximates the an-
tecedent conditions encountered by an infiltration
event. If infiltration ceased when the wetting front was

at one of the levels shown in figure 8.23, subsequent
redistribution due to gravity and pressure gradients
would cause the profile to “rotate” counterclockwise
toward the equilibrium curve.

Using numerical solutions to the Richards equa-
tion, Rubin (1967) showed that hysteresis has a signifi-
cant effect on soil-water profiles during redistribution.
Interestingly, he found that profiles accounting for
hysteresis were not intermediate between those using
nonhysteretic wetting and nonhysteretic drying mois-
ture-characteristic curves (figure 8.30).

8.6.2. Redistribution with
Evapotranspiration

In many natural situations, extraction of water
from the upper soil layers by evapotranspiration
strongly affects water redistribution following infil-
tration. This process is governed by and can be nu-
merically modeled via the Richards equation, adding
a “sink” term to represent uptake of water by plants
in the root zone:

where S is the rate of uptake per unit volume ([L3 T–1/
L3] = [T–1]). In numerical models, the soil is divided
into a number of layers (generally on the order of a
few centimeters thick) and the equations are solved
for successive time steps (generally on the order of
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Figure 8.29 Typical soil-water profiles
showing the redistribution of water at suc-

cessive times (t0, ..., t3) following infiltra-
tion into a deep soil with no evaporation.

Time t0 is when infiltration ceases and
redistribution begins. (a) Redistribution
when capillary force dominates gravita-

tional force (water content above wetting
front at t0 less than field capacity). (b)

Redistribution when gravitational force
dominates (water content above wetting

front at t0 greater than field capacity)
[Youngs and Poulovassilis (1976). The dif-
ferent forms of moisture profile develop-

ment during the redistribution of soil
water after infiltration. Water Resources

Research 12:1007–1012, with permission
of the American Geophysical Union].
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minutes to hours) (e.g., Rubin 1967; Milly 1988; Mu-
siake et al. 1988).

However, numerical solutions of (8.61) are com-
putationally expensive, and sufficient data to capture
the variability in soil properties in a watershed are
seldom available. Thus for many purposes, the drain-
age from a soil layer can be satisfactorily modeled us-
ing a simpler approach based on an approximation
of Darcy’s law in which the capillary gradient is ig-

nored, the water content is averaged over the soil
layer, and the Kh(θ) relation can be represented ana-
lytically (table 7.2). For example, Black et al. (1970)
used equation (8.24) in a simple water-balance pro-
cedure applied to a soil layer supporting a vegetable
crop. In their application, the change in water con-
tent of the soil layer over time period t, , was cal-
culated as

where ETt and Ft are the evapotranspiration and to-
tal infiltration during period t, respectively, Δt is the
time step, and Δz is the thickness of the layer. The av-
erage soil-water content at the end of period t, ,
was then found as

Black et al. (1970) found that water contents esti-
mated in this way compared well with measured val-
ues even with Δt = 1 day and Δz = 150 cm. However,
this approach can become numerically unstable un-

less , so it may be necessary to make Δt
< 1 day. With this modification, equations (8.62) and
(8.63) appear to be sound bases for simulating perco-
lation in general hydrologic models (see also Groves
1989), although the problem of adequately account-
ing for the variability of soil properties remains.

When evapotranspiration occurs following an
infiltration event, an upward-decreasing water-con-
tent gradient is produced similar to that of figure
8.29b. Figure 8.31 shows total head (water-content)
changes following infiltration in a forest soil; most of
the water loss in this case was due to evapotranspira-
tion rather than to gravitational drainage, as in figure
8.29b. The importance of evapotranspiration to the
seasonal variation of soil-water content is evident in
figure 8.32, which shows a wide range of θ in the
root zone of a silt-loam soil in an agricultural water-
shed and a much narrower range below this zone.

8.7 Summary
Infiltration and soil-water movement are critical

hydrologic processes since they determine the rates
and amounts of water available for surface and sub-
surface runoff, evapotranspiration, and recharge to
ground water. These processes are also crucial in de-
termining water quality (see Nielsen et al. 1986 for a
review of solute transport in the vadose zone). In
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Figure 8.30 Numerically simulated water-content 
profiles 2 hr after cessation of rain on a sandy soil. 
Note that the profile that accounts for hysteresis in 
the moisture-characteristic curve (H) is not intermedi-
ate between those assuming nonhysteretic curves 
characterizing wetting (W) and drying (D) [adapted 
from Rubin (1967)].
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Figure 8.31 Daily profiles of total head changes due largely to evapotranspiration from a forest soil during a 
rainless period. The soil-water tension, which reflects the water content, is the horizontal distance between each 
profile and the gravitational head line [reproduced from Musiake et al. (1988), Unsaturated zone soil moisture 
behavior under temperate humid conditions—tensiometric observations and numerical simulations, Journal of 
Hydrology (102):179–200, with permission from Elsevier].

Figure 8.32 Annual range of soil-water content, θ, in a silt-
loam soil supporting grass and clover in Ohio [Dreibelbis

(1962). Some aspects of watershed hydrology as deter-
mined from soil moisture data. Journal of Geophysical

Research 67:3425–3435, with permission of the American
Geophysical Union].
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fact, it has been said that “hydrology is mostly soil
physics” (Youngs 1988).

The classical theory of unsaturated flow based on
Darcy’s law and the Richards equation is well devel-
oped and tested, and has been successfully incorpo-
rated in hydrologic models in various forms. Some of
these models employ approximate analytical solutions
or numerical approximations of the basic equations,
while others use simpler but physically based represen-
tations like the Green-Ampt and Philip approaches.
However, we need to be aware that the classical theory
may inadequately represent soil-water processes in
many situations. This is especially true where macro-
pores are important routes of water and solute trans-
port and where soil-water movement is affected by
temperature gradients and freezing and thawing.

The quantitative characterizations of equilib-
rium soil-water profiles developed by Salvucci and
Entekhabi (1994b, 1995) [equations (8.10)–(8.12)]
are important contributions to understanding how
soil-water conditions are affected by climate, soil
type, and water-table depth, and appear to be very
useful for large-scale water-balance modeling and for
rainfall-runoff modeling (discussed further in chap-
ter 10).

The most critical theoretical and practical ques-
tions in the application of theory concern the repre-
sentation of the typically wide variability in the
conditions that determine infiltration. Because of
our limited understanding of this variability and the
paucity of field data, we are often led to highly sim-
plified model representations of the process. Promis-
ing approaches in this area include the application of
various statistical methods (e.g., Berndtsson and Lar-
son 1987) and scaling and similarity theory (e.g.,
Sharma et al. 1980; Wood et al. 1990; Kabat et al.
1997; Jana and Mohanty 2012). There is a continu-
ing need for field data so that we can understand
what we are attempting to model, and the remote
sensing of soil moisture and other surface factors will
be essential in this regard.

▼ EXERCISES

1. As noted in section 8.1, field capacity can be defined
as (1) the moisture content at which ψ = –340 cm or
(2) the moisture content at which qz′ = 0.1 mm/d.

a. Use the Brooks and Corey relations of table 7.2
and the parameters of table 7.4 to compute field
capacities for a sand, a silt loam, a loam, and a
clay using each of these definitions.

b. Write a brief report comparing the values given by
the two definitions.

2. Use the Brooks and Corey relations of table 7.2 and
the parameters of table 7.4 to estimate the |ψ|–θ and
Kh–θ relations for the soils in exercise 8.1.

a. Plot the |ψ|–θ relation for all four soils on a single
graph, with |ψ| on the logarithmic axis (vertical).
Label the curves for each soil and show θfc and θpwp.

b. Plot the Kh–θ relation for all four soils on a single
graph, with Kh on the logarithmic axis (vertical).
Label the curves for each soil and show saturated Kh.

c. Write a brief report comparing the curves and spe-
cific values for the four soils.

3. The table below contains data collected during a dou-
ble-ring infiltrometer experiment on a silt loam with an
antecedent moisture content of 0.10 (Akinbile 2010).

a. Implement the least-squares methodology described
in box 8.3 in a spreadsheet to estimate the parame-
ters of the Philip infiltration equation [equation
(8.20)], where sorptivity, Sp, is in mm/hr1/2 and the
hydraulic conductivity, Kp, is in mm/hr.

b. Compare the calculated Kp value with the value of
Kh given for silt-loam soils in table 7.4.

4. If an infiltrometer is available, make observations of
infiltration in the field. Use the data to estimate Sp and
Kp as described in box 8.3.

5. Using the spreadsheet program GreenAmpt.xls on the
disk accompanying this text, this exercise will give
you experience in applying the Green-and-Ampt
model (section 8.4.3) for computing infiltration dur-
ing a rainfall event. It will provide insight into (1) how
infiltration and surface detention (potential Hortonian
overland runoff; see section 10.4.2.1) vary with time
during a storm and (2) how total infiltration and run-
off vary with (a) antecedent soil water content (experi-
ment A), and (b) storm rainfall (experiment B).

Time, ti 
(min)

2

4

6

8

10

12

14

18

Cumulative 
Infiltration 

(mm)

4.8

8.8

11.8

14.3

16.5

18.5

20.2

23.3

Time, ti 
(min)

22

26

30

34

38

44

50

60

Cumulative 
Infiltration 

(mm)

26.0

28.3

30.2

31.7

32.8

33.8

34.4

34.9
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Soil Properties
The soil is Columbia Sandy Loam, with the following
properties:

Experiment A
The object of this experiment is to demonstrate the effect
of initial water content (“antecedent conditions”) on the
timing and amount of infiltration and runoff from a rain
storm of a given intensity: w = 10 cm/hr; and duration: tw
= 1 hr.

Procedure

A1. Enter the above values in the appropriate cells in
the spreadsheet.

A2. Make three runs, each with a different initial soil-
water content, θ0:

A3. Enter the first θ0 value under “Initial Condi-
tions.” The “Calculated Quantities” are com-
puted, including tp and F(tp) in the second line of
the Infiltration table.

A4. Enter six to 10 F(t) values, with the last one as
close as possible (when rounded to three signifi-
cant figures) to the value that gives t = tw. Ignore
error messages below the rows in which you have
entered F(t) values. The calculated values of f (t),
zf (t), and t appear in the other columns.

A5. Print out the spreadsheet.

A6. Use the charting feature in Excel to create graphs
of F(t) and f (t) versus t (see “Analysis” below).

A7. Repeat steps A3–A6 for the θ0 values for runs 2
and 3.

Analysis

A8. Use the program output to plot graphs of (a) f (t)
versus t for all three runs and (b) F(t) versus t for
all three runs. Indicate the values of w and Kh on
graph a. Show all quantities from t = 0 to t = tw.
Note that infiltration ceases at tw.

A9. Determine F(tw) for each run from the output.
Then compute total runoff, Q(tw) = w · tw – F(tw),
for each run and plot graphs of (a) Q(tw)/(w · tw)
versus θ0, and (b) tp versus θ0.

Experiment B
The object of this experiment is to demonstrate the effect
of rainfall amount on the timing and amount of infiltra-

tion and runoff from a rainstorm of a given duration: tw = 1
hr, for a given initial water content: θ0 = 0.32.

Procedure

B1. Enter the above values in the appropriate cells in
the spreadsheet.

B2. You will make five runs, each with a different
rainfall rate, w:

Analysis

B3. Determine F(tw) for each run from the output.
Then compute total runoff, Q(tw) = w · tw – F(tw),
for each run and plot graphs of (a) Q(tw)/(w · tw)
versus w and (b) tp versus w.

Discussion
Write brief paragraphs discussing the effects of θ0 and w on
the timing and relative and absolute amounts of infiltration
and storm runoff as revealed in these experiments.

6. Construct a spreadsheet model of the explicit Green-
and-Ampt model and apply it to experiment A in
exercise 8.5.

a. Create graphs comparing f (t) versus t and F(t) ver-
sus t as calculated by the explicit approach with
the values given by the implicit approach in exer-
cise 8.5.

b. Write a brief paragraph comparing the results of
the explicit and implicit approaches.

7. Consider a layer of sandy-loam soil 1.0 m thick, with
a porosity of 0.38 and Kh = 0.0025 cm/s, above an
impermeable bedrock surface. Use equation (8.49) to
explore how the time to saturation from below varies
as a function of: (a) initial water content and (b) rain-
fall rate.

8. Using the method described in box 8.3, estimate Sp
and Kp using the results for one event simulated in
exercise 8.5. Compare the estimated value of Kp with
Kh for the soil chosen.

9. Access a soils map of your area (see exercise 7.5).
Read the descriptions of typical soil profiles and iden-
tify information about porosity, saturated hydraulic
conductivity, air-entry tension, depth to water table,
presence of impermeable layers, etc. Then, using
regional climatic information, use equation (8.12) to
generate equilibrium soil-moisture profiles for one or
more of these soils, as directed by your instructor.

▼ NOTE
1 “Phreatic” comes from the Greek word for “well.”

Porosity, 

0.52

f

Air-Entry 
Tension, 

|ψae| (cm)

22

Saturated 
Hydraulic 

Conductivity, 
Kh (cm/hr)

5

Pore-Size 
Distribution 
Exponent, b

4.9

Run

θ0

A1

0.40

A2

0.32

A3

0.25

Run

w (cm/hr)

B1

6

B2

7

B3

8

B4

9

B5

10



…. 

 

 

 

 

 



389

9

Ground Water in
the Hydrologic Cycle

Ground water is water under positive (i.e.,
greater than atmospheric) pressure in the saturated
zone of earth materials. The water table is the fluctu-
ating upper boundary of the ground-water zone at
which pressure is atmospheric (denoted on diagrams
by the hydrat symbol,  ). Figure 9.1 shows the gen-
eral relations between ground water and surface wa-
ter. Most water enters the ground-water reservoir
when infiltrated water arrives at the water table as
recharge; recharge can also occur by horizontal or
vertical seepage from surface-water bodies. Under
natural conditions ground water eventually dis-
charges into rivers or lakes or, in coastal areas, di-
rectly into the ocean; water can also leave the ground-
water reservoir by moving upward from the water ta-
ble into the capillary fringe and thence into the unsat-
urated zone, where it is subject to evapotranspiration.

Ground water constitutes about 30% of the
world’s total fresh water and 99% of its total stock of
liquid fresh water (table 2.5). As with all hydrologic
stocks, ground water is in continual motion, albeit
slow (typically much less than 1 m/d). Using the val-
ues from figure 2.20 in equation (1.25), one can cal-
culate that the overall residence time for the global
ground-water reservoir is about 235 yr; for moderate-

to large-scale regional flow systems in various parts
of the world residence time varies from a few years
to 1,000 years or more. In spite of its slow pace,
ground water is a crucial link in the hydrologic cycle
because it is the source of most of the water in rivers
and lakes.

Ground water is, of course, also important as the
direct source of water withdrawn for domestic water
use, irrigation, and industrial uses worldwide. In the
United States, about one-fourth of the water used for
these purposes comes from ground water, and the
proportion is much higher for many regions; concern
about the quantity and quality of ground water is
one of the major water-resource issues in many parts
of the world.

The material properties of porous media were
described in sections 7.1 and 7.2, and the basic phys-
ics of ground-water flow were developed in section
7.3. For convenience, the basic equations and con-
cepts of ground-water flow are summarized in box
9.1 on p. 391.

Our focus in this chapter is on ground water as a
link in the hydrologic cycle. We will examine the ef-
fects of topography and geology on natural ground-
water flows in drainage basins; how ground water in-



390 Part III: Water Movement on the Land

teracts with streams, lakes, wetlands, and the ocean;
the role of ground water in the drainage-basin water
balance; and approaches to the quantitative evalua-
tion of components of the ground-water budget. We
will also briefly examine the hydraulics of wells, how
human use of ground water affects the basin water
balance, and the concept of “safe yield.” We do not
explore the chemical evolution of ground water or its
relation to geotechnical problems or geologic pro-
cesses; these topics are well covered in many texts
devoted exclusively to hydrogeology (e.g., Freeze
and Cherry 1979; Fetter 2001).

9.1 Aquifers and Aquitards

9.1.1 Definitions
A geologic formation is a regionally extensive,

mappable geologic unit with a characteristic lithol-
ogy. For our purposes, an aquifer is a formation that
can store enough water and transmit it at a rate fast
enough to be hydrologically significant. A given
aquifer has reasonably uniform water-storage and
transmitting properties, and the ground-water move-
ment within it can be considered to be the flow field
induced by a single coherent potential-energy field.

Formations that do not transmit water at hydro-
logically significant rates are called aquitards. The
term aquiclude is sometimes used to describe an “im-

permeable” formation, but it is now recognized that
few, if any, geologic materials are strictly impermeable.

Note that the definitions of aquifer and aquitard
are relative, and depend on the particular regional
context: In an area of interbedded sands and silts, the
sands would be considered aquifers and the silts
aquitards; in an area of interbedded silts and clays,
the silts would be aquifers and the clays aquitards. In
the context of runoff generation, the aquifer of inter-
est may be a thin surficial layer capable of conduct-
ing infiltrated water to streams. In the context of
water resources, an aquifer is a geologic unit that is a
significant source of water.

9.1.2 Unconfined and Confined Aquifers
Figure 9.1 illustrates the two major classes of

ground-water flows, which are distinguished by the
nature of the upper boundary of the flow:

1. Unconfined aquifers: If the upper boundary of a
ground-water flow is a water surface at atmo-
spheric pressure (the water table), the flow and the
aquifer in which it occurs are unconfined. At the
water table, the pressure is atmospheric, the gauge
pressure p = 0, and the total head is equal to its ele-
vation above the selected datum, z. The elevation
of the water table can be determined as that of the
water surface in a well open along its length and
extending just deep enough to encounter standing

Figure 9.1 Unconfined and confined aquifers in a region of folded sedimentary rocks. Note relations of water 
levels in wells penetrating unconfined and confined aquifers.
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water (Freeze and Cherry 1979). Recharge to
unconfined aquifers usually occurs from infiltrated
water percolating vertically to the water table over
a significant portion of the upper surface. The ele-
vation of the water table changes as the flow
through the aquifer varies; thus flow and storage in
unconfined aquifers are correlated, as in streams.

2. Confined aquifers: If an aquifer is saturated
throughout and bounded above and below by for-
mations with significantly lower hydraulic conduc-

tivity, the flow and the aquifer are confined; the
bounding aquitards are called confining layers. The
pressure throughout is greater than atmospheric,
and the water level in an observation well penetrat-
ing a confined aquifer will rise above the upper
boundary to coincide with the potentiometric sur-
face, an imaginary surface analogous to the water
table. Major recharge to a confined aquifer occurs
from water infiltrating at its “upstream” end, where
the flow is not confined and a water table is present.

Box 9.1 Basic Ground-Water Definitions and Equations

Hydraulic Head

The total potential energy per unit weight of a fluid at a 
point is given by the total head, h [L], which is the sum of 
the gravitational head, z [L], and the pressure head, ψ [L]:

h = z + ψ. (9B1.1)

Pressure head is the local fluid gauge pressure, p [F L–2], 
divided by the weight density of the fluid, γ [F L–3]:

Total head at a point in a saturated porous medium is 
measured as the elevation of the water surface in a 
piezometer, which is a tube connecting the point to the 
atmosphere (see figure 7.8).

Gravitational head at the point is measured as the 
elevation of the point above an arbitrary datum. Pres-
sure head at the point can be determined as ψ = h – z.

Darcy’s Law

At any point, ground-water flow rate in coordinate 
direction x equals the product of the local total head 
gradient and the local hydraulic conductivity of the 
medium in direction x, Khx [L T–1]:

where qx [L T–1] is the Darcy velocity, Qx is the volumet-
ric flow rate [L3 T–1], and Ax [L2] is the cross-sectional area 
of the medium through which flow occurs. Darcy’s law is 
valid for laminar (viscous) flow, which occurs when

where Re is the Reynolds number [1], d is the character-
istic (average) grain size of the porous medium [L], and ν 
is the fluid kinematic viscosity [L2 T–1].

Permeability and Hydraulic Conductivity

Intrinsic permeability kI [L
2] is determined by prop-

erties of the medium,

kI = C · d2, (9B1.5)

where C [1] is a parameter that depends on grain shape, 
size distribution, and packing of the medium. Hydraulic 
conductivity Kh is determined by properties of the 
medium and of the fluid:

where ρ is fluid mass density [M L–3], g is gravitational 
acceleration [L T–2], and µ is fluid dynamic viscosity
[M L–1 T–1]. Grain diameters of geologic materials range 
over more than six orders of magnitude (< 10–6 m to
> 1 m); at near-surface conditions, viscosity varies approxi-
mately twofold as a function of temperature, and water 
density is essentially constant. Thus Kh of granular geologic 
materials varies over 12 orders of magnitude (figure 7.9).

Specific Storage

Specific storage, Ss [L
–1], is defined as

General Equation of Ground-Water Flow

where x, y, z are Cartesian coordinate directions and t is 
time.
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The boundary of the flow in a confined aquifer
does not change with time; thus flow and storage in
confined aquifers are not correlated, as in pipes.

It is important to recognize that the unconfined/
confined categories are idealizations, and that the
three-dimensional spatial variability of geologic con-
ditions produces flows that may have some of the
characteristics of both types. As noted, most confin-
ing layers can transmit some ground water, and if the
amount transmitted is significant such layers are
called leaky aquitards.

9.1.3 Storage Properties of Aquifers

9.1.3.1 Specific Storage and Storage Coefficient
The volume of water stored in a saturated po-

rous medium per unit volume of medium equals the
porosity,  [equation (7.4)], and the degree of satura-
tion, θ* [equation (7.8)], equals unity.1 However, the
actual volume of water in a unit volume of porous
medium may change in response to changes in head;
these changes are reflected in the values of the specific
storage and the specific head.

Consider a small unit area (say 1 m2) on the
earth’s surface above an aquifer. The saturated thick-

ness of the aquifer beneath that area is designated H
[L]. When the hydraulic head in the aquifer in-
creases or decreases, water is taken into or released
from storage. The increase or decrease in volume of
water stored beneath the unit area per unit increase
or decrease in head is the specific storage, Ss [L

–1], of
the aquifer [equation (9B1.7)].

We can also define a dimensionless measure of
storage, equal to the change in volume of stored wa-
ter per unit aquifer surface area per unit change in
head; this is the storage coefficient, S [1]:

Specific storage and storage coefficient are related as

S = H · Ss. (9.2)

The mechanisms relating changes in head and
changes in storage, and the relative magnitudes of
these changes, differ for unconfined and confined
aquifers, as described in the following sections (fig-
ure 9.2).

f

Increase or decrease in
volume of  water stored [L3]

Surface area of  aquifer [L2] ×
Increase or decrease in head [L]

S ≡ . (9.1)

Figure 9.2 Definition of storativity in (a) unconfined and (b) confined aquifers. See equation (9.1) [Heath (1982)].
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9.1.3.2 Unconfined Aquifers
In an unconfined aquifer, a change in head pro-

duces a change in the volume of water in the me-
dium (figure 9.2a). A decrease in head is reflected in
the lowering of the water table and a concomitant
decrease in water content of the portion of the aqui-
fer through which the water table descends and in
the overlying unsaturated zone (figure 9.3). The op-
posite occurs for an increase in head. The amount of
water-content change is characterized by the specific
yield, Sy, defined as the volume of water released per
unit surface area per unit decline of water table (fig-
ure 9.2a). Thus for an unconfined aquifer,

S = Sy. (9.3)

Typical values of Sy are shown in table 9.1.
The relative volume of water retained in the por-

tion of the aquifer experiencing a head decline is the
specific retention, Sr . Thus

The water remaining in the portion of the medium
experiencing a water-table decline is held by surface-
tension against gravity, so specific retention is essen-
tially identical to field capacity (section 8.1.1). Recall
also that soil drainage is not instantaneous, and
many days may be required for water content to de-
cline to Sr in a draining aquifer (figure 8.1).

9.1.3.3 Confined Aquifers
In a confined aquifer, a decrease in head is re-

flected in a lowering of the piezometric surface, but
the aquifer beneath the unit surface area remains sat-

urated (figure 9.2b). In this case, the decrease of stor-
age accompanying the head decrease is due to: (1)
compaction of the aquifer as part of the weight of the
overlying material is transferred from the liquid to
the solid grains, resulting in an increase in effective
stress and a slight decrease in porosity and (2) ex-
pansion of the water due to the lowered pressure
(box 9.2 on p. 395). The changes are reversed for an
increase in head.

Following Freeze and Cherry (1979), when a
volume VT of a saturated aquifer is subjected to an
increase in effective stress dσeff, it is compacted by an
amount –dVT, and an equal volume of water dVw is
expelled. Thus from equations (9B2.5) and (9B2.6),

dVw = –dVT = α · VT · dσeff = –α · VT · γ · dh,
(9.5)

where α [L2 F–1] is the aquifer compressibility and γ
[F L–3] is the weight density of water. Thus for a unit
volume (VT = 1) and a unit head decline (dh = –1),
the volume of water expelled becomes

dVw = α · γ. (9.6)

The increase in effective stress produces a de-
crease in fluid pressure and head [equations (9B2.3)
and (9B2.4)], which produces an expansion in the
water. From equation (9B2.1), this is given by

dVw = –β · Vw · dp. (9.7)

The total volume of water in the unit volume of
medium is  · VT, where  is porosity. Thus using
equation (9B2.4), equation (9.7) becomes

Thus the specific storage for a confined aquifer is the
sum of the water-volume changes due to compac-
tion/expansion of the medium [equation (9.6)] and
of the water [equation (9.8)]:

The dimensionless storage coefficient, S, for a con-
fined aquifer is often called the storativity; combin-
ing equations (9.2) and (9.9) gives

Storativities for confined aquifers are usually in the
range 5×10–5 to 5×10–3; i.e., at least an order of
magnitude less than the specific yield for uncon-
fined aquifers.

f = +S Sy r . (9.4)

f f

dVw = ◊ ◊b f g. (9.8)

Ss = +( )◊ ◊a f b g. (9.9)

S H= +( )◊ ◊ ◊a f b g . (9.10)

Figure 9.3 Specific yield (shaded area) in an uncon-
fined aquifer [reproduced from Freeze and Cherry 
(1979), Groundwater, with permission from Prentice 
Hall].
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Table 9.1 Porosities, Specific Yields, and Specific Retentions of Geologic Materials.a

Material

Clay

Silt

Fine sand

Medium sand

Coarse sand

Fine gravel

Medium gravel

Coarse gravel

Silty till

Sandy till

Gravelly till

Loess

Aeolian sand

Peat

Granite

Gabbro

Fine sandstone

Med. sandstone

Siltstone

Claystone

Shale

Limestone

Dolomite

Basalt

Volcanic tuff

Schist

Min.

0.34

0.34

0.26

0.29

0.31

0.25

0.24

0.24

0.30

0.22

0.22

0.44

0.40

0.34

0.42

0.14

0.30

0.29

0.41

0.01

0.07

0.19

0.03

0.07

0.04

Avg.

0.42

0.46

0.43

0.39

0.39

0.34

0.32

0.28

0.34

0.31

0.26

0.49

0.45

0.92

0.45

0.43

0.33

0.37

0.35

0.43

0.06

0.30

0.26

0.17

0.41

0.38

Max.

0.57

0.61

0.53

0.49

0.46

0.39

0.44

0.37

0.41

0.37

0.30

0.57

0.51

0.57

0.45

0.49

0.44

0.48

0.45

0.10

0.56

0.33

0.35

0.55

0.49

Min.

0.01

0.01

0.01

0.16

0.18

0.13

0.17

0.13

0.01

0.02

0.05

0.14

0.32

0.02

0.12

0.01

0.02

0.02

0.22

Avg.

0.06

0.20

0.33

0.32

0.30

0.28

0.24

0.21

0.06

0.16

0.16

0.18

0.38

0.44

0.21

0.27

0.12

0.14

0.21

0.26

Max.

0.18

0.39

0.46

0.46

0.43

0.40

0.44

0.25

0.13

0.31

0.34

0.22

0.47

0.40

0.41

0.33

0.36

0.47

0.33

Min.

0.25

0.03

0.03

0.01

0.05

0.00

0.01

0.03

0.23

0.03

0.01

0.22

0.01

0.01

0.05

0.05

0.05

0.06

0.22

Avg.

0.38

0.28

0.08

0.04

0.07

0.07

0.07

0.09

0.28

0.14

0.12

0.27

0.03

0.44

0.13

0.10

0.29

0.13

0.21

0.26

Max.

0.47

0.45

0.43

0.18

0.18

0.17

0.15

0.14

0.33

0.29

0.25

0.30

0.06

0.31

0.19

0.45

0.29

0.38

0.33

Porosity Specific Yield Specific Retention

Unconsolidated Alluvial Deposits

Unconsolidated Glacial Deposits

Unconsolidated Aeolian Deposits

Unconsolidated Biogenic Deposits

Weathered Rock (Saprolites)

Clastic Sedimentary Rocks

Carbonate Rocks

Igneous and Metamorphic Rocks

aValues measured in small samples by Morris and Johnson (1967).
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9.1.4 Transmission Properties of Aquifers
The fundamental transmission property of a po-

rous medium is its saturated hydraulic conductivity,
Kh, which is the volume rate of flow per unit area
transmitted through the medium by a unit hydraulic-
head gradient [equation (9B1.2)]. Methods of mea-

surement and ranges of values of Kh were described in
section 7.3. As noted there, Kh has significant spatial
variability, even within a given aquifer, and conductiv-
ity at a “point” may be different in different directions.
Figure 9.4 illustrates the four possible combinations of
anisotropy and heterogeneity: If Kh at a “point” is the

Box 9.2 Effective Stress and the Compressibility of Water and Aquifers

Compressibility of Water

Consider a volume of water Vw at a pressure p. If the 
pressure is increased by an amount dp, the volume will 
decrease by an amount –dVw. The compressibility of 
water, β, is defined as the relative decrease in volume per 
unit increase in pressure [L2 F–1]:

This is a reversible process, so a decrease in pressure (dp 
< 0) causes a concomitant expansion (dVw > 0). β for 
water is very small and is effectively constant at near-sur-
face pressures and temperatures at β = 4.4×10–10 m2/N.

Effective Stress

Consider a horizontal plane within a saturated 
porous medium. The total stress (≡ force per unit area
[F L–2]) acting on the plane is due to the weight of the 
overlying mineral medium and water. Part of this stress 
is borne by the solid particles of the medium and part by 
the fluid, which is reflected in the fluid pressure. Thus

σT = p + σeff , (9B2.2)

where σT is total stress, p is fluid pressure, and σeff is the 
stress borne by the medium, which is called the effec-
tive stress.

In most hydrologic situations, the weight of the over-
lying rock and water do not change, so that dσT = 0 and

dσeff = –dp. (9B2.3)

Thus if pressure decreases, stress is transferred from the 
fluid to the medium, and effective stress increases. This 
increase causes the grains of the medium to become 
somewhat more densely packed, so the medium com-
pacts. If pressure increases, the effective stress 
decreases, and the medium tends to expand. However, 
the process is not quantitatively reversible, and the 
expansion is less than the compaction in response to a 
given dp. This means that a medium tends to become 
increasingly compacted in response to repeated cycles 
of increasing and decreasing pressure changes.

Since

p = γ · ψ = γ · (h – z), (9B2.4)

and z is constant at any level,

dσeff = –γ · dψ = –γ · dh; (9B2.5)

that is, changes in effective stress are determined by 
changes in hydraulic head.

Note that changes in effective stress do not respond 
immediately to changes in pressure; water flow in 
response to a change in pressure may take considerable 
time (months to years in some cases).

Compressibility of Porous Media

The compressibility of the medium, α [L2 F–1], is 
defined analogously to that of water:

where VT is the total volume of the medium (solid plus 
pore space).

Because of the nonreversibility of porous-media 
compaction, α is a function of the applied stress and of 
the history of stress changes. The table below gives 
ranges of α values for porous media. Note that these are 
generally much larger than for water, especially for 
unconsolidated materials.

b ∫ -d

d

V V

p
w w . (9B2.1)

a
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∫ -d

d

V VT T

eff
, (9B2.6)

Table 9B2.1

Medium

Clay

Sand

Gravel

Jointed rock

Sound rock

Compressibility, α (m2/N)

10–8 to 10–6

10–9 to 10–7

10–10 to 10–8

10–10 to 10–8

10–11 to 10–9

Source: Freeze and Cherry (1979).
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same for all directions, the medium is isotropic; oth-
erwise it is anisotropic. If the conductivity in all direc-
tions is the same at all “points,” the medium is
homogeneous; otherwise it is heterogeneous.

When dealing with flows to wells in confined
aquifers in which Kh and the saturated thickness, H,
are only slightly variable and the flow paths are ap-
proximately horizontal, ground-water hydrologists
often use the concept of aquifer transmissivity, T [L2

T–1], defined as

T ≡ H · Kh. (9.11)

9.1.5 Aquifer Response Time and
Residence Time

Unconfined aquifers are reservoirs in which out-
flow is related to storage [equation (1.23)], and stor-

age is related to inflow and outflow. A relative
measure of the time scale at which aquifer storage
and outflow vary is given by

where τ is aquifer response time [T], L is a measure
of the horizontal extent of the aquifer [L], and the
other symbols are as defined earlier. The inverse of τ
is often called the aquifer response rate (Erskine and
Papaioannou 1997). These response characteristics
appear in various contexts later in this chapter.

As noted, the S values, and hence response
times, for unconfined aquifers are orders of magni-
tude greater than those for confined aquifers, because
changes in storage in unconfined aquifers reflect the

t ∫ =◊
◊

◊L S
H K

L S
Th

2 2
, (9.12)

Figure 9.4 Four possible combinations of heterogeneity and anisotropy in saturated hydraulic conductivity 
[adapted from Freeze and Cherry (1979)].
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actual filling and emptying of soil pores rather than
the very minor effects of water and aquifer compress-
ibility. Unconfined aquifers may also be subject to re-
charge by infiltration and water loss in response to
evapotranspiration over their entire extents. Thus

Unconfined aquifers are much more 
interactively related to the regional

hydrologic cycle than are confined aquifers,

and unconfined aquifers will be the sole focus of sub-
sequent ground-water treatments in this text.

As discussed in section 1.10.3, the residence time
of water in a reservoir is the average length of time a
“parcel” of water spends in the reservoir. Aquifer res-
idence time also characterizes the timing of aquifer
responses to changes in recharge and the fate of con-
taminants that are subject to chemical and biological
processes as they move through aquifers to surface-
water bodies (Haitjema 1995). From equation (1.25),
the general definition of residence time, TR, is

For an unconfined aquifer of average saturated thick-
ness H, this becomes

where R is average recharge rate per unit area [L T–1].

9.2 Regional Ground-Water Flow

9.2.1 Equation for Steady
Ground-Water Flow

Recall that the general ground-water flow equa-
tion [equation (9B1.8)] is derived by combining
Darcy’s law with the conservation of mass. To illus-
trate the essential features of regional ground-water
flow systems, we will use solutions of that equation
that represent steady flow in two-dimensional vertical
slices through unconfined aquifers (like figure 9.1),
imposing simple boundary conditions that represent
idealized configurations of topography and geology.
For these conditions, the general equation becomes

where x is the horizontal coordinate and z is the verti-
cal coordinate. In many of our examples, we assume
that the hydraulic-conductivity field is isotropic (i.e.,
Khx = Khz ), and the general equation reduces to the
Laplace equation,

As noted in section 7.3.4, solutions to these
equations are shown as flow nets giving the pattern
of equipotentials and streamlines that is consistent
with the boundary conditions and the distribution of
conductivity values. The spacing of the equipoten-
tials is inversely related to the head gradient, so the
relative intensity of the circulation is larger where the
equipotentials are closely spaced. The rate of flow in
the direction of the streamline at any point can be
calculated by determining the head gradient in that
direction and multiplying it by the local value of hy-
draulic conductivity.

In nature, topography, conductivity, and climate
influence infiltration, recharge, evapotranspiration,
and discharge of ground water to streams, and hence
the water-table configuration. The water-table con-
figuration in turn influences the distribution of re-
charge and discharge conditions, as discussed in
section 9.5. These interactive processes are not incor-
porated in the solutions we examine here; instead,
water-table configurations typical of those observed
in nature are specified as imposed boundary condi-
tions. However, if the general configuration of the
water table does not greatly change through the year,
and if the fluctuations of the water table at any point
are small relative to the thickness of the saturated
zone (as is often the case), equation (9.15) provides
an instructive picture of the essential features of re-
gional ground-water flow under various topographic
and geologic conditions. Note that these features are
independent of the scale of the flow system.

9.2.2 General Features of Regional 
Ground-Water Flow

Figure 9.5 shows the effects of overall aquifer ge-
ometry on solutions to equation (9.15). In both cases,
the upper flow boundary is a gently sloping water ta-
ble, the lower boundary is a horizontal impermeable
layer, the right boundary is a divide where flow is
vertically downward, and the left boundary is a val-
ley where flow is vertically upward. In relatively thin
aquifers, the flow is essentially horizontal except at

average rate of  input/output [L3 T–1]

average storage in reservoir [L3]
TR ∫ . (9.13)

T
S H
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y∫

◊
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the divide and valley (figure 9.5a); in relatively thick
aquifers the vertical components of the streamlines
are much greater throughout (figure 9.5b).

The flowlines represent flow from recharge areas
to discharge areas:

• Recharge areas are regions in which the ground-
water flow is directed away from the water table.

• Discharge areas are regions in which the ground-
water flow is directed toward the water table.

• The line separating recharge and discharge areas is
called a hinge line.

The water table is usually at some depth in re-
charge areas and at or near the surface in discharge
areas. Thus discharge areas are usually the sites of
surface-water bodies: streams, lakes, wetlands, or, if
highly localized, springs.

Note that basic water-balance considerations dic-
tate that the average rate of discharge from a regional
aquifer must be equal to the average rate of recharge.
Since recharge rate (≈ precipitation less evapotranspi-
ration) is determined largely by climate, topography
and geology determine only the spatial distributions
of discharge and recharge, not the absolute rates.

Figure 9.5 Flow-net configurations computed by applying the Laplace equation [equation (9.15b)] to idealized 
approximations of unconfined ground-water flow to a stream where: (a) the aquifer is relatively shallow (note 
flow is essentially horizontal) and (b) the aquifer is relatively deep (note flow has a significant vertical component, 
except near the mid-line). Contours are equipotentials; lines with arrows are streamlines [Tóth (1962). A theory of 
groundwater motion in small drainage basins in central Alberta, Canada. Journal of Geophysical Research 67:4375–
4387, with permission of the American Geophysical Union].
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9.2.3 Effects of Topography
Figure 9.6 shows a cross section through an ide-

alized hilly upland area in a humid region, underlain
by permeable deposits with homogeneous and isotro-
pic conductivity resting on an impermeable base. Un-
der these conditions, the solution of equation (9.15)
results in a general head gradient from the divides to-
ward the streams, with the flow moving downward
and diverging near the divide and then upward and
converging toward the valleys, where ground-water
discharge produces streams. A boundary streamline
flows vertically downward at the divides, horizon-
tally along the impermeable base, and vertically up-
ward under the streams. Thus in hilly humid areas,

• Surface divides and streams are usually the bound-
aries of ground-water flow systems;

• The balance between net vertical recharge and lat-
eral ground-water flow produces a water table that
is a subdued replica of the ground surface;

• The higher the ratio of recharge rate to hydraulic
conductivity, the more closely the water table repli-
cates the topography.

However, in arid regions or areas of asymmetric to-
pography or heterogeneous geology, ground-water
divides may not coincide with surface-water divides
and surface-water bodies.

Figure 9.7 shows the flow nets for two situations
of identical geology, depth to impermeable base, and
lateral dimension. Both have a major valley on the
left and an upland area toward the right, but the
smaller-scale topography (as represented by the wa-

ter table) differs. In figure 9.7a the water table is a
gently sloping plane, such as might be found beneath
a region of undeformed lake or coastal-plain sedi-
ments; the water table in figure 9.7b reflects a hilly
upland superimposed on the general leftward-slop-
ing topographic trend, such as might be found in a
region of glacial deposits.

The plane water table of figure 9.7a results in a
single flow system, with the recharge area extending
down to the central valley. In figure 9.7b, on the
other hand, each hill in the water table produces a
small-scale recharge-discharge system that circulates
above a larger-scale flow in the left half of the sys-
tem, and both these systems circulate above a still
larger-scale flow system extending from the major di-
vide to the major valley.

Patterns like that in figure 9.7b led Tóth (1963)
to conclude that, in many situations, one can iden-
tify local flow systems, in which water moves from a
recharge area to the next adjacent discharge area; re-
gional flow systems, in which the flow is from the
recharge area farthest from the main valley to the
discharge area in the main valley; and intermediate
flow systems, in which the flow path is longer than
local but shorter than regional (figure 9.8 on p. 401).

Regions with little local relief typically have only
regional systems, and regions with pronounced local
relief typically have only local systems. However, the
pattern of development of flow systems of various
scales is affected also by the overall system geometry:
Development of local flow systems is favored where
the depth to the impermeable layer is small relative to

Figure 9.6 Ground-water flow net as given by solving the Laplace equation [equation (9.15b)] for a vertical sec-
tion through idealized hills and valleys in a permeable material resting on an impermeable base. Dashed lines are 
equipotentials; arrows are streamlines. Streams, lakes, or wetlands are present in valleys where the water table 
intersects the land surface [adapted from Hubbert (1940)].
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the distance from the main valley to the divide, and
the more pronounced the relief, the deeper the local
systems extend; regional systems are favored where
the impermeable layer is deep relative to that distance.
(These relations are examined further in section 9.2.5.)

Thus, as noted by Freeze and Cherry (1979), to-
pography alone can create complex ground-water
flow patterns. In general, uplands are recharge areas
and lowlands are discharge areas; hinge lines are
usually closer to the valleys than to the divides and
discharge areas typically constitute less than 30% of
a given drainage basin.

9.2.4 Effects of Geology
The most important geologic factors controlling

the directions and relative rates of ground-water
movement are:

1. Lithology: The mineral composition, grain-size
distribution, and grain-shape characteristics of
rocks and unconsolidated geologic materials that
control the hydraulic conductivity distribution.

2. Stratigraphy: The geometrical relations among
the various formations which, except for intrusive
igneous or highly metamorphosed rocks, are typi-
cally layered.

3. Structure: The general arrangement and relative
positions of formations, especially as modified by
deformational processes such as folding, faulting,
and jointing (formation of cracks) and intrusion
of igneous rocks.

As noted by Freeze and Cherry (1979), an un-
derstanding of the lithology, stratigraphy, and struc-
ture of a region usually leads directly to an
understanding of the distribution of aquifers and

Figure 9.7 Ground-water flow net for (a) a gently slop-
ing plane land surface and (b) small hills superimposed on 
a gently sloping plane. Dashed lines are equipotentials, 
lines with arrows are streamlines. (c) Typical location of 
cross sections (a) and (b) within a drainage basin. Dashed 
lines are drainage-basin divides [(a) and (b) from Freeze 
and Witherspoon (1967). Theoretical analysis of regional 
groundwater flow: 2. Effect of water-table configuration 
and subsurface permeability variation. Water Resources 
Research 3:623–634, with permission of the American 
Geophysical Union].
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confining beds, and hence to a qualitative under-
standing of at least the major characteristics of
ground-water movement. Complete understanding
of the role of ground water in a region’s hydrology
must be based on detailed geologic mapping, subsur-
face exploration, and modeling.

Figure 7.9 shows the ranges of saturated hydrau-
lic conductivity and table 9.1 gives some typical val-
ues of porosity, specific yield, and specific retention
for various geologic materials. Figure 9.9 shows the
distribution of the principal types of aquifers in the
conterminous United States. More detailed informa-
tion about regional ground-water geology and the
ground-water characteristics of various types of geo-
logic materials can be found in McGuinness (1963),
Freeze and Cherry (1979), US Geological Survey
(1985), and Fetter (2001).

Geologic conditions display infinite variability, so
we can only suggest the types and magnitudes of geo-
logic effects on ground-water flow patterns by exam-
ining a few idealized situations. In these depictions,
variations in geology are represented by differences in

the relative magnitudes of saturated hydraulic con-
ductivity.

Figure 9.10 on p. 403 shows the effects of a bur-
ied layer with hydraulic conductivity 100 times
greater than the overlying layer on the flow net for a
sloping-plane topography. Comparing this net with
figure 9.7a, where the flow is essentially horizontal,
the flow in the upper layer now has a strong vertical
component and the hinge line moves upslope.

The effect of a buried high-conductivity layer in
a region of hilly topography can be seen by compar-
ing figure 9.11 with figure 9.7b. In figure 9.11 on p.
403, the buried layer changes the local flow systems
near the divide to intermediate systems, reduces the
flow intensities in the remaining local systems, and
increases the intensity and extent of the discharge
area in the main valley.

Figure 9.12 on p. 404 shows the effect of a basal
lens of high-conductivity material in the upper por-
tion of a system with flat topography. The flow net is
much altered from that in figure 9.7a, with a dis-
charge zone in mid-basin.

Figure 9.8. Local, intermediate, and regional ground-water flow systems [Tóth (1963). A theoretical analysis of 
groundwater flow in small drainage basins. Journal of Geophysical Research 68:4795–4812, with permission of the 
American Geophysical Union].
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Figure 9.13 is a cross section of an actual flow
system in glacial deposits in Saskatchewan, Canada,
that illustrates the complexity of flow patterns that
can exist in nature. Note that recharge occurs over al-
most the entire section, and that Notukeu Creek is a
site of recharge, not discharge. Discharge occurs only
to Wiwa Creek, but there is also flow beneath that
stream and the northern upland to some other re-
gional discharge site to the northeast.

Freeze and Witherspoon (1967) presented flow
nets for combinations of idealized topography and
geology other than those shown here. All these ex-
amples show clearly that variations in geology,
which might not be apparent without detailed sub-
surface exploration, can produce a wide range of
possible flow-net configurations consistent with a
given water-table configuration. Thus information
about subsurface geologic conditions and hydraulic
head is necessary for formulating an accurate picture
of regional ground-water flow.

9.2.5 Synthesis: Effects of Topography, 
Geology, and Climate

9.2.5.1 Hydrologic Landscapes
Winter (2001) introduced the concept of hydro-

logic landscape as a framework for synthesis and
analysis of the interactions between topography, ge-
ology, and climate. This concept is based on the idea
that a simple landform—an upland adjacent to a
lowland separated by an intervening steeper slope
(figure 9.14 on p. 406)—along with its geology and
climate, is the basic building block of all hydrologic
landscapes. Winter (2001) called this feature a fun-
damental hydrologic landscape unit (FHLU).

The central hydrologic feature of an FHLU is a
simple ground-water flow cell from the upland to the
lowland, involving the movement of water between
the atmosphere (precipitation and evapotranspira-
tion), surface water (controlled by the slopes and per-
meability of the unit’s surfaces), and ground water
(controlled by the hydraulic characteristics of the
unit’s geologic framework). Thus in a given context,

Figure 9.12 Flow nets for topography of figure 9.7a, but with a buried 
lens with hydraulic conductivity 10 times greater than that of the overlying 
material in different positions [Freeze and Witherspoon (1967). Theoretical 
analysis of regional groundwater flow: 2. Effect of water-table configura-
tion and subsurface permeability variation. Water Resources Research 
3:623–634, with permission of the American Geophysical Union].
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the characterization of the FHLU would involve a
description of climate; the surface slopes and areas of
the upland, lowland, and intervening steeper slopes;
and the hydraulic properties of the geologic units.

Figure 9.15 shows six general FHLU types that
occur commonly in various parts of the world. In all
these systems

• The water table is a subdued replica of the topog-
raphy; and

• Downward components of ground-water flow oc-
cur at downward breaks-in-slope of the water table,
and upward components at upward breaks-in-slope.

In some settings, this may result in wetlands in the
area of lower slope; wetlands may also occur where
the water table intersects the lower part of the steeper
land-surface slope.

The FHLU concept provides useful generaliza-
tions about the nature of ground-water–surface-water
interactions in various physiographic, geologic, and
climatic settings. It also provides a basis for subdivi-
sion of a region of any scale into areas likely to have
similar surface-runoff and/or ground-water flow
fields for hydrologic analysis and hypothesis testing.

The hypotheses can then be tested by study of a par-
ticular area, or they can be the foundation for plans 
of study, design, and evaluation of data networks, 
syntheses of existing information, enhancing transfer 
value of information from well studied to unstudied 
sites, or comparisons of research results from a wide 
variety of small research sites. (Winter 2001, p. 341)

9.2.5.2 Water-Table Ratio
A recent quantitative approach to regional

ground-water analysis (Gleeson et al. 2011) com-

bines the influences of topography, geology, and cli-
mate into a dimensionless water-table ratio (WTR):

where R is average recharge rate [L T–1], X is average
horizontal distance between streams [L], Kh is hy-
draulic conductivity [L T–1], H is average vertical ex-
tent of the aquifer flow system [L], and Z is
maximum watershed relief [L] (figure 9.16 on p.
408). Where WTR > 1, the water table is topogra-
phy-controlled: the water table is relatively shallow
and closely associated with topography. Where WTR
< 1, the water table is recharge-controlled: the water
table is deep and largely unrelated to topography.

Using available databases for values of R (0 to
2.2 m/yr), Kh (0 to 4,000 m/yr), and Z (0 to 4,000
m), Gleeson et al. (2011) calculated WTR for water-
sheds of ~100 km2 area in the contiguous United
States (H and X were assumed to be essentially con-
stant because all the watersheds were of similar size).
These values varied over ~11 orders of magnitude,
largely because of the variability of Kh, so values of
log(WTR) were mapped. Although there was very
little correlation among the R, Kh, and Z values,
there was strong regional coherence in log(WTR)
values. They found that areas with topography-con-
trolled water tables [log(WTR) > 0] occur in humid
(high-recharge) regions with subdued topography,
low hydraulic conductivity, and shallow and less
variable water-table depths; local rather than re-
gional ground-water flow is typical of these areas
(e.g., in the Northeast). Conversely, recharge-con-
trolled water tables [log(WTR) < 0] occur in arid re-

WTR
R X
K H Zh

∫ ◊
◊ ◊ ◊

2

8
, (9.16)

Figure 9.14 The fundamental hydrologic land-
scape unit (FHLU) consists of an upland adjacent to 
a lowland separated by an intervening steeper 
slope, along with its geology and climate [repro-
duced from Winter (2001). The concept of hydro-
logic landscapes. Journal of the American Water 
Resources Association 37(2):335–349, with permis-
sion of Wiley].
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Figure 9.15 Generalized hydrologic landscapes: (a) narrow uplands and lowlands separated by a large, steep valley 
side (mountainous terrain); (b) large, broad lowland separated from narrow uplands by steeper valley sides (playas 
and basins of interior drainage); (c) small, narrow lowlands separated from large, broad uplands by steeper valley side 
(plateaus and high plains); (d) small FHLUs nested within a larger fundamental hydrologic landscape unit (large river-
ine valley with terraces); (e) small FHLUs superimposed on a larger fundamental hydrologic landscape unit (coastal 
plain with terraces and scarps); (f ) small FHLUs superimposed at random on larger, fundamental hydrologic landscape 
units (hummocky glacial and dune terrain) [reproduced from Winter (2001). The concept of hydrologic landscapes. 
Journal of the American Water Resources Association 37(2):335–349, with permission of Wiley].
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gions with mountainous topography and high
hydraulic conductivity; water tables are deep, and re-
gional rather than local flow systems dominate (e.g.,
in the Southwest and Rocky Mountains).

Gleeson et al. (2011) concluded that differentiating
water-table types on the basis of WTR provides a basis
for conceptualizing regional ground-water flow sys-
tems, understanding the relation between ground water
and surface water, and understanding the coupling of
land-surface processes (precipitation, snowmelt, and
evapotranspiration) to ground-water circulation. Thus
in many respects, WTR is a quantification of Winter’s
(2001) hydrologic landscape approach.

9.3 Ground-Water–
Surface-Water Relations

9.3.1 Ground Water and Streams
Streams range in size from rills to brooks to rivers,

and there are no strict quantitative boundaries to the
application of these terms. The channel geometry,
bank and bed materials, and flow characteristics of a
given stream as identified by a single name (e.g., Bea-
ver Brook, Mekong River) usually change significantly
along its length. Thus for purposes of describing and
understanding natural streams we focus on the stream
reach, which is a stream segment with fairly uniform
size and shape, water-surface slope, channel materials,
and relation to ground-water inflows and outflows.
The length of a reach depends on the scale and pur-
poses of a study. The volumetric flow rate (volume per
unit time) within a channel is the discharge or stream-
flow [L3 T–1]; this quantity varies along a stream and
with time at a given location.

Here we examine the types of relations that can
exist between stream reaches and ground water, de-
fine some useful terms, and introduce a simple but
useful quantitative model of the relation between re-
charge, ground-water flow, and streamflow. Ap-
proaches to quantifying ground-water contributions
to streamflow are discussed in section 9.5.3.

9.3.1.1 Event Flow and Base Flow
Water that enters streams promptly in response to

individual water-input events (rain and/or snowmelt)
is called event flow, direct flow, storm flow, or quick
flow. This is distinguished from base flow, which is
water that enters from persistent, slowly varying (long-
residence-time) sources and maintains streamflow be-
tween water-input events. Stream reaches that receive
large proportions of their flow as base flow tend to
have relatively low temporal flow variability, and
hence provide a more reliable source of water for vari-
ous water-resource purposes (water supply, waste-wa-
ter dilution, navigation, hydropower generation, etc.).

It is usually assumed that most, if not all, base
flow is supplied by ground-water discharge, as de-
picted in figures 9.5–9.7 and 9.10–9.12. However,
base flow can also come from lakes or wetlands, or
even from the slow drainage of relatively thin soils
on upland hillslopes (Hewlett and Hibbert 1963).
Conversely, ground water can also contribute to
quick flow; these aspects of ground-water–surface-
water relations are examined in chapter 10.

Figure 9.16 Regional water-table types classified by 
Gleeson et al. (2011). The arrow thickness represents 
the relative magnitude of regional ground-water flow. 
(a) Topography-controlled. (b) Recharge-controlled. 
The water-table depth is generally deeper and more 
variable in recharge-controlled water tables [Gleeson 
et al. (2011). Classifying the water table at regional to 
continental scales. Geophysical Research Letters 38, 
with permission of the American Geophysical Union].
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9.3.1.2 Stream Types
A stream reach that occurs in a discharge area

and receives ground-water flow is called a gaining
(or effluent) reach; its discharge increases down-
stream. The surface of gaining reaches is generally
very slightly below the out-cropping of the water ta-
ble, with a thin seepage face between the two sur-
faces (figure 9.17a).

A losing (or influent) reach is one in which dis-
charge decreases downstream; such a reach typically
occurs in a recharge zone and may either be con-
nected to (figure 9.17b) or “perched” above (figure
9.17c) the general ground-water flow. A flow-
through reach is one that simultaneously receives
and loses ground water (figure 9.17d).

Relations between ground water and streams are
highly dynamic, especially in humid regions. During
wet seasons, when recharge exceeds evapotranspira-

tion, the water table rises and intersects stream chan-
nels widely over the watershed, converting dry,
losing reaches to gaining and making the watershed
more responsive to water-input events (section 10.4).
In seasons when precipitation is less or evapotranspi-
ration greater, the water table recedes and upstream
gaining reaches become losing. A stream reach that
contains flow all year is perennial; one with flow
only during wet seasons is intermittent; one with
flow only in response to a water-input event is
ephemeral. Perennial and intermittent reaches are
usually sustained by ground-water flow between wa-
ter-input events (gaining), while ephemeral reaches
are usually losing.

9.3.1.3 Hyporheic Flow
Hyporheic flow is the exchange of stream water

and ground water that occurs in the stream bed. The

Figure 9.17 Stream-aquifer relations. (a) Gaining stream receiving water from local, intermediate, or regional 
ground-water flow; (b) losing stream connected to water table; (c) losing stream perched above water table; (d) 
flow-through stream.



410 Part III: Water Movement on the Land

hyporheic zone can extend laterally from the stream
up to hundreds of meters under the floodplain (e.g.,
Jones et al. 2007), and vertically several meters into
the stream bed (Tonina and Buffington 2011). Buried
paleochannels can create high-conductivity zones
that conduct hyporheic flow away from and back to-
ward the active channel (e.g., Kasahara and Wond-
zell 2003). The importance of the hyporheic zone to
water quality and aquatic organisms, including fish
spawning, is increasingly being recognized (e.g.,
Hakenkamp et al. 1993).

Hyporheic flow is produced by variations in bed
topography that create pressure-head differences:
Flow enters the bed in zones of high pressure, and re-
enters the channel in zones of low pressure. Based on
flume experiments and modeling, Tonina and Buff-
ington (2011) found that the depth of the hyporheic
zone was about 0.3 times the streamwise spacing of
the bedforms, and that the characteristics of hypo-
rheic exchange vary with stream discharge, bedform
amplitude, and depth of alluvium, as summarized in
table 9.2. The depth of alluvium is the primary con-
trol on the character of hyporheic flow when an im-
permeable sublayer is present at a depth less than 0.3
times the bedform spacing. Stream discharge controls
the pressure distribution at the sediment interface
and bedform amplitude influences pressure distribu-
tion and the area of bed available for exchange.

9.3.1.4 Bank Storage
The lateral exchange of water between the chan-

nel and banks is commonly significant during high

flows, and is termed bank storage. When an event
flow enters a gaining reach, a flood wave forms and
travels downstream (section 10.5). As the leading
edge of the wave passes, the stream-water level rises
above the water table in the bank, reversing the head
gradient and inducing flow from the stream into the
bank (figure 9.18b). After the peak of the wave
passes, the stream level declines and a streamward
gradient is once again established (figure 9.18c).
Now the wedge of stream-water storage created by
the rapid rise drains in both directions, but ultimately
all returns to the stream.

By temporarily removing water from the channel,
bank storage reduces the magnitude and delays the
peak of the flood wave that would otherwise have oc-
curred in response to the water-input event (figure
9.19). The importance of this natural flood-control
process varies depending on the channel configuration
and material, the extent of the permeable banks, and
the rate of rise, magnitude, and duration of the flood
wave. Approaches to quantitative modeling of bank
storage have been developed by Rorabaugh (1964),
Pinder and Sauer (1971), Moench et al. (1974), Hunt
(1990), and Whiting and Pomeranets (1997).

9.3.1.5 The Dupuit Approximation
In gaining streams, which are typical of humid

regions, streamflow consists largely of drainage from
unconfined aquifers (figures 9.6 and 9.17a). Flow in
unconfined aquifers is inherently difficult to charac-
terize because the position of the upper flow bound-
ary (the water table) changes with time. However,

Table 9.2 Relations between Hyporheic-Flow Characteristics and Stream Discharge, Bedform Amplitude, and 
Depth of Alluvium.

Characteristic

Average depth of hyporheic 
zone (ZHZ)

Average residence time in 
hyporheic zone (THZ)

Average downward 
hyporheic flux, (QHZ)

Stream Discharge (Q)

ZHZ ↓ as Q ↑ when bedforms 
partially submerged.

ZHZ ↑ as Q ↑ when bedforms 
fully submerged.

THZ ↓ as Q ↑

QHZ ↑ as Q ↑

Bedform Amplitude (ZBF)

ZHZ ↓ as ZBF ↓

THZ↓ as ZBF ↓ when bedforms 
partially submerged.

QHZ ↑ as ZBF ↑

Depth of Alluviuma (ZA)

ZHZ ↓ as ZA ↓

THZ ↓ as ZA ↓

QHZ ↓ as ZA ↓

↑ = increases

↓ = decreases
aWhen ZA > ZHZ, ZA does not affect hyporheic-flow characteristics.

Source: Adapted from Tonina and Buffington (2011).
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useful approximate analytical solutions to many un-
confined flow problems can be developed using as-
sumptions formulated by the French engineer A. J.
E. J. Dupuit in 1863. The Dupuit equations are de-
rived in box 9.3 (figure 9.20), and are applied to a
simplified steady-state model of an aquifer draining
to streams in box 9.4 (figure 9.21 on p. 413).

Equation (9B4.9) gives significant insight into
the water-balance relations between ground-water
and surface-water flows: It shows that average
ground-water discharge to streams depends only on
the average rate of recharge from infiltration, which
is essentially climatically determined, and the stream
spacing. The hydraulic conductivity determines the
configuration of the water table required to transmit
the recharge to streams [equation (9B4.5)], but not
the flow rate.

Note that qGW in equation (9B4.9) is the ground-
water contribution to streamflow per unit length of
stream from one-half of the drainage basin above the
cross section. Thus for a drainage basin,

q
Q

LGW
GW= ◊2

, (9.17)

Figure 9.18 The bank-storage process.
In (a) the stream is receiving base flow
only. In (b) a flood peak is passing, and

flow is induced into the banks. In (c) the
peak has passed and the bank-storage

wedge is draining.

Figure 9.19 Flood-control effect of bank storage. 
The dashed line shows the magnitude of a hypotheti-
cal flood wave in the absence of bank storage; the 
solid line shows the peak reduction and delay due to 
bank storage for conditions modeled by Hunt (1990). 
Bank storage is filling/draining when the dashed 
hydrograph is above/below the solid-line hydrograph.
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Box 9.3 Dupuit Approximation for Unconfined Flow

The Dupuit formulation follows the reasoning used in 
deriving the general equation for ground-water flow in 
box 7.3, but with the following simplifying assumptions 
(see figure 9.20): (1) the control volume extends from a 
horizontal impermeable base in the x-y plane up to the 
water table; (2) at any point in the x-y plane the total 
head, h, is constant in the vertical (z-) direction so that 
the vertical flow rate qz = 0; and (3) the head gradients 
are assumed equal to the slope of the water table. These 
assumptions do not introduce significant errors for 
water-table slopes < 0.18 (Smith and Wheatcraft 1992).

Under these conditions, the mass inflow, Min , 
(through faces 1, 2, and 3) during time period dt is

Min = ρ · qx · h · dy · dt + ρ · qy · h · dx · dt + ρ · RI · dx · dy · dt,
(9B3.1)

where RI is the net rate of recharge from infiltration per 
unit area [L T–1] and qx and qy are the Darcy velocities
[L T–1] in the x- and y-directions, respectively. Since both 
q and h may change in the x- and y-directions, the out-
flow (through faces 3 and 4 only, since face 6 is imper-
meable) in dt, Mout , is

The change in storage during dt is

where Sy is the aquifer specific yield. Thus

Replacing qx and qy with the flow rates given by 
Darcy’s law then yields

If the aquifer is homogeneous and isotropic (Khx = Khy = 
Kh), this is further simplified to

Now we can make use of the mathematical identities

to rewrite equation (9B3.6) as

which is the Dupuit equation for time-varying flow in a 
homogeneous isotropic aquifer. For steady flow in a 
homogeneous isotropic aquifer, equation (9B3.8) becomes
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Figure 9.20 Definition diagram for derivation of the 
Dupuit equation (box 9.3).
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Box 9.4 Dupuit Approximation for Steady-State Unconfined Aquifer Drainage to Streams

Figure 9.21 is a simplified version of figure 9.6, in 
which the land surface between streams is horizontal 
and the streams are fully penetrating, i.e., they extend 
downward to the basal impermeable layer. We consider 
long-term average (i.e., steady-state) conditions, and to 
make the development more general we show an asym-
metrical situation, with h0 ≠ hX. Since flow is in the x-
direction only, equation (9B3.9) becomes

Separating variables and integrating twice yields

The constants of integration, C1 and C2, are evaluated by 
noting that

h = h0 at x = 0 (9B4.3)

and

h = hX at x = X, (9B4.4)

so that

Equation (9B4.5) states that the water table in this sit-
uation is a curved surface whose shape is determined by 

the stream spacing (X), the hydraulic conductivity (Kh), 
the recharge rate (RI), and the stream elevations h0 and 
hX. By manipulation of this relation, we can show that 
the maximum water-table elevation (i.e., the ground-
water divide), hmax, occurs at x = Xd, where

and has a value

Note that for h0 = hX the configuration becomes sym-
metrical, analogous to figure 9.6. Under these condi-
tions, the discharge to the streams (per unit stream 
length), qGW , is

Evaluating dh/dx from equation (9B4.5) and substituting 
into equation (9B4.8) then leads to
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Figure 9.21 Definition sketch
for Dupuit flow to streams (box
9.4). Under the Dupuit assump-

tions (box 9.3), equipotential
lines are vertical and stream-

lines are horizontal, in contrast
to figure 9.6.



414 Part III: Water Movement on the Land

where QGW is the ground-water contribution to
streamflow from the drainage basin above the cross
section and L is the length of the main stream above
the cross section (perpendicular to the cross section).
An important implication of equation (9B4.9) is that
one can estimate recharge from infiltration as

Methods for evaluating QGW are discussed in section
9.5.3.

9.3.2 Ground Water and Lakes
and Wetlands

Lakes have the same range of relations to
ground water as shown for streams in figure 9.17.
Like gaining streams, perennial lakes usually occur
in discharge zones, although some are flow-through
systems. Seasonal lakes can be local sources of re-
charge, like losing streams. In gaining and flow-
through situations, the lake surface is at the water-ta-
ble elevation.

Most fresh-water wetlands are on the borders of
streams or lakes, or are former lakes that have been
largely or wholly filled with mineral and organic soil
and vegetation in various proportions. Thus they are
hydrologically similar to lakes, and the discussion
here can also be applied to bogs, swamps, and
marshes. Dooge (1975) and LaBaugh (1986) provide
useful reviews of wetland hydrology and Doss
(1993), Hunt et al. (1996), and Rosenberry and Win-
ter (1997) describe field investigations.

As with regional flow systems, much of our un-
derstanding of ground-water–lake interactions is
based on mathematical simulations of idealized situ-
ations (McBride and Pfannkuch 1975; Winter 1976,
1978, 1983; Cheng and Anderson 1994), supple-
mented increasingly by field studies (e.g., Crowe and
Schwartz 1985; Cherkauer and Zager 1989; Shaw
and Prepas 1990; Winter 1999; Winter et al. 2003).
Figure 9.22 shows examples of some of the complex
ground-water–lake interactions that can exist in a
simple topographic setting as revealed by modeling
studies. In figure 9.22a the subsurface has uniform

R
Q
X LI

GW= ◊ . (9.18)

(a)

Figure 9.22 Hypothetical ground-water–lake relations. (a) Flow net for a system of three lakes above a main 
stream. With a homogeneous aquifer there are local, intermediate, and regional flow systems and the lakes are 
zones of discharge for local systems [Winter (1976)]. 
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and isotropic hydraulic conductivity and the water
table slopes toward the three lakes from all sides.
Here the lakes are in the discharge zones of local
flow systems; there is a regional flow system at
depth, and an intermediate system that discharges
into the lowest lake. Figure 9.22b shows a situation
topographically identical to figure 9.22a, but here
discontinuous lenses of high hydraulic conductivity
at depth change the flow net so that the highest lake
contributes recharge through its bottom while receiv-

ing discharge around its perimeter. Flow-through
lakes tend to occur where water tables do not rise un-
der topographic highs (figure 9.22c).

Modeling and field studies have also shown
that, even where the surrounding geologic materials
are homogeneous, ground-water inflow to lakes is
concentrated in the littoral zone whether or not
there are relatively impermeable sediments present
in the deeper part of the lake. However, high-con-
ductivity zones in the lake bed can be loci of local

(b)

(c)

Figure 9.22 (continued) (b) Same as (a), but with three high-conductivity lenses at depth. Now the intermediate 
system disappears and the highest lake receives discharge near its edge and contributes recharge in its center 
[Winter (1976)]. (c) Ground-water flow systems where water table highs do not underlie topographic highs. The sur-
face water bodies are flow-through with respect to ground water [reproduced from Winter et al. (2003), Where 
does the ground water in small watersheds come from? Ground Water 41(7):989–1000, with permission from Wiley].
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concentration of inflows (springs), or zones of out-
flow (recharge), depending on the regional ground-
water configuration (Cherkauer and Nader 1989;
Winter 1999).

In some situations, lakes can be recharge sites
exclusively, at least at certain seasons. Meyboom
(1966) showed that, in southern Saskatchewan, Can-
ada, spring snowmelt runoff accumulates in small
depressions (prairie potholes) that are above the re-
charge zone of a regional flow system. The subse-
quent leaking of these small ponds produces
localized ground-water mounds representing re-
charge to this system. This local ground-water flow
pattern reverses in the summer, when trees growing
around the edges of the potholes extract ground wa-
ter and thereby make the potholes sites of discharge
for temporary local flow systems.

Studies by Winter (1983), Sacks et al. (1992),
and Anderson and Cheng (1993) also showed signifi-
cant seasonal changes in local ground-water flow sys-
tems adjacent to lakes. Winter et al. (2003) reviewed
field studies of ground-water–lake interactions and
noted that surface-water and ground-water water-
sheds of lakes commonly do not coincide. It is often
difficult to determine the extents of subsurface con-
tributing areas because of the lack of detailed subsur-
face information, the coexistence of ground-water
circulations of local to regional scales, and often the
effects of seasonal variability on system boundaries.
They found that lakes and wetlands in small water-
sheds at the lower end of extensive ground-water
flow systems may receive subsurface inflow from
shallow flow systems that extend far beyond their
surface watershed, and may also receive ground-wa-
ter inflow from deeper regional flow systems.

The above review makes it clear that the hydro-
logic setting of lakes and wetlands may be complex
and very difficult to determine without detailed sub-
surface information, perhaps over an extensive area.
This makes it difficult to quantify the most basic hy-
drologic characterization—the water-balance equa-
tion relating inflows, outflows, and storage changes.

9.3.3 Ground Water and the Ocean
Figure 9.23 depicts the relations between fresh

and salt ground water in a simple coastal aquifer.
The Ghyben–Herzberg relation (box 9.5 on pp. 418–
419) indicates that the salt/fresh interface lies at a
depth below sea level equal to 40 times the height of
the water table above sea level, and the water-table
elevation decreases to zero at the coast. Equation

(9B5.6) gives the depth of the interface as a function
of distance from the coast.

In real situations the position of the interface dif-
fers somewhat from the static equilibrium given by
the Ghyben–Herzberg relation because the aquifer
receives recharge from infiltration, and water-bal-
ance considerations dictate that the average net re-
charge rate must be balanced by an equal average
discharge to the ocean. This discharge occurs
through an outflow face that extends seaward from
the coast, the width of which is given by equation
(9B5.9). The average discharge, qGW, per unit length
of coastline is given by

qGW = R · X, (9.19)

where R is the net recharge rate [L T–1] and X is the
distance inland to the ground-water divide. Equation
(9B5.10) gives the depth of the interface when the
outflow face is accounted for.

As the example in box 9.5 shows, the width of
the outflow face is usually small compared to the
scale of the flow system, and the Ghyben–Herzberg
relation gives a useful approximation, except very
near the coast, in many situations.

9.4 Ground Water in the
Regional Water Balance

In this section we apply the basic water-balance
equation (section 1.8.1) to the ground water of a re-
gion. The main purposes of the analysis are to (1) de-
fine the ground-water balance components and (2)
show how the ground-water balance relates to the over-
all regional water balance. Section 9.5 then describes
approaches to quantifying the various components.

The surface extent of the control volume for the
water-balance equation can be defined arbitrarily—it
could be a political division, an aquifer, or a topo-
graphically defined watershed. The lower boundary
of the control volume is usually defined as the “depth
at which ground-water flow is negligible”; if the geol-
ogy is known, this can be more precisely specified.

Choosing a watershed as a control volume has
one important advantage: It is usually possible to
measure at least one of the balance components, sur-
face-water outflow (streamflow), accurately. However,

researchers studying small watersheds need to be 
aware that ground water flow divides do not under-
lie surface divides in many settings. Only if a surface 
watershed of a research site is at the highest ridge 
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away from major hydrologic sinks such as regional 
rivers, can one be sure that ground water is not mov-
ing into the area from distant sources. For most 
other watersheds, ground water can move into 
watersheds either because ground water divides are 
not present beneath the surface divides or because 
ground water moves into the area from deeper flow 
systems. Ground water divides move in response to 
changing recharge conditions, which in turn is 
related to the dynamics of climate and precipitation. 
(Winter et al. 2003, pp. 998–999)

An example of a situation where ground-water and
surface-water divides do not coincide is shown in fig-
ure 9.24 on p. 419.

Thus, although the water-balance equations are
straightforward, recall from section 1.11.2 that mea-
surement errors, which are inevitable, are propa-
gated through calculations and can lead to large
uncertainty in final estimates. For regional water bal-
ances, these errors are likely to result from (1) insuffi-
cient knowledge of the system boundaries and (2)
failure to fully account for regional variability.

Figure 9.23 Definition sketch for deriving the Ghyben–Herzberg relation (box 9.5). The salt-water–fresh-water 
interface position predicted by this hydrostatic relation differs somewhat from the actual position near the coast 
due to the dynamics of the flow, which produces an outflow face of width Xq′, which can be estimated via equa-
tion (8B5.8).
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Box 9.5 The Fresh/Salt Ground-Water Interface in Coastal Aquifers

Ghyben–Herzberg Relation

Figure 9.23 shows the interface between fresh and 
salt ground water in a homogeneous unconfined aquifer 
at a coastline. If we assume that this interface is a static 
sharp boundary, the hydrostatic pressure on the fresh-
water side of the fresh/salt interface, pf (x), is

pf (x) = γf · [hf (x) + zs′(x)], (9B5.1)

where x is distance inland from the coast, γf  is the 
weight density of fresh water, hf (x) is the elevation 
above sea level of the water table, and zs′(x) is the dis-
tance below sea level of the interface. The hydrostatic 
pressure on the sea-water side of the interface, ps(x), is

ps(x) = γs · zs′(x), (9B5.2)

where γs is the weight density of sea water.
At hydrostatic equilibrium pf (x) = ps(x), so equating 

equations (9B5.1) and (9B5.2) and solving for zs′(x) yields

zs′(x) = Γ · hf (x), (9B5.3)

where

Thus

zs′(x) = 40 · hf(x); (9B5.5)

i.e., at any distance inland, x, the depth below sea level 
to the salt/fresh interface is 40 times the height above 
sea level of the water table. This analysis of the fresh/salt 
ground-water interface was formulated over 100 years 
ago, and is known as the Ghyben–Herzberg relation.

Todd (1953) used the Ghyben–Herzberg assumptions 
along with the Dupuit equation (box 9.4) to give the 
depth to the interface as a function of the ground-water 
discharge and the hydraulic conductivity of the aquifer:

where qGW is the ground-water discharge to the ocean 
per unit length of coastline [L2 T–1] and Kh is hydraulic 
conductivity. Equating (9B5.3) and (9B5.6) gives relations 
for the height of the water table as a function of distance 
from the coast, discharge, and conductivity:

Ground-Water Outflow to Ocean

Analogously to equation (9.17), qGW is the product of 
the average recharge rate, R [L T–1], and the distance 
from the ground-water flow divide to the coast, X [L]:

qGW = R · X. (9B5.8)

The Ghyben–Herzberg analysis does not provide for a 
sub-sea zone in which this discharge must occur. To 
account for this, Glover (1964) developed a simple 
model that gives the seaward extent of the outflow 
face, Xq′, as

To account for this, an additional term is included in equa-
tion (9B5.6) giving the depth to the salt/fresh interface:

where x′ is the distance seaward from the coast. The rela-
tive importance of this additional term increases toward 
the coast, and at the coast (x′ = 0) the interface depth is

Example

Here we use the relations derived above to calculate 
aspects of the ground-water discharge to the Atlantic 
Ocean from the southern part of Long Island, New York. 
The region is underlain by relatively homogeneous glacial 
sands and gravels about 120 m thick overlying coastal-
plain sedimentary rocks, which are relatively imperme-
able. The distance from the central ground-water divide 
to the south coast is about 16 km. The average annual 
recharge is about 0.57 m/yr, the hydraulic conductivity of 
the aquifer is about 50 m/day = 18,250 m/yr. Thus using 
equation (9B5.8), the discharge to the ocean is

qGW = 0.57 m/yr × 16,000 m
= 9,120 m2/yr per m of coastline.

Our analysis will not be valid for points landward of 
where the fresh/salt interface depth equals the aquifer 
thickness; to calculate that distance, X*, we rearrange 
equation (9B5.6) and find the distance corresponding to 
the aquifer thickness:
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Table 9B5.1 compares the depths to the interface at 
increasing distances from the coast computed via equa-
tions (9B5.7) and (9B5.10) for x ≤ X*.

The width of the outflow face, Xq′, extending seaward 
from the south coast is found from equation (9B5.9):

Xq¢ = ¥
¥

=40 9 120

2 18 250
9 99

,

,
.

m /yr

m/yr
 m.
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Table 9B5.1

Distance, x 
(m)

0

10

20

50

100

200

250

300

360

Interface Depth, zs′ 
(m)

0

20

28

45

63

89

100

110

120

Water-Table Height, hf 
(m)

0.0

0.5

0.7

1.1

1.6

2.2

2.5

2.7

3.0

Interface Depth, zs′ 
(m)

20

40

48

65

83

109

120

120

120

Water-Table Height, hf 
(m)

0.5

1.0

1.2

1.6

2.1

2.7

3.0

—

—

Equation (9B5.7) Equation (9B5.9)

Figure 9.24 Island Lake area in Nebraska showing
surface-water bodies, surface watersheds, contours

of the water table (m), and direction of ground-water
flow on October 28, 1982. Note ground-water flow

across surface-water divides [reproduced from Win-
ter et al. (2003), Where does the ground water in

small watersheds come from? Ground Water
41(7):989–1000, with permission from Wiley].
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Under natural (i.e., no pumping or artificial wa-
ter imports or exports) conditions,2 the regional wa-
ter balance can be written as

P + Gin = Q + ET + Gout (9.20)

where P is precipitation, Q is stream outflow, ET is
evapotranspiration, Gin is water entering as ground wa-
ter, Gout is water leaving as ground water, and all quan-
tities are long-term average values (i.e., storage changes
are assumed zero) (figure 9.25). Note that the terms in

these water-balance relations can be expressed as vol-
umes [L3] or volumes per unit area [L] during a spe-
cific time period, or as average rates [L3 T–1] or [L T–1].

Under the same conditions, the long-term aver-
age water balance for the aggregated ground-water
reservoir in the basin is

RI + RSW + Gin = CR + QGW + Gout (9.21)

where RI is recharge from infiltration, RSW is re-
charge from surface-water bodies, CR is the move-

Figure 9.25 Schematic water balance for a drainage basin.
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ment of water from ground water into the capillary
fringe (capillary rise),3 and QGW is the ground-water
contribution to streamflow. We can then define net
recharge, R, as

R ≡ RI + RSW – CR. (9.22)

Equations (9.20)–(9.22) can be combined to give

P – Q – ET = RI + RSW – CR – QGW = R – QGW

(9.23a)

or

P – QSW – ET = RI + RSW – CR = R, (9.23b)

where QSW is the non-ground-water contribution to
streamflow.

Box 9.6 provides an example of a very simple
“first-cut” approach to estimating the ground-water
balance, in which standard network hydroclimato-

logical data and general knowledge of basin geology
and water-table configurations are used to estimate
various ground-water balance terms. In general, this
approach has severe limitations, usually because of
incomplete knowledge of ground-water divides.
These are probably fairly well known in this case, but
even if we also make the assumptions that long-term
average values of P, Q, and ET are well known, we
can at best use equation (9.20) to estimate (Gout –
Gin), and equations (9.21) and (9.22) to estimate (RI
+ RSW – CR – QGW) = (R – QGW).

Thus even under ideal conditions where stan-
dard network data provides good estimates of P, ET,
and Q, firm knowledge of a basin’s water balance
usually requires independently evaluating at least
some of the terms in equation (9.21). Approaches to
obtaining quantitative estimates of these terms are
described in the following section.

Box 9.6 Ground-Water-Balance Example

Cohen et al. (1968) developed a water balance for the 
aquifer described in the example in box 9.5 based on 
standard network meteorologic and hydrologic data col-
lected over the period 1940–1965. Long-term average 
water-balance data are given in table 9B6.1. P estimates 
were based on data collected at five stations and Q esti-
mates on records at five gauging stations. ET was esti-
mated based on average monthly temperatures via the 
Thornthwaite approach (see chapter 6). Estimates of CR 
(here assumed equal to direct evapotranspiration from 
ground water), QGW , RSW , and Gin were based on hydro-
logic judgment and the configuration of the water table.

Estimates of Gout, RI, and R are found by substitution of 
the appropriate values from table 9B6.1 into the appro-
priate water-balance equations, as shown in table 9B6.2.

Note that Gout here represents direct ground-water flow 
to the ocean plus outflow across the drainage-basin 
boundaries; these were estimated by Cohen et al. (1968) 
as 237 mm/yr and 91 mm/yr, respectively.

The aquifer has an average thickness of 60 m. From 
table 9.1, the specific yield of unconsolidated sand and 
gravel Sy ≈ 0.30. Thus the average residence time of 
ground water is estimated via equation (9.14) as

TR = ¥ ª60 0 30

0 551
33

m

 m/yr
 yr.

.

.

Table 9B6.1

Quantity

P

ET

Q

CR

QGW

RSW

Gin

Value (mm/yr)

1,120

541

249

10

224

0

0

Source

m

em, eh

m

eh

eq

eh

eh

m ≡ measured
em ≡ estimated from meteorological measurements
eh ≡ estimated based on water-table configuration
eq ≡ estimated via base-flow analysis (section 9.5.3.6)

Table 9B6.2

Quantity

Gout

RI

R

Equation

9.16

9.17

9.18

Value (mm/yr)

328

561

551
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9.5 Evaluation of Ground-Water 
Balance Components

This section reviews approaches to quantitative
evaluation of the components of the ground-water
balance [equation (9.21), figure 9.25] in a given loca-
tion from field measurements. Most of these ap-
proaches are based on application of basic water-
balance concepts and/or Darcy’s law, in some cases
employing various water-quality constituents as trac-
ers and/or remotely sensed observations. A still use-
ful and historically interesting review of early (1686–
1931) approaches to estimating ground-water com-
ponents was compiled by Meinzer (1932). Smerdon
et al. (2009) described a modern comprehensive ap-
proach that integrates a range of tools, including
ground-water modeling, to assess the ground-water
budget in a mountain watershed.

9.5.1 Recharge from Infiltration, RI

Infiltrated water can carry contaminants from
agriculture, industries, and waste-disposal sites to the
ground-water reservoir, so quantification of RI has
important implications for the study of water quality
as well as quantity.

As noted, the water-table configurations in the
regional ground-water flows depicted in figures 9.5
to 9.7 and 9.10 to 9.12 were specified as boundary
conditions to illustrate typical flow configurations,
and these conditions determined the locations of re-
charge and discharge zones. Since recharge from in-
filtration is the principal source of water to
unconfined aquifers and is the ultimate source of
most streamflow, it is of interest to explore further
the natural factors that determine the regional distri-
bution of recharge and discharge.

Direct measurement of recharge requires elabo-
rate instrumentation and is feasible only in a re-
search setting. In one of the few such studies, Wu et
al. (1996) installed lysimeters consisting of 60-cm di-
ameter soil-filled cylinders in which the water table
was kept at depths ranging from 1.5 to 5 m. At the
shallowest depth almost every water-input event
caused a separate recharge event that was reflected in
a rise, peak, and decline of the water table; but at 5 m
individual events were not identifiable and there was
a single annual peak. At intermediate depths, indi-
vidual recharge events were associated with input
events separated by a “critical” time interval that in-
creased with depth. The relationship between re-

charge, precipitation (P), and evapotranspiration
(ET) for individual events were

1.5-m depth: RI = 0.87 · (P – 5.25) (9.24a)

4.5-m depth: RI = 0.87 · (P – ET – 27.4)
(9.24b)

where all quantities are in cm.
In nature the depth of the water table at a given

location is determined by feedbacks among precipita-
tion, infiltration, runoff, and evapotranspiration at
that location along with the regional flow, which inte-
grates those quantities throughout the drainage basin
under the influence of topography and geology. On
average, the water table is at an equilibrium depth
such that the net recharge (i.e., percolation minus cap-
illary rise to supply evapotranspiration) from above is
just balanced by the net ground-water flow away from
(recharge areas) or toward (discharge areas) the water
table. When the water table is above this depth, losses
to evapotranspiration exceed recharge and a discharge
zone exists; when below this depth, recharge exceeds
evapotranspiration and a recharge zone exists.

Levine and Salvucci (1999) quantitatively mod-
eled these relations and showed how water-table
depth is related to net recharge for various soil types.
They found that net recharge increases and evapo-
transpiration and surface runoff generally decrease
as water-table depth increases (figure 9.26). Figure
9.27 on p. 424 shows regional ground-water flow
and recharge and discharge zones modeled using
these more realistic relationships in climatic, topo-
graphic, and geologic conditions similar to those as-
sumed in figure 9.7b. Note that local, intermediate,
and regional circulations occur in both, but that dis-
charge zones are more concentrated in figure 9.27.
Salama et al. (1994) showed that aerial photographs
and satellite imagery can be used to map regional re-
charge and discharge areas.

Because of the difficulty in direct measurement
of recharge, hydrologists have attempted to evaluate
RI by applying various combinations of water-balance
concepts, applications of Darcy’s law, soil-physics
principles, mathematical systems models, and water-
quality measurements. The major methodological ap-
proaches are briefly described here, following in part
the review of Van Tonder and Kirchner (1990). Most
of these methods require elaborate and careful data
collection, and Sophocleous and Perry (1984) pro-
vide a useful overview of considerations in selecting
instrumentation for recharge studies.
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9.5.1.1 Soil-Water Balance Method
The water balance for the root zone of a soil for

a time period Δt can be written as

RI = P – ET – QSW – RSW + CR + ΔS, (9.25)

where QSW represents surface outflow, ΔS is the
change in soil-water storage during Δt, and the other
symbols are as defined for equation (9.20) and
(9.21). Equation (9.25) is usually applied to a small
plot where P and QSW are directly measured, ET is
determined by measuring meteorological parameters
and applying one of the approaches discussed in
chapter 6, RSW and CR are assumed negligible, and
ΔS is calculated from measurements of water content
at several depths using one of the approaches dis-
cussed in section 7.2.1.2. Rushton and Ward (1979)
found that Δt should not exceed 1 day to minimize
propagation of measurement errors. Steenhuis et al.
(1985) used equation (9.25), assuming that all terms
except P and ET were negligible, and estimated re-
gional RI on Long Island, New York, as simply

RI = P – ET, (9.26)

where P was measured and ET was calculated from
detailed energy-balance measurements at the site
(section 6.8.3).

As noted, the major concerns in applying vari-
ous forms of the water-balance equation are (1) mak-
ing measurements with sufficient precision such that
errors in the final computations are within accept-
able limits and (2) acquiring sufficient measurements
to characterize the regional situation. Finch (1998)
found that recharge estimates are highly sensitive to
soil characteristics, and Rushton and Ward (1979)
concluded that uncertainties of ±15% should be ex-
pected with this approach.

In spite of these caveats, the basic method—with
varying approaches to modeling ET and soil-water
storage—has been successful in estimating RI in a
small coastal-plain drainage basin in Maryland (Ras-
mussen and Andreasen 1959), chalk and sandstone
aquifers of England (Wellings 1984; Ragab et al.
1997) and France (Thiery 1988), glacial deposits on
Long Island, New York (Steenhuis et al. 1985; Steen-
huis and Van Der Molen 1986), and Sweden (Jo-
hansson 1987), and in a large drainage basin in
Australia (Chiew and McMahon 1990).

9.5.1.2 Analysis of Well Hydrographs
Well hydrographs are observations of water levels

in monitoring wells plotted against time. To evaluate
recharge, the hydrographs are combined with hyeto-
graphs showing the timing and amount of water input

Figure 9.26 Variations of
evapotranspiration, net

recharge, and surface runoff
as a function of water-table

depth for a silt-loam soil
[Levine and Salvucci (1999).

Equilibrium analysis of
groundwater-vadose zone

interactions and the resulting
spatial distribution of hydro-

logic fluxes across a Cana-
dian prairie. Water Resources

Research 35:1369–1383, with
permission of the American

Geophysical Union].
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(figure 9.28). Recharge is reflected in the rise of the hy-
drograph following a water-input event, after which
drainage to surface-water bodies is reflected in a grad-
ual decline. There are several approaches to estimating

recharge from well hydrographs; most of these assume
that unconfined aquifers can be modeled as linear res-
ervoirs (box 9.7; figure 9.29, both on p. 426), which is
often approximately true (Brutsaert and Lopez 1998).

Figure 9.27 Recharge areas, discharge areas, and streamlines for a cross section of a drainage basin in Alberta, 
Canada, as determined by coupling recharge estimated via unsaturated flow modeling with a ground-water flow 
model. Note that the discharge areas are more concentrated than predicted from ground-water flow modeling 
with imposed water-table configuration (compare figure 9.7) [Levine and Salvucci (1999). Equilibrium analysis of 
groundwater-vadose zone interactions and the resulting spatial distribution of hydrologic fluxes across a Cana-
dian prairie. Water Resources Research 35:1369–1383, with permission of the American Geophysical Union].
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Figure 9.28 Typical plot for esti-
mation of recharge via well-hydro-

graph analysis. (a) Rainfall
hyetograph. (b) Well hydrograph

plotted on arithmetic scale. Dashed
lines are the extensions of hydro-
graph recessions (assumed expo-

nential decay). RI2 and RI3 are
recharge from storm events 2 and

3, respectively, estimated as the
vertical distance between the

extended recession and the hydro-
graph peak times the specific yield

[see equation (9.29)]. (c) Well hydro-
graph plotted on logarithmic scale.
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If recharge from streams and capillary rise are
negligible, the ground-water balance equation, ac-
counting for storage changes, is   

RI = QGW + ΔS, (9.27)

where ΔS now denotes the change in storage in the
aquifer. If the aquifer behaves as a linear reservoir, the
analysis in box 9.7 shows that equation (9.27) becomes

where RI has units of [L T–1], h is the water level in
the aquifer, and hb is the level at which QGW becomes
negligible. As shown in figure 9.28, the parameter k
is evaluated as the slope of the straight line that best
defines the hydrograph recessions when plotted on a
semilogarithmic graph, and hb can be evaluated as
the level to which the recessions become asymptotic
during extended periods of no recharge. The seasonal
variation of RI can then be estimated by observing
water-table elevations in monitoring wells and using
equation (9.28). Figure 9.30 is an example of this ap-
proach as applied to a glacial aquifer in Sweden.

R k S h h S
h
tI y b y= ◊ ◊ - + ◊( ) d

d
, (9.28)

Box 9.7 Drainage of a Linear-Reservoir Aquifer

Figure 9.29 shows an idealized unconfined aquifer of 
area A and specific yield Sy receiving recharge from infil-
tration, RI [L T–1], and discharging to a stream at a rate 
QGW [L

3 T–1]. Assuming constant density, the conserva-
tion-of-mass equation for a time period dt for this situa-
tion is

A · RI · dt – QGW · dt = A · Sy · dh. (9B7.1)

Defining qGW ≡ QGW /A, this becomes

If the aquifer behaves as a linear reservoir, outflow rate is 
proportional to storage [see equation (1.24)],

qGW = k · Sy · (h – hb), (9B7.3)

where hb is a level below which no discharge occurs and k 
[T–1] is the inverse of the residence time [equation (9.14)] 
of the aquifer. With equation (9B7.3), (9B7.2) becomes

If there is no recharge or capillary rise and the aquifer 
is draining, RI = 0 and equation (9B7.4) can be written as

Integrating (9B7.5) yields

– k · t = ln(h – hb) + C, (9B7.6)

and evaluating the constant of integration, C, from the 
initial condition h = h0 when t = 0 leads to

h = hb + (h0 – hb) · exp(–k · t). (9B7.7)

Equation (9B7.7) shows that drainage of a linear aqui-
fer follows an exponential decay asymptotic to hb with 
decay constant k. Substituting equation (9B7.7) into 
equation (9B7.3) yields

qGW = k · Sy · h0 · exp(–k · t), (9B7.8)

and we see that a linear aquifer produces ground-water 
outflow that also follows an exponential decay with the 
same decay constant. For well-hydrograph analysis, k is 
usually evaluated empirically as the slope of the hydro-
graph when plotted on a semilogarithmic graph.
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Figure 9.29 Definition diagram for analysis of 
drainage of a horizontal aquifer (box 9.7).
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Another approach to well-hydrograph analysis
applies the linear-reservoir model in a somewhat dif-
ferent way. Again, assuming an exponential reces-
sion and referring to figure 9.28, recharge for event i,
RI,i [L], becomes

RI,i = {hp,i – hp,i–1 · exp[–k · (tp,i – tp,i–1)]} · Sy,
(9.29)

where hp,i and hp,i–1 are the peak water levels associ-
ated with events i and i – 1, respectively; tp,i and tp,i–1
are the times of occurrence of the successive peak
water levels; and Sy is the specific yield. Rasmussen
and Andreasen (1959) obtained reasonable results
with this method in Maryland, with a constant Sy de-
termined via successive approximations as the value
most consistent with weekly water-balance data.

A third approach to estimating recharge from
well hydrographs applies a simplified water-balance
equation to the entire aquifer of area A:

RI = Sy · Δh+ · A – (Gin – Gout), (9.30)

where Δh+ is the spatial average increase in aquifer
water level in response to a water-input event and Gin
and Gout are the ground-water inflows and outflows,
respectively, to the aquifer. Van Tonder and Kirchner
(1990) suggested estimating the G terms by approxi-
mating Darcy’s law as

where G is the appropriate flow rate, T is the trans-
missivity [equation (9.11)] for the inflow or outflow
boundary, L is the width of the boundary, and i1 and
i2 are the hydraulic gradients at the boundary at the
beginning and end of the observation period, respec-
tively. Van Tonder and Kirchner (1990) found that
this method was the only one to give reliable esti-
mates of recharge in clastic sedimentary rock aqui-
fers in South Africa. Das Gupta and Paudyal (1988)
showed how an approximate analytical solution of
the one-dimensional ground-water flow equation
could be used to account for the G terms when equa-
tion (9.31) is applied to an aquifer.

Although the studies cited above have claimed
success in estimating recharge from well-hydrograph
analysis, the approach is subject to two sources of
potentially large uncertainty:

1. Difficulty of determining the appropriate areal
value of specific yield: A characteristic value of
Sy for the aquifer material is often assumed, but
this can range widely (table 9.1). Furthermore, the
specific yield cannot in general be assumed con-
stant in the near-surface zones of aquifers. This is
especially true if the water table is within a few
meters of the surface, where water contents are a
function of depth due to the complex interplay of
infiltration, percolation, and capillary rise. In gen-
eral, the equilibrium water-content profile varies
with the water-table elevation (figure 8.8), so a

G T L
i i= +◊ ◊ 1 2

2
, (9.31)

Figure 9.30 Hyetograph (histogram), well hydrograph (solid line), and recharge as estimated via equation (9.28) 
(dashed line) in Sweden over a 10-yr period [reproduced from Olin and Svensson (1992), Evaluation of geological 
and recharge parameters for an aquifer in southern Sweden, Nordic Hydrology 23:305–314, with permission from 
the copyright holders, IWA Publishing].
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given water-table rise represents different amounts
of recharge depending on the elevation range cov-
ered. Another cause of inconstancy in Sy is related
to the wetting/drying hysteresis in soils (figure
7.17): In a wetting soil, air bubbles are typically
trapped in the pores, so that Sy for a rising water
table is generally less than Sy for a falling water
table. Sophocleous and Perry (1985) showed that
recharge estimates based on the assumption of a
constant Sy can be seriously in error.

2. Uncertainty that an increase in water level actu-
ally represents an increment of recharge: In-
creases in water-table elevation unrelated to
recharge may occur due to: (a) fluctuations in at-
mospheric pressure due to the expansion and con-
traction of air trapped beneath the water table; (b)
thermal effects, including freezing and thawing;
and (c) pressurization of the capillary fringe. This
latter phenomenon is especially likely to occur
where the capillary fringe extends up to the soil
surface; infiltrating water can then cause an al-
most instantaneous rise of the water table to the
surface with virtually no change in ground-water
storage (Novakowski and Gillham 1988; this is
discussed further in section 10.4.3.2).

9.5.1.3 Direct Application of Darcy’s Law
This approach requires (1) careful determination

of the Kh(θ)–θ and ψ(θ)–θ relations for the soil of in-
terest (table 7.4), and (2) periodic measurement of
the vertical water-content gradient in the unsaturated
zone of that soil. Recharge is then computed as the
flux across the base of the root zone, qz′, as given by
Darcy’s law for vertical unsaturated flow:

Sophocleous and Perry (1985) and Stephens and
Knowlton (1986) obtained reasonable recharge esti-
mates using this approach in humid and semiarid en-
vironments, respectively. Steenhuis et al. (1985) also
successfully applied this method in a humid region,
using biweekly observations of soil-water content at
depths of 90 and 120 cm in a sandy loam soil. They
found that the hydraulic gradient across the soil layer
varied linearly with time following a rainstorm, and
the hydraulic conductivity varied linearly with the
square root of time. Thus the average rate of recharge
between two observation times t1 and t2 was calcu-
lated from a modified version of Darcy’s law for un-
saturated flow:

where h is the hydraulic head [= ψ(θ) + z)] and the
subscripts indicate the time of measurement.

A variation on this method involves ignoring the
capillary-force gradient in the one-dimensional form
of Darcy’s law and estimating recharge as a function
of water content:

RI = Kh(θ). (9.34)

Stephens and Knowlton (1986) found good agree-
ment between results obtained with equation (9.34)
and those using the more complete version of
Darcy’s law.

Principal limitations of this approach are the
spatial variability of soils in a typical drainage basin,
the difficulty in establishing precise Kh(θ)–θ relations
for a given soil, and the possibility that recharge can
occur via macropores or fissures in which flow is not
well modeled by Darcy’s law (Van Tonder and
Kirchner 1990).

9.5.1.4 Inverse Application of Ground-Water
Flow Equation

The general equation for steady-state ground-
water flow [equation (7.18)] can be incorporated
into a model that accounts for an assumed regional
distribution of recharge. The inverse application of
such a model involves finding the values of recharge
by calibration: The values of recharge in the model
are changed until the computed head distribution
corresponds to the values observed in piezometers in
the region.

A number of studies have shown that useful esti-
mates of recharge can be obtained via the inverse
method, including those of Smith and Wikrama-
ratna (1981), Wikramaratna and Reeve (1984),
Chiew et al. (1992), Boonstra and Bhutta (1996), and
Levine and Salvucci (1999).

However, the inherent problem of the inverse ap-
proach is the nonuniqueness of solutions: There may
be many distributions of recharge that give head dis-
tributions that match the field observations within
the uncertainty of those observations. The problem is
exacerbated by the difficulties in obtaining a precise
picture of the distribution of hydraulic conductivities.
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9.5.1.5 Impulse-Response Analysis
The objective of impulse-response analysis is to de-

termine recharge from the relation between water in-
puts (the impulse) and water-table rises (the response)
using the principles of the mathematical analysis of
time series. Given a series of daily observations of water
level in an observation well and water input, the level
on a given day, hi, is assumed to depend on the previous
day’s level and the previous days’ water inputs as

hi = a0 + a1 · hi–1 + b0 · Wi + b1 · Wi–1 + ... + bn · Wi–n,
(9.35)

where as and bs are constants, the Ws are water in-
puts (rain plus snowmelt), the subscripts are day
counters, and n is the maximum number of days re-
quired for water to percolate to the water table.

The values of the constants in equation (9.35)
are found by mathematical techniques that minimize
the differences between estimated and observed hi
values over some period of observation of the partic-
ular wells of interest. Viswanathan (1984) showed
that the average fraction of water input that becomes
recharge is given by

so that the method can be used to estimate long-term
average recharge from long-term average water input
(= average precipitation). Note, though, that this re-
lation is also based on the uncertain assumption of a
constant specific yield.

9.5.1.6 Methods Based on Water Quality
Under some circumstances, recharge rates can

be estimated from the concentrations of certain
chemicals and stable and radioactive isotopes that
function as natural tracers of water movement.

9.5.1.6.1 Chemical Tracers
A chemical tracer suitable for estimating re-

charge must be: (1) present in measurable amounts
in precipitation or, if deposited in solid form from
the atmosphere, highly soluble; (2) not taken up or
released in the vadose zone; and (3) not taken up or
released by vegetation. For a column of the vadose
zone in which no horizontal flow occurs above a wa-
ter table, the balance for such a tracer is

Cw · W = CGW · RI, (9.37)

where W is water input, Cw is the concentration of
the tracer in the water input as it infiltrates, CGW is

the concentration in ground water at the water table,
and all terms represent long-term averages. Recharge
can thus be directly calculated if all other terms are
determined from observations.

One candidate tracer is the chloride ion (Cl–1),
which is commonly present in precipitation, is not
used by plants, and is not commonly involved in soil-
chemical reactions. Recharge has been estimated
from Cl–1 concentrations in Colorado (Claassen et
al. 1986), Australia (Thorburn et al. 1991; Walker et
al. 1991), and Niger (Bromley et al. 1997). Detailed
aspects of using Cl–1 to estimate recharge were dis-
cussed by Allison et al. (1984) and Taniguchi and
Sharma (1990).

Chlorofluorocarbons (CFCs) are chemically sta-
ble man-made compounds that have been accumulat-
ing in the atmosphere since their introduction as
propellants and refrigerants in the 1930s. Detectable
concentrations of CFCs are present in ground water
that fell as precipitation since 1945, and their concen-
tration can be used to compute recharge rates. Busen-
berg and Plummer (1992) and Dunkle et al. (1993)
discuss the methodology in detail. However, due to
the effects of CFCs on stratospheric ozone, their
manufacture ceased by international agreement in
the 1990s, so their future use as tracers is infeasible.

9.5.1.6.2 Stable Isotopes
A small fraction of water molecules contain the

heavy oxygen isotope 18O, or the heavy hydrogen iso-
tope 2H (deuterium) (see appendix B). The concen-
trations of these isotopes in precipitation tend to vary
seasonally at a given location, but they are not af-
fected by soil-chemical reactions or by plant uptake.
Thus comparisons of concentrations in ground water
with those in precipitation at various times of the
year can provide qualitative information on the sea-
sonality of recharge.

It is usually difficult to use stable isotopes for
quantitative estimates of RI without additional infor-
mation or assumptions about the percolation mecha-
nism, i.e., whether a piston-like wetting front occurs,
whether macropores are important, or whether isoto-
pic equilibration takes place between percolating and
immobile water. Darling and Bath (1988) cited several
studies in which 18O and 2H were used to obtain in-
formation about the seasonality and rate of recharge.

9.5.1.6.3 Radioactive Isotopes
Atmospheric testing of nuclear weapons in the

1950s and 1960s increased concentrations of tritium
(3H) in precipitation by orders of magnitude above
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its natural levels. In subsequent decades, 3H proved
very useful for recharge studies, as it is part of the
water molecule and its concentration is not affected
by chemical reactions (e.g., Larson et al. 1987 and
studies cited therein). However, atmospheric nuclear
testing has been banned since the 1960s, and 3H con-
centrations have decreased to the point where it is no
longer usable as a tracer.

9.5.2 Recharge from Surface Water, RSW

Although there are few published studies in
which RSW has been estimated, we can outline the
principal approaches that can be applied to evalua-
tion of this quantity.

9.5.2.1 Ground-Water Balance Computation
In arid regions, average evapotranspiration is

nearly equal to average precipitation, so most infil-
trating water evaporates and most recharge is from
losing streams (figure 9.17b and c) rather than infil-
tration. For example, Osterkamp et al. (1994) ap-
plied water-balance computations along with
streamflow measurements (see below) and ground-
water modeling techniques to a 20,000-km2 river ba-
sin in Nevada and California to estimate that only
1.6% of basin precipitation became recharge and that
90% of recharge was from streams.

9.5.2.2 Direct Measurement of Ground-Water 
Potential or Flux

The gradient of ground-water flow out of (or
into) a stream can be measured by comparing (1) the
water level of the stream with the head measured in a
piezometer inserted into the subjacent bed or (2) the
levels in two piezometers inserted to different dis-
tances below the bed (figure 9.31). If the gradient is
directed downward, the ground-water flux out of the
stream can be calculated directly via Darcy’s law us-
ing measured or estimated hydraulic conductivities.
However, there is likely to be considerable spatial
and temporal variability in local values (and even di-
rection) of gradients as well as conductivities, so
such measured values must be extrapolated with cau-
tion. Winter et al. (1988) give details on the construc-
tion of piezometers used for this purpose.

Workman and Serrano (1999) combined mea-
surements of near-stream water levels with a simple
ground-water flow model to estimate that 65% of the
recharge to alluvial aquifers in Ohio came from over-
bank flow due to floods, and hence was highly spo-
radic.

9.5.2.3 Direct Measurement of Streamflow Increments
The difference between stream discharge at the

upstream and downstream limits of a stream reach

Figure 9.31 Sketch showing installation of piezometers and seepage meter to measure ground-water flux to a 
stream. Arrows indicate flow direction. dh is the head difference and dz is the elevation difference between the 
two piezometers; vertical flow is calculated via Darcy’s law. Water flowing into the container of the seepage meter 
is collected in the flexible “balloon.”
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that receives no overland or tributary flow can be at-
tributed to ground-water inflow or outflow. Techniques
for measuring streamflow are discussed in appendix E;
typically “velocity-area” methods, in which flow depth
and average flow velocity are measured at a number of
points across the stream width, are most applicable
since they do not require fixed installations.

The accuracy of an estimate of RSW or QGW us-
ing this approach depends on the precision of the
streamflow measurements (see appendix E) and is
increased by maximizing the difference between the
upstream and downstream discharges (i.e., by mak-
ing the measurement reach as long as possible while
not including inflow from tributaries). Here again
one must be aware that rates and directions of
ground-water–surface-water exchange may be highly
variable in space and time.

9.5.2.4 Water-Temperature Measurements
Stream temperatures are temporally highly vari-

able due to daily and seasonal cycles. Where streams
are losing water to subjacent ground water, this vari-
ability becomes progressively damped with distance
below the stream bed. The outflow flux can be evalu-
ated by measuring temperature fluctuations a short
distance below the channel bottom, measuring the
thermal properties of the bed sediment, and applying
basic heat-flow relations (Silliman et al. 1995). Ana-
lytical methods that are commonly used in this ap-
proach are limited by uncertainties in the effective
thermal properties of the sediments at the ground-
water–surface-water interface.

McCallum et al. (2012) developed a new analytical
method that utilizes both the amplitude ratio and
phase shift of pairs of temperature measurements at the
interface to estimate the magnitude and direction of the
Darcy velocity. They applied the method to a stream
reach in Australia, and were able to accurately measure
ground-water–surface-water exchanges in both direc-
tions (bank storage).

9.5.3 Ground-Water Contribution to 
Streamflow, QGW

9.5.3.1 Application of Dupuit Approximation
As described in boxes 9.3 and 9.4, steady flow in

horizontal unconfined aquifers draining to streams
can often be usefully described by the Dupuit ap-
proximation. If significant water is not being
pumped from such aquifers (section 9.6.2.2), and if
capillary rise is negligible, these equations state that
QGW = RI on a long-term average, per unit area basis

[equation (9.18)]. Thus under these conditions, the
techniques described above for estimating RI also
provide information about QGW . Note, however, that
the Dupuit formulation assumes fully penetrating
streams, which seldom occur in nature, and that ap-
plication of equation (9.18) assumes that the re-
charge area coincides with the surface watershed.

9.5.3.2 Flow Nets
Principles of graphical flow-net construction are

developed in most ground-water texts (e.g., Freeze
and Cherry 1979; Fetter 2001) and are discussed in
detail by Cedergren (1989). If enough information
on the spatial distribution of hydraulic conductivities
and average water-table elevations is available, one
can develop a numerical or graphical solution to
equation (9.15) and sketch one or more flow nets
that represent the major ground-water flow features
of the basin along various stream reaches. Referring
to figure 9.32, the discharge per unit length of stream
ΔqGW into a stream for each streamtube can then be
calculated as

ΔqGW = Kh · Δh, (9.38)

where Kh is the appropriate conductivity and Δh is
the head difference between the stream and the next
up-gradient equipotential line; the total discharge per
unit stream length for a reach, qGW, is given by

qGW = n · ΔqGW, (9.39)

where n is the number of streamtubes discharging to
the stream. The total flow into the stream for the
reach, QGW, is then found as

QGW = L · qGW , (9.40)

where L is the length of the reach.
Flow nets constructed in the horizontal plane

can also be used to estimate ground-water inflow to
streams. In practice, however, it is usually difficult to
obtain enough information about subsurface geology
and conductivities to warrant computations based on
a flow net, and there are only a few published studies
that have used this approach (Freeze 1968; Freeze
and Witherspoon 1968; Ophori and Tóth 1990).

9.5.3.3 Direct Measurement of Ground-Water 
Potential or Flux

As for RSW, QGW can be evaluated by measuring
the heads in adjacent piezometers in the stream bed
or banks or comparing the stream water level with
the sub-bed hydraulic head (Winter et al. 1988) and
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using those values along with information about
conductivities to calculate the ground-water flux into
the stream via Darcy’s law.

Direct local measurement of QGW can be made
using seepage meters, which are devices that capture
water flowing upward into a portion of a water body
over some time period (figure 9.31). The flux into the
container is simply the volume collected divided by
the time period. Lee (1977) described the construc-
tion and use of seepage meters.

As noted earlier, the main concern in using pi-
ezometer or seepage meter measurements is whether
the sampling is spatially and temporally representa-
tive. Piezometer observations in stream beds in rela-
tively homogeneous glacial deposits on Long Island,
New York, were consistent with mathematical simu-
lations (Prince et al. 1989). However, Lee and Hynes

(1978) found very large spatial variability of ground-
water input to a small stream in Ontario, Canada,
and concluded that determination of average rates of
ground-water input to streams from point measure-
ments of seepage flux was not generally possible.

9.5.3.4 Direct Measurement of Streamflow Increments
As described for evaluating RSW, the difference

between streamflow measured via velocity-area
stream gauging (appendix E) at the upstream and
downstream ends of a stream reach in which no trib-
utaries enter provides a direct measurement of QGW.
For gaining streams, the longer the distance between
measurement cross sections, the lower the absolute
error in the difference in the measured flow rates.
However, the applicability of this approach is limited
because of the frequent occurrence of tributaries,
which must also be gauged. Cey et al. (1998) found

Figure 9.32
Flow net in the 
vicinity of a stream 
receiving ground 
water; defining 
terms in equa-
tions (9.38)–(9.40).
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that this approach gave the most reliable results in
their study of a small Canadian stream.

9.5.3.5 Methods Based on Water Quality
If streamflow, Q, at any instant is assumed to be

a mixture of water from two sources, e.g., (1) surface
water, QSW, and (2) ground water, QGW, each of
which has a characteristic concentration of some
chemical or isotope, CSW and CGW, then

Q = QSW + QGW (9.41)

and

C · Q = CSW · QSW + CGW · QGW, (9.42)

where C is the concentration in the streamflow. If Q
and C are measured and CSW and CGW determined
from sampling the respective sources in the water-
shed, QGW can be found by combining equations
(9.41) and (9.42):

Use of equation (9.43) assumes that there are
only two sources of streamflow, that each source has
a constant concentration of tracer, and that these
concentrations are significantly different. To relax
some of these constraints, Pilgrim et al. (1979)
showed how the relation could be modified when the
concentration of one of the components is a function
of time since the beginning of the event, and Swis-
tock et al. (1989) derived a version of equation (9.43)
for use when there are three runoff components.

Equation (9.43) has been used with apparent
success in several studies, using as tracers various an-
ions and cations (e.g., Newbury et al. 1969; Pinder
and Jones 1969), stable isotopes 18O and 2H (e.g., Sk-
lash and Farvolden 1979; Space et al. 1991), and the
radioactive gas radon (222Rn) (e.g., Ellins et al. 1990).
Figure 9.33 shows the estimated ground-water con-
tribution to streamflow in a case where the sulfate
ion (SO4

–2) was used as the tracer in equation (9.43).
This approach is discussed further in section 10.3.

9.5.3.6 Base-Flow Analysis

9.5.3.6.1 Definitions
In figure 9.34 on p. 435, streamflow hydro-

graphs show the typical response of a stream to an
isolated water-input event: There is a relatively rapid
flow increase (the hydrograph rise) to a peak, which
usually occurs at or soon after the input ceases, fol-
lowed by a more gradual decline (the hydrograph re-

cession). If the recession continues long enough
before the next event, at some point recession flow
equals base flow. As discussed in section 9.3.1.1,

Base flow is the portion of streamflow that is 
presumed to have entered the watershed in 

previous events and is derived from
persistent, slowly varying sources.

Base flow is usually assumed to be from aquifers
that drain to the stream network within the stream’s
watershed, i.e., QGW (e.g., Wolock 2003), and the at-
tempt to identify ground-water contributions to
streamflow by analysis of stream hydrographs, usu-
ally called base-flow analysis, base-flow separa-
tion, or recession analysis, has a long history (Hall
1968; Tallaksen 1995) and remains a common prac-
tice (Chapman 1999; Santhi et al. 2008). However, it
is important to recognize that

• The concept of base flow has no scientific basis; and

• The actual source of base flow is seldom known,
and may include the drainage of surface water
(lakes, reservoirs, wetlands), the slow drainage of
soils (e.g., Hewlett and Hibbert 1963; Dingman
1970), late-melting snow, regional ground-water
flow that originated outside the watershed, or an-
thropogenic stream inputs.

Here we introduce some theoretical links be-
tween recession flow and ground-water inflows to
streams, and some more arbitrary methods that have
been used to separate base flow from event flow.

9.5.3.6.2 Recession Flow and Aquifer Drainage
If flow (QR) during the recession represents

drainage from watershed storage—some of which is
water that entered in the current event and some in
past events—and declines as storage decreases, we
can infer that

QR = ƒ(S), (9.44)

where S is the volume of water in storage and ƒ is a
positive function (i.e., flow decreases as storage de-
creases). The form of this function is assumed to be
determined largely by watershed characteristics (e.g.,
size, geology, slope, etc.) [see equation (1.23)], but
can only be inferred empirically. The function is of-
ten assumed to be a power law:

QR = k · Sb; (9.45)

Q Q
C C

C CGW
SW

GW SW
=

-
-

Ê
ËÁ

ˆ
¯̃

◊ . (9.43)



434 Part III: Water Movement on the Land

if b = 1, this leads to

QR = QR0 · exp[–k · (t – t0)] (9.46)

(the linear reservoir of box 9.7); if b > 1,

QR = QR0 · [1 + d · (t – t0)]
b/(1–b), (9.47)

where k, b, and d are constants, t is time, and QR0 is the
flow rate at the selected initial time t0. Values of the
constants are found empirically by choosing t0 (the
time of peak flow or later) and finding values of b and
d that give a line that best fits the subsequent recession.

In fact, because total watershed storage S cannot
actually be determined, flow-storage relations are
best inferred from relations between concurrent val-
ues of the rate of change of flow and flow during re-

cessions, which can also commonly be approximated
as power-law relations:

where a and b are characteristic of a given watershed
that can be estimated by plotting dQR/dt versus QR
on logarithmic graph paper and determining a and b
from the slope and intercept of the line that best fits
the plot (Brutsaert and Nieber 1977). [This approach
was used in the analysis of section 1.12; see equation
(1.48).] Note that although equations (9.46)–(9.48)
may give the form of the recession hydrograph, they
provide no information about the actual source of
the water.

- = ◊d
d
Q

t
a QR

R
b , (9.48)

Figure 9.33 Total stream-
flow and streamflow attrib-
uted to ground-water base 
flow for four runoff events in 
Wilson Creek, Manitoba, as 
estimated using equation 
(9.43) with SO4

–2 as a tracer 
[reproduced from Newbury et 
al. (1969), Groundwater-
streamflow systems in Wilson 
Creek Experimental Water-
shed, Manitoba, Canadian 
Journal of Earth Sciences 6:613–
623, © Canadian Science Pub-
lishing or its licensors].
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As shown by Brutsaert (1992, 1994), drainage
from a horizontal aquifer under the Dupuit assump-
tions (box 9.3) can be approximated as an exponen-
tial decay with the parameters related to aquifer
properties as

where qGW is ground-water flow per unit stream
length and the other symbols are as in boxes 9.3 and

9.4. If recession flow is drainage from quasi-horizon-
tal watershed aquifers, this provides a theoretical ba-
sis for the exponential-decay recession [equation
(9.46)] and a possible basis for estimating recession
flow on the basis of aquifer properties (or vice versa,
if some of the properties are known). These possibili-
ties are explored further by Harman et al. (2009).

9.5.3.6.3 Arbitrary Base-Flow Separation Methods
In practice, base-flow separation is assumed to

represent QGW, and base-flow separation is usually
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Figure 9.34 Methods of graphical base-flow separation. (a) The preevent flow trend is projected until the time 
of peak, after which the base-flow hydrograph is connected by a straight line that intersects the total-flow hydro-
graph N days after the peak, where N (days) = 0.82 · A0.2, and A is drainage area in km2. (b) The hydrograph is plot-
ted on semi-logarithmic paper (log[Q(t)] versus t). A straight line is fitted to the end of the hydrograph recession 
on this graph and projected backward in time under the peak. This projected line is transferred onto arithmetic 
graph paper and a smooth line is sketched connecting it to the end of the preceding recession. (c) From the point 
of initial hydrograph rise, a line that slopes upward at a rate of 0.0014 m3/s · A km2 per hour is drawn and 
extended until it intercepts the hydrograph (A < 50 km2) [Dunne and Leopold (1978)].
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done by plotting the measured stream hydrograph
and constructing by arbitrary methods a line coinci-
dent with or below the hydrograph that is designated
the base flow. Construction of the line requires an-
swers to the following questions: (1) How does base
flow behave while the stream is responding to water
input? and (2) At what point does base flow become
equal to total flow?

The theoretical analyses just described may pro-
vide plausible guidance in answering these questions.
However, because no information as to the true
sources of stream flow is usually available, many
purely arbitrary approaches to separation have been
proposed. In fact, base-flow separation has been called
“one of the most desperate analysis techniques in use
in hydrology” (Hewlett and Hibbert, 1967, p. 276).

Three arbitrary separation methods that have
been used on relatively small watersheds are de-
scribed in figure 9.34; others are described by Na-
than and McMahon (1990), Tallaksen (1995),
Arnold and Allen (1999), and Chapman (1999). One
of the most widely used methods for larger water-
sheds was developed by the Institute of Hydrology
(UK) (now the Centre for Ecology and Hydrology);
this is described in box 9.8 and illustrated in figure
9.35. This method is usually used to calculate the
base-flow index (BFI), defined as

where QBi are daily base-flow values determined by
the method, and Qi are average daily streamflows.
Similar computations of the relative magnitude of
base flow can be based on other separation methods.

In a region of generally similar geology, larger
watersheds tend to have more storage and a higher
proportion of base flow. A watershed containing
very permeable soils or low slopes typically has a
high proportion of base flow (e.g., BFI > 0.95), while
one with high slopes underlain by impermeable ma-
terial has a low proportion (BFI < 0.2). If relations
between BFI and watershed properties can be estab-
lished, they may provide a basis for inferring stream
behavior in watersheds where flow measurements
have not been made. Kling and Nachtnebel (2009)
presented a simple method for the regional estima-
tion of runoff-separation parameters for the monthly
water-balance model using the BFI and catchment

characteristics, and Santhi et al. (2008) mapped BFI
values for the United States and related them to hy-
drologic landscape regions and watershed properties
such as relief and percentage of sand.

Note that the total volume of base flow varies
greatly depending on the separation method used.
This illustrates the crucial point: If a consistent
method is applied, base-flow separation can be a use-
ful tool for comparing the relative contributions of
ground water to streamflow in different watersheds.
However,

All base-flow separation methods are based on 
assumptions and require arbitrary decisions; thus, 
by themselves they cannot be used to identify the 

actual ground-water component of streamflow 
(Freeze 1972a; Anderson and Burt 1980).

The topic of base-flow separation is also important
for the study of event flow, and is examined further
in section 10.2.2.

9.5.4 Capillary Rise, CR
Capillary rise is induced by extraction of water

from the unsaturated zone and capillary fringe by
evapotranspiration, and by migration of water to a
freezing front. Capillary rise is usually considered to
be a minor to negligible component of the water bud-
get in humid regions, but may be a significant propor-
tion of evapotranspiration in semiarid and arid areas.
Net capillary rise may be difficult to estimate as a
separate component, and it is often tacitly included
as part of basin evapotranspiration, as done here.

One approach to estimating capillary rise is to
identify those portions of the drainage basin where
the water table is close enough to the surface that
plants can obtain water from the capillary fringe or
the saturated zone below. The presence of wetland
vegetation and plants that are known phreatophytes
can be used in this identification. One can then as-
sume that evapotranspiration from these areas will
always be at the potential rate, and use one of the
methods described in chapter 6 to estimate PET.
Nichols (1993, 1994) applied such methods in esti-
mating CR in the western United States.

In areas where plants are extracting water from
the capillary fringe, the water table may show a diur-
nal fluctuation (figure 9.36 on p. 438). Johansson
(1986) showed that transpiration could produce such
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Figure 9.35 Measured discharge and
base flow as calculated by the Institute of
Hydrology base-flow separation method

(box 9.8) for the Pemigewasset River at
Plymouth, New Hampshire, for 17 April

2012 to 3 November 2012.

Box 9.8 Institute of Hydrology Base-Flow Separation Method

This base-flow separation method was developed by 
the Institute of Hydrology (1980) and is implemented via 
a computer program or in a spreadsheet. The initial data 
required are a time series of mean daily streamflow 
rates. The method is not appropriate for small “flashy” 
streams in which hydrograph rises take place over hours 
rather than days.

To access such data for stream gauges in the United 
States, go to the National Water Information System web-
site (http://waterdata.usgs.gov) and follow these steps:

1. Select “Surface Water.”

2. Select “Daily Data.”

3. Under “Site Identifier,” enter site (stream) name.

4. Under “Water Level/Flow Parameters,” select “Stream-
flow ft3/s.”

5. Scroll down to “Choose Output Format” and select an
appropriate format, then go to “Retrieve USGS Sur-
face-Water Daily Data for Selected Sites” and enter the
first date and last date of the time period of interest.

6. Scroll down and select “Tab-separated data” and
“Save to file” to save the data in a spreadsheet.

7. In the spreadsheet, convert flows from ft3/s to m3/s
by dividing by 35.31.

Given a sequence of N mean daily flows Q1, Q2, …, 
QN , the basic procedure is to determine the minima of 
nonoverlapping consecutive 5-day periods and identify 
“turning points” in the sequence of minima. The turning 

points, which are separated by varying numbers of days, 
are then connected by straight lines that define the ordi-
nate of the daily base-flow hydrograph, QBF1, QBF2 , …, 
QBFN , with the constraint that QBFi ≤ Qi. The detailed steps 
in the procedure are:

1. Divide the daily flows into nonoverlapping blocks of
5 days.

2. Determine the minimum value for each block, desig-
nate these Qm1, Qm2, etc.

3. For each group of three successive minima
(Qm1,Qm2,Qm3), (Qm2,Qm3,Qm4), (Qm3 ,Qm4,Qm5), etc.,
determine whether the central value is < 0.9 times
both outer values. If this is true for day i, QBFi = Qmj ;
i.e., the central value is an ordinate of the base-flow
hydrograph, designated QBFi . These will be separated
by varying numbers of days.

4. Linearly interpolate between successive QBFi values
to determine the potential base-flow ordinates for
the intervening days.

5. If any QBFi value determined in step 4 is greater than
the actual flow, Qi , set QBFi = Qi .

An example is shown in figure 9.35.
Aksoy et al. (2009) developed a modification of the 

Institute of Hydrology method that removes sharp 
peaks and troughs in the base-flow line via digital filter-
ing and smoothing.
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fluctuations even with water tables at depths of 2 m
or more. White (1932) suggested that evapotranspi-
ration could be estimated from such diurnal water-
table fluctuations as

where ET is the daily evapotranspiration [L], (Δh/
Δt)r is the rate of rise of the water table during the pe-
riod midnight to 4:00 AM, and Δh24 is the net fall in
water level over the 24-hr period. This method was
successfully used by Meyboom (as cited in Freeze
and Cherry 1979), who suggested that the appropri-
ate value of Sy used in equation (9.51) is one-half the
conventional value.

Daniel (1976) developed a method for estimat-
ing evaporative extractions of ground water based on
theoretical aquifer-drainage relations, and applied it
successfully in Alabama.

9.5.5 Deep Seepage, Gin and Gout

In the context of the water-balance relations de-
veloped earlier [equations (9.21)–(9.23)], deep seep-
age refers to the ground-water inflow and outflow
terms Gin and Gout, respectively. The magnitudes of
these terms are very difficult to determine, and they

are often assumed to be negligible or to cancel (i.e.,
Gout = Gin). However, the earlier discussion of re-
gional ground-water flow suggests that it is often un-
wise to cavalierly adopt such assumptions.

9.5.5.1 Piezometer Measurements and Flow Nets
Installation of piezometers and observation

wells at strategic locations gives the most definitive
information about the magnitude of deep seepage.
This information is most effectively used in combi-
nation with flow-net construction, as by Freeze and
Witherspoon (1968). Winter et al. (1989) and Winter
et al. (2003) combined piezometer observations with
hydroclimatologic observations to develop informa-
tion on the magnitude of deep seepage in smaller wa-
tersheds in many regions (see section 9.3.2), and
found that it is often significant.

9.5.5.2 Water-Balance Analyses

9.5.5.2.1 Watershed Segments
Figure 9.37 shows a hypothetical drainage basin

in which the main stream is gauged at N successive
downstream locations. Starting at each of these loca-
tions, topographic divides can be delineated that de-
fine N subbasin segments, numbered i = 1, 2, ..., N
from upstream to downstream. If we assume that
there is no flow across the main basin divides, and

ET
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Figure 9.36 Estimation of 
evapotranspiration from the 
capillary fringe (capillary rise) 
using diurnal water-table fluc-
tuations [equation (9.51)] 
[adapted from Freeze and 
Cherry (1979)].
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that ground water as well as surface water moves
only in the down-basin direction, the long-term aver-
age water balance for the ith segment is

Qi = (Pi – ETi) · Ai + Gi–1 – Gi + Qi–1, (9.52)

where Q is stream outflow [L3 T–1], P and ET are ar-
eal average precipitation and evapotranspiration
rates, respectively [L T–1], A is the area of the segment
[L2], and G is ground-water outflow rate [L3 T–1].

If we assume that all the quantities in equation
(9.52) can be determined with reasonable precision
except the G terms, there are N equations of the form
of (9.52) with N + 1 unknowns (including G0). How-
ever, if G0 as well as Q0 = 0 as assumed, there are ac-
tually only N unknowns, and the ground-water
outflow for the ith segment can be found as

Gi = (Pi – ETi) · Ai + Gi–1 + Qi–1 – Qi. (9.53)

Box 9.9 gives an example application of equation
(9.53). However, as with all water-balance ap-
proaches, the uncertainty in all the “known” terms is
hidden in the terms found by subtraction.

9.5.5.2.2 Water Balance as a Function of Basin Elevation
As discussed in section 4.1.5, average precipita-

tion (P) is a strong function of elevation in many re-
gions. Since average evapotranspiration (ET) is
strongly related to average air temperature, which de-
creases with elevation, ET usually decreases with el-
evation. Dingman (1981) developed relations for
estimating P and ET as functions of elevation in
northern New England and then compared values of
P – Q with ET, where Q is measured average stream-
flow for small watersheds that each span a limited
range of elevation. The results are shown in figure
9.38 on p. 441: The presence of ground-water out-
flow is indicated for watersheds in which (P – Q) >
ET. The data suggest that many higher-elevation wa-
tersheds in northern New England have deep-seep-
age outflows on the order of 100 mm/yr.

9.5.5.2.3 Regional Water Balance
Schaller and Fan (2009) presented a quantitative

survey of ground-water inflows and outflows based
on a simple water-balance analysis for some 1,555
watersheds over the contiguous United States. Wa-
tershed surplus (recharge, R) was calculated at a res-
olution of ~10 km as

R = P – ET, (9.54)

where P was determined from gridded observations,
and ET from a 50-year simulation using a hydrologic
model. The recharge was partitioned into stream-
flow, Q, and ground-water outflow, Gout:

R = Q + Gout, (9.55a)

i.e., Gout was calculated as

Gout = R – Q = P – ET – Q, (9.55b)

where Q was measured at gauging stations selected to
minimize the effects of reservoir operations, ground-
water extraction, and other artificial influences. The
ratio Q/R (the fraction of recharge that leaves the wa-
tershed as streamflow) was used to characterize this
partition: If Q/R > 1, the observed river flow includes
ground-water inflow from other watersheds, and the
basin is a ground-water importer; if Q/R < 1, the wa-
tershed is a ground-water exporter.

Figure 9.37 Schematic diagram defining terms for 
derivation of water-balance estimates of deep seep-
age [equations (9.52)–(9.53)]. Arrows indicate general 
direction of ground-water flow, dots are gauging sta-
tions. (a) Plan view of basin showing segments. (b) 
Longitudinal cross section.
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The results are shown in figure 9.39 on p. 442.
Values of Q/R ranged from < 0.1 (> 90% of recharge
exits as ground-water outflow, Gout) to > 2 (> 50% of
the streamflow is imported ground water, Gin). Half
(49.6%) of the watersheds examined are ground-water
exporters and half are importers. As would be ex-
pected, Q/R values greater or less than 1 were more
frequent in arid regions (P < 500 mm/yr; figure

9.39b); they are more common in watersheds with re-
charge-controlled water tables as indicated by the wa-
ter-table ratio (WTR) described in section 9.2.5.2.
There is a tendency of the Q/R ratio to be closer to 1
with increasing watershed area (figure 9.39c), consis-
tent with regional ground-water flow dynamics.
There is no clear relation between Q/R and elevation
(figure 9.38d). However, the watersheds studied were

Box 9.9 Example Calculation of Gin and Gout from
Watershed-Segment Water Balances

Table 9B9.1 gives areas and long-term average values of precipitation, evapotranspiration, 
and streamflow for four segments of the Contoocook River basin in central New Hampshire.

We want to estimate the ground-water outflow, Gi from each segment using the method and 
assumptions of section 9.5.5.2.1. For the first (upstream-most) segment, we assume no stream or 
ground-water inflow, and equation (9.53) gives

G1 = [(1,300 – 500) mm/yr] × (176 km2) × [3.17×10–5 m3/yr/(mm · km2 · s)]
+ 0 m3/s + 0 m3/s – 3.31 m3/s = 1.15 m3/s.

For the second segment, we have

G2 = [(1,180 – 500) mm/yr] × (777 km2) × [3.17×10–5 m3/yr/(mm · km2 · s)]
+ 1.15 m3/s + 3.31 m3/s – 18.0 m3/s = 3.21 m3/s.

Similarly, the third and fourth segments yield the results in table 9B9.2.

These computations suggest that deep seepage is a significant component of the water bal-
ance in the Contoocook River basin. Note that the calculated proportion of outflow occurring as 
ground water decreases downstream, as would be expected as larger watersheds capture more 
ground water. The uncertainties in these estimates should be assessed (section 1.11.2) before 
accepting these conclusions (see exercise 9.12).

Table 9B9.1

Watershed 
segment, i

1

2

3

4

Stream 
Gauge at

Peterboro

Henniker

W. Hopkinton

Penacook

Area, A 
(km2)

176

777

153

878

Average 
Streamflow 

(m3/s)

3.31

18.0

10.7

35.5

Precipitation, 
P (mm/yr)

1,300

1,180

1,020

1,070

Evapotranspiration, 
ET (mm/yr)

500

500

550

550

Segment, i

1

2

3

4

Gi (m3/s)

1.15

3.21

3.76

2.50

Gi/Qi

0.35

0.18

0.19

0.07

Table 9B9.2
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not characterized geologically or examined regionally,
and doing so might have brought out that relation.

Although unaccounted for, artificial water trans-
fers and uncertainty in the estimates of precipitation
and evapotranspiration could have affected Schaller
and Fan’s (2009) Q/R values. However, their results
suggest that ground-water outflow or inflow can be a
significant portion of a watershed’s water budget and
emphasize the need for careful assessment of water-
shed water-budget components.

9.6 Impacts of Ground-Water 
Development on Areal Hydrology

Ground water is of course a major source of wa-
ter for domestic, industrial, and agricultural uses. In
many regions, the extraction of ground water has
major impacts on local and regional hydrology, af-
fecting streamflow, lake and wetland levels, coastal
ecology, water quality, and land subsidence (box
9.2). The goal of this section is to provide a basic un-
derstanding of these impacts.

We focus on unconfined aquifers, because they
have the most direct connections with other portions
of the land phase of the hydrologic cycle and their
exploitation as water sources has the most direct im-

pacts on regional hydrology. However, we will use
the mathematically simpler but essentially similar
behavior of confined aquifers to illustrate the most
basic features of the effects of the extraction of
ground water on drainage-basin hydrology. This is
justified because the behavior of unconfined aquifers
is nearly identical to that of confined aquifers as long
as the changes in water-table elevation are small rela-
tive to the saturated thickness.

To further simplify the discussion we consider
only homogeneous, isotropic aquifers, simple aquifer
configurations, and fully-penetrating wells. General
ground-water texts such as Bear (1979), Freeze and
Cherry (1979), and Fetter (2001) explore more exact
models of ground-water development in unconfined
flows and in more complex boundary conditions.

9.6.1 Hydraulics of Ground-Water
Development

9.6.1.1 Radial Flow to a Well
Consider the highly idealized case of a well com-

pletely penetrating a homogeneous unconfined aquifer
of infinite extent resting on a horizontal impermeable
base (figure 9.40 on p. 443). The water table is initially
horizontal everywhere at a height h0 above the base
and there is no recharge or capillary rise.

Figure 9.38 Long-term average
precipitation (P) minus stream-

flow (Q) versus mean basin eleva-
tion for 19 small gauged basins in

New Hampshire and Vermont.
The lines are estimates of poten-

tial evapotranspiration (PET)
using the Hamon and equilib-

rium estimates (see section
6.7.2.2), with the value deter-

mined at Hubbard Brook Experi-
mental Forest (HBEF) as control.

The existence of deep seepage is
suggested for basins that plot to
the right of the PET lines [repro-

duced from Dingman (1981), Ele-
vation: A major influence on the

hydrology of New Hampshire
and Vermont, USA. Hydrological

Sciences Bulletin 26:399–413,
courtesy of International Associa-

tion of Hydrological Sciences].
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When the well is pumped at a constant rate Qw,
water is withdrawn from aquifer storage, the water
table declines toward the well, and flow is induced
toward the well from all directions. Thus the flow has
radial symmetry, and if we approximate the uncon-
fined case by equivalent confined conditions (i.e., as-
sume negligible water-table decline and horizontal
streamlines and ignore a transient initial period prior
to the establishment of gravity drainage), it can be de-
scribed by transforming the two-dimensional form of
the general ground-water equation [equation (9B1.8)]
to polar coordinates (Freeze and Cherry 1979):

where r is the radial distance measured outward
from the well.

Theis (1935) showed that an analytical solution
for equation (9.56) is

∂
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Figure 9.39 (a) The frequency of basins found at a given Q/R ratio, (b) the ratio as a function of annual precipita-
tion, (c) the ratio as a function of basin area, and (d) the ratio as a function of mean basin elevation [Schaller and 
Fan (2009). River basins as groundwater exporters and importers: Implications for water cycle and climate model-
ing. Journal of Geophysical Research 114, with permission of the American Geophysical Union].
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where and u(r,t) is a measure of the aquifer response time
similar to equation (9.12):

W u r t
u r t

u r t
u r t

u r t
[ ( , )]

[ ( , )]
( , )

( , )
( , )

∫ - ◊
•

Ú exp
d (9.58)

u
S r

K h tr t
y

h
, .∫

◊
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2

04
(9.59)

Figure 9.40 Definitions of terms for equations describing radial flow to a well in an unconfined aquifer [equa-
tions (9.56)–(9.59)]. (a) Plan view; dashed lines are equipotentials, arrows show flow directions. (b) Cross section.
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The function W[u(r,t)] is known as the well
function; its values are tabulated in table 9.3. The
quantity [h0 – h(r,t)] is the drawdown, and when its
values are plotted as a function of distance at any
time they define a drawdown curve or, in three di-
mensions, a cone of depression that is asymptotic to
h0. Box 9.10 shows how this relation is applied.

The area over which the pumping causes draw-
down is called the area of influence. For the ideal-
ized situation of figure 9.40, the lines of equal
drawdown and the extent of the cone of depression
are circular in plan view and the area of influence co-
incides with the projected area of the cone.

Clearly, the drawdown is proportional to pump-
ing rate, and it decreases with distance at any time
and increases with time at any distance. For a given
pumping rate and a given duration of pumping, the
rates of change are controlled by the aquifer proper-
ties. At a given time,

• lower Kh → larger drawdown spread over a smaller
area

• higher Kh → smaller drawdown spread over a
greater area

• lower Sy → larger drawdown spread over a greater
area

• higher Sy → smaller drawdown spread over a
smaller area

An interesting and useful property of the solution
to equation (9.56) is that the drawdown at any location
due to the pumping of more than one well is equal to
the sum of the drawdowns that would be produced at
that location by each of the wells individually.

9.6.1.2 Contributing Areas
The contributing area of a well is the area on

the land surface above the portion of aquifer from
which water is flowing to the well. Identification of
this area for unconfined aquifers receiving recharge
from infiltration and/or surface-water bodies is im-
portant because (1) the levels of ground-water-fed
lakes or streams in the contributing area will be af-
fected by pumping and (2) any water-contaminating
substances introduced into the contributing area will
eventually reach the well. The delineation of these
areas by analytical and numerical methods was re-
viewed by Morrissey (1987).

Table 9.3 Values of W[u(r,t)] for Various Values of u(r,t).a

Example: For u(r,t) = 4.0×10–5, W[u(r,t)] = 9.55.

u(r,t)

× 1

× 10–1

× 10–2

× 10–3

× 10–4

× 10–5

× 10–6

× 10–7

× 10–8

× 10–9

× 10–10

× 10–11

× 10–12

× 10–13

× 10–14

× 10–15

1.0

0.219

1.82

4.04

6.33

8.63

10.94

13.24

15.54

17.84

20.15

22.45

24.75

27.05

29.36

31.66

33.96

2.0

0.049

1.22

3.35

5.64

7.94

10.24

12.55

14.85

17.15

19.45

21.76

24.06

26.36

28.66

30.97

33.27

3.0

0.013

0.91

2.96

5.23

7.53

9.84

12.14

14.44

16.74

19.05

21.35

23.65

25.96

28.26

30.56

32.86

4.0

0.0038

0.70

2.68

4.95

7.25

9.55

11.85

14.15

16.46

18.76

21.06

23.36

25.67

27.97

30.27

32.58

5.0

0.0011

0.56

2.47

4.73

7.02

9.33

11.63

13.93

16.23

18.54

20.84

23.14

25.44

27.75

30.05

32.35

6.0

0.00036

0.45

2.30

4.54

6.84

9.14

11.45

13.75

16.05

18.35

20.66

22.96

25.26

27.56

29.87

32.17

7.0

0.00012

0.37

2.15

4.39

6.69

8.99

11.29

13.60

15.90

18.20

20.50

22.81

25.11

27.41

29.71

32.02

8.0

0.000038

0.31

2.03

4.26

6.55

8.86

11.16

13.46

15.76

18.07

20.37

22.67

24.97

27.28

29.58

31.88

9.0

0.000012

0.26

1.92

4.14

6.44

8.74

11.04

13.34

15.65

17.95

20.25

22.55

24.86

27.16

29.46

31.76

aInterpolated values can be estimated using the method of Barry et al. (2000).

Source: Wenzel (1942).
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Box 9.10 Example Calculations: Drawdown and Stream Depletion

Example Drawdown Calculation

Here we compute the drawdown at various distances from a well (r = 1, 5, 10, 50, and 100 m) 
at various times after pumping begins (t = 1, 2, 40, and 80 hr). We assume an ideal homogeneous 
horizontal aquifer with Kh = 10–5 m/s, h0 = 20 m, Sy = 0.20, a constant pumping rate Qw = 0.001 
m3/s (= 86.4 m3/day), and no interaction with surface-water bodies. For the first values of time 
and distance we use equation (9.59) to find u(r,t) as

Repeating this for all combinations of time and distance gives the values of u(r,t) in table 9B10.1.

From table 9.3 we find the values of W[u(r,t)] that correspond to the above values of u(r,t) 
[table 9B10.2; interpolated using approximation of Barry et al. (2000)].

Finally, the drawdown is calculated by multiplying the above values of W[u(r,t)] by

to give h0 – h(r,t) in m. The results are found in table 9B10.3.

u 1 3 600
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Table 9B10.1 u(r, t)

t (s)

3,600

7,200

144,000

288,000

r = 1 m

0.07

0.03

0.00

0.00

r = 5 m

1.74

0.87

0.04

0.02

r = 10 m

6.94

3.47

0.17

0.09

r = 50 m

173.61

86.81

4.34

2.17

r = 100 m

694.44

347.22

17.36

8.68

Table 9B10.2 W[u(r,t)]

t (s)

3,600

7,200

144,000

288,000

r = 1 m

2.16

2.82

5.78

6.47

r = 5 m

0.07

0.28

2.60

3.27

r = 10 m

0.00

0.01

1.34

1.96

r = 50 m

0.00

0.00

0.00

0.04

r = 100 m

0.00

0.00

0.00

0.00

Table 9B10.3 Drawdown, h0 – h(r,t) (m)

t (s)

3,600

7,200

144,000

288,000

r = 1 m

0.86

1.12

2.30

2.58

r = 5 m

0.03

0.11

1.04

1.30

r = 10 m

0.00

0.00

0.53

0.78

r = 50 m

0.00

0.00

0.00

0.02

r = 100 m

0.00

0.00

0.00

0.00

(continued)
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For the ideal, infinite, homogeneous aquifer with
an initially horizontal water table described in the pre-
ceding section all the water extracted from the cone of
depression eventually arrives at the well, and the con-
tributing area at any time is identical to the area of in-
fluence. However, actual aquifers do not have
horizontal water tables (which would imply no flow)
and do not extend infinitely. If the water table is ini-
tially sloping, the cone of depression is no longer cir-
cular and the contributing area does not coincide with
the area of influence (figure 9.41). If the aquifer is in a
river valley, the contributing area may extend to or
even beyond the river (figure 9.42 on pp. 448–449).

9.6.2 Effects of Ground-Water Extraction

9.6.2.1 Effects on Natural Recharge and Discharge
Consider the ground-water system of a drainage

basin in which there is no ground-water flow in or
out. Under natural (no development) conditions, the
long-term average recharge and discharge for this
system must be in balance, and from equation (9.23):

Rnat – QGWnat = 0, (9.60)

where the subscript “nat” denotes the natural re-
charge and discharge rates.

If one or more wells begins pumping from the
system, water will be removed from aquifer storage
as the cones of depression develop. In addition, the

natural rates of recharge and/or discharge will in
general be changed as the water-table configuration
is altered by the pumping. Thus, during develop-
ment, the water-balance for the system becomes

where ΔR and ΔQGW are the changes in recharge and
discharge, respectively, due to the water-table lower-
ing induced by the pumping; ΣQw is the total pump-
ing rate; and ΔS/Δt is the rate of change of aquifer
storage (ΔS/Δt < 0). Combining equations (9.60)
and (9.61) yields

Equation (9.62) states that ground-water extraction
must be balanced by a decrease in storage (–ΔS,
which always occurs) and, in general, by some com-
bination of increased (induced) recharge (+ΔR) and/
or decreased ground-water discharge (–ΔQGW). We
now examine how water tables lowered by pumping
affect ΔR and ΔQGW.

From the definition of recharge [equation
(9.22)], we see that ΔR must be due to some combi-
nation of: (1) increased recharge from infiltration,
RI; (2) increased recharge from surface-water bodies,

R R Q Q Q
S
tnat GWnat GW w+ - + - =( ) ( )D D S D

D
,

(9.61)

S D D D
D

Q R Q
S
tw GW= - - . (9.62)

Example Stream-Depletion Calculation

Consider a well in an aquifer with the same properties as in the previous example, except it is 
located 20 m from a stream. To determine the streamflow depletion rate Dw at 1, 10, 30, 60, 180, 
and 365 days of continuous pumping, refer to equation (9.64) and calculate

Table 9B10.4 shows the arguments of D( ) obtained by multiplying the value of equation 
(9B10.3) by the times of interest. The values of Dw(t)/Qw are then found from the curve in figure 
9.43, and Dw is found by multiplying those values by Qw.
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Table 9B10.4 Argument of Depletion Function

Quantity

argument

Dw(t)/Qw

Dw (m3/s)

t = 1 day = 
8.64×104 s

0.216

0.11

1.1×10–4

t = 10 days 
= 8.64×105 s

2.16

0.62

6.2×10–4

t = 30 days 
= 2.59×106 s

6.48

0.77

7.7×10–4

t = 60 days 
= 5.18×106 s

13.0

0.82

8.2×10–4

t = 180 days 
= 1.56×107 s

38.9

0.90

9.0×10–4

t = 365 days 
= 3.15×107 s

78.8

0.92

9.2×10–4
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RSW ; and (3) decreased capillary rise, CR. Lowered
water tables due to pumping affect these components
in the following ways:

RI: As shown in figure 9.26, net recharge from
infiltration tends to increase with water-

table depth up to a point, beyond which
there is little change.

RSW : As shown in figure 9.42, the cone of
depression from wells near streams can
extend to the stream, locally reverse the

Figure 9.41 The cone of depression, area of influence, and contributing area for an aquifer with a sloping water 
table. (a) Cross section. (b) Plan view [adapted from Morrissey (1987)].
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potential gradient, and induce recharge
from the stream. (This effect is discussed
further in the next section.)

CR: Again from figure 9.26, lowered water
tables tend to decrease capillary rise by
lowering the capillary fringe beyond the
reach of plant roots.

Thus the overall effect of ground-water development
tends to be a net increase in recharge; the magnitude
of the effect will be highly dependent on the drain-
age-basin geology, topography, and climate and the
placement and pumping rates of wells. In humid re-
gions with gaining streams, lakes, and wetlands,
much of this will be due to water loss from surface
water (ΔRSW).

It should be clear from the preceding discussion
that some “mining”—i.e., removal of water from

aquifer storage—occurs with any extraction rate.
However, if a constant rate of ground-water extrac-
tion is imposed on a region for a sufficient time, a
new equilibrium state may eventually be reached in
which there is no further change in storage (ΔS/Δt =
0); if this occurs, the extraction rate (ΣQw) is supplied
by increased recharge (ΔRI  + ΔRSW > 0) and/or re-
duced discharge (ΔCR + ΔQGW < 0). Bredehoeft et
al. (1982) pointed out that the time required to reach
this equilibrium may be very long indeed (hundreds
of years), depending on the region’s size, hydrology,
and geology and on the locations and pumping rates
of wells. In some situations, it is not possible to reach
an equilibrium state before drawdown at wells equals
its maximum value, i.e., the water table is drawn
down to the bottom of the deepest well. Only de-
tailed ground-water modeling studies can evaluate a
given situation.

Figure 9.42 Contributing areas and water-table contours for wells near a river. (a) Natural condition before 
pumping. (b) Well intercepts water that was flowing to the river. (c) Well intercepts water and extracts flow from 
the river. (d) Well intercepts water from both sides of the valley and extracts water from the river. Existence of con-
ditions (b), (c), or (d) depends on pumping rate and aquifer configuration and properties [Morrissey (1987)].
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9.6.2.2 Effects on Streams
As shown in figure 9.42, ground-water extrac-

tion can reduce streamflow by: (1) inducing local re-
charge from a gaining stream (ΔRSW > 0) and (2)
intercepting water that would naturally discharge to
streams (ΔQGW < 0). The net of these two effects is
called stream depletion, Dw:

Dw ≡ ΔRSW – ΔQGW . (9.63)

Jenkins (1968) showed that, under the same ide-
alized aquifer conditions used to solve equation
(9.56), the ratio of stream depletion rate to a con-
stant rate of pumping, Qw, from a well located a dis-

tance x from a stream is given by a depletion
function, D, where

Figure 9.43 gives the form of this depletion func-
tion; note that depletion rate is a function of the aquifer
properties (Kh, Sy, h0) and the distance of the well from
the stream (x), and that the function is asymptotic to
Dw(t)/Qw = 1. Thus the fraction of pumpage that comes
from the river increases with time until ultimately all the
water withdrawn by the well comes from streamflow.
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Figure 9.42 (continued)
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Box 9.10 gives an example of the application of
this relation to estimating streamflow depletion
rates. Jenkins (1968) gave additional examples, and
showed how the relation can be used to estimate de-
pletion rates and volumes due to continual and inter-
mittent pumping.

9.6.2.3 Salt-Water Intrusion
Consider a well located above the fresh-salt in-

terface in a coastal aquifer like that shown in figure
9.23. By the Ghyben–Herzberg principle (box 9.5),
the elevation of the interface will increase by 40 m
for every 1 m in drawdown caused by pumping. Thus
if the drawdown at the well approaches 1/40th of the
vertical distance between the bottom of the well and
the interface, the well is likely to pump salt water.

To the extent that the idealized conditions as-
sumed in deriving them are not satisfied, equations
(9.57)–(9.59) will not exactly predict the drawdown
in a coastal aquifer. This may occur when the aquifer
is not quasi-infinite, the well is not fully penetrating,
or the interface between fresh and salt water is not
sharp. Modified versions of those equations are
available to account for these complicating condi-
tions (Freeze and Cherry 1979).

9.6.3 “Safe Yield”
It is widely believed, even by many hydrologists

and water-resource managers, that the sustainable
rate of extraction—or “safe yield”—of ground water

from a basin equals the rate of natural recharge, Rnat.
It should be clear from the preceding discussion that
this is not true: Equation (9.62) shows that the rate
of extraction is supplied by a decrease in storage and,
in general, by changes in recharge and/or discharge.
Rnat itself does not enter into that equation, and in
fact is relevant to the determination of safe yield only
to the extent that it should be accounted for in
ground-water models (Bredehoeft et al. 1982; Brede-
hoeft 1997, 2002; Zhou 2009). Instead,

Safe yield (or sustainable yield) is best
defined as the rate at which ground water can 
be withdrawn without producing undesirable 

effects (Lohman 1979).

The preceding discussion has identified the most
important hydrologic impacts of ground-water ex-
traction, and most of these have potentially undesir-
able effects:

• Reductions of streamflow may seriously reduce
surface water available for instream (e.g., wildlife
habitat, waste dilution, hydropower, recreation,
navigation) and withdrawal (water supply, irriga-
tion) uses.

• Levels and/or extents of lakes and wetlands may
be reduced, with consequent loss of valued habitat
and recreational value.

Figure 9.43 The stream-
depletion function, Dw(t)/Qw, 
as a function of Kh · h0 · t/(x2 · 
Sy). See example in box 9.10 
[reproduced from Jenkins 
(1968), Techniques for com-
puting rate and volume of 
stream depletion by wells. 
Ground Water 6(2):37–46, 
with permission from Wiley].
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▼ EXERCISES

1. Given the following measurements at individual piezometers, calculate (a) the hydraulic
head, (b) the pressure head, (c) the elevation head, and (d) the pressure:

2. Piezometers A, B, and C are located 1,000 m apart in a horizontal aquifer. A is due south of
B, and C is due east of a line between A and B. Given the data in the table below, determine
(a) the direction of ground-water through the triangle ABC and (b) the hydraulic gradient.

3. A horizontal aquifer with a thickness of 45 m is subjected to pumping that lowers the pres-
sure head by 25 m. Assuming an aquifer compressibility of α = 1.8×10–8 m2/N, how much
does the aquifer compact?

4. Obtain information about the general geology and ground-water environment of your
region. For the United States, information can be accessed at http://water.usgs.gov/ogw/
gwrp/activities/regional.html. Write a brief report summarizing the general geology and
regional ground-water flow, including:

a. Typical values of ground-water residence times [equation (9.14)].

b. Which of the fundamental hydrologic landscape units (FHLUs) shown in figure 9.15
most closely applies to your region?

c. Likely typical values of the water-table ratio (WTR) [equation (9.16)].

d. The implication of regional WTR values for computation of watershed water budgets.

Piezometer→

Ground surface elevation (m)

Piezometer depth (m)

Depth to water surface (m)

A

450

150

27

B

100

100

65

C

320

80

55

D

65

120

40

E

210

20

10

Piezometer→

Ground surface elevation (m)

Depth to water surface (m)

A

95

5

B

110

30

C

135

35

• Extent of areas where water is available to plants
that exploit the capillary fringe (phreatophytes)
may be reduced, with consequent loss of habitat.

• Ground-water outflow to the ocean may be re-
duced, with consequent effect on coastal wetlands
and/or nearshore benthic marine habitats.

• Lowered water table may cause land subsidence as
some of the overburden stresses formerly sup-
ported by ground water are transferred to the min-
eral grains (box 9.2). Land subsidence of up to 9 m
has occurred due to extraction of ground water for
irrigation in the Central Valley of California.

• Costs of pumping, which are proportional to depth
of water table, rise.

• Water tables lowered by one developer may fall be-
low depths of nearby wells belonging to others,
perhaps resulting in legal action.

• The fresh-salt interface may be raised, increasing
the likelihood of salt-water intrusion.

Because of the varying importance of all these
hydrologic effects and their economic, social, envi-
ronmental, and legal consequences in different re-
gions, and within a given region, there is no general
formula for computing “safe yield.” Acceptable
rates of development can only be determined by: (1)
determining the likely hydrologic effects of various
combinations of rates, timing, and location of
ground-water extraction, which requires ground-wa-
ter modeling; (2) assessing the environmental, eco-
nomic, legal, and social impacts of these effects; and
(3) balancing the benefits afforded by the ground wa-
ter against the undesirable consequences of the vari-
ous schemes.
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5. Which of the stream types shown in figure 9.17 characterizes streams in your region? Are
different types associated with streams of different sizes?

6. a. To what extent do streams in your area seem to conform to the Dupuit approximation
(box 9.4)?

b. Locate a stream-gauging station in your region and obtain annual flow data with which
to estimate long-term average discharge, Q. In the United States, gauging stations can be
located via the USGS website (http://www.usgs.gov/water) and average discharge data
can be directly obtained through the WaterWatch website (http://waterwatch.usgs.gov)
by clicking on “Toolkit,” followed by entering the name or number of the stream-gaug-
ing station of interest. Estimate the proportion of streamflow from ground water, QGW/
Q, via equation (9.18), using topographic maps or Google Earth to estimate a regional
value of interstream spacing X and stream length L for the selected gauge.

7. It is often stated that riparian wetlands reduce downstream flooding by acting as “sponges”
that absorb flood water from upstream. Evaluate that belief based on the discussion in sec-
tion 9.3.2.

8. Compute the base-flow index (BFI) for one year for a USGS stream gauge as specified by
your instructor, following the instructions in box 9.8 to download the data and compute
the BFI in a spreadsheet. (Ideally, different students could compute values for different
streams for the same year and compare BFI values.)

9. A series of observation wells (piezometers) are installed in a straight line at varying dis-
tances from the edge of a small reservoir in Durham, New Hampshire. The table below
gives the distances from the reservoir, the heights of the top of the well casing (TOC) above
the ground surface, the ground-surface elevations, and the depth to water table from TOC
as measured in October 2000 and October 2001. 

a. Calculate the water-table elevations at each well and the reservoir water-surface eleva-
tions for the two years.

b. Graph the ground and water-table elevations along the profile for the two years. Use an
appropriate degree of vertical exaggeration. Show the locations of all measurements
and the calculated elevations.

c. Write a paragraph summarizing your observations. Is the relation of ground water to
surface water typical of humid regions?

10. Outer Cape Cod at Eastham, Massachusetts, is a 4,800-m wide north/south-trending pen-
insula consisting of glacially deposited sands and gravels. Ground water discharges into the
Atlantic Ocean to the east and Cape Cod Bay to the west. Recharge from precipitation =
0.46 m/yr; the aquifer specific yield is 0.15 and hydraulic conductivity is 75 m/day.

a. Calculate and graph the water-table profile and depth to salt-water/fresh-water inter-
face from the center of the peninsula to either coast, accounting for the outflow face.

b. Calculate the width of the outflow face.

c. Calculate the discharge per length of coastline through the outflow face.

11. Figure 9.32 shows a portion of a flow net adjacent to one-half a symmetrical stream.
Assume that the flow net is spatially and temporally representative of a reach of length L =
1,500 m, that the aquifer is homogeneous and isotropic with a hydraulic conductivity Kh =

Location →

Distance from reservoir (m)

Ground elevation (m.a.s.l.)

TOC elevation (m.a.s.l.)

Depth to water table from TOC (m) in 2000

Depth to water table from TOC (m) in 2001

Reservoir

——

24.16

0.87*

0.38*

Well 1

4.79

25.35

25.95

0.88

1.40

Well 2

32.62

26.18

26.82

1.38

2.27

Well 3

53.87

 26.28

27.08

1.38

2.51

Well 4

75.03

26.23

26.93

1.11

2.35

Well 5

105.88

27.98

29.20

2.76

4.49

*Depth of water above point of ground-elevation measurement at edge of reservoir.
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10–5 m/s, and that the equipotentials are drawn at Δh = 1 m intervals. What is the ground-
water contribution to streamflow QGW for this reach?

12. Construct a spreadsheet program to explore the effects of various degrees of relative
uncertainty in estimates of precipitation and evapotranspiration on the G terms estimated
in the example in box 9.9 (see section 1.11.2). Typical 95% confidence levels for relative
errors are 5% for streamflow and 10% for precipitation and evapotranspiration. Does your
analysis tend to confirm or cast doubt on the hypothesis that deep seepage is important in
this region?

13. Find a drainage basin in your region in which an analysis like that of box 9.9 can be done.
Carry out the analysis and test for the effects of uncertainty on your estimates of deep
seepage.

14. Using the WellFunc.xls spreadsheet on the disk accompanying the text, compute the
drawdown for a well pumping 3,000 m3/day for distances up to 3 km and times up to 10
yr from an aquifer with a hydraulic conductivity of Kh = 30.5 m/day and a specific yield of
Sy = 0.15.

15. Use the spreadsheet program WellFunc.xls to compute drawdowns as a function of dis-
tance and time for an aquifer typical of your region. How well do the assumptions involved
in deriving the well function apply for this case?

16. Use WellFunc.xls to explore the effects of varying at least two of the variables Qw, Kh, Sy,
and h0 on drawdown for a typical aquifer in your region and write a paragraph describing
your results.

17. What are the most important potential adverse impacts of ground-water development in
your region? Is there evidence that any of these impacts have occurred? What studies
would you recommend for determining safe yield in your region?

▼ NOTES
1 Ground-water hydrologists often distinguish between the primary porosity, which is the original inter-

granular porosity of a soil or sedimentary deposit, and the secondary porosity, which is due to void
spaces developed subsequently by fracturing and/or dissolution.

2 The effect of pumping on the ground-water balance is considered in the last section of this chapter.
3 As described in sections 7.4.1 and 8.1.4, this water movement occurs in response to pressure gradients

created by evapotranspiration that reduces the liquid water content in the vadose zone. Capillary rise can
be a significant portion of basin evapotranspiration in many semiarid and arid regions where a class of
vascular plants called phreatophytes grows near streams and obtains water via roots that extend to the
capillary fringe. Saltcedar, arrowweed, cottonwood, cattails, and willows are common phreatophytes.
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10

Runoff Generation
and Streamflow

Streams are the routes by which almost all the
runoff on the continents (i.e., the portion of precipi-
tation not ultimately evaporated or transpired) is re-
turned to the oceans to complete the global
hydrologic cycle (tables 2.5, 2.6; figure 2.20).1 There
are three principal scientific and practical motiva-
tions for understanding the processes by which rain-
fall and snowmelt travel to streams:

1. Water Resources. The flow in streams constitutes
the sustainable water resource available for
human use and management (section 1.8.1) and
for stream organisms. (Note that this includes the
ground-water resource, because virtually all
ground water discharges to surface-water bodies.)

2. Flood Prediction and Forecasting. Flood predic-
tions are estimates of the probabilities of floods of
various magnitudes; they are the basis for the
design of bridges, dams, and levees and the formu-
lation of floodplain land-use plans and regula-
tions. Flood forecasts are estimates of the actual
magnitudes of flooding produced by a rain or
snowmelt event that is occurring or is forecast to
occur; these are used to guide the operation of res-
ervoir systems and to provide flood warnings to
floodplain occupants.

3. Water Quality. Water quality (temperature, inorganic
and organic dissolved constituents, and particulate
material), which affects the suitability of water for
use by humans and natural organisms, is strongly
influenced by physical processes and chemical and
biological reactions that occur as water moves over
and through the land surface toward streams.

The principal focuses of this chapter are: (1) a re-
view of the watershed concept and a description of
stream networks; (2) a conceptual overview of the es-
sential characteristics of stream responses to water in-
puts; (3) a survey of the processes and routes by
which water enters streams and moves through the
watershed stream network in response to rain and
snowmelt events; and (4) an introduction to some
commonly used approaches to forecasting and pre-
dicting stream responses (“rainfall-runoff modeling”).

10.1 The Watershed and the 
Stream Network

10.1.1 The Watershed
As defined in section 1.7, a watershed (also

called drainage basin, river basin, or catchment) is
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the area that topographically appears to contribute
all the water that passes through a specified cross
section of a stream (the watershed outlet; figure
1.10). The surface trace of the boundary that delimits
a watershed is called a divide. The horizontal projec-
tion of the area of a watershed is called the drainage
area of the stream at (or above) the outlet.

At least most of the water passing through the
stream cross section at the watershed outlet origi-
nates as precipitation on the watershed. Thus

Watershed geology, soils, topography, and land 
cover determine the magnitude, timing, and 
quality of water entering the stream network 

and of the streamflow leaving the watershed.2

10.1.2 The Stream Network

10.1.2.1 Stream Orders and the “Laws” of
Network Composition

Within any watershed larger than a minimum
size (which is a function of geology, soils, topogra-
phy, and climate), drainage of excess precipitation
occurs via a hierarchical stream network. Figure
10.1 shows the most common approach to quantita-
tively describing stream networks (Strahler 1952):
Streams with no tributaries are designated first-or-
der streams; the confluence of two first-order
streams is the beginning of a second-order stream;
the confluence of two second-order streams pro-
duces a third-order stream, etc. When a stream of a
given order receives a tributary of a lower order, its
order does not change. The watershed order is the
order of the stream at the watershed outlet. The ac-
tual size of the streams designated a particular order
depends on the scale of the map or image used and
the conventions used in defining stream channels
(perennial, intermittent, ephemeral; section 9.3.1.2).
A scale of about 1:25,000 is common; at that scale
the Mississippi River is a twelfth-order stream at its
mouth (Leopold et al. 1964).

Within a given watershed, the numbers, Nω, av-
erage lengths, Lω, and average drainage areas, Aω, of
streams of successive orders ω can usually be closely
described by relations of the form

Nω = KN · exp(–kN · ω), (10.1)

where KN, KL , KA, kN, kL , and kA are fitting parame-
ters that vary regionally (figure 10.2). The bifurca-
tion ratio, RB , the length ratio, RL , and the area
ratio, RA, are defined in table 10.1, and the water-

L K kL Lw w= ( )◊ ◊exp ,

A K kA Aw w= ( )◊ ◊exp ,

(10.2)

(10.3)

Table 10.1 The Laws of Drainage-Network
Composition.

Law

Law of stream 
numbers

Law of stream 
lengths

Law of 
drainage 
areas

Relation

R
N

NB ∫
+

w

w 1

R
L

LL ∫ +w

w

1

R
A

AA ∫ +w

w

1

Usual 
Range

3 < RB < 5

1.5 < RL < 3.5

3 < RA < 6

Source

Horton 
(1945)

Horton 
(1945)

Schumm 
(1956)

RB ≡ bifurcation ratio
RL ≡ length ratio
RA ≡ drainage-area ratio
Nω ≡ number of streams of order ω
Lω ≡ average length of streams of order ω
Aω ≡ average drainage area of streams of order ω;

order: ω = 1, 2, 3, ..., Ω.

Figure 10.1 Strahler (1952) system of designating 
stream orders.
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shed average values of these ratios are related to the
parameters of equations (10.1)–(10.3) as

The values of these ratios are usually constrained
within fairly narrow ranges, as summarized in table
10.1; these typical ranges are called the “laws” of
drainage-network composition.

The physical processes that produce stream net-
works are complex and operate at a range of spatial
and temporal scales. Thus the development of net-

R kB N= ( )exp ,

R kL L= ( )exp ,

R kA A= ( )exp .

(10.4)

(10.5)

(10.6)

Figure 10.2 (a) Numbers, Nω, (b) average
lengths, Lω, and (c) average drainage areas,

Aω, of streams of order ω = 1, 2, ..., 5 in a
drainage basin in England. See table 10.1

(from Fluvial Forms and Processes: A New Per-
spective, D. Knighton, copyright © 1998 Hod-

der Arnold, reproduced by permission of
Taylor & Francis Books UK).



458 Part III: Water Movement on the Land

works that lead to equations (10.1)–(10.3) can be
modeled as a random process (Leopold 1994; Knigh-
ton 1998), and the values of the ratios summarized in
table 10.1 are not physical laws, but typical ranges of
statistical averages.

10.1.2.2 Links, Nodes, and Network Magnitude
A stream network can also be quantitatively de-

scribed by designating the junctions of streams as
nodes and the channel segments between nodes as
links. Links connecting to only one node (i.e., first-
order streams) are called exterior links, the others
are interior links. The magnitude of a stream net-
work is the total number of exterior links (= first-or-
der streams) it contains; thus the network of figure
10.1 is of magnitude 43. Typically the number of
links of a given order is about one-half the number
for the next lowest order (Kirkby 1993).

10.1.3 Drainage Density
The drainage density, D, of an area, A, is the to-

tal length of streams draining that area, ΣL, divided
by the area:

Drainage density thus has dimensions [L–1].
Drainage density is usually measured on maps

or aerial photographs, and this can now be done rela-
tively easily using digitizers or geographic informa-
tion systems (GIS). Sellmann and Dingman (1970)
showed that drainage density can also be readily
measured by constructing a number of straight lines
over the region of interest and counting the number
of times the lines cross streams. Then

where Nx is the total number of crossings, and ΣLx is
the total length of lines.

The value of D for a given region will increase as
the scale of the map on which measurements are
made increases. Sellmann and Dingman (1970)
found that drainage densities measured on standard
USGS topographic maps at a scale of 1:24,000 were
close to true values observed in the field.

Channel networks form by erosion initiated
where surface water accumulates, which is a func-
tion of both precipitation, climate, surface permea-
bility, and soil erodibility. Thus drainage density
tends to be low in arid regions, but also in humid ar-

eas, where vegetation tends to increase surface per-
meability and reduce erodibility; the largest values
occur in semiarid regions. In a given climate, drain-
age density is higher on less permeable soils. Drain-
age density values ranging from less than 2 km–1 to
over 100 km–1 have been reported, and an area of
similar geology in a given climatic region tends to
have a characteristic value.

10.1.4 Relations between Network
Properties and Stream Response

Stream-network characteristics provide informa-
tion about the relative importance of hillslope and
channel processes in determining the response of a
given watershed to rainfall. It can be shown from
straightforward geometry that the average spacing of
streams, X, is

Therefore the divide-to-stream distance (i.e., the av-
erage hillslope length) is approximately 1/(2 · D) and
the average distance that a drop of water travels to a
stream is about 1/(4 · D). Thus drainage density is an
indicator of the efficiency of a stream network in
draining an area, especially if its definition is modi-
fied to eliminate the effects of stream sinuosity:

where ΣLv is the total length of stream valleys and Deff is
called the effective drainage density (Dingman 1978).

As we will see in this chapter, water travels to
streams at widely varying rates by various surface
and subsurface routes, and many factors other than
distance affect drainage efficiency. Thus although
many studies have attempted to use drainage density
as a predictor of hydrologic characteristics, such as
the magnitudes of flood flows or low flows, these re-
lations have limited regional application (Dingman
1978; Harlin 1984).

The network width is the number of links as a
function of distance upstream from the basin outlet.
For watersheds in which the time of travel in the stream
network dominates over that in the hillslopes (typically
watersheds with areas exceeding about 50 km2), the
shape of the network-width function is related to the
time between the occurrence of water input and the oc-
currence of the peak of the response hydrograph at the
watershed outlet: The closer the maximum in the width

D
L

A
∫ Â . (10.7)

D
N

L
x

x
=

Â
◊p

2
, (10.8)

X
D

ª 1
. (10.9)

D
L
Aeff

v∫ Â
, (10.10)
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function is to the watershed outlet, the shorter the time
between input and peak response (Kirkby 1976).

The values of the bifurcation, length, and drain-
age-area ratios can be used to calculate some hydro-
logically important characteristics of watersheds.
Rodriguez-Iturbe and Valdes (1979) derived formu-
las relating RB, RA, and RL to (1) the fraction of a wa-
tershed draining directly to streams of a given order
and (2) the fraction of streams of any order that are
tributary directly to streams of any higher order.
They also showed that those ratios can be used to
predict the characteristic response of a watershed to
rainfall inputs (section 10.6.4.3.5).

10.2 General Characteristics of 
Stream Response

10.2.1 Basic Features
Figure 10.3 shows possible flow paths in a small

upland watershed during a rain or snowmelt event.
Inputs [L] during a time period are measured at one
or more points and spatially averaged (section 4.3); a

graph (usually a histogram) of water input versus time
is called a hyetograph (Pi, where i = 1, 2, …, n is the
time-period indicator). Watershed response to the
event (output) is characterized by measuring the
stream discharge q(t) (the volume rate of flow [L3 T–1])
at a single “point” in the stream network—i.e., a
stream cross section whose location is the watershed
outlet (section 1.7). A continuous graph of stream dis-
charge versus time is a streamflow hydrograph; for
direct comparison with the input, discharge may be
divided by watershed area and expressed as [L T–1].

The hydrograph of a stream responding to an
isolated period of rain or snowmelt of significant
magnitude and areal extent usually has the charac-
teristic form shown in figure 10.4a: At some time af-
ter the beginning of the event the flow rate begins to
increase relatively rapidly from the preevent rate to a
well-defined peak discharge; this period is called the
hydrograph rise. Following the peak, flow declines
more slowly to a rate near its preevent value; this is
the hydrograph recession. The streamflow hydro-
graph is the trace of a flood wave3 passing a point in
the stream network. In general, the magnitude and

Figure 10.3 (a) Schematic flow paths in a small upland watershed receiving water input. (b) The essence of 
watershed response as the space- and time-integrated result of flow with lateral inflows.
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shape of the flood wave changes as it moves through
the network due to additional inputs, hydraulic ef-
fects induced by the channel configuration, and bank
and floodplain storage (section 10.5).

Figure 10.3 shows that streamflow is a spatially
and temporally integrated response determined by:
(1) the spatially and temporally varying input rates;
(2) the time required for each drop of water to travel
from where it strikes the watershed surface to the
stream network (determined by the length, slope,
vegetative cover, soils, and geology of the watershed
hillslopes); and (3) the time required for water to
travel from its entrance into the channel to the point
of measurement (determined by the length and na-
ture of the channel network).

In small watersheds (less than about 50 km2 
area), the travel time to the watershed outlet is 

typically determined mostly by the hillslope 
travel time; for larger watersheds the travel time 

in the stream network becomes increasingly 
important (Kirkby 1993).

Once the flood wave leaves the portion of the stream
network that has been affected by a given input

event, its shape is determined by channel characteris-
tics (geometry, slope, bed and bank material), tribu-
tary inputs, and exchanges of water with the banks
and the floodplain.

Figure 10.5 shows a typical example of how the
effects of hillslope-response mechanisms are gradually
modified by the effects of spatial and temporal integra-
tion and channel hydraulics through a stream network.
The hydrograph shape for the smallest watershed (fig-
ure 10.5b) is strongly influenced by the form of the hy-
etograph (figure 10.5a). Subsequently, the hydrograph
is increasingly affected by tributary inputs and by the
storage effects of the watershed and stream channels,
and the net result is an increase in the lag time between
the rainfall inputs and the peaks and a decrease in hy-
drograph ordinates (when scaled by drainage area).
The hydrograph also becomes smoother, and at the
lowest two gauges the formerly multiple-peaked hydro-
graph has become single-peaked.

In attempting to analyze and model these event-
response processes, it is important to keep the fol-
lowing points in mind.

On the hillslopes:

• Water moves in an infinite number of surface
and/or subsurface flow paths of varying
length and character.

Figure 10.4 (a) Example of a 
hydrograph. (b) A storm hydro-
graph is the time trace made by 
an observer at a fixed point of a 
flood wave moving downstream.
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• During the water-input event, each flow path
is an accumulation of lateral inflows of pre-
cipitation and/or snowmelt that vary in space
and time (figure 10.3b).

• Flow in each path can in principle be de-
scribed by invoking the conservation of mass
and an equation of motion appropriate to the
mode of flow. The principles of unsaturated
and saturated subsurface flow were discussed
in chapter 7; the principles of surface overland
flow are discussed in section 10.4.2.

In the stream network:

• During the event, and while the land surface is
draining, flow is an accumulation of tempo-
rally and spatially varying lateral inflows from
the hillslope flow paths distributed along the
channel length (figure 10.3b).

• Movement of water in the stream can be de-
scribed by invoking the conservation of mass
and the equation of motion for open-channel
flow. These principles are introduced in sec-
tion 10.5.

Figure 10.5 Changes in
hydrograph shape at a

series of gauging stations
along the Sleepers River
in Danville, Vermont, in
response to an intense

rainstorm [(a) is a hyeto-
graph]. Note that the left-

hand hydrograph ordi-
nates show flow rates per
unit drainage area, while

right-hand ordinates
show actual flow rates.
1 in = 25.4 mm; 1 mi2 =

2.59 km2. [Dunne and
Leopold (1978)].
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• Flow in the stream takes the form of a flood
wave that moves downstream through the
stream network (figure 10.4).

• The observed hydrograph records the move-
ment of the flood wave past the stream-gauging
station at the watershed outlet (figure 10.4).

In the overall watershed response:

• The volume of water appearing in the appar-
ent response hydrograph for a given event is
usually only a fraction (often a very small frac-
tion) of the total input. The remainder of the
water input ultimately leaves the watershed as:
(1) evapotranspiration; (2) streamflow that oc-
curs so long after the event that it cannot be
associated with that event; or (3) ground-water
outflow from the watershed.

• The water identified as the response to a given
event may originate on only a fraction of the
watershed; this fraction is called the contrib-
uting area.

• The extent of the contributing area may vary
from event to event and during an event.

• At least some of the water identified as the re-
sponse to a given event may be “old water”
that entered the watershed in a previous event.

These points are elaborated in subsequent sections of
this chapter.

10.2.2 Heuristic Hydrograph Separation
Box 10.1 summarizes the notation used in this

chapter. Figure 10.6 shows the response of a small
watershed to an isolated rainfall lasting about 15 hr.
As in most humid-region streams, there is nonzero
flow before the event and gradually declining flow

persisting long after the event and the obvious hydro-
graph response. Clearly some of the flow during the
hydrograph rise must have entered the watershed in
previous events, and some of the water that entered
during the current event will flow out of the water-
shed well after the identifiable hydrograph response.
In the context of analyzing stream responses to rain
events,4 usually for the purpose of developing meth-
ods for predicting or forecasting floods, this raises a
central question:

How do we identify the portion of stream 
response that is associated with a given event?

Note that this practical question is different from,
but related to, the more scientific question, “What
are the sources of streamflow and the routes by
which water enters streams?” This latter question is
addressed in sections 10.3 and 10.4.

Except in specialized research situations, the
only data available on which to base the quantifica-
tion of event flow are measurements of total rainfall
and total streamflow. Since this streamflow includes
water from the event of interest plus an indetermi-
nate number of preceding events, the problem of
identifying response to a particular event arises. This
problem is the complement of the question of base-
flow separation, used to identify probable ground-
water contributions to streamflow discussed in sec-
tion 9.5.3.6. To review:

• In the absence of other information, graphical
techniques such as those discussed in box 9.8 and
figure 9.34 are used to separate total streamflow
into two components, base flow and event flow.

Box 10.1 Notation

In this chapter, we use the following notation:

p rate of water input (rain plus snowmelt) in a storm
event [L T–1]

p* rate of effective water input (≡ water that appears
as streamflow in response to a water-input event)
[L T–1]

P total volume of water input in a storm event [L] or
[L3]

P* total volume of effective water input in a storm
event [L] or [L3]

q(t) total streamflow rate as a continuous function of
time [L T–1] or [L3 T–1]

q*(t) event-flow rate as a continuous function of time
[L T–1] or [L3 T–1]

qBF(t) base-flow rate as a continuous function of time [L
T–1] or [L3 T–1]

Q total volume of streamflow in a storm event [L3] or
[L]

Q* total volume of event flow in a storm event [L3] or [L]
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• Base flow is the portion of streamflow that is pre-
sumed to have entered the watershed in previous
events and to be derived from persistent, slowly
varying sources. (Ground water is usually assumed
to be the main, if not the only, such source.)

• Event flow (also called direct runoff, storm run-
off, quick flow, or storm flow) is considered to be
the direct response to a given water-input event.

• Total flow rate at any instant q(t) is the sum of
event-flow rate q*(t) and base-flow rate qBF(t):

q(t) = q*(t) + qBF(t). (10.11)

• Graphical flow separation techniques are heuristic
and have no direct scientific basis.

Graphical hydrograph separation must therefore
be regarded as a “convenient fiction” that is invoked
in order to analyze and model the ways in which event
response is influenced by watershed characteristics
and by the spatial and temporal variability of water in-
put. However, there may be a reasonably constant (if
unknown) relation between the true event flow and
the event flow identified by a particular method on a
particular watershed (see, for example, Bloomfield et
al. 2009 and Norbiato et al. 2009); therefore,

In applying graphical flow separation in a
given study, it is most important to use a 

consistent separation scheme.
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Figure 10.6 (a) Hyetograph and (b) hydro-
graph for an isolated storm on Watershed W-3,

Sleepers River Research Watershed, Vermont,
18 September 1973.
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However,

One must not fall into the trap of thinking
that heuristic graphical separation actually

identifies flow from different sources.

Box 10.2 and figure 10.7 (on p. 466) give an ex-
ample of graphical flow separation. The remainder of
this section gives examples of the spatial variability of
the ratio of event-flow volume to precipitation (Q*/
P) and the temporal variability of that ratio at a given
location, which are due to spatial and temporal vari-
ability in the mechanisms generating runoff. These
mechanisms are discussed in sections 10.3 and 10.4.

Box 10.2 Example Graphical Flow Separation and Centroid Calculation

Flow Separation

Figure 10.7a shows the hydrograph of Watershed W-3 (drainage area = 8.37 km2) in the Sleep-
ers River Research Watershed in northeastern Vermont in response to a rainstorm with a total 
area-averaged storm depth P = 38 mm on 18 September 1973. To find the volume of event flow, 
Q*, we use the graphical separation method shown in figure 9.34c. For this method, the separa-
tion line (dashed line in figure 10.7a) slopes upward from the time of initial hydrograph rise at a 
rate of

(0.000547 m3/s · km2 · hr) × (8.37 km2) = 0.00457 m3/s · hr

and is extended until it intersects the measured hydrograph at 29 hr (0500 on 19 September). 
Using a digitizer or planimeter, we measure the area between the total hydrograph and the sepa-
ration line and find that this represents an event-flow volume of Q* = 31,200 m3. Dividing by 
watershed area,

Thus the ratio of event flow to total rainfall, Q*/P, is 3.72 mm/38 mm = 0.098.

Centroid of Precipitation

The hyetograph for the rain storm recorded at Watershed W-3 of the Sleepers River Research 
Watershed, Vermont, on 18 September 1973 is shown in figure 10.6a and summarized in table 10B2.1.

To calculate the centroid of effective precipitation via equation (10.13), we first need to esti-
mate effective precipitation. Various approaches to this are described in section 10.6.3.2; for pur-
poses of illustration we here apply a simple ad hoc method that results in P* ≈ Q*:

If Pi > 3 mm,  = 0.12 · Pi ;

If Pi ≤ 3 mm,  = 0.

Table 10B2.2 summarizes the  values and shows the calculation of the centroid of effective 
precipitation; these are plotted in figure 10.7b.

Q*
,

.
. .= ¥ = =31 200

8 37

1

10
0 00372 3 72

6

 m

 km

 km

m
 m  mm.

3

2

2

2

Pi
*

Pi
*

Pi
*

Table 10B2.1

Clock time 0 1 2 3 4 5 6 7 8

Pi (mm)

ti (hr)

0

0.5

0.5

1.5

2.3

2.5

0

3.5

0.5

4.5

4.8

5.5

3.1

6.5

3.3

7.5

Clock time 8 9 10 11 12 13 14 15 16

Pi (mm)

ti (hr)

5.8

8.5

8.1

9.5

1.0

10.5

0

11.5

0

12.5

6.6

13.5

1.5

14.5

0

15.5



Chapter 10 ▼ Runoff Generation and Streamflow 465

10.2.3 Event-Flow Volume

10.2.3.1 Spatial Variability
The results of the example of figure 10.7 and box

10.2 are quite typical for most regions: The ratio Q*/P
for individual events is usually considerably less than
0.5 and commonly less than 0.1. Woodruff and
Hewlett (1970) investigated the long-term-average val-
ues of Q*/P for a large sample of small to moderate-
sized watersheds in the southeastern United States
(where snow is negligible). As in box 10.2, they used
the method of figure 9.34c to identify event-flow vol-
umes. Their results, summarized in figure 10.8 on p.
467, reinforce the conclusion that the amount of wa-
ter involved in event response is a small fraction of in-
puts, and illustrate that average values of Q*/P are
highly variable in space. Colonell and Higgins (1973)
found similar ratios in New England.

Woodruff and Hewlett’s (1970) results can also
be used to show that for the region they studied, the
ratio of event flow to total runoff, Q*/Q, is consider-
ably less than 0.5 (figure 10.9 on p. 468). This sug-

gests that more than half of streamflow typically
travels to streams via delayed routes as base flow, pre-
sumably in large part as regional ground-water flow.

One implication of these results is that forecasts
and predictions of runoff response are very sensitive
to estimates of total event flow—a small error in esti-
mating Q*/P could lead to a large relative error in
the predicted runoff peak and volume.

10.2.3.2 Temporal Variability
Figure 10.10 on p. 468 shows Q* as a function of

P for 16 rainstorms during four summers on a re-
search watershed in central Alaska. (The separation
in this case was done using the method of figure
9.34b.) For this period the Q*/P ratio varied over an
order of magnitude, from 0.03 to 0.42; Dingman
(1973) showed that the ratio for a given storm was
positively related to the amount of rain received in
previous storms—i.e., the watershed wetness.

An even more striking example of the range of
variability of Q*/P for a given watershed is shown in
figure 10.11 on p. 469. Figure 10.11a is the response

The sums  = 3.65 mm,  · ti = 33.8 mm · hr. Then from equation (10.13),

Since t0 = 00:00 clock time on 18 September, the centroid of effective rainfall for this storm 
occurred at 00:00 + 9.2 hr = 09:12 clock time.

Centroid Lag-to-Peak

Figure 10.7c is a plot of the q*(t) hydrograph; its peak occurs at 10.5 hr. Thus the centroid lag-
to-peak for this storm is 10.5 hr – 9.2 hr = 1.3 hr.
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Figure 10.7 Event flow and effective 
rainfall of Watershed W-3 (drainage area = 
8.37 km2) in the Sleepers River Research 
Watershed in northeastern Vermont in 
response to a rainstorm with a total area-
averaged storm depth P = 38 mm on
18 September 1973. See box 10.2. (a) 
Hydrograph showing base-flow separa-
tion. (b) Hyetograph of effective rainfall; 
arrow shows centroid. (c) Hydrograph of 
event flow; arrow shows centroid.



Figure 10.8 Spatial distribution of average annual event-flow volume for watersheds less than 200 mi2 (500 
km2) in area in the southeastern United States expressed as a ratio to average annual precipitation. [Woodruff and 
Hewlett (1970). Predicting and mapping the average hydrologic response for the eastern United States. Water 
Resources Research 6:1312–1326, with permission of the American Geophysical Union].
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of this watershed to an isolated storm in August
1963, a very wet summer in northern Alaska; Q*/P
= 0.63. In the very dry summer of 1965, a storm of
similar intensity and total volume resulted in the hy-
drograph of figure 10.11b, in which Q*/P = 0.01—
less than 1/50th of the earlier value!

A high degree of temporal variability in Q*/P in
a single watershed is common in most regions, and

the implication of these results is that watershed wet-
ness, or antecedent condition, has a major influence
on the ratio. The physical processes that produce this
relation will be discussed in section 10.4. Clearly,
failure to account for time-varying watershed condi-
tions may result in significant forecasting or predic-
tion errors. Interestingly, it may be less important to
account for temporal variability if one restricts con-

Figure 10.9 Frequency distribu-
tion of average annual Q*/Q for
59 watersheds in the southeastern 
United States. Q* data from Wood-
ruff and Hewlett (1970).

Figure 10.10 Event flow, Q*, 
versus total precipitation, P, for 
16 summer rainstorms on a
1.8-km2 watershed in central 
Alaska [data from Dingman 
(1970)].
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sideration to large floods, when the watershed is gen-
erally wet and contributing area may be fairly
constant (Askew 1970; Pilgrim 1976).

10.2.4 Quantitative Description of 
Response Hydrographs

The terms used to analyze response hydrographs
and relate them to event hyetographs are defined on
figure 10.12 and in table 10.2 and are discussed be-
low. Note that here we are focusing only on (1) the
portion of streamflow identified as event flow, Q*,
and (2) the fraction of water input that appears as
event flow, called the effective rainfall or excess
rainfall, P*. These volumes are equal:

P* = Q*. (10.12)

For forecasting or predicting the runoff response to
rainfall, we need some a priori method of separating
P* from total P for a given storm. Various ap-
proaches to this problem are discussed in sections
10.6.3 and 10.6.4.

In figure 10.12, water input begins at time tp0
and ends at tpe ; the input duration (often called
storm duration), is TP ≡ tpe – tp0. Stream response, or
hydrograph rise, begins at tq0 and usually continues
more or less steadily to a peak flow, qpk , at time tpk.
Typically the peak occurs when or soon after input
ceases. The delay between the beginning of input
and the beginning of the rise is the response lag, TLR
≡ tq0 – tp0. The time between the beginning of input
and peak is the lag-to-peak, TLP ≡ tpk – tp0. The dura-
tion of the hydrograph rise is called the time of rise,

Figure 10.11 Hydrographs and hyetographs for two similar storms on a 1.6-km2 watershed at Barrow, Alaska. 
Note different scales. (a) August 1963: P = 7.9 mm, TP = 24 hr; Q* = 5.0 mm, Q*/P = 0.63. (b) August 1965: P = 6.9 
mm, TP = 13.5 hr; Q* = 0.08 mm, Q*/P = 0.012.
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(a)

(b)

Figure 10.12 Definitions of 
terms used to describe (a) hye-
tographs and (b) response 
hydrographs. See table 10.2.

Table 10.2 Definitions of Terms Used to Describe Hyetographs and Response Hydrographs (see figure 10.12).

Time Instants

tp0 ≡ beginning of effective water input

tpc ≡ centroid of effective water input

tpe ≡ end of effective water input

tq0 ≡ beginning of hydrograph rise

tpk ≡ time of peak discharge

tqc ≡ centroid of response hydrograph

tqe ≡ end of response

Time Durations

TP ≡ duration of effective water input = tp0 – tpe

TLR ≡ response lag = tq0 – tp0

Tr ≡ time of rise = tpk – tq0

TLP ≡ lag-to-peak = tpk – tp0

TLPC ≡ centroid lag-to-peak = tpk – tpc

TLC ≡ centroid lag = tqc – tpc

Tb ≡ time base = tqe – tq0

Tc ≡ time of concentration = tqe – tpe

Teq ≡ time to equilibrium ≈ Tc
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or time to peak, Tr ≡ tpk – tq0. Following the peak, the
response declines quasi-exponentially as water input
drains from watershed storage; response ceases at
time tqe. The total duration of the response hydro-
graph is called the time base, Tb ≡ tqe – tq0.

The centroid, or center of mass, of the input, tpc,
is the weighted-average time of occurrence of the in-
put hyetograph. If we have values of input, , mea-
sured for i = 1, 2, ..., n time periods of equal length,
the centroid of effective precipitation, tpc, is calcu-
lated as

where ti is the time from the beginning of effective
precipitation to halfway through period i. If the hye-
tograph is imagined to represent the distribution of
masses on a bar, the centroid is the balance-point.
The centroid of a response hydrograph, tqc, can be es-
timated by approximating the continuous curve with
a histogram and substituting the appropriate values
into equation (10.13).

The centroid lag, TLC, is defined as the time be-
tween the centroids of input and response: TLC ≡ tqc –
tpc. As will be discussed more fully below, the cen-
troid lag is a theoretically meaningful value charac-
terizing the response time of a watershed. However,
a more commonly used measure of watershed re-
sponse time is the time between the centroid of input
and the peak, called the centroid lag-to-peak, TLPC ≡
tpk – tpc.

It is commonly assumed that TLPC ≈ 0.60 · Tc,
where Tc is the time of concentration, i.e., the time
it takes water to travel from the hydraulically most
distant part of the contributing area to the outlet.
Thus Tc = tqe – tpe. However, it is virtually impossible
to define the true time of concentration because of
uncertainties about the nature of the flow paths. For-
mulas for estimating nominal values of Tc from wa-
tershed and storm characteristics are discussed in
section 10.6.

In spite of the difficulty in obtaining a precise a
priori definition of time of concentration in most nat-
ural situations, the concept is useful in visualizing
hydrologic response: If effective precipitation contin-
ues at a constant rate for a duration equal to Tc, the
outflow rate will become equal to the input rate and
the hydrograph peak will be effectively constant at
that rate until input ceases (figure 10.13). This condi-
tion is called equilibrium runoff, and the time at

which the input and output rates become effectively
equal is an apparent time of concentration, called the
time to equilibrium, Teq . When equilibrium runoff is
occurring, all parts of the contributing area are con-
tributing to the output, and

where  is the peak event-flow rate [L3 T–1], p* is
the effective water-input rate [L T–1], and Ac is the
contributing area [L2].

Equilibrium runoff almost never occurs in natu-
ral watersheds, but it can occur from small areas
with short times of concentration, such as parking
lots. Thus most hydrographs from natural areas have
an instantaneous peak, as in figure 10.13, and the
peak flow rate will be less than the input rate. This
implies that the entire contributing area does not
contribute runoff simultaneously and that

10.2.5 Effects of Input and Basin
Characteristics on the Hydrograph: 
Exploration via a Simple Model

The objective of this section is to explore in a
general way how (1) storm size and timing and (2)
drainage-basin characteristics affect the hydrograph
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Figure 10.13 Schematic hydrograph for equilib-
rium runoff resulting when input duration, TP, exceeds 
the watershed’s time of equilibrium, Teq.
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characteristics defined in table 10.2 and figure 10.12.
To do this we use the simple linear-watershed
model developed in box 10.3. This model is based on
the principle of conservation of mass [equation
(10B3.1)] and on a very simple heuristic concept of
watershed function: the linear-reservoir model
[equation (10B3.2)].

A linear watershed is characterized by a single
parameter, T*, called the response time: the larger
the value of T*, the longer it takes water to travel to
the watershed outlet and the more sluggish the re-
sponse of the watershed. Thus T* integrates the ef-
fects of all the factors that affect the travel time of
water input to the basin outlet: permanent condi-
tions such as watershed size, shape, slope, soils, and

geology, and changing conditions that affect the na-
ture of the various flow paths, such as vegetative
cover and watershed wetness. The discussion later in
this chapter of the physical processes that produce a
response hydrograph will provide more detailed in-
sight into these relationships.

In the examples used here to illustrate basic hy-
drograph features, the input, output, and time values
are arbitrary. Thus although T* is given in “hr,” this
is an arbitrary measure of watershed response time,
and all times are relative. Inputs and outputs are also
in arbitrary units with dimensions [L3 T–1] or [L T–1].
Inputs to the model represent effective water input,
and in all the simulations examined here the total
volume of input, P*, is the same: 1 unit. Because the

Box 10.3 Linear-Reservoir Model of Watershed Response

We can develop a very simple conceptual model of 
the response of a watershed to effective precipitation 
based on: (1) the principle of conservation of mass,

(section 1.6.2) and (2) the linear-reservoir conceptual 
model of watershed behavior (section 1.10.2):

where p* is effective rainfall rate ([L3 T–1] or [L T–1]), q* is 
event-flow rate ([L3 T–1] or [L T–1]), S* is storage of event-
flow water ([L3] or [L]), t is time, and T* is a time constant 
that characterizes the watershed response [T]. Real 
watersheds are not strictly linear reservoirs, but equa-
tion (10B3.2) captures the most basic aspects of water-
shed response and is mathematically tractable.

Combining equations (10B3.1) and (10B3.2) yields

which for constant p* has the solution

where  is the outflow at t = 0.
To model an isolated hydrograph rise in response to 

a constant input beginning at t = 0 and lasting until 

time TP, we can set  at t = 0 so that equation 

(10B3.4) becomes

q* = p* · [1 – exp(–t /T*)], t ≤ TP. (10B3.5)

The peak discharge, , occurs when water input 

ceases, i.e., when t = TP;  is then given by

When input ceases the hydrograph recession begins 
and we have new conditions: p* = 0 and the “initial” dis-
charge is  at time t = TP. Thus for the recession equa-
tion (10B3.4) becomes

The properties of this model are:

1. The model preserves continuity; i.e., the volume of
event response Q* equals the volume of effective
water input, P* = p* · TP.

2. T* can be shown to be equal to the centroid lag of
the watershed (i.e., tqc – tpc = T*).

3. The hydrograph rise begins as soon as input begins
(TLR = 0) and peaks exactly at tpk = TP. 

4. Because outflow decreases exponentially after input
ceases and approaches zero asymptotically, time of
concentration is infinite. However, if we define the
time to equilibrium, Teq, as the time it takes for the
outflow rate to reach 99% of a constant inflow rate, it
can be shown that

Teq = –ln(0.01) · T* = 4.605 · T*. (10B3.8)
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model preserves continuity, the total volume of out-
flow, Q*, is also always 1 unit [equation (10.12)].

10.2.5.1 Basic Hydrograph Shape
Figure 10.14 shows the response of the linear wa-

tershed with T* = 1 hr to a constant unit input rate p*
= 1 unit/hr for 1 hr, after which p* = 0. The general
form of this hydrograph is similar to that for natural
watersheds, suggesting that the typical pattern of quick
rise to an instantaneous peak followed by gradual re-
cession is inherent to the general form of storage-out-

flow relations for watersheds in which TP < Teq, as
expressed in equations (1.24) and (10B3.2).

Figure 10.15 shows the same input volume ap-
plied to the same watershed, but with TP equal to Teq
as given by equation (10B3.8). This produces equilib-
rium runoff as described earlier.

Figure 10.16 shows the same input amount and
timing as in figure 10.14, but to a watershed with T*
= 5 hr. Note that in this case the peak is much lower
and the recession much longer.

Figure 10.14 Response,
q*, of linear watershed with

T* = 1 hr to 1 unit of input,
P*, in 1 hr. Input rate

p* = 1 unit/hr.

Figure 10.15 Response,
q*, of linear watershed with

T* = 1 hr to 1 unit of input,
P*, in 4.5 hr. Input rate

p* = 0.222 unit/hr.
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10.2.5.2 Response Time and Centroid Lag
As noted earlier, T* is related to the time required

for water to travel to the watershed outlet, so that its
value is determined largely by the following factors:

Watershed Size: Larger watersheds have larger
T*, other things equal. Analyses of large floods by
Holtan and Overton (1963) indicated that T* is
strongly related to drainage area; however, the re-
lationship varies from region to region, presum-
ably largely because of differences in watershed
geology, soils, and topography.

Soils and Geology: Water moves fastest toward
streams as overland flow and slowest as subsurface
flow (as discussed more fully later in this chapter).
Thus watersheds with low surface hydraulic con-
ductivities (e.g., clay soils), where less infiltration
and more overland flow occur, should have
smaller T* than those with higher conductivities
(e.g., sandy soils). If flow paths are predominantly
in the subsurface, watersheds with higher hydrau-
lic conductivities will have smaller values of T*.

Slope: Steeper slopes should be associated with
faster surface and subsurface water movement and
hence smaller T*.

Land Use: In general, watersheds with heavy vege-
tation, especially forests, have permeable surface
soils that allow rapid infiltration and subsurface
flow to streams, resulting in larger T*. In contrast,
sparsely vegetated watersheds tend to have lower
T* because their lower surface permeability makes

overland flow more common. Watersheds with in-
tensive urbanization (more impermeable areas and
storm sewers) generally have faster water move-
ment and smaller T*.

Watershed Wetness: As seen in section 10.2.3.2, the
wetness of the watershed at the time of a rainfall
event (antecedent condition) usually has a significant
influence on the connectivity of surface and subsur-
face flow paths and the extent of the contributing
area, so that a given watershed will have a smaller T*
when wet than when drier. The physical relations
underlying this are discussed in section 10.4.

In the linear-watershed model the centroid lag,
TLC, is equal to T*, regardless of the timing of inputs.
Thus if the timing and amounts of effective water in-
put and output can be determined, average TLC
would appear to be the best estimate of the charac-
teristic response time for a given watershed.

10.2.5.3 Response Lag
In the linear-watershed model response begins

as soon as input begins. The time between the begin-
ning of water input and the beginning of measurable
response in real watersheds is largely determined by
the time required to fill storage (canopy interception,
infiltration, surface depressions) plus the average
travel time to the basin outlet. Very short response
times can result when water inputs cause a nearly
immediate change in hydraulic conditions that cause
channelward flow of “old” water held in soil storage
near streams (section 10.4).

Figure 10.16 Response, 
q*, of linear watershed with 
T* = 5 hr to 1 unit of input, 
P*, in 1 hr. Input rate
p* = 1 unit/hr.
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10.2.5.4 Time of Rise
Experiments with the linear-watershed model

show that, for a constant input rate, the time of rise
equals the duration of effective precipitation (com-
pare figures 10.14 and 10.15). Observations on real
watersheds also show a close correspondence be-
tween Tr and storm duration for large storms
(Holtan and Overton 1963, 1964). If effective precip-
itation rates vary markedly during an event, the time
of peak is usually determined by the timing of the

highest rates, as illustrated in figures 10.17 and 10.18
and, for a real watershed, figure 10.5.

10.2.5.5 Lag-to-Peak and Centroid Lag-to-Peak
Some hydrologists have considered TLP or TLPC

to be a characteristic time of a watershed, deter-
mined by the same factors that control T*. However,
experiments with the watershed model show that the
timing of the inputs is at least as important in deter-
mining these lags: For a constant input rate, the lag-

Figure 10.17 Response,
q*, of linear watershed with

T* = 1 hr to 1 unit of input,
P*, in 1 hr. Input rate

p* = 0.75 unit/hr for first
0.5 hr and 0.25 unit/hr for

second 0.5 hr.

Figure 10.18 Response,
q*, of linear watershed with

T* = 1 hr to 1 unit of input,
P*, in 1 hr. Input rate

p* = 0.25 unit/hr for first
0.5 hr and 0.75 unit/hr for

second 0.5 hr.
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to-peak and the centroid lag-to-peak of the linear wa-
tershed are equal to one-half the input duration;
when input rates vary, these times are determined by
both the exact timing of the inputs and the watershed
characteristics as reflected in the value of T*.

10.2.5.6 Time of Concentration
Conceptually, the time of concentration is a

characteristic time for a given watershed, given by
the time between the end of effective input and the
end of response. Usually this time will be approxi-
mately equal to the duration of the recession, and
from box 10.3 we see that this is given by

Tc = 4.605 · T*. (10.16)

Empirical formulas for estimating Tc typically
have the general form

where L is some measure of the length of watershed
flow paths, S is some measure of watershed slope,
and a and b are positive empirical constants; several
such formulas are given in section 10.6.

10.2.5.7 Time Base and Recession
The recession of the linear watershed follows an

exponential decay with decay constant equal to T*
[equation (10B3.7)]; thus the theoretical time base is
infinite. However, defining the end of runoff when q*
= 0.01 · p*, as in box 10.3, we see that Tb = TP +
4.605 · T*, and is thus determined by both the dura-
tion of input and by watershed characteristics.

To the extent the recession for a given stream ap-
proximates exponential decay, the decay constant

can be used to estimate T* [equation (10B3.7)].
However, recessions for a given watershed often ap-
pear to have different decay-constant values in differ-
ent discharge ranges and at different seasons, making
it difficult to identify a “fundamental” time constant
for a watershed. As noted in section 9.5.3.6, the ex-
ponential-decay model has been used as a basis for
graphical hydrograph separation (figure 9.34b).

10.2.5.8 Peak Discharge
Equation (10B3.6) shows that, for a constant

water-input rate, the peak discharge rate is deter-
mined by the rate and duration of input and the ba-
sin characteristics as reflected in T*. Interestingly,
Holtan and Overton (1963) found that peaks of large
floods on actual watersheds could be well estimated
by a relation almost identical to equation (10B3.6).

The effect of T* on qpk can be seen by comparing
figure 10.16 with figure 10.14: For a watershed with
T* = 1 hr the peak rises to more than 60% of the in-
put rate, then recedes to near zero 5.5 hr after input
ceases. When the same input is applied to a basin
with T* = 5 hr, the peak is about 20% the input rate
and the recession is much slower—outflow is still
well above zero 7 hr after input stops.

Comparison of figures 10.17 and 10.18 shows
that the temporal variability of input affects the mag-
nitude as well as the timing of peaks.

10.2.5.9 Summary
Table 10.3 summarizes the conclusions gleaned

from applying the linear-reservoir model. Conceptu-
ally, the centroid lag and time of concentration are
characteristic watershed times that depend on the
time of travel of water to the basin outlet, and hence
on both quasi-permanent conditions (basin size, to-

T
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S
c

a

b
μ , (10.17)

Table 10.3 Dependence of Response Hydrograph Characteristics on Watershed and Input Characteristics as 
Predicted by the Linear-Watershed Model.

Hydrograph Characteristic

Centroid lag, TLC

Response lag, TLR

Time of rise, Tr

Lag-to-peak, TLP

Centroid lag-to-peak, TLPC

Time base, Tb

Time of concentration, Tc

Peak discharge, qpk

Watershed Characteristics, T*

X

X

X

X

X

X

Input Duration, TP

X

X

X

Input Timing

X

X

X

X
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pography, geology, land use) and time-variable wa-
tershed wetness. Other time characteristics of the
response hydrograph depend on both these same
properties and on the duration or timing of input.
Peak flow—the most important hydrograph feature
for flood forecasting and prediction—also depends
on watershed characteristics, antecedent conditions,
and the duration and timing of inputs.

10.3 Identification of Runoff Sources
The actual sources of streamflow can be identi-

fied with confidence only if water entering the stream
from specific sources (e.g., direct rain onto the chan-
nel, flow from the watershed surface, ground water)
has a characteristic water-quality “signature” and if
the components of this signature in streamflow are
monitored during an event. The basic approach to
this problem is end-member mixing analysis
(EMMA); this involves (1) identifying two or more
streamflow sources (end members); (2) characteriz-
ing the unique chemical or isotopic characteristics of
each end member; (3) measuring the concentrations
of those characteristic components in streamflow;
and (4) using mathematical analysis to determine the
proportion of each end member present. The analysis
is based on the assumption that the characteristic
components are “conservative”; i.e., that their con-
centrations are affected only by mixing in the stream,
and not by chemical reactions or isotopic fraction-
ation while en route to the point of measurement.

The simplest case involves two end members
(e.g., surface flow and ground water), each with a
characteristic concentration of a particular constitu-
ent. In this case we can write the mass-balance equa-
tion for water as

q(t) = q1(t) + q2(t), (10.18)

and for the constituent as

c(t) · q(t) = c1 · q1(t) + c2 · q2(t), (10.19)

where the cs represent the characteristic concentra-
tions, the qs represent discharges, the subscripts de-
note the two components, and (t) denotes variability
with time. Then if the total flow rate, q(t), and its
concentration, c(t), are measured, we can combine
equations (10.18) and (10.19) to calculate the dis-
charge contributed by each component:

q1(t) = q(t) – q2(t). (10.20b)

Contributions of three end members can be de-
termined if one can measure the flow rate contrib-
uted by one of them, as well as the total flow rate
and total concentration. For example, Swistock et al.
(1989) used rainfall measurements to determine the
contribution of precipitation directly on a channel,
qcp(t), and were able to determine the contributions
of soil water, qs(t), and ground water, qgw(t), as

and

qgw(t) = q(t) – qcp(t) – qs(t), (10.21b)

where the subscripts cp, s, and gw denote channel pre-
cipitation, soil, and ground water, respectively, and
18O was the tracer.

The most commonly used chemical tracers are
Ca, Mg, K, Na, Fe, Cl, HCO3, CO3, NO3, Si, alkalin-
ity, and the stable isotopes 18O and 2H. Very precise
measurements of concentrations are usually needed
to get meaningful hydrograph separations because
small errors in concentrations can lead to large errors
in computed flow rates (Rice and Hornberger 1998).

Because a given tracer is seldom strictly conserva-
tive, one can solve the above equations using several
tracers, and construct a composite curve. For exam-
ple, Pinder and Jones (1969) applied equation (10.20)
using HCO3, Mg, Ca, and SO4 as tracers, and con-
structed a composite curve showing ground-water
contribution on a small watershed in Canada (figure
10.19). Interestingly, the analysis indicated that
ground water contributed significantly to the peak
discharge (compare figure 10.19 with figure 9.34).
Figure 10.20 shows an example of EMMA for a small
watershed in Georgia, where the sources are ground
water (sampled via wells), the surface organic layer of
the soil (sampled via a suction lysimeter), and water
draining from the hillslopes (sampled via a shallow
well at the hillslope base); the constituents are silica
(SiO2) and magnesium (Mg). (Similar diagrams were
constructed using other constituents.) Note that the
points outside the triangle do not fit the EMMA
model using these constituents; this could be because
(1) the compositions are not strictly conservative (i.e.,
chemical reactions may alter the water chemistry); (2)
the end members are not correctly characterized due
to inadequate sampling; or (3) there are unsampled
streamflow sources. However, the percentage of varia-
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tion in the streamwater solute concentrations ex-
plained by the analysis ranged from 82 to > 97%, and
the hydrograph separation was physically reasonable.

Figure 10.21 is a Stiff diagram that shows end-
member chemical compositions in an alpine water-
shed in Colorado. Chemical analyses of runoff on
this watershed indicate that long-residence-time
ground water is an important component of stream-
flow, becoming more important as watershed size in-
creases (Frisbee et al. 2011).

Special issues of the Journal of Hydrology (volume
116, 1990) and Water Resources Research (volume 26,
number 12, 1990) are dedicated to this topic, and
Bonell (1993) provided a useful review. Two more re-
cent studies provide approaches to objective identifi-
cation of end-member models: (1) Hooper (2003)
developed diagnostic tools to identify processes that
violate the assumptions of the model and suggest
how models can be refined and (2) Barthold et al.
(2011) found that models of runoff sources are

highly sensitive to the tracer-set size and composi-
tion, and developed an automated procedure that
identifies appropriate models by conducting EMMA
while iteratively changing tracer-set size and compo-
sition. They found that the major elements are not
always the most useful tracers, and that larger tracer
sets have an enhanced capacity to avoid misleading
conclusions about runoff sources.

10.4 Event-Flow-Generation
Processes

In this section we explore the physical mechanisms
by which water produced at the ground surface by rain
or snowmelt travels to a stream to produce an event hy-
drograph (storm runoff). These mechanisms are classi-
fied in table 10.4, and the climatic, topographic, and
pedologic-geologic conditions in which they occur are
described further below. Some or all of these mecha-

Figure 10.20 Three-com-
ponent EMMA plot based 
on silica (SiO2) and magne-
sium (Mg) for Panola Moun-
tain Research Watershed, 
Georgia [reproduced from 
Hooper et al. (1990), Model-
ing streamwater chemistry 
as a mixture of soil-water 
end-members—an applica-
tion to the Panola Moun-
tain catchment, Georgia, 
U.S.A., Journal of Hydrology 
116:321–343, with permis-
sion from Elsevier].

Figure 10.19 Composite curve showing ground-water contri-
bution on a small watershed in Canada based on HCO3, Mg, Ca, 
and SO4 as tracers. Note logarithmic discharge scale [Pinder and 
Jones (1969). Determination of the ground-water component of 
peak discharge from the chemistry of total runoff. Water 
Resources Research 5(2):438–445, with permission of the Ameri-
can Geophysical Union].
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nisms may operate simultaneously on a given water-
shed, and their relative importances may fluctuate
seasonally or even during a single water-input event.
Much of our understanding of the importance of these
sources in various climatic, geologic, and topographic
contexts has come from studies using various chemical
and/or isotopic tracers as described in section 10.3.

10.4.1 Channel Precipitation
Channel precipitation (also called channel in-

terception) is the rain that falls directly on the
stream to become incorporated in channel flow.

Runoff from this source occurs in all rainstorms and
in all regions and, although the total area of stream
channels is almost always less than 1% of the total
drainage area, it can be a significant component of
peak flow and total event flow.

The volume of channel precipitation, Pcp, for an
event can be calculated as

Pcp = P · Acn, (10.22)

where P is total rainfall and Acn is the surface area of
stream channels above the point of measurement,
which can be estimated on the basis of ground- or
aerial-photo sampling and stream-network analysis
(section 10.1.2). To estimate the hydrograph of run-
off from channel precipitation, one can approximate
it as a triangle so that

Pcp = 0.5 · qpkc · (TP + Tcn), (10.23)

where qpkc is the peak discharge from channel precip-
itation; TP is storm duration; and Tcn is the time of
concentration for the channel network (figure 10.22),
which can usually be estimated from stream network
and channel characteristics (section 10.5.1). Equat-
ing equations (10.22) and (10.23) leads to an expres-
sion for qpkc:

Because of the crude approximation of the hydro-
graph as a triangle, qpkc calculated via (10.24) is prob-
ably somewhat larger than the true value.

Using equation (10.24), Dingman (1970) calcu-
lated that up to 5% of total event flow and 40% of

q
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Table 10.4 Classification of Flow Mechanisms That 
Produce Event Responses.

I. Channel precipitation
II. Overland flow (surface runoff )

A. Hortonian overland flow
B. Saturation (Dunne) overland flow

III. Subsurface flow
A. Flow in the saturated zone

1. Flow from near-stream ground-water mounds
a. Gradual ground-water-mound development
b. Sudden ground-water-mound development 

by pressurization of capillary fringe
2. Flow from perched saturated zones

a. Matrix (Darcian) flow
b. Macropore flow

B. Flow in the unsaturated zonea

1. Matrix (Darcian) flow
2. Macropore flow

aCannot enter surface flow directly.

Figure 10.21 End-member chemical
compositions in an alpine watershed in

Colorado displayed on a Stiff diagram.
Concentrations of all ions, but especially

Ca, Na, K, HCO3, and CO3, increase with
residence time in the watershed [Frisbee
et al. (2011). Streamflow generation in a
large, alpine watershed in the southern

Rocky Mountains of Colorado: Is stream-
flow generation simply the aggregation

of hillslope runoff responses? Water
Resources Research 47, with permission

of the American Geophysical Union].
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peak discharge were due to channel interception for
a small Alaskan watershed. Beven and Wood (1993)
cited several studies in which channel precipitation
was a significant part of the response hydrograph,
and Crayosky et al. (1999) found that channel precip-
itation accounted for all of the rising limbs of storm
hydrographs during the dry season and up to 29% of
total storm flow for a small stream in Pennsylvania.

10.4.2 Overland Flow
Overland flow (or surface runoff) occurs when

rain or snowmelt accumulates on a sloping surface.
This occurs when the surface layer of soil becomes
saturated either (1) from above, when the rainfall
rate exceeds the infiltration rate (section 8.2.1), or (2)
from below, when the water table rises to the surface
(section 8.4.3.6).

The discussion here focuses on qualitative de-
scriptions of these two major overland-flow-generat-
ing processes. Emmett (1978) and Abrahams et al.
(1986) described methods of measuring overland
flow on hillslopes. The hydraulics of overland flows
is explored by Woolhiser and Liggett (1967) and re-

viewed by Brutsaert (1992). Eagleson (1970) and Ste-
phenson and Meadows (1986) presented approaches
for computing overland-flow hydrographs as a func-
tion of slope conditions and rainfall rates.

10.4.2.1 Saturation from Above: Hortonian 
Overland Flow

Overland flow that results from saturation from
above is called Hortonian overland flow (figure
10.23), which was named for Robert E. Horton, a pi-
oneer of quantitative hydrology who described the
process in a series of papers (Horton 1933, 1945). The
mechanism is also called infiltration-excess runoff.

The process of saturation from above on an ini-
tially unsaturated soil is quantitatively modeled in
section 8.4.3. As water input at a rate exceeding the
saturated hydraulic conductivity of the surface be-
gins, infiltration occurs and the infiltrating water cre-
ates a descending wetting front. As input and
infiltration continue, the near-surface water content
increases and the wetting front descends. If input
persists long enough, the surface soil becomes satu-
rated, infiltration ceases, and the water that accumu-

Figure 10.22
Approximation of the 
hydrograph of channel pre-
cipitation, qc, as a triangle. 
The total area of the triangle 
is the volume of channel 
precipitation, P · Acn [equa-
tions (10.22)–(10.24)].
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lates on the surface runs off downslope. The instant
when surface saturation occurs is called the time of
ponding. Thus

Hortonian overland flow occurs when and where

1. the water-input rate exceeds the surface 
saturated hydraulic conductivity and

2. storm duration exceeds the time of ponding.

As shown in section 8.4.3, time of ponding, Tp,
for a constant input rate, p, can be calculated as a
function of soil saturated hydraulic conductivity, Kh,
capillary suction at the wetting front, ψf , and ante-
cedent soil wetness (i.e., porosity less initial water
content,  – θ0):

The infiltration rate, f (t), under these conditions is
given by equation (8.34), and the rate at which water
becomes available for Hortonian overland flow,
qho(t), is

qho(t) = p – f (t), t > Tp (10.26)

(figure 10.24). The development in section 8.4.3
showed that f (t) decreases asymptotically to Kh as in-
put continues after the time of ponding. Thus Horto-
nian overland flow tends to increase during a storm
with constant water-input rate.

Figure 10.25 compares the range of natural rain-
fall intensities5 with Kh values of various soils and
geologic materials, and indicates that p > Kh only for
relatively intense rains on relatively fine-grained

soils. In fact, actual occurrences of Hortonian over-
land flow may be even rarer than figure 10.25 im-
plies because the Kh values indicated there are for the
mineral soil horizons, and the surface horizons of
many soils have considerably larger hydraulic con-
ductivities because of organic matter and biological
activity. Thus

Hortonian overland flow is typically an 
important response mechanism in: (1) semiarid 

to arid regions, where rainfalls tend to be 
intense and natural surface conductivities are 
low due to lack of surface vegetation; (2) areas 

where soil frost or human or animal activity has 
reduced surface conductivity (see section 8.2.3); 

and (3) impermeable areas.

Horton (1933, 1945) postulated that overland
flow due to saturation from above would occur from
virtually an entire upland watershed. This view was
modified by Betson (1964), who proposed the par-
tial-area concept:

Event response may originate as Hortonian 
overland flow on a limited, low-permeability 

contributing area that varies from watershed 
to watershed but, except for the possibility of 

some expansion during extreme events, 
remains fairly constant on a given watershed.

Betson (1964) found that the stable contributing area
ranged from 4.6% to 46% on agricultural watersheds
in the southern Appalachian Mountains.
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Figure 10.23 Hortonian overland flow over an
entire slope of length Xs. qho(Xs,t) is the lateral

inflow to the stream at time t.
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Figure 10.24 Hortonian overland flow, qho(t), at 
a point on a hillslope during a water-input event. 
p(t) is water-input rate (shown as constant),  f

 (t) is 
infiltration rate given by equation (8.34).

Figure 10.25 Saturated hydraulic conductivi-
ties for several soils and geologic materials com-
pared to usual range of rainfall intensities 
[Freeze (1972b). Role of subsurface flow in gen-
erating surface runoff: 2. Upstream source areas. 
Water Resources Research 8:1272–1283, with per-
mission of the American Geophysical Union].
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10.4.2.2 Saturation from Below: Saturation (Dunne) 
Overland Flow

Saturation overland flow (also called 
saturation-excess runoff ) (figure 10.26) is 

overland flow that occurs when the water table 
rises to the surface due to saturation from 
below. This occurs where the downward 

percolation of infiltrated water is impeded by

1. a preexisting shallow water table;

2. a shallow impervious layer
(section 8.4.3.6); or

3. a decrease of hydraulic conductivity
with depth.

The accumulating water at these barriers causes
the water table to rise; when it reaches the surface no

further infiltration is possible and overland flow be-
gins. As the rising water table intersects the surface,
ground water from upslope, called return flow, breaks
out and becomes part of overland flow (figure 10.26b).
Thus saturation overland flow consists of (1) direct
water input on the saturated area, plus (2) return flow
contributed by the breakout of ground water from
upslope on to the saturated area. During an event, re-
turn flow is usually much less important than direct
water input on the saturated zone, especially in areas
distant from the stream. However, return flow can be
a significant contributor to streamflow when it persists
after input ceases (Whipkey and Kirkby 1978).

Streams in humid areas are typically gaining
(section 9.3.1); the water table is usually coincident
with the stream surface and not far below the ground
surface in near-stream areas, as in figure 10.26.
When water input occurs over the drainage basin, all
or part of it infiltrates and some of this infiltration re-

Figure 10.26 Saturation overland flow and subsur-
face event flow due to near-stream ground-water

mounding. (a) Early stages of event; overland flow is
absent and only regional ground-water flow (base

flow) is occurring. (b) Later, the water table has risen to
the surface in near-stream areas due to local and

upslope recharge; infiltration ceases and saturation
overland flow results along with subsurface event

flow. Return flow is the portion of saturation overland
flow contributed by the “breakout” of ground water.

Flow contributing to mounding results from both ver-
tical recharge and downslope flow in the saturated

zone [adapted from Ward (1984)].
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charges ground water and raises the water table.
Since the water table is close to the surface near
streams, it commonly rises to the surface in riparian
areas. Once this happens, all further water input on
the saturated zone travels as overland flow to the
stream, regardless of water-input rate. The process
often occurs during snowmelt (figure 5.25).

The importance of near-stream saturation over-
land flow as a runoff-generating mechanism in humid
regions was first established by the intensive field stud-
ies of Thomas Dunne (Dunne 1970, 1978; Dunne and
Black 1970), and the process is sometimes called
Dunne overland flow. A number of field (Ragan 1966;
Dunne and Black 1970; Dunne 1978; Ward 1984) and
modeling (Freeze 1972b, 1974) studies indicate that

Saturation overland flow is usually one of
several, if not the only, mechanisms producing

event response in humid regions.

Concomitantly, these studies have established the
variable source area concept:

Within a given watershed, the extent of areas 
saturated from below varies widely with time, 

reflecting the overall watershed wetness
(figure 10.27).

Figure 10.27 Seasonal variation of extent of areas saturated from below in a drainage basin with gentle slopes 
and moderately to poorly drained soils in northeastern Vermont. As is percent of total area that is saturated 
[Dunne et al. (1975), used with permission of the International Association of Hydrologic Sciences].
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This variability is in large part responsible for the tre-
mendous temporal variability of storm runoff that is
observed in many regions (e.g., figures 10.10 and
10.11), and thus has extremely important implica-
tions for understanding and modeling event response.

Near-stream saturated zones will be most exten-
sive in drainage basins with concave hillslope profiles
and wide, flat valleys. A number of studies (see Ward
1984) have shown that saturation overland flow can
also occur: (1) where subsurface flow lines converge

in slope concavities (“hillslope hollows”) and water
arrives faster than it can be transmitted downslope as
subsurface flow (figure 10.28a); (2) at concave slope
breaks, where the hydraulic gradient inducing sub-
surface flow from upslope is greater than that induc-
ing downslope transmission (figure 10.28b); (3)
where soil layers conducting subsurface flow are lo-
cally thin (figure 10.28c); and (4) where hydraulic
conductivity decreases abruptly or gradually with
depth, and percolating water accumulates above the

Figure 10.28 Situations in which saturation overland flow may arise on hillslopes outside of near-stream areas. 
(a) Plan view showing convergence of subsurface flow paths. (b) Cross section showing downslope reduction in 
hydraulic gradient associated with slope break. (c) Cross section showing local area of thin soil. (d) Cross section 
showing formation of perched saturated zone above low-conductivity layer with constant slope and soil thick-
ness [adapted from Ward (1984)].
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low-conductivity layers to form “perched” zones of
saturation that reach the surface (figure 10.28d).

Thus we see from figure 10.28 that the propen-
sity for saturation from below to occur is related to
local topography. At each “point” in the watershed
(represented by a pixel of finite area), this propensity
is directly proportional to the tendency to collect
subsurface flow from upslope areas, and inversely
proportional to the tendency to transmit that flow
downslope; these effects can be quantified as the top-
ographic index, TIi :

where ai is the area draining to pixel i per unit con-
tour length (ai ≡ Ai /δci in figure 10.29), and βi is the
local slope angle (Beven and Kirkby 1979). Thus pix-
els that collect drainage from large areas and have
flat slopes have high TI values. Typically the distri-

bution of TI is computed from a digital elevation
model (DEM) (Quinn et al. 1995), as in figure 10.30.

TI is the basis for “TOPMODEL,” a runoff-
modeling approach that has been widely applied to
small watersheds in humid regions (e.g., Beven and
Kirkby 1979; Wood et al. 1990; Beven and Wood
1993; Ambroise et al. 1996; Beven 1997; Kirkby
1997; Blazkova et al. 2002; Kavetski et al. 2003). In
this approach, the portion of the watershed produc-
ing saturation overland flow at any time is modeled
by calculating the soil-moisture-storage deficit for
pixel i, di, as

where  is watershed mean soil-moisture-storage
deficit,  is the watershed mean value of TI, and M
characterizes the rate at which hydraulic conductiv-
ity decreases with depth. The value of  is computed
at successive time steps by keeping track of the wa-
tershed water balance (precipitation, evapotranspira-
tion, and outflow). Then at each time step, the points
capable of generating saturation overland flow are
those at which di = 0 (i.e., . Given
the spatial pattern of values of di and the percentage
of the watershed that is saturated, the spatial pattern
of saturated points can be determined and the rate of
saturation overland flow computed.

Dunne et al. (1975) have shown how the extent
of source areas for saturation overland flow can be
identified in the field, and Van de Greind and Eng-
man (1985) reviewed approaches for identifying such
areas via remote sensing. O’Loughlin (1981) devel-
oped generalized relations that give the extent of sat-
urated zones as a function of hillslope gradient,
planform geometry (diverging, planar, or converg-
ing), hydraulic conductivity, depth, and flow rate, as
in figure 10.28.

10.4.2.3 Surface Detention (Depression Storage)
Land surfaces are highly irregular, with many

depressions of varying size (microrelief) in which
overland flow, however generated, collects. During
water input, these depressions fill, spill, and merge,
delaying and complicating the movement of over-
land flow toward streams. This phenomenon is
called surface detention or depression storage.

Although long recognized, the phenomenon has
been studied in detail only relatively recently (see ref-
erences cited in Chu et al. 2013). Overall, the effect
of surface detention is to delay the onset of event
flow at the watershed outlet and to reduce event-flow

TI
a

i
i

i
∫

Ê
ËÁ

ˆ
¯̃

ln
tan

,
b

(10.27) d d M TI TIi i= + -( )◊ , (10.28)

d
TI

d

TI TI d Mi = - )

Figure 10.29 Subsurface-flow convergence in the 
topographic index concept, TI [equation (10.27)]. The 
outer oval represents the watershed divide; the outlet 
is at the bottom. Ai is the area draining to the square 
pixel i. The short-dashed line is a contour line; δci is 
the length of the contour within the pixel. ai = Ai /δci.
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volume by providing enhanced opportunities for
evaporation and infiltration of overland flow. But be-
cause the process operates at small horizontal and
vertical spatial scales and short time scales, it is diffi-
cult to measure and to develop general quantitative
models. Consequently, surface detention is usually
accounted for heuristically in rainfall-runoff models,
as described in section 10.6.

10.4.3 Subsurface Flow
Discussion in section 9.5.3 makes it clear that re-

gional ground-water flow is usually the source of
streamflow between event responses (i.e., base flow).
The water in base flow enters the drainage basin in
the same rainfall and snowmelt events that produce
event responses, but travels to the stream through
ground-water reservoirs with residence times that are
so large that short-term pulses of input are damped
out. Here we examine mechanisms by which subsur-
face flow may move toward streams rapidly enough
to generate event flow.

10.4.3.1 Flow in the Unsaturated Zone
Water in the unsaturated zone is under tension

(i.e., less-than-atmospheric) pressure. Thus water
cannot move from the unsaturated zone, including
the tension-saturated zone, directly onto a seepage
face (which is at atmospheric pressure) or into a
stream (which is at greater-than-atmospheric pres-
sure). Therefore,

The unsaturated zone cannot be a direct 
(proximal) source of streamflow.

However, the movement of infiltrated water through
the unsaturated zone to the water table is a critical
link in the land phase of the hydrologic cycle. Here
we explore the nature of this link and its role in run-
off generation.

In the discussion of infiltration in chapter 8, the
ground surface was horizontal, the water-content
contours were parallel to the surface, and the poten-
tial gradients driving flow were vertical. In the larger
context of natural landscapes, infiltration takes place
on slopes; downslope flow occurring between the
ground surface and water table is called interflow.
Under certain conditions, such flow can occur as (1)
unsaturated Darcian flow through the soil matrix, or
(2) as pipe flow in macropores that largely bypasses
the unsaturated soil matrix.

10.4.3.1.1 Matrix (Darcian) Flow
Figure 10.31 shows the hydraulic-head contours

during and following infiltration on a slope underlain
by a homogeneous and isotropic soil. In the initial
stages of water input, the wetting front remains essen-
tially parallel to the surface (figure 10.31a); as infiltra-
tion continues, the near-surface hydraulic-head
contours gradually rotate clockwise toward the hori-
zontal (figure 10.31b). The flow direction is normal to
the total-head contours; thus initial infiltration is nor-
mal to the slope, but becomes nearly vertical if the
event continues long enough. These simulations indi-
cate that significant downslope Darcian unsaturated
flow does not occur during a storm or snowmelt event.
Thus Darcian unsaturated flow does not appear to be
a likely source of water to near-stream saturated zones
during water-input events under most circumstances.

Figure 10.30 Distribution of the topographic
index, TI, for the Ringelbach Watershed, French

Alps [Ambroise et al. (1996). Toward a generaliza-
tion of the TOPMODEL concepts: Topographic

indices of hydrological similarity. Water Resources
Research 32:2135–2145, with permission of the

American Geophysical Union].
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However, the study by Jackson (1992) and others
show that a downslope component of drainage can
emerge following a water-input event on deep homoge-
neous soils. After water input ceases, the near-surface
head contours continue to rotate clockwise, ultimately
becoming nearly normal to the surface (figure 10.31c,
d), indicating downslope flow. This was confirmed in
the experimental studies of Lv et al. (2013) and has
been observed in field studies in upland watersheds in
many regions (Hewlett and Hibbert 1963; Weyman
1970; Nutter 1975; Anderson and Burt 1977).

This phenomenon is strikingly illustrated in figure
10.32, which shows the drainage of an isolated 1 m ×

1 m column of homogeneous sandy clay loam soil ex-
tending 15 m on a 40° slope, with an outlet at the
slope base. The soil was initially saturated and cov-
ered to prevent evaporation or water input. After 1.5
days the saturated zone had retreated to within a few
cm of the outlet and flow into that zone came from
unsaturated downslope flow. Note that discharge rates
declined very rapidly in the first few days, but drain-
age persisted until the experiment was terminated at
145 days. The total change in water content over this
period was relatively small, from about 0.50 at satura-
tion to 0.38 at 145 days. Thus it is clear that unsatu-
rated matrix flow can contribute to, and may be the

Figure 10.31 Modeled total-head contours in an isotropic soil draining after rainfall at a rate of 1 cm/hr for 0 < t 
< 5 hr. (a) t = 1.06 hr; (b) t = 4.46 hr; (c) t = 11.3 hr; (d) t = 24.9 hr [Jackson (1992). Hillslope infiltration and lateral 
downslope unsaturated flow. Water Resources Research 28:2533–2539, with permission of the American Geophys-
ical Union].
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major source of, streamflow recessions (base flow) in
upland watersheds. A similar situation is shown in fig-
ure 10.33, which shows water-content and hydraulic-
head contours measured after more than 30 days of
drainage of a sloping soil mass, confirming the exis-
tence of a downslope-oriented hydraulic-head gradi-
ent and showing the development of a saturated
wedge at the slope base.

10.4.3.1.2 Macropores and Preferential Flow
The simulations and experiments just described

suggest that unsaturated Darcian flow through a ho-
mogeneous, isotropic soil matrix is seldom, if ever,
rapid enough to link infiltrated water directly to
event flow (Buttle and McDonald 2002). However,
natural soils are not generally homogeneous or iso-
tropic: biological activity (root growth and decay

Figure 10.32
Drainage for 145 days
from a 1 m × 1 m col-

umn of sandy clay loam
soil extending 15 m

down a 40° slope. Soil
was initially saturated

and covered to prevent
surface inputs or out-
puts. (a) Log-log plot.

(b) Arithmetic plot [data
from Hewlett and

Hibbert (1963)].
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and burrowing animals), desiccation, and frost ac-
tion commonly occur near the surface to produce
macropores (also called soil pipes), which are larger
than the pores of the undisturbed soil matrix (figure
10.34). Flow through macropores is usually much
more rapid than unsaturated or saturated Darcian
flow through the soil matrix (Kirkby 1988), and is
called preferential flow or bypass flow. Macropores
can conduct water downslope considerable distances
through otherwise unsaturated soils at velocities of
several millimeters per second (Mosley 1979, 1982;
Beven and Germann 1982, 2013).

Macropores are typically on the order of 3 to
100 mm in diameter and are interconnected to vary-
ing degrees (figure 10.34). They typically occur in
the upper soil layers (the solum in figure 2.46), but
may link to openings at depth that can extend over
tens or hundreds of meters in fractured rock. In a de-

tailed study in a New Hampshire forest, Stresky
(1991) found that more than 60% of the macropores
were in the upper 0.15 m of the soil, and were cre-
ated by live roots, decayed roots, and animal bur-
rows. More than 70% of them were less than 20 mm
in diameter—though conduits exceeding 25 mm
were present. Macropore networks were generally
oriented downslope and were interconnected over
distances of at least tens of meters.

The soil matrix surrounding the macropores is
often unsaturated, so the potential gradient causing
preferential flow is not in equilibrium with the gradi-
ent in the soil matrix. For example, Beven and Ger-
mann (2013) reported that preferential flow can
occur regardless of the antecedent soil-water content,
and cited experiments in which 95% of infiltration
occurred in pores wider than 0.25 mm, which consti-
tuted less than 0.5% of pore volume. Kirkby (1988)

Figure 10.33 (a) Water content and (b) 
hydraulic-head distribution in a sloping 
slab after 749 hr of drainage. Slope = 15°. 
Note the saturated wedge at the slope 
base [Nutter (1975)].
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presented a general relation between the minimum
pore diameter that will cause bypassing and the pore
(grain) size of the soil matrix (figure 10.35): In a clay
soil (0.0001 mm), a pore of 0.1-mm diameter will act
as a macropore; in a sand of 0.5-mm diameter, the
minimum macropore size is about 1 mm. As noted
by Ward (1984, p. 181), the functioning of a thatched
roof provides an apt analogy for the functioning of
preferential flow paths provided by macropores in an
unsaturated matrix:

No hydrologist, having measured the infiltration 
characteristics of bundles of straw, would recom-

mend their use as roofing material. And yet, in even 
the heaviest rain, the building remains dry, no water 
runs over the thatch as “overland” flow, there is no 
“ground water” and no evidence of zones of “tem-
porary saturation,” i.e. all the rainfall is evacuated 
along the narrow layer of the thatch itself. The 
thatched roof works because the alignment of straw 
imparts a preferential permeability along the stems 
and because the roof slopes.

Networks of visible macropores are often dis-
connected (figure 10.34), so continuous downslope
flows require some mechanism for transmitting flow

Figure 10.34 Macropores
in an approximately 1-m

portion of hillslope in a
New Hampshire forest

floor. Live-root and organic
macropores are indicated;

other macropores are
decayed roots. For live-root
macropores, the entire root
is shown; flow occurs in the

space between the roots
and the soil matrix. Dark

portions show tracer-dye
paths [Stresky (1991)].
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from one part of the network to another. Where the
soil is saturated, this happens via the propagation of
pressure waves, such that an increase in pressure in
an upslope macropore causes the displacement of
stored water into a pathway farther downslope. This
can also be a mechanism for the displacement of wa-
ter from the matrix into an empty macropore (Beven
and Germann 2013).

Preferential flows have been documented in nu-
merous environments from the Amazon to Alaska,
and are often an important part of hillslope runoff
generation and, by implication, important in solute
transport (Chappell 2010; Jones 2010; Beven and
Germann 2013). Macropore flow has been found to
contribute to event flow in northern Quebec (Roberge
and Plamondon 1987), New Zealand (McDonnell
1990), Wales (Chapman et al. 1993), Denmark (Vill-
holth et al. 1998), New Mexico (Newman et al.
1998), and in the humid tropics (Jones 2010). An en-
tire issue of Hydrological Processes (volume 24, issue
12, 2010) was devoted to preferential flows. It is clear
from these studies that macropores play an important
role in delivering water input to streams in many re-
gions, particularly forested areas; in some places,
preferential flows may contribute up to 50% of event

flow (Jones 2010). Many studies indicate that their
importance increases with the amount of rain or
snowmelt in an event.

Because the number, orientation, size, and inter-
connectedness of macropores are highly dependent
on local geology, soils, vegetation, and fauna, it is
difficult to generalize about their importance or to
simulate their effects in models. Ward’s thatched-
roof analogy emphasizes the contrast between pref-
erential-flow processes and the traditional modeling
of infiltration as an equilibrium process through a
soil matrix via Darcy’s law and the Richards equa-
tion, as in section 7.4.7. Recognizing this, Beven and
Germann (2013, p. 8) argued that the widespread use
of the Richards equation as a basis for modeling hill-
slope hydrologic response is inappropriate, and
called for a new approach that includes “the interac-
tion between input variability, surface characteristics,
antecedent conditions, and the generation of prefer-
ential flow in ways that reflect the (non-Richards)
dynamics of . . . flow in a heterogeneous matrix. . . .”
Attempts to model preferential flow have been made
by Ormsbee and Khan (1989), Jones and Connelly
(2002), and Beckers and Alila (2004), among others
(see Beven and Germann 2013).

Figure 10.35 Relation between critical minimum macropore diameter that will allow bypassing and pore 
(grain) diameter of soil matrix. Thus for a fine sand (diameter = 0.1 mm), bypassing would occur in macropores 
exceeding about 1 mm diameter [reproduced from Kirkby (1988), Hillslope runoff processes and models, Journal 
of Hydrology 100:315–339, with permission from Elsevier].
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10.4.3.2 Flow in the Saturated Zone
Model studies incorporating the ground-water

flow equations lead to the conclusion that basinwide
regional ground-water flow (as depicted, for exam-
ple, in figures 9.5 and 9.6) cannot usually respond
quickly enough to contribute to event response
(Freeze 1974). However, field studies using various
tracers have indicated that ground water can be a sig-
nificant component of event response under some
circumstances (see figures 9.33 and 10.19); such flow
is called subsurface event flow or subsurface storm
flow. These ground-water contributions to event
flow must arise from mechanisms that quickly pro-
duce steep hydraulic gradients in materials of high
hydraulic conductivity in near-stream areas. Such
mechanisms are described here.

10.4.3.2.1 Flow from Near-Stream
Ground-Water Mounds

Because the water table adjacent to streams in
humid regions is near the surface, infiltration re-
charges ground water in near-stream areas before it
does so at upslope locations. This can produce con-
tributions to event flow by two mechanisms.

In gradual ground-water-mound development,
recharge produces a mound, or ridge, that steepens
the hydraulic gradient both toward and away from
the stream (figure 10.26b). The steepened stream-
ward gradient can produce a reasonably prompt and
sustained contribution to streamflow if hydraulic
conductivity is high enough.

Sudden ground-water-mound development in-
volves rapid pressurization of the tension-saturated
zone (capillary fringe) that extends above the water
table. As noted, water under tension cannot flow to
streams. However, laboratory and field studies (Ab-
dul and Gillham 1984, 1989; Gillham 1984; Jayati-
laka et al. 1996) show that when even a small
amount of water percolates to the top of this zone,
the menisci that maintain the tension are obliterated
and the pressure state of the water is immediately
changed from negative (tension) to positive (pres-
sure) (figure 10.36). This phenomenon can thus pro-
duce an almost instantaneous rise in the near-stream
water table (figure 10.37 on p. 495) to the top of the
tension-saturated zone, forming a ground-water
mound and inducing streamward ground-water flow.
Note that the resulting streamflow contribution may
greatly exceed the quantity of water input that in-
duced it, and that event flow produced in this way is
“old” water—water that fell in previous events.

As with saturation overland flow, subsurface
event flow due to near-stream ground-water mound-
ing is most likely to occur in watersheds with con-
cave slopes and wide, flat valleys.

10.4.3.2.2 Flow from Shallow Saturated Layers
(The Sloping Slab)

In many regions, hillslopes consist of a thin layer
of permeable soil overlying relatively impermeable
materials, or soils in which the hydraulic conductiv-
ity decreases markedly with depth. In these situa-
tions, infiltration and percolation of water input
commonly produce a thin saturated zone that is not
connected to a regional ground-water flow (i.e., a
perched water table), and downslope flow in this
zone can contribute to event response. This situation
is often referred to as a sloping slab.

The time required for a saturated layer to begin
forming in a sloping slab can be estimated by apply-
ing the same reasoning used to develop the Green-
and-Ampt approach to modeling infiltration in shal-
low soils (section 8.4.3.6). We consider an initially
unsaturated soil layer of uniform depth, hydraulic
properties, and initial water content overlying a uni-
formly sloping impermeable base (figure 10.38 on p.
495). For these conditions, the time, Tu , required for
a wetting front due to the complete infiltration of in-
put at a constant water-input rate, p, to reach the
base can be determined from equation (8.47):

where θp is the soil-water content at which the hydrau-
lic conductivity equals p, θ0 is initial water content, Y is
soil depth, β is the slope angle, and the cosine accounts
for the fact that infiltration is vertical. Beven (1982a)
showed how equation (10.29) can be modified to give
Tu when hydraulic conductivity decreases with depth.

Beven (1981) reviewed the hydraulics of
downslope saturated flows in a sloping slab (box
10.4 on p. 496). The simplest representation is called
the kinematic-wave approximation, in which the
flow paths and hydraulic gradient are assumed paral-
lel to the slope [equations (10B4.8)–(10B4.10)]. This
yields a water table that is a linear function of dis-
tance upslope, represented by the dashed line in fig-
ure 10.38. The solutions to the flow equations are
developed in nondimensional form, in which the in-
put rate is scaled to the slope and hydraulic conduc-
tivity to define the dimensionless input parameter λ:
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Figure 10.36 (a) Field instrumenta-
tion used to record rapid pressuriza-
tion of the tension-saturated zone in a 
sandy soil. (b) Response of pressure 
head and total hydraulic head to sud-
den application of 3 mm of water to 
the surface in (a). [reproduced from 
Gillham (1984), The capillary fringe 
and its effect on water-table response, 
Journal of Hydrology 67:307–324, with 
permission from Elsevier].
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Beven (1981) showed that for values of λ < 0.75,
the runoff-generation hydrograph from a sloping slab
can be well approximated by the kinematic-wave ap-
proximation. Figure 10.39 on p. 497 shows the com-
bination of p/Kh and slope values for which λ < 0.75.
It indicates that the kinematic-wave representation of
the rising hydrograph is a good approximation for
values of p/Kh < 0.01 on low slopes, and up to p/Kh
≈ 0.1 on slopes near 45°. For values of λ > 0.75, run-
off generated from a sloping slab must be modeled
via the Dupuit–Forchheimer equations or the ex-
tended Dupuit–Forchheimer equations.

Here we explore analytical solutions for the
sloping-slab hydrograph [i.e., the outflow at the base
of the slab, Q(0,t)] under the kinematic-wave approx-
imation, considering the hydrograph rise, equilib-
rium runoff (section 10.2.4), and the hydrograph
recession separately:
Hydrograph Rise

For λ > 0.75, the hydrograph rise can be well ap-
proximated as a linear increase with time:

where S is soil-storage coefficient, TP is the storm du-
ration, and Tc is the time of concentration (section
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Figure 10.37 Response of near-stream water table due to pressurization of the capillary fringe during a simu-
lated rain of p = 2.0 cm/hr, TP = 50 min, in a sandy soil. Lines show position of water table at successive times after 
onset of rain [reproduced from Abdul and Gillham (1989), Field studies of the effects of the capillary fringe on 
streamflow generation, Journal of Hydrology 112:1–18, with permission from Elsevier].
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Figure 10.38 Definition diagram for hydrau-

lics of sloping-slab drainage. The solid curve
with the triangle is the water table given by the

Dupuit model; the dashed line is the water
table assumed in the kinematic-wave approxi-

mation. See box 10.4.
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10.2.4) for the slope. The flow depth at the slope
base is

Note that if y(0,t) > Y the flow breaks out onto the
surface and the surface flow must be separately ac-
counted for; this happens if
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Box 10.4 Hydraulics of Sloping-Slab Flow

Beven (1981) explored hydraulic relations for sloping-
slab flows, based on earlier work by Dupuit and Hender-
son and Wooding (1964). The flow geometry is shown in 
figure 10.38.

Basic Equations

Darcy’s law is

where q(x,t) is Darcy velocity [L T–1], h(x,t) is hydraulic 
head [L], and Kh is hydraulic conductivity [L T–1]. The one-
dimensional conservation-of-mass (continuity) relation is

where y(x,t) is height of water table above the bed, S is 
soil-moisture-storage coefficient [1], Q(x,t) is downslope 
flow rate per unit width [L2 T–1], and p is input rate per 
unit horizontal area [L T–1].

To formulate the various flow representations, equa-
tion (10B4.1) is integrated over the saturated depth and 
substituted into equation (10B4.2), incorporating vari-
ous assumptions about the flow paths and hydraulic 
gradient, as shown below.

Dupuit Assumptions (Dupuit–Forchheimer Equations)

Assuming horizontal flow paths and a hydraulic gra-
dient equal to the slope of the water table yields

and

These relations have been found to be good representa-
tions of sloping-slab flow when tanβ < 0.2 (β < 11.3°) and 
X >> Y. They were applied to a horizontal aquifer in boxes 
8.3 and 8.4.

Extended Dupuit–Forchheimer Equations

When slopes are steeper than 0.2, a better approxi-
mation of the flow is possible by assuming that the flow 
paths are parallel to the slope, so that

and

Kinematic-Wave Approximation

The simplest approach assumes that flowlines and 
the hydraulic gradient are parallel to the slope, so that 
Darcy’s law can be written as

q(x,t) = Kh · tanβ, (10B4.8)

where q(0,t) is the Darcy velocity at the base of the slope. 
Thus the outflow rate at the slope base is

Flow law: Q(x,t) = Kh · tanβ · y(x,t), (10B4.9)

and
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Equilibrium Runoff
If input continues for a period exceeding the

time of concentration (the time it takes water from
the most distant part of the slope to travel to the out-
let), the flow rate becomes constant and we have
equilibrium runoff (figure 10.13). From equation
(7.12), the velocity of the water in the slab, U, is

so the time of concentration, Tc, is

If TP > Tc, substitution of (10.35) into (10.32)
gives the outflow height at equilibrium:

Substituting this into (10.31) gives the equilibrium
flow as

The flow continues at this rate until the storm ends
and the recession begins.
Hydrograph Recession

During recession, flow from the slope is sup-
plied by gravity drainage of the saturated zone. Note

from figure 10.38 that if equilibrium runoff does not
occur, the kinematic-wave approximation assumes
that this zone is triangular. Thus the continuity rela-
tion for the saturated portion of the slope during re-
cession is

Where  is porosity and θfc is the field capacity of
the soil. Integration of (10.38) leads to an exponen-
tial recession:

Note that equation (10.39) is exactly the same as the
recession for the linear-watershed model of box 10.3,
with the characteristic time constant T* equal to

Box 10.5 and figure 10.40 give an example applica-
tion of these relations for a relatively rapidly draining
(sandy) soil. Note that the recession is of long duration
even for this relatively high-conductivity soil, consistent
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good approximation of runoff from a

sloping slab.
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Box 10.5 Example Calculations of Sloping-Slab Runoff

Here we give an example application of the analytical relations of sloping-slab runoff devel-
oped in section 10.4.3.2.2.

1. Calculate λ via equation (10.30) to verify that the situation is appropriately modeled via the
kinematic-wave approximation:

0.712 < 0.75, so kinematic-wave approximation appropriate.

2. Calculate Tc via equation (10.35) to determine if equilibrium outflow occurs:

so equilibrium flow does not occur.

3. Use equation (10.31) to calculate the outflow rate Q(0,t) for 0 ≤ t ≤ TP:

4. Use equation (10.33) to determine if breakout occurs

so breakout does not occur.

5. Use equation (10.39) to calculate recession flow:
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Table 10B5.1 Slope Properties

Slope 
Length, X 

(m)

30

Soil 
Thickness, Y 

(m)

1

Slope Angle, β 
(degrees)

32

Slope Angle, β 
(radians)

0.559

sin β

0.530

cos β

0.848

tan β

0.625

Table 10B5.2 Soil Properties (Sand Soil)

Hydraulic Conductivity, Kh 

(m/hr)

0.5

Storage 
Coefficient, S

0.25

Porosity, 

0.4

f Field Capacity, θfc

0.1

Table 10B5.3 Storm Conditions

Rainfall Rate, p
(mm/hr)

25

Storm Duration, TP 

(hr)

1
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with the soil-drainage measurements shown in figure
10.32. Note also that this example does not include cal-
culation of the descent of the wetting front to the imper-
meable base, which might introduce a significant lag in
output. Studies by Freeze (1972b) and Beven (1982b)
suggest that the response of even a relatively shallow,
permeable, and steeply sloping slab to a relatively in-
tense water-input rate is usually quite sluggish where
percolation and downslope flow occur via Darcy’s law
through the soil matrix. However, rapid subsurface re-
sponse to water input can occur on slopes containing
macropores as described in section 10.4.3.1.2.

Sloan and Moore (1984) developed a model of
flow from the base of a steeply sloping slab based on
kinematic-wave concepts. Ormsbee and Khan (1989)
incorporated that approach into a watershed model
that explicitly considers both macropore and Darcian
matrix flow. Application of the new model to selected
watersheds produced good correlations between the
observed and predicted watershed responses (runoff
volume, peak discharge, and time to peak). However,
model parameters varied seasonally, and they con-
cluded that the runoff-response mechanisms are
highly influenced by seasonal changes in surface and
subsurface watershed characteristics.

10.4.4 Overview of Hillslope Processes
Understanding of watershed event-response

mechanisms has been evolving rapidly since the mid-
1960s, and has accelerated in recent years as studies
based on chemical and isotopic flow separations
(section 10.3) and detailed measurements of soil and

ground water are conducted in new environments.
Bonell (1993) provided a comprehensive review of
studies investigating runoff mechanisms in forests,
and table 10.5 summarizes a sample of such studies.

A recent study by Inamdar et al. (2013) provides
insight into the temporal changes in runoff sources
and processes that are reflected in the wide range of
event-flow response seen in most watersheds (as in
figures 10.10 and 10.11). EMMA was used to deter-
mine runoff mixing patterns for base flow and 42
storms on a small forested watershed in the Pied-
mont region of Maryland. They were able to identify
11 runoff sources: precipitation, throughfall, stem-
flow, litter leachate, wetland soil water, soil water,
shallow ground water, ground-water seeps, hypo-
rheic (subchannel) water, riparian ground water, and
deep ground water. Base-flow chemistry of stream
waters was similar to ground-water seeps. Event run-
off was attributed to contributions from surficial
sources (precipitation, throughfall, stemflow, and lit-
ter leachate) on the rising limb of the hydrograph
and to soil and shallow ground-water sources on the
recession limb. As shown in figure 10.41 on p. 501,
the shapes of the storm-event hysteresis loops (wide
versus tight, quasi-linear patterns) varied with hydro-
logic conditions from wet, hydrologically well-con-
nected conditions to a dry, disconnected state.

Table 10.6 and figure 10.42 on p. 502 (the
“Dunne diagram”; Dunne 1978) summarize the cur-
rent understanding of the soil/geologic, topographic,
vegetative, and climate conditions that favor the vari-
ous mechanisms of runoff generation. The Hortonian-
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Figure 10.40 Hydrograph of kinematic-
wave approximation of subsurface flow
from a sloping-slab hillslope with slope

β = 32° and a rapidly draining (sandy) soil
(Kh = 0.5 m/hr, S = 0.25, θfc = 0.1) for a rain-
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overland-flow mechanism that dominated hydrologic
thinking and modeling beginning in the 1930s is now
known to be common only on natural hillslopes in
semiarid to arid regions and on human-disturbed and

impermeable areas, where rainfall rates commonly ex-
ceed surface infiltration capacities (figure 10.25). Hor-
tonian overland flow can also occur on ground
rendered impermeable by soil frost.

Table 10.5 A Sampling of Field Studies of Runoff Mechanisms.

Location

Upland forest, Pennsylvania

Upland forest, Georgia

Gently sloping forested 
hillside, Australia

Coastal Plain, Virginia

Forested swamp, Ontario, 
Canada

Forested upland, deep soils, 
Tennessee

Upland unforested 
watershed, Scotland

Forest and pasture 
watershed, Switzerland

Upland forest, Virginia

Tropical rain forest, Australia

Shallow-soil forest, Canadian 
Shield

Mixed forest, New 
Brunswick, Canada

Unforested permafrost 
watershed, northern Alaska

Steep forested slope, Japan

Catskill Mountains, New York

Steep, forested watershed, 
Maryland

Mechanisms

Ground-water mounding; 
pressurization of capillary 
fringe; minor channel 
precipitation

Sloping slab (mineral soil); 
sloping slab (organic soil); 
ground-water mounding

Sloping slab (macropores)

Saturation overland flow

Saturation overland flow; 
ground water (macropore 
flow)

Bedrock (dolomite) ground 
water; ground-water 
mounding; sloping slab

Hortonian overland flow; 
sloping slab; ground water

Saturation overland flow; 
ground water; Hortonian 
overland flow

Saturation overland flow; 
subsurface flow

Saturation overland flow; 
sloping slab; ground-water 
mounding

Saturation overland flow; 
sloping slab

Ground water

Water tracksa

Sloping slab

Sloping slab; ground-water 
mounding

Subsurface flow; channel 
precipitation

Separation Basis
18O

Six chemical constituents

2H; Cl–1

Cl–1

18O, Cl–1, Li+1

Flow measurement; Ca, SO4

ANC

18O

18O, Cl–1

K+1, ANC, 18O, DOC

Conductivity, alkalinity, pH, 
Na+1, Mg+2, Ca+2

Conductivity, 18O

Flow measurement; 
tensiometers

Several solutes

2H, 18O, Cl–1, SiO2, Na+1

Source

Swistock et al. (1989)

Hooper et al. (1990)

Leaney et al. (1993)

Eshleman et al. (1993)

Waddington et al. (1993)

Mulholland (1993)

Giusti and Neal (1993)

Jordan (1994)

Bazemore et al. (1994)

Elsenbeer et al. (1995)

Peters et al. (1995)

Caissie et al. (1996)

McNamara et al. (1997)

Tani (1997)

Evans et al. (1998)

Rice and Hornberger (1998)

ANC = acid-neutralizing capacity
DOC = dissolved organic carbon
aSubsurface “channels” of enhanced soil moisture that conduct flow directly downslope to streams.
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In most humid forested watersheds a very large
proportion of rain and snowmelt usually infiltrates,
and response hydrographs are dominated by subsur-
face flow supplemented to varying extents by satura-
tion overland flow. The relative importance of the
various subsurface mechanisms is determined by wa-
tershed geology, soils, topography, and the amount,
intensity, and spatial and temporal distribution of
water input, but the exact mechanism that contrib-
utes the subsurface flow is often unclear. Whatever
the mechanism, it is widely accepted that the water
that gives rise to response hydrographs usually
comes from only a limited portion of the topographi-

cally defined watershed, that this contributing area
generally varies strongly as a function of watershed
wetness, and that in many cases much of the event
response consists of “old” water.

The concepts of the Dunne diagram were ex-
plored quantitatively by Mirus and Loague (2013) to
provide deeper insight into watershed processes. Us-
ing a well-tested, process-based model of coupled sur-
face and subsurface flow, they applied 140 simulation
scenarios of varying rainfall intensity and amount to
four actual small watersheds with a range of permea-
bility contrasts, soil-characteristic curves, and topog-
raphy. They found that the processes by which runoff

Figure 10.41 Conceptual model illustrating how end-member chemistry, extent of mixing space, and storm-
event hysteresis loops evolve as a watershed transitions from a wet, hydrologically well-connected system (stage 1) 
to a very dry, disconnected state (stage 3) [Inamdar et al. (2013). Temporal variation in end-member chemistry and 
its influence on runoff mixing patterns in a forested, Piedmont catchment. Water Resources Research 49, with per-
mission of the American Geophysical Union].
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begins and ends are defined by the relative rates of
rainfall, infiltration, lateral flow convergence, and
storage dynamics within variably saturated soil lay-
ers. Saturated hydraulic conductivity has the stron-
gest influence on runoff generation, while porosity,
antecedent soil wetness, and soil-characteristic curves
have a lesser but significant influence on the available
storage in the unsaturated zone and, subsequently, on

surface runoff response. Their results also quantita-
tively confirm the importance of topography on sur-
face runoff: Hillslope gradients exert a very strong
control on lateral drainage through permeable soil
layers, and topographic convergence and average
slope influence the transition between subsurface
storm flow and saturation overland flow (figures
10.29 and 10.30).

Table 10.6 Environmental Factors Favoring Hillslope Event-Response Mechanisms.

Mechanism

Hortonian 
overland flow

Saturation 
overland flow

Ground-water 
mounding

Perched 
ground water 
(sloping slab)

Water-Input Ratea

High

Low to high

Low to moderate

Low to moderate

Vegetation

Absent to 
sparse

Absent to 
abundant

Absent to 
abundant

Absent to 
abundant

Topography

Steep slopes

Concave, 
convergent 
slopes; wide 
valleys

Concave slopes, 
wide valleys

Steep slopes; 
straight to 
convex

Water Table

Deep

Near surface

Slopes: Deep
Valley bottoms: 

Near surface

Absent to 
present in 
high Kh layer

Soils/Geology

Low surface Kh.

Slopes: High surface Kh, 
decreasing gradually or 
abruptly at shallow depth; 
conditions of figure 10.28.

Valley bottoms: Low to high Kh.

Slopes: Deep soils with high 
surface Kh.

Valley bottoms: High Kh.
Silty soils enhance flow from 

pressurized capillary fringe.

Slopes: High surface Kh, 
decreasing gradually or 
abruptly at shallow depth; 
macropores present.

Kh = saturated hydraulic conductivity
aRelative to Kh.

Saturation (Dunne)
overland flow

Hortonian
overland flow

Subsurface
storm flow

Soils

shallow

deep

Permeability

lower

higher

Slope

gentle

steep

Climate humid arid

Vegetation dense none

Figure 10.42 The 
Dunne diagram sum-
marizes the soil/geo-
logic, topographic, 
vegetative, and climate 
conditions that favor 
the various mechanisms 
of runoff generation 
[adapted from Mirus 
and Loague (2013). 
How runoff begins (and 
ends): Characterizing 
hydrologic response at 
the catchment scale. 
Water Resources 
Research 49, with per-
mission of the American 
Geophysical Union].



Chapter 10 ▼ Runoff Generation and Streamflow 503

Figure 10.43 quantitatively summarizes the re-
sults of Mirus and Loague (2013) on the Dunne dia-
gram. On a given watershed, rainfall depth largely
controls the transition from subsurface storm flow to
saturation overland flow, and rainfall intensity
largely controls the occurrence of Hortonian over-
land flow, as expected (figure 10.25). Surface runoff
(filled dots in figure 10.43) can occur over the entire
range of rainfall-intensity values, but occurs only
above a minimum value of rainfall depths. This sug-
gests that the Hortonian and saturation overland
flow mechanisms are end members of a continuum
of subsurface-controlled runoff-generation processes,
while subsurface stormflow and saturation overland
flow are competing mechanisms.

10.5 Channel Processes

10.5.1 Hydraulic Relations

10.5.1.1 Basic Equations
As described in section 10.2.2, the event-flow

hydrograph is increasingly modified as the flood
wave travels through the stream network due to (1)
the varied timing and amounts of inflows and out-
flows and (2) intrinsic hydraulic effects due to the
wave-like nature of the hydrograph (figure 10.4),
modified by changes in channel resistance and ge-
ometry. These effects can be seen in the following ba-
sic equations of one-dimensional (downstream)
open-channel flow: the conservation of mass:

and the conservation of energy, which is incorpo-
rated into a flow equation analogous to Darcy’s law:

where Q is streamflow rate [L3 T–1], qL is lateral inflow
rate per unit channel length [L2 T–1], g is gravitational
acceleration [L T–2], ξ is channel resistance [1], A is
the cross-sectional area of the flow [L2], y is flow depth
[L], ζ is channel slope [1], x is channelwise distance
[L], u is average flow velocity [L T–1], and t is time [T].
(See Dingman 2009 for derivation of these relations.)

In equation (10.41), we see that subsurface, sur-
face, and tributary inflows (qL > 0) increase dis-
charge in the downstream direction. Conversely, if
the stream rises above its banks and there are out-
flows onto the floodplain (qL < 0), the discharge
tends to decrease downstream.

The intrinsic hydraulic effects are represented in
the term in brackets in equation (10.42), which is the
energy gradient driving the flow. To see this, we can
ignore the last two terms, which are usually much
smaller than ζ and ∂y/∂x (Dingman 2009), and con-
sider the response hydrograph as the flood wave
shown in figure 10.4: On the rising limb of the wave,
depth decreases downstream (∂y/∂x < 0), so that the
gradient driving the flow is greater than the channel
slope, tending to accelerate the flow; on the recession
limb depth increases downstream (∂y/∂x > 0), so the
total gradient is less than the slope, tending to slow
the flow. These two effects combine to flatten the
flood wave, so that the hydrograph usually becomes
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Figure 10.43 Summary of results for 140 simula-
tion scenarios plotted on a quantitative version of
the Dunne diagram. The x-axis is a dimensionless

rate term; the y-axis a dimensionless storage term.
DOF = Dunne (saturation) overland flow; HOF = Hor-
tonian overland flow; SSSF = subsurface storm flow.
Each of the four watersheds (R5, TW, C3, CB) is repre-
sented by a different symbol, numbers in parenthe-

ses are average slopes along stream channels.
Closed and open symbols indicate the occurrence
and absence of surface runoff, respectively [Mirus
and Loague (2013). How runoff begins (and ends):

Characterizing hydrologic response at the catch-
ment scale. Water Resources Research 49, with per-

mission of the American Geophysical Union].
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smoother and peak flows per unit watershed area
tend to decrease and become delayed as the wave
travels downstream (as in figure 10.5).

10.5.1.2 Uniform Flow
Flow in stream channels is often approximated

by assuming uniform flow, i.e., that the last three
terms in the brackets in equation (10.42) are small
relative to channel slope, ζ, so that

or, since Q/A = u,

The value of ξ depends essentially on channel rough-
ness and irregularity, and is difficult to estimate
quantitatively (Dingman 2009). The most common
practice is to characterize resistance as

where nM is called Manning’s roughness factor [1] and
ε is a unit conversion factor [L1/3 T–1] (ε = 1 m1/3/s for
SI units). The value of nM is usually estimated by com-
parison with photographs of channels with measured
nM values (Barnes 1967; Hicks and Mason 1991; Ding-
man 2009).

10.5.1.3 Flood-Wave Velocity
It can be shown from equation (10.41) that the

velocity of a flood wave, U, is given by

where w is stream width (see Dingman 2009). Not-
ing that A = w · y, equation (10.43a) can be written as

so that

Substituting equations (10.43) and (10.47) into equa-
tion (10.45) yields

Thus we have the interesting result that a flood wave
travels with a velocity about 1.5 times that of the wa-
ter itself.

Equations (10.46)–(10.48) are valid for flood
waves that remain within the channel and can be
considered to have a single representative average ve-
locity. However, the relation between flow velocity
and flood-wave velocity may be altered when a flood
overtops the channel banks and inundates the flood-
plain. Typically the velocities of the overbank por-
tions of a flow are much lower than in-channel flows
because they are shallower and encounter much
higher resistance due to vegetation. Referring to fig-
ure 10.44, we can rewrite equation (10.48) as

where the subscripts LB and RB refer to the left and
right overbank portions of the flow and C to the cen-
tral channel. If the floodplain velocities ULB and URB
are negligible, equation (10.49) becomes

Because wC /w is less than 1, equation (10.50)
shows that the flood-wave velocity U will be less than
1.5 times the channel velocity; and if wC /w < 2/3,
the flood-wave velocity will be less than the central
channel velocity. Thus by providing areas for storage
of water as a flood wave moves downstream, flood-
plains reduce the velocity of the flood wave. And, be-
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Figure 10.44 Definitions 
of terms used in deriving 
effects of overbank flows 
on flood-wave velocity 
[equations (10.49) and 
(10.50)] [adapted from Gray 
and Wigham (1970)].
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cause the water spreads over the floodplain, they also
reduce the height of the flood peak [i.e., there is lat-
eral outflow so that qL in equation (10.41) is negative].

10.5.2 Simple Streamflow Routing
Streamflow routing is the computational proce-

dure for modeling the modification of hydrographs
traveling through the stream network. The outflow
hydrograph at the downstream end of a stream seg-
ment (“reach”) is predicted, given an inflow hydro-
graph for the upstream end of the reach, the
hydraulic characteristics of the reach, and a lateral-
inflow hydrograph. The most general approaches to
this problem are based directly on discretization of
equations (10.41) and (10.42). However, such ap-
proaches are generally time-consuming and data-in-
tensive, and engineers have developed simpler
routing methods that can usefully model the move-
ment of flood waves under many conditions. In order
to get a basic understanding of the hydraulic factors
that affect response hydrographs, we explore the sim-
plest of these methods. Gupta et al. (1979), Weinman
and Laurenson (1979), and Nwaogazie and Tyagi
(1984) discussed more elaborate routing methods.

The convex routing method is based on very sim-
plified versions of equations (10.41) and (10.42) applied
to a stream reach of a specified length (X), constant
slope (ζ), width (w), and resistance (ξ). A hydrograph
of inflow at the upstream end of the reach, QI(t), as a
function of time, t, is also specified. (A lateral-inflow
hydrograph may be specified as well.) The conserva-
tion-of-mass relation is written in discrete form as

where QOt is the rate of outflow from the reach at time
t, Vt is the volume of water stored in the reach at time
t, and ti+1 = ti + Δt. The dynamic relation of equation
(10.42) is written for the outflow in very simple form:

where T* is the time it takes a flood wave to travel
through the reach, i.e.,

where U can be estimated from the reach properties
via equations (10.43b), (10.44), (10.48), and, if ap-
propriate, (10.49).

Equation (10.52) portrays the reach as a linear
reservoir, as was done for the watershed model of
box 10.3. Real stream reaches are not strictly linear
reservoirs, but equation (10.52) captures the most ba-
sic aspects of the storage-outflow relation and is
mathematically tractable. The model is implemented
by selecting the routing time step, Δt ≤ T*, which
defines a routing coefficient, CX, where

Substitution of equation (10.53) into (10.52) yields

and incorporating (10.54) and solving for QOt+1 gives
the routing equation:

QOt+1 = CX · QIt + (1 – CX) · QOt. (10.56)

Note that an initial value, QO0, must be specified.
The value of CX determines the degree to which

flow through the reach reduces and delays the peak (fig-
ure 10.45a): If CX = 1, the outflow at the end of a time
step equals the inflow at the end of the preceding step,
and the flood wave travels through the reach at the ve-
locity U but does not change shape during transit. Such
motion is called purely translatory. From equations
(10.43b), (10.44), (10.48), (10.53), and (10.54) we find

so that flatter slopes, lower flow depth, and higher
resistance reduce the speed of the flood wave and in-
crease the value of CX, which increases peak flatten-
ing and delay. Box 10.6 and figure 10.45b show how
the convex routing process is carried out in practice.

10.6 Rainfall-Runoff Modeling
Largely because of the need to predict floods in

the absence of detailed field data, engineering hy-
drologists have developed rainfall-runoff models. Us-
ing the terminology of appendix F (table F.1),

A rainfall-runoff model is a conceptual, lumped 
simulation model applied to a watershed to 

estimate the streamflow hydrograph in response 
to a specified rainfall event.
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In this section we introduce some of the basic
considerations involved in developing rainfall-runoff
(RF-RO) models and introduce three models that
have been widely used for runoff prediction. Al-
though these heuristic models do not incorporate ex-
plicit simulations of the hydrologic processes we have
examined in this book, they have value as quantitative
abstractions of the runoff-producing process (section
10.2) as well as potential for practical application.
Further detailed discussion of rainfall-runoff models
can be found in the review by Pilgrim and Cordery

(1992) and in the many textbooks on engineering hy-
drology (e.g., Ponce 1989; McCuen 1998). More elab-
orate models used for flood forecasting and for design
of large structures were reviewed by DeVries and Hro-
madka (1992) and Lettenmaier and Wood (1992).

10.6.1 Runoff Processes and
Rainfall-Runoff Models

Ideally, one might assume that RF-RO models
should simulate the physical processes by which wa-

6420 8

30

20

10

40

0

Time (hr)

St
re

am
flo

w
, Q

I 
an

d 
Q

O
 (

m
3 /s

)

(b)

Figure 10.45 (a) Effect of routing 
coefficient, CX, in the convex method 
on the outflow hydrograph from a 
hypothetical channel reach. Curve 
labels are values of CX. When CX = 1 
there is no diffusive effect and the 
flood wave is purely translatory. Suc-
cessively smaller values of CX (longer 
travel times for a given reach) succes-
sively flatten and delay the outflow 
peak. (b) Inflow and outflow hydro-
graphs for convex routing example of 
box 10.6.
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Box 10.6 Example Application of Convex Routing Method

Here we apply the convex routing procedure to a fic-
titious inflow hydrograph and river reach. The steps fol-
low the methods described in US Department of 
Agriculture (1982). SI units are assumed. The hydrograph 
of inflow to the channel reach is given, either as values 
of QIt or as a graph from which values of QIt can be 
determined. The development here does not consider 
lateral inflows; when required, these can be included as 
described in the above reference.

Input Information

Compute Reach Travel Time, T*

The flood-wave travel time through the reach is that 
associated with 3/4 of the peak-inflow discharge, QI3/4 ≡ 
0.75 · QIpk. For this example,

QI3/4 = 0.75 · 36 m3/s = 27.00 m3/s.

Using the uniform-flow relations [equations (10.45) and 
(10.46)], we first find the depth associated with this dis-
charge, y3/4, as

The flow velocity at this discharge, u3/4, is given by equa-
tions (10.43b) and (10.44):

and the flood-wave velocity, U3/4, is then computed via 
equation (10.48):

U3/4 = 1.5 · 0.70 m/s = 1.04 m/s.

The travel time for the reach, T*, is given via equation 
(10.53):

Select Routing Time Step, Δt, and
Compute Routing Coefficient, CX

To avoid numerical problems, the routing time step 
Δt must be less than T* and less than 1/5 the time of rise 
of the inflow hydrograph. Here the time of rise is 1 hr, so 
Δt must be less than 0.2 hr. We select Δt = 0.1 hr, so 
equation (10.54) gives

Compute Outflow Hydrograph

The outflow hydrograph, QOt, is computed via suc-
cessive application of equation (10.56):

The inflow and outflow hydrographs for this example 
are shown in figure 10.45b.
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Length, X 
(m)

2,500

Width, w 
(m)

20

Slope, ζ

0.0005

Manning’s nM

0.05

Peak Flow 
(m3/s)

36

Initial QI 
(m3/s)

0

Time of 
Rise (hr)

1.00

Duration of 
Recession (hr)

4.00

Time Step, i

0

1

2

3

*
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ter moves from the land surface to and through the
stream network: interception, infiltration, subsurface
and overland flow, and channel flow. This is espe-
cially important for predicting streamflow responses
under conditions other than those for which we have
recorded experience, including: (1) extreme flood-
producing rainfalls; (2) major land-use changes, such
as deforestation and urbanization; and (3) altered cli-
matic regimes.

The most general methodology for incorporat-
ing the basic physics of hydrologic processes in mod-
eling event response is to use spatially distributed
numerical solutions to complete equations of satu-
rated-unsaturated subsurface and open-channel flow,
as was done by Freeze (1972a, 1972b, 1974). How-
ever, that approach is too computationally intensive
and requires too much field data to be a practical ap-
proach to runoff modeling. Furthermore, questions
have been raised as to whether the physical equations
that describe these processes at the “micro” level are
applicable at the larger scales that must be used in
modeling (e.g., Kirchner 2009; see appendix F).

More practical but still physically based models
commonly represent a watershed as a collection of
hillslope strips on which simplified representations
of the appropriate mechanisms operate—for exam-
ple, the kinematic-wave model of overland flow (Ea-
gleson 1970; Stephenson and Meadows 1986) or the
sloping-slab/saturated overland flow model (section
10.4.2.1; boxes 10.4 and 10.5). And, as discussed
earlier, a newer generation of event models incorpo-
rates saturation overland flow on variable source ar-
eas whose extent depends on basin topography and
watershed wetness through the TOPMODEL ap-
proach (section 10.4.2.2) (Hornberger et al. 1985;
Wood et al. 1990). The coupling of such models with
remotely sensed data and geographic information
systems is a growing area of research.

The understanding of the physical mechanisms of
runoff response developed earlier in this chapter can
be applied to guide the development and application
of RF-RO models, even when the detailed processes
are not explicitly simulated. In general, the processes
with the longest residence times control the shape of
the hydrograph, and Kirkby (1988) suggested that sat-
isfactory event models can be developed considering
only the two processes with the longest residence
times on the watershed of interest (table 10.7). Fol-
lowing Woods and Sivapalan (1999), the residence
time for watershed runoff for a given event, TRQ, can
be expressed as the sum of the residence times of wa-

ter input, TRP, hillslope runoff production, TRH, and
travel through the stream network, TRS:

TRQ = TRP + TRH + TRS . (10.58)

TRP can be approximated as one-half the storm
duration, TP ,

and TRS as

where AD is drainage area and uS is the average flow
velocity in the stream network. For rough estimates
uS can be taken as ~1 m/s; if the appropriate infor-
mation is available more refined estimates can be ob-
tained via equations (10.43b) and (10.44).

Hillslope residence times might be estimated us-
ing knowledge of local topography and geology and
the operative runoff mechanism. For example, for
runoff due to subsurface flow in a sloping slab,

where D is drainage density (section 10.1.3) and uH is
the typical flow velocity. uH could be calculated by
approximating Darcy’s law as

uH ≈ Kh · tan(β), (10.62)
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Table 10.7 Ranges of Residence Times Associated 
with Event-Response Processes on Hillslopes and in 
Channels.

Process

Hillslope processes

Surface detention

Infiltration

Percolation

Downslope flow

Channel flow

Watershed area = 1 km2

Watershed area = 100 km2

Watershed area = 10,000 km2

Residence Times (hr)

0.1–1

1–20

1–50

1–12

0.5

7

100

Source: Kirkby (1988).
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where Kh is hydraulic conductivity and β is the slope
angle, as was done in the kinematic-wave approxi-
mation of sloping-slab runoff (boxes 10.4 and 10.5).

Figure 10.46 shows the ranges of lag-to-peak
times and peak flow rates measured in field studies
for watersheds in which responses were due to Hor-
tonian overland flow, saturation overland flow, and
“throughflow.” The exact nature of the throughflow
represented in the data is not clear; it probably refers
largely to macropore-dominated flow in sloping
slabs, but may include other subsurface mechanisms
as well (section 10.4.3). Clearly, overland flow results
in lag times an order of magnitude shorter and peak
flows at least an order of magnitude larger than does
subsurface flow. Channel hydraulics significantly af-
fects the peaks and lag times for watersheds larger
than a few tens of square kilometers. Thus a small

watershed might be efficiently modeled by taking ac-
count of infiltration, percolation, and the appropri-
ate hillslope process. For a larger watershed, the
response model might be simplified to include only
the dominant hillslope process combined with a
channel-routing procedure.

The work of Wood et al. (1990) indicates that
actual patterns of soil and water-input variability do
not have to be modeled for regions less than about 1
km2 in area; instead the spatial variability can be ac-
counted for more simply through the areal means
and variances of those quantities. And, because
channel processes tend to dominate the response hy-
drographs of larger watersheds, much of the variabil-
ity and nonlinearity of hillslope event-response
mechanisms can be ignored or averaged when mod-
eling watersheds over about 100 km2 in area. For

Figure 10.46 Ranges of
(a) lag-to-peak and (b) peak flow

rates associated with various
response mechanisms.

“Throughflow” probably
includes all subsurface mecha-

nisms in table 10.4 except
ground-water mounding
[reproduced from Kirkby

(1988), Hillslope runoff pro-
cesses and models, Journal of
Hydrology 100:315–339, with

permission from Elsevier].
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these watersheds, simple conceptual approaches like
those described in section 10.6.4 may provide a satis-
factory model.

10.6.2 The Watershed as an
Impulse-Response System

Even simulation models that simplify the runoff
process as just described require the specification of
many parameters characterizing watershed topogra-
phy (slope, aspect), vegetation (leaf-area index, plant
height), soil (porosity, field capacity, water content),
and channel configuration (network properties, ge-
ometry, slope, resistance), as well as the spatial and
temporal distribution of rainfall. As discussed in ap-
pendix F, none of these parameters can be known
with certainty, so that appropriate values must be de-
termined via calibration and validation:

Calibration involves use of measured rainfall 
data as model input, comparison of model 
outputs with measured streamflow using 

different sets of parameter values, and selection 
of the parameter values that give the

“best” model performance.

Once a parameter set has been selected, 
validation involves comparing model

outputs with measured flows
for events not used in calibration.

Although this methodology would seem to be a
straightforward approach to determining appropriate
parameter sets, experience has shown that signifi-
cantly differing sets of parameters often give equally
good (or bad!) results. This outcome, known as the
problem of equifinality, severely reduces confidence
in the validity of multi-parameter models and pro-
vides justification for viewing a watershed as a sim-
ple system, or “black box,” that produces a response
(the streamflow hydrograph) in response to an im-
pulse (the rainfall hyetograph), without detailed con-
sideration of the physical processes that produce that
response. In general, the systems approach deals only
with effective precipitation, P*, and event flow, Q* (figure
10.47), using the concepts and expedient separation
techniques discussed in section 10.2.2 and 10.2.3. An
implicit assumption of the systems approach is that
the water that appears as Q* is the same water identi-

fied as P*. [As we have seen, however, many studies
of actual runoff sources and mechanisms (table 10.5)
have found that a substantial portion of the water ap-
pearing as stream response to a given event is “old”
water—water that entered the watershed in previous
rain or snowmelt events and was hydraulically dis-
placed by the “new” water.]

Application of the systems approach requires:
(1) estimation of P* (and for some methods the time-
distribution, Pi*) (figure 10.47a), and (2) identifica-
tion of an appropriate transfer function for the situa-
tion to be modeled. The following section considers
the critical problem of estimating effective precipita-
tion; three approaches to formulating transfer func-
tions are described in section 10.6.4.

10.6.3 Inputs to Rainfall-Runoff Models

10.6.3.1 Design Floods vs. Floods from Actual Storms
Rainfall-runoff models are used both to generate

both predictions (design floods) and forecasts of floods
from actual storms (figure 10.48 on p. 512).

10.6.3.1.1 Prediction of Design Floods

A design flood is a flood of a specified 
probability of occurrence that is used in the 
design of culverts, bridges, flood-retention 

basins, levees, dam spillways, or
floodplain-management plans.

For these situations, the goal is to estimate the design
flood using an appropriate design rainfall as the in-
put. The design-flood probability is specified as a re-
turn period (also called recurrence interval); this
term is defined in section 4.4.3.3 and section C.5.
The design return period depends on the conse-
quences of the design flood being exceeded: small
culverts may be designed to pass a low return-period
flood (e.g., the 10-yr flood), bridges a somewhat
larger flood (e.g., the 25-year flood), and spillways of
large dams the 100-year or larger flood. As explained
in section 4.4.3.2, if the failure of a dam or levee
would cause great economic damage and loss of life,
the “probable maximum flood” (PMF) is used for
the spillway design.

A crucial question in selection of the design
rainfall is the determination of the storm duration
that will generate the required design flood for a par-
ticular watershed. For a given region the critical du-
ration increases with watershed area (see figure
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4.44); it is generally of the order of the watershed’s
time of concentration, which can be estimated by
formulas like those summarized in table 10.8 on p.
513. The critical duration for a given watershed can
also be determined by trial and error. To do this,
rainfalls of a given return period and varying dura-
tions are used as input to the RF-RO model, and the
duration that gives the largest peak is selected.

Another important question in generating de-
sign floods is the relationship between the return pe-
riod of the rainfall used as model input and the
return period of the resulting flood. Approaches to
developing answers to this question are described in
box 10.7.

10.6.3.1.2 Forecasts of Floods from Actual Storms
Estimates of floods from actual storms are gen-

erated to forecast flooding from an in-progress or im-

minent storm, as a basis for flood warnings. Such
estimates are also used to calibrate and validate rain-
fall-runoff models using historical storms as inputs.

Flood forecasting is usually done via complex
hydrologic models that are to varying degrees physi-
cally based, rather than the simple conceptual models
discussed in section 10.6.4. These complex models
typically divide a larger watershed into subwater-
sheds that are modeled separately, and contain simu-
lations of the physical processes discussed in previous
chapters, particularly snowmelt and infiltration. Such
models may specifically simulate the specific runoff
processes discussed earlier in this chapter, and gener-
ally contain procedures for streamflow routing. Ex-
cellent reviews of such models and their use in
forecasting have been prepared by DeVries and Hro-
madka (1992) and Lettenmaier and Wood (1992).

Figure 10.47 In the systems view, watershed response consists only of event flow, Q*, which is volumetrically 
equal to effective precipitation, P*. (a) In practice, the systems approach requires a priori determination of P* from 
a measured or specified time distribution of P (see figure 10.49), routing through a specified transfer function, and 
addition of the predicted response to a specified base flow. (b) The inverse problem involves identification of the 
transfer function from observed time distributions of input and response. Once the transfer function for a given 
watershed is determined, it is used to forecast or predict responses to actual or design storms.
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Figure 10.48 Use of systems models for forecasting 
and prediction. In addition to flood peaks, other charac-
teristics of response, such as total flood volume or dura-
tion, may also be forecasted or predicted.

Box 10.7 Approaches to Developing Relations between Rainfall Return Period
and Flood Return Period

As noted by Pilgrim and Cordery (1992), there are 
four general approaches to this problem:

1. The simplest and most direct approach requires (a)
frequency analysis of floods at gauging stations in
the region of interest, using the methods described
in box C.1 (which can be found on the disk accompa-
nying the text) or methods that apply a specific prob-
ability distribution and (b) frequency analysis of
rainfalls of appropriate durations for the gauged
watersheds. By trial and error, determine the model
parameters that convert a rainfall of a given return
period to a flood peak of the same return period.

2. For a given watershed, determine the model parame-
ters that best reproduce the measured floods for

each of a number of events. Select the median values
of these parameters for use; this should result in a
close correspondence between the return periods of
rainfall and the resulting flood.

3. Calibrate the selected model for the watershed of
interest. Then use the model to generate a continu-
ous record of simulated streamflows from a long
record of historical rainfall data. Finally, conduct a fre-
quency analysis of the rainfall and flow data, and
relate the return periods.

4. Conduct a joint probability analysis of parameters of
an appropriate model and inputs.
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Table 10.8 Formulas for Estimating Time of Concentration, Tc, from Watershed Characteristics and Rainfall Intensity.
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Remarks

Sloping slab, steep forested watershed

Agricultural watersheds in TN; 0.003 ≤ AD ≤ 0.5 km2

Midwestern US; 0.012 ≤ AD ≤ 18.5 km2

United Kingdom

Appalachian Mountains

US and Canada; 0.01 ≤ AD ≤ 5,840 km2;
0.00121 ≤ Sc ≤ 0.0978

Overland flow

Rural watersheds; AD < 5 km2

Sourceb

Loukas and Quick (1996)

Kirpich (1940)

Chow (1962)

NERC (1975)

Snyder (1938)

Watt and Chow (1985)

Aron et al. (1991)

Papadakis and Kazan (1987)

AD = drainage area (km2)
B = factor integrating travel times (dimensionless)
ieff = effective rainfall intensity (mm/hr)
k = channel shape factor (dimensionless)
Kh = hydraulic conductivity of slope soil (mm/hr)
L = length of main stream (km)
Lc = stream distance from basin outlet to point opposite watershed centroid (km)
n = Manning’s resistance factor for channel
Sc = sine of channel slope angle (dimensionless)
Ss = sine of hillslope angle (dimensionless)
Tc = time of concentration (hr)
TLPC = centroid lag-to-peak (table 10.2) (hr)
aAssumes Tc = 1.67 · TLPC.
bSee Loukas and Quick (1996) for original references.
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10.6.3.2 Determining Effective Rainfall
Since systems models relate effective rainfall to

storm runoff, calibration and validation of such mod-
els requires separation of hyetographs. This is a criti-
cal problem, because the total volume of effective
rainfall equals the volume of effective runoff and is a
major determinant of the magnitude of the flood peak.

Effective water input P* is conventionally con-
sidered to be

P* = P – “losses,” (10.63)

where P is total water input during an event. In equa-
tion (10.63),

losses = ET + ΔSc + ΔSD + ΔSθ, (10.64)

where ET is the portion of the event water evapo-
transpired during the event; ΔSc is the net addition to
storage on the vegetative canopy (figure 6.19); ΔSD is
the net addition to depression storage, i.e., the water
added to lakes, ponds, wetlands, puddles, and
smaller depressions (section 10.4.2.3); and ΔSθ is the
net addition to soil-water storage during the event.

Because rainfall events are usually of short dura-
tion and are accompanied by high humidity and low
solar radiation, ET is usually small. As discussed in
section 6.6, canopy-storage capacity is on the order
of 1 mm × leaf-area index. Thus it is usually filled
quickly, and ΔSc is also usually negligible for storms
that generate significant responses.

As noted in section 10.4.2.3, depression storage
is spatially variable and difficult to estimate, and
only very meager data on depression-storage vol-
umes have been published. Values on the order of 5–
10 mm have been estimated for turf (Bras 1990).
Evaporation and infiltration usually empty small sur-
face depressions between rain storms (Kirkby 1988);
however, they may be maintained full during active
snowmelt. Because of the difficulty of evaluating de-
pression storage, it is usually treated conceptually in
combination with soil-water storage. These com-
bined storage components are typically modeled as
filling in the same way that infiltration occurs (fig-
ures 8.10 and 8.21). Thus the ratio P*/P is largely de-
termined by the degree to which the available near-
surface storage capacity is already filled; i.e., by the
antecedent soil-water content, θ0. Operational meth-
ods for relating effective water input to antecedent
conditions of watershed wetness are discussed in sec-
tion 10.6.4.2.1 and box 10.8.

However the transfer function is developed, it is
important to emphasize that the validity of the esti-

mate of P* is at least as important as the exact nature
of the transfer function in determining the accuracy
of the forecast response (figures 10.10 and 10.11).
Unless unusually detailed observations of storage
components—especially soil moisture—are avail-
able, there is very little basis for physically-based
forecasts or predictions of the quantity of effective
water input. The need for such forecasts and predic-
tions has thus led to the development of empirical
methods for estimating P*.

Most of these methods are based on one of the
conceptual relations shown in figure 10.49. If one is
attempting to solve the system-identification prob-
lem for a given watershed, one can determine the to-
tal losses for various events a posteriori by
hydrograph separation, and then estimate their time
distribution via one of the models in figure 10.49.
For future applications in predicting the response of
the watershed, one might attempt to relate P* to a
measurable quantity that reflects basin storage via
one of the approaches described in box 10.8 (on p.
516) and 10.9 (on p. 517) and figures 10.50 and
10.51 (on p. 518).

10.6.4 Rainfall-Runoff Models
In this section we introduce three simple rainfall-

runoff models. The “rational method” and the “SCS
method” are commonly used for generating design
flows from small watersheds for simple, relatively in-
expensive structures such as culverts, small bridges,
surface-drainage systems, and runoff-detention ba-
sins. The rational method is most often applied to ur-
ban areas, and the SCS method to suburban and rural
areas. The “unit-hydrograph method” is often ap-
plied to generate design flows from larger watersheds
where measurements of rainfall and runoff in past
events are available. “Synthetic unit hydrographs” are
intended for use where such data are not available.

10.6.4.1 The Rational Method
The rational method postulates a simple pro-

portionality between peak discharge, qpk, and rainfall
intensity, p*:

qpk = εR · CR · AD · p*, (10.65)

where εR is a unit-conversion factor, AD is drainage
area, and CR is a dimensionless runoff coefficient,
which depends on watershed land use. For qpk in m3/s,
p* in mm/hr, and AD in km2, εR = 0.278.

Equation (10.65) was derived from a simplified
conceptual model of travel times on basins with neg-
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ligible surface storage, and is widely used for drain-
age design for small rural and urban watersheds. The
duration of the rainfall to be used in equation (10.65)
is taken as the time of concentration of the water-
shed, for which values can be estimated by formulas
like those in table 10.8. For design purposes, the re-
turn period of the design peak flow is equal to the re-
turn period of the rainfall.

One can see from equation (10.65) that the sole
model parameter, CR, is the ratio of peak streamflow
per unit area to rainfall intensity. Obviously the re-
sults obtained with the method are highly sensitive to
the value chosen for CR; values range from 0.05 for
gently sloping lawns up to 0.95 for highly urbanized
areas of roofs and pavement (table 10.9 on p. 519).

The rational method is widely used in urban
drainage design, but Pilgrim and Cordery (1992)
caution that there are typically few data available to
guide the selection of CR, and that CR for a given wa-

tershed may vary widely from storm to storm due to
differing antecedent conditions, as we saw in figures
10.10 and 10.11.

10.6.4.2 The Soil Conservation Service
Curve-Number Method

The most widely used RF-RO model for routine
design purposes in the United States is the Soil Con-
servation Service Curve-Number (SCS-CN), or
simply runoff curve-number, method. This method
was developed by the NRCS and makes direct use of
soils information routinely mapped by that agency.
Given a watershed in which the hydrologic charac-
teristics of the soils (discussed further below) have
been mapped and a design rainfall volume, P, is spec-
ified, there are two basic computations in the
method: (1) estimation of the effective rainfall, P* (=
the event flow volume, Q*); and (2) estimation of the
peak discharge, qpk. If desired, the entire runoff hy-
drograph can also be estimated.

Figure 10.49 Conceptual
models for estimating effec-

tive water input, P*, from
hyetograph of water input,

P. Losses are shaded por-
tions, P* is unshaded. (a)
Losses equal a constant

fraction of the water input
for each time period. (b)

Losses equal a constant rate
throughout the event. (c)

Losses are given by an ini-
tial abstraction (which may
be a specified amount or all

input over an initial time
period) followed by a con-

stant rate (which may be
zero). (d) Losses are given

by an approximation to an
infiltration-type curve (dot-

ted line), such as given by
the Green-and-Ampt or

Philip approach (see chap-
ter 8) [adapted from Pilgrim

and Cordery (1992)].
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10.6.4.2.1 Estimation of Effective Rainfall
As shown in box 10.9, the original SCS-CN

method relating P* to total rainfall, P, and watershed
storage capacity, Smax [L], is

A revised relation, based on a more hydrologically
consistent analysis, is also given in box 10.9. Note
from figure 10.51 that the rationale for the original
relation coincides closely with the behavior of infil-
tration when rainfall rate exceeds the saturated hy-
draulic conductivity of the surface soil, as modeled

by the Green-and-Ampt approach in section 8.4.3.
However, the model is not explicitly an infiltration
model, and Smax supposedly incorporates all water-
shed storage, including interception and surface de-
tention as well as subsurface storage.

The NRCS classifies and maps the soils in the
United States at various scales, and the wide accep-
tance of the SCS-CN method is largely because values
of Smax can be determined from such maps, along with
land-cover information. Each mapped soil type is as-
signed to one of the hydrologic soils groups described
in table 10.10 on p. 519. These groups are based largely
on minimum infiltration capacity, which should be ap-
proximately equal to Kh at the surface (chapter 8).
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Box 10.8 Estimating P*

Empirical Relations with Storm Characteristics

Lacking sufficient data to apply other approaches 
one can estimate P* as

P* = a0 + a1 · P, (10B8.1)

where a0 and a1 are empirically determined for a given 
watershed. Although Loague and Freeze (1985) found 
that the approach did not yield precise estimates, it may 
have some predictive value and be useful if data limita-
tions preclude other approaches.

Antecedent Rainfall Indices

Following a storm, the storage components enumer-
ated in equation (10.64) gradually empty. This process is 
approximated via an empirical antecedent rainfall 
index, Ia(d), which is calculated on a daily basis as

Ia(d) = Ia(0) · kd, (10B8.2)

where Ia(0) is the value for a day with rain, k is a constant 
(usually 0.80 < k < 0.98), and d is the number of days 
since the last rainfall. The values of Ia(0) and k are empiri-
cally determined for a particular watershed. Conceptu-
ally, Ia(0) represents the total watershed near-surface 
storage (usually expressed as a depth of water), and Ia(d) 
is the amount of water from the previous storm that 
remains in that storage on day d. One then identifies the 
empirical relation between P* and Ia(d) for past storms.

Indices Related to Ground-Water
and/or Soil-Water Levels

Forecasts of P* for a particular watershed or region 
can be empirically related to water levels in observation 
wells or soil-water content measured at one or more 
index sites (Dunne et al. 1975; Troch et al. 1993).

Empirical Relations with Antecedent Discharge

Assuming that the rate of outflow from a watershed 
reflects the amount of water stored in it, as in equation 
(1.42) and the linear-watershed model of box 10.3, it is 
reasonable to attempt to relate P* to antecedent dis-
charge, q0. Figure 10.50 shows the relation between P*/P 
and q0 for the same watershed portrayed in figure 10.10, 
and indicates that it has useful predictive ability there. 
Gburek (1990) reported similar results for a watershed in 
Pennsylvania, but with considerably greater scatter.

Use of Continuous Watershed Models

If calibrated and validated for a particular watershed, 
watershed models can be used to keep a running 
account of the state of the various storage components. 
When a water-input event occurs, the filling of those 
components can be estimated using models of the inter-
ception, infiltration, and percolation processes as dis-
cussed in earlier chapters; P* is then estimated as the 
residual. Several such models were described by Viess-
man et al. (1989).

Probability Models

Beran and Sutcliffe (1972) described how the proba-
bility distribution of P* can be determined from the dis-
tribution of P in Britain.

SCS Method

In the absence of specific information on antecedent 
conditions, the SCS curve-number method described in 
box 10.9 is widely used in the United States to estimate P* 
given total rainfall P and information on watershed soils.
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Box 10.9 SCS Approach to Forecasting P* for Rainstorms

Original Formulation

Figure 10.51 shows a schematic hyetograph for a 
rainstorm. The SCS approach assumes that the total 
storm rainfall volume P is allocated to: (1) initial 
abstraction, SI , which is the amount of storage that 
must be satisfied before event flow can begin; (2) reten-
tion, SR , which is the amount of rain that falls after the 
initial abstraction is satisfied but does not contribute to 
event flow; and (3) total event flow, Q*, which is equal to 
the effective precipitation, P*. It is further assumed that 
the watershed has a maximum retention capacity Smax 
and that the following relation exists:

All the quantities are volumes expressed on a per water-
shed area basis as lengths.

The actual retention is

SR = P – SI – P*. (10B9.2)

Combining equations (10B9.1) and (10B9.2) and solving 
for P* yields

Examination of actual response hydrographs led to the 
generalization that SI = 0.2 · Smax under conditions of 
“normal” watershed wetness. Substituting that relation 
into equation (10B9.3) gives

As explained in section 10.6.4.2.1, Smax is estimated from 
a runoff curve number that is a function of watershed 
soils and land uses. Curve numbers may be adjusted to 
reflect unusually dry or wet antecedent conditions 
(watershed wetness at the beginning of a storm).

Revised Formulation

Although equation (10B9.4) is widely used, there are 
concerns about “severe structural inconsistencies” in the 
definitions of some of the quantities involved (Chen 

1982; Sabol and Ward 1983; Boughton 1989, 1994). These 
concerns led Michel et al. (2005) to reexamine the 
approach and to propose a revision that is hydrologically 
consistent. This approach involves defining a new param-
eter, S0, which is the volume of water stored in the soil at 
the beginning of a rainfall event, and characterizing ante-
cedent conditions as the proportion of soil-water-stor-
age capacity that is full at the storm onset, S0/Smax . The 
revised approach leads to three equations for estimating 
P*, depending on general antecedent conditions:

1. “Dry” Conditions (S0/Smax ≈ 0.33)

2. “Average” Conditions (S0/Smax ≈ 0.61)

3. “Wet” Conditions (S0/Smax ≈ 0.87)

The value of Smax is determined by the runoff curve num-
ber, as in the original approach [equation (10.66), sec-
tion 10.6.4.2].

Although not suggested by Michel et al. (2005), their 
model can be made more flexible by generalizing equa-
tion (10B9.5) as

and calculating kS and kP as linear functions of S0/Smax:

and
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Table 10.11 on p. 520 gives the curve numbers
assigned to each hydrologic soil group under various
land uses. Smax is determined from these curve num-
bers, CN, as

where Smax is in mm. Note that this is an empirical
dimensionally inhomogeneous equation, so the con-

stants differ when other units are used (section 1.4).
In the original method, curve numbers may be fur-
ther adjusted to reflect the antecedent wetness of the
watershed, as prescribed in table 10.12 on p. 521;
however, the values given in table 10.11 are used for
most design purposes. The revised approach de-
scribed in box 10.9 allows for direct incorporation of
antecedent wetness.

S
CNmax = -25 400

254
,

, (10.67)

Figure 10.51 Definitions of initial abstraction, SI, reten-
tion, SR, and event flow, Q*, in the SCS method.

Figure 10.50 Relation between 
Q*/P and antecedent discharge, 
q0, for a small watershed in cen-
tral Alaska for the same 16 
storms shown in figure 10.10 
[Dingman (1970)].
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When a watershed consists of more than one soil/
land-use complex, the standard approach is to compute
a weighted average curve number as in the example in
box 10.10 on pp. 522–523 (see also Grove et al. 1998).

10.6.4.2.2 Estimation of Peak Discharge
Peak discharge in the SCS-CN method is com-

puted by assuming that the runoff hydrograph is a tri-
angle, with a time of rise, Tr , (see table 10.2) given by

Tr = 0.5 · TP* + 0.6 · Tc, (10.68)

where TP* is the duration of excess rainfall and Tc is
the watershed time of concentration estimated from
an appropriate formula from table 10.8. The time
base of the hydrograph, Tb, is then given by

Tb = 2.67 · Tr . (10.69)

The total runoff volume is set equal to the triangular
area, so that

Q* = P* = 0.5 · qpk · Tb. (10.70)

Combining equations (10.68)–(10.70), solving for
qpk, and adjusting for units then yields

where qpk is in m3/s, P* is in mm, AD is in km2, and Tr
is in hr. An example calculation is given in box 10.10.

10.6.4.2.3 Estimation of Runoff Hydrograph
The analysis of a large number of hydrographs

developed for watersheds over a range of sizes and
locations led to the formulation of the SCS general-
ized dimensionless synthetic hydrograph (Mockus
1957). In this approach the time of rise is estimated
via equation (10.68) and the peak discharge via
equation (10.71). These values are then used to scale
the time and discharge axes as indicated in table
10.13 on p. 523.

10.6.4.2.4 Application and Validity
The results of studies comparing SCS-CN

method predictions against measured data have been
mixed. For example, Kumar and Jain (1982) applied
the original method to estimate P* for 11 storms on a
research watershed in Iowa, and found poor agree-
ment with values determined by hydrograph separa-
tion (figure 10.52 on p. 524). Wood and Blackburn
(1984) also found discrepancies for rangelands; how-

q
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Tpk
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r
= ◊ ◊0 208. *

, (10.71)

Table 10.9 Runoff Coefficients, CR, for the Rational 
Method [Equation (10.65)].a

Type of Surface

Pavement: Asphalt and concrete

Pavement: Brick

Roofs

Lawns (sandy soil): slope < 2%

Lawns (sandy soil): slope 2–7%

Lawns (sandy soil): slope > 7%

Lawns (heavy soil): slope < 2%

Lawns (heavy soil): slope 2–7%

Lawns (heavy soil): slope > 7%

Parks and cemeteries

Playgrounds

Railroad yards

Unimproved

CR

0.70–0.95

0.70–0.85

0.75–0.95

0.05–0.10

0.10–0.15

0.15–0.20

0.13–0.17

0.18–0.22

0.25–0.35

0.10–0.25

0.20–0.35

0.20–0.35

0.10–0.30

aValues apply to storms with return periods of 5 to 10 yr; higher val-
ues should be used for higher return-period storms.

Source: McCuen (1989).

Table 10.10 Hydrologic Soils Groups as Defined by 
the NRCS.a

Soil Group

A

B

C

D

Characteristics

Low overland-flow potential; high minimum 
infiltration capacity even when thoroughly 
wetted (> 0.30 in/hr = 0.76 cm/hr). Deep, well- 
to excessively drained sands and gravels.

Moderate minimum infiltration capacity 
when thoroughly wetted (0.15 to 0.30 in/hr = 
0.38 to 0.76 cm/hr). Moderately deep to 
deep, moderately to well-drained, 
moderately fine- to moderately coarse-
grained (e.g., sandy loam).

Low minimum infiltration capacity when 
thoroughly wetted (0.05 to 0.15 in/hr = 0.13 to 
0.38 cm/hr). Moderately fine- to fine-grained 
soils or soils with an impeding layer (fragipan).

High overland-flow potential; very low 
minimum infiltration capacity when 
thoroughly wetted (< 0.05 in/hr = 0.13 cm/hr). 
Clay soils with high swelling potential, soils 
with permanent high-water table, soils with a 
clay layer near the surface, shallow soils over 
impervious bedrock.

aMinimum infiltration capacities given should approximate satu-
rated hydraulic conductivities. (See section 6.6.2.)
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Table 10.11 SCS Curve Numbers for Various Soils/Land-Cover Complexes, Antecedent Wetness Condition II 
(“Average”).

Land Use or Cover

Fallow

Row crops

Small grain

Close-seeded legumes 
or rotation meadow

Pasture or range

Meadow (permanent)

Woodlands (farm 
woodlots)

Forest

Farmsteads

Roads, dirt

Roads, hard-surface

Treatment or Practice

Straight row

Straight row

Straight row

Contoured

Contoured

Contoured and terraced

Contoured and terraced

Straight row

Straight row

Contoured

Contoured

Contoured and terraced

Contoured and terraced

Straight row

Straight row

Contoured

Contoured

Contoured and terraced

Contoured and terraced

Contoured

Contoured

Contoured

Hydrologic 
Condition

Poor

Poor

Good

Poor

Good

Poor

Good

Poor

Good

Poor

Good

Poor

Good

Poor

Good

Poor

Good

Poor

Good

Poor

Fair

Good

Poor

Fair

Good

Good

Poor

Fair

Good

Good

A

77

72

67

70

65

66

62

65

63

63

61

61

59

66

58

64

55

63

51

68

49

39

47

25

6

30

45

36

25

25

59

72

74

B

86

81

78

79

75

74

71

76

75

74

73

72

70

77

72

75

69

73

67

79

69

61

67

59

35

58

66

60

55

58

74

82

84

C

91

88

85

84

82

80

78

84

83

82

81

79

78

85

81

83

78

80

76

86

79

74

81

75

70

71

77

73

70

72

82

87

90

D

94

81

89

88

86

82

81

88

87

85

84

82

81

89

85

85

83

83

80

89

84

80

88

83

79

78

83

79

77

77

86

89

92

Source: US Soil Conservation Service (1964).

Hydrologic Soil Group
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ever, others have found satisfactory agreement (e.g.,
Mostaghimi and Mitchell 1982).

Results like those shown in figure 10.52—for a
region in which the method should be well suited—
suggest that it is unwise to accept uncritically the
predictions of the SCS method. The user of the SCS-
CN relations must bear in mind that they are gener-
alized and may not be very accurate for a specific
watershed. The NRCS now recognizes that the rela-
tion of a given set of soil and land-use conditions to
curve number may vary regionally (Miller and Cron-

shey 1989). Thus field observations are always advis-
able; one can make observations of rise times simply
by measuring water levels at the basin outlet during a
water-input event.

However, the SCS-CN approach will no doubt
continue in use because: (1) it is computationally
simple; (2) it uses readily available watershed infor-
mation; (3) it has been “packaged” in readily avail-
able tables, graphs, and computer programs; (4) it
appears to give “reasonable” results under many
conditions; and (5) in the absence of detailed water-
shed information, there are few other practicable
methodologies for obtaining a priori estimates of P*
that are known to be better (Ponce and Hawkins
1996). Michel et al. (2005, p. 1) characterize the
SCS-CN method as “based on a tremendous amount
of experimental work, has been widely used in the
United States, and has . . . been incorporated into
several rainfall-runoff models.” One must be careful,
though, not to confuse the use and manipulation of
curve numbers and related approaches with the sci-
ence of hydrology (Klemeš 1986a).

10.6.4.3 The Unit Hydrograph

10.6.4.3.1 Definition
One of the most venerable and widely used

transfer functions for RF-RO modeling is the unit
hydrograph (also called the unit graph).

For a given watershed, the “TP*-hr unit 
hydrograph” is its characteristic event-flow 
hydrograph in response to a unit volume

(e.g., 1 in or 1 cm) of effective rainfall applied
at a constant rate for TP* hours.

The central hypothesis of the unit-hydrograph
approach is that watershed response is linear: i.e., the
ordinates of the hydrograph responding to a steady
input of P* units for a duration TP* are equal to P*
times the ordinates of the TP*-hr unit hydrograph.
This means that

The time base Tb of the hydrograph of event flow 
remains constant for all inputs of duration TP*.

Example 1 in box 10.11 (on p. 524) and figure 10.53
(on p. 525) show how the basic unit-hydrograph ap-
proach is applied.

Table 10.12 Antecedent Wetness Conditions and 
Curve-Number Adjustments for the SCS Method.

Curve Numbers

Condition II

100

95

90

85

80

75

70

65

60

55

50

45

40

35

30

25

20

15

10

5

Condition I

100

87

78

70

63

56

51

45

40

35

31

26

22

18

15

12

9

6

4

2

Condition III

100

98

96

94

91

88

85

82

78

74

70

65

60

55

50

43

37

30

22

13

Total Rain 5 Previous Days (in)

Source: US Soil Conservation Service (1964).

Soil Wetness

Dry but above
wilting point

Average
Near saturation

Dormant 
Season

< 0.5

0.5–1.1
> 1.1

Growing 
Season

< 1.4

1.4–2.1
> 2.1

Condition

I

II
III
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Box 10.10 Example Application of SCS Method

Estimation of P*

We apply the SCS method to a rain event of 107 mm in 3.4 hr on a watershed of AD = 3.21 km2, 
mainstream length of 1.35 km, a main-channel slope of 0.08, and the land-cover characteristics 
shown in table 10B10.1.

The curve numbers for condition II were found from table 10.11. The weighted-average curve 
number for condition II is calculated as

0.58 × 58 + 0.12 × 72 + 0.21 × 30 + 0.09 × 58 = 53.8 → 54.

Then from equation (10.67)

and using this value in equation (10.66) gives

Repeating the computations using the curve numbers adjusted for conditions I and III gives the 
results in table 10B10.2.

Estimation of Peak Discharge

To compute the peak discharge for the above event for antecedent conditions I, II, and III, we 
first calculate the time of concentration, Tc , using an appropriate formula from table 10.8. For this 
example, we select the Watt and Chow formula:

From equation (10.68),

Tr = 0.5 × 3.4 hr + 0.6 × 0.44 hr = 1.96 hr.

Smax = - =25 400

54
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Table 10B10.1 Land-Cover Characteristics

Land Cover

Forest

Forest

Meadow

Meadow

Soil Group

B

C

A

B

Area (km2)

1.86

0.39

0.67

0.28

Fraction of
Total Area

0.58

0.12

0.21

0.09

Condition II Curve 
Number

58

72

30

58

Table 10B10.2 Comparison of Smax and P* Values for Antecedent Wetness Conditions

Condition

I

II

III

Weighted Curve Number

35

54

72

Smax (mm)

472

216

99

P* (mm)

0.3

14

46
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10.6.4.3.2 Determination of the Unit Hydrograph
from Observations

Unit hydrographs for a watershed can be con-
structed from observations of input and response for
several significant storms of approximately equal du-
ration on the watershed. Dunne and Leopold (1978)
recommended the following steps:

1. Choose four or five hydrographs from intense
storms of approximately equal duration TP* and at
least moderately uniform spatial and temporal
distribution.

2. Plot each hydrograph and separate event response
from base flow using one of the methods de-
scribed in figure 9.34.

3. For each hydrograph, determine effective precipi-
tation P* = Q* by measuring the area between the
measured flow and the separation line.

4. Multiply selected ordinates of each hydrograph by
the corresponding value of 1/P* to give the unit
hydrograph ordinates for each storm. Note that
these ordinates have dimensions of [T–1] (usually
units of hr–1).

5. Plot the unit hydrographs on the same graph,
each beginning at the same time (figure 10.54a on
p. 526).

6. Determine the peak of the composite unit graph
as the average of all the peaks, and plot the aver-
age peak at the average time of occurrence of all
the peaks.

7. Sketch the composite unit graph to conform to
the average shape of the plotted unit graphs, with
the peak as determined in step 6.

8. Measure the area under the sketched curve, and
adjust the curve until this area is satisfactorily
close to 1 unit (centimeter or inch) of runoff (fig-
ure 10.54b on p. 526).

Theoretically, unit hydrographs can also be de-
termined from observations of rainfall and runoff us-
ing matrix algebra (see, for example, Viessman et al.
1989). However, application of the matrix approach
is limited in practice because it requires that the time
distribution of effective water input be known.

10.6.4.3.3 Deriving Unit Hydrographs of
Different Durations

Once the unit graph for a given duration of ex-
cess water input, say , is obtained, the unit graph
for any other duration can be readily derived as de-
scribed below.

Estimating longer-duration unit hydrographs:
Note that, if an event producing 1 unit of effective in-

¢TP *

From equation (10.71) for condition II:

The results for conditions I and III are:
Condition I: qpk = 0.105 m3/s;
Condition III: qpk = 13.9 m3/s.

qpk = ¥ ¥ =0 208 14 3 21

1 96
4 78

. .

.
.  m /s .3

Table 10.13 Ordinates of the SCS Dimensionless 
Unit Hydrograph.

t/tpk

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

1.1

1.2

1.3

q/qpk

0.0

0.015

0.075

0.16

0.28

0.43

0.60

0.77

0.89

0.97

1.00

0.98

0.92

0.84

t/tpk

1.4

1.5

1.6

1.8

2.0

2.2

2.4

2.6

2.8

3.0

3.5

4.0

4.5

5.0

q/qpk

0.75

0.66

0.56

0.42

0.32

0.24

0.18

0.13

0.098

0.075

0.036

0.018

0.009

0.004

Source: From Viessman et al. (1989).
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Figure 10.52 P* estimated a pri-
ori by the SCS method versus P* 
determined by hydrograph sepa-
ration for 11 storms on Ralston 
Creek Research Watershed, Iowa 
[data from Kumar and Jain (1982)].

Box 10.11 Unit-Hydrograph Examples

Example 1: Peak-Flow Prediction

Figure 10.53 shows the 2.5-hr unit (1 in = 2.54 cm) 
hydrograph for a 7.2-mi2 (= 18.6-km2) watershed; i.e., the 
event-flow response of the watershed to 1 in of effective 
rainfall on the watershed over 2.5 hr. The peak flow is 
2,980 ft3/s (= 84.4 m3/s = 0.43 cm/hr). To find the 
response hydrograph for an effective rainfall of 2.4 in
(= 6.10 cm) for the same duration, the unit-hydrograph 
ordinates are multiplied by 2.4, yielding the larger hydro-
graph in figure 10.53. The predicted peak flow is thus
2.4 × 2,980 ft3/s = 7,160 ft3/s (= 203 m3/s = 1.04 cm/hr).

Example 2: Deriving Unit Hydrographs
of Longer Durations

The 5-hr unit hydrograph for the above watershed is 
found from the 2.5-hr unit hydrograph as shown in fig-
ure 10.55. Figure 10.55a shows the 2.5-hr unit graph 
lagged by 2.5 hr and summed; this gives the response to 
2 in (= 5.08 cm) of effective rainfall in 5 hr. Figure 10.55b 
shows the 5-hr unit graph obtained by halving the ordi-

nates of the summed hydrograph of figure 10.55a. Thus 
the peak flow for 1 in (= 2.54 cm) in 5 hr is 2,310 ft3/s
(= 65.4 m3/s = 0.34 cm/hr).

Example 3: Deriving Unit Hydrographs
of Shorter Durations

The 1-hr unit hydrograph for this watershed is found 
from the 2.5-hr unit hydrograph as shown in figure 
10.56. In figure 10.56a the S-hydrograph is derived by 
summing successive 2.5-hr unit hydrographs (figure 
10.53) lagged by 2.5 hr. The S-hydrograph constructed 
from figure 10.56a is the left-hand curve in figure 10.56b. 
The right-hand curve is that S-hydrograph lagged by
1 hr. Figure 10.56c shows the difference between the 
two S-hydrographs of figure 10.56b; this difference rep-
resents the response to 1 in (= 2.54 cm) effective rain in
1 hr. Figure 10.56d is the 1-hr unit hydrograph obtained 
by multiplying the ordinates in figure 10.56c by 2.5. The 
peak discharge for 1 in (= 2.54 cm) effective rainfall in
1 hr is 3,000 ft3/s (= 85.0 m3/s = 0.44 cm/hr).
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put over the period t = 0 to t =  hr is followed by
a second identical event over the period t =  to t
= 2 ·  hr, the response hydrograph will be given
by the sum of the ordinates of two  unit hy-
drographs, one beginning at t = 0 hr and the other at
t =  hr. This new hydrograph thus represents the
response to 2 units of effective input in 2 ·  hr.
Thus if we divide the ordinates of this new hydro-
graph by 2, we have the 2 ·  unit hydrograph.

To generalize the above procedure: Given a
 unit graph, the n ·  unit hydrograph

for n = 2, 3, 4, ..., can be obtained by adding the n
unit graphs, each lagged by , and dividing the
resulting ordinates by n. See example 2 of box
10.11 and figure 10.55 on p. 527.

Estimating shorter-duration unit hydrographs:
Unit hydrographs for a duration TP* less than 
can be obtained from the  unit graph by
constructing an S-hydrograph via the following
steps (figure 10.56 on p. 528) (see example 3 of
box 10.11):

1. A series of  unit hydrographs are plot-
ted, beginning at successive intervals of

2. Successive lagged unit hydrographs are added
until the S-hydrograph ordinate becomes effec-
tively constant to give the ordinates of the S-
hydrograph.

3. Plot the S-hydrograph twice, the first beginning
at t = 0, and the second beginning at t = TP*,
and subtract the ordinates for the lagged curve
from those of the first curve.

4. Multiply the ordinates found in step 3 by 
to give the ordinates for the  unit graph.

The S-hydrograph thus represents the hydro-
graph of a storm of infinite duration at an intensity
of  Each watershed is characterized by a
single S-hydrograph, from which the unit hydro-
graph for any duration of input can be obtained.

10.6.4.3.4 The Instantaneous Unit Hydrograph
If the input duration TP* used to define the unit

hydrograph is allowed to become infinitesimally
small, the resulting response function is called the in-
stantaneous unit hydrograph:

The instantaneous unit hydrograph (IUH)
is the response of the watershed to a
unit volume of effective precipitation

applied instantaneously.

This concept, although obviously theoretical, is
useful because it can be used to develop unit hydro-
graphs of any duration. Another advantage of the
IUH is that it permits the use of continuous mathe-
matics in developing the transfer function from mea-

¢TP *
¢TP *

¢TP *
TP * -hr

¢TP *
¢TP *

TP * -hr

TP * -hr TP * -hr

¢TP *

¢TP *
TP * -hr

TP * -hr

t T T TP P P= ¢ ¢ ¢◊ ◊* * *, , , .2  3 

¢TP *
TP * -hr

1 unit/ ¢TP * .

Figure 10.53 The 2.5-hr unit (in)
hydrograph for a 7.2-mi2 water-

shed and the hydrograph given by
the unit-hydrograph approach for

2.4 in of effective rain applied for
2.5 hr.
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surements of the watershed response hydrograph,
q*(t), to a continuous input, p*(t). Bras (1990) re-
viewed several approaches to doing this.

10.6.4.3.5 Synthetic Unit Hydrographs
Synthetic unit hydrographs provide a means for

estimating the unit hydrograph based on watershed
characteristics when measured values of rainfall and
runoff for previous storms are not available.

 The linear-watershed instantaneous unit hy-
drograph is based on the linear-watershed model
(box 10.3). It can be shown that the linear-watershed

model is equivalent to an IUH having ordinates, h(t),
given by the simple mathematical form

(Bras 1990). If T* can be estimated from relations
like those in table 10.8 and equation (10.16), then the
response of the linear model to a unit input for the
duration of interest is the unit hydrograph for that
duration. Once T* is determined, the linear model
can be used directly to estimate the response to any

h t
T

t
T

( ) = ◊ -Ê
ËÁ

ˆ
¯̃

1
*

exp
*

(10.72)

Figure 10.54 (a) Unit hydrographs for the water-
shed of box 10.11 derived from four storms of TP* ≈ 
2.5 hr. (b) Composite “average” 2.5-hr unit hydro-
graph derived from (a) as described in section 
10.6.4.3. This is the same unit hydrograph shown in 
figure 10.53 [Dunne and Leopold (1978)].
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sequence of inputs without explicitly invoking the
unit hydrograph, as done in section 10.2.5.

The concept of the geomorphologic instanta-
neous unit hydrograph (GIUH) was introduced in a
series of papers by Rodriguez-Iturbe et al. (1979),
Rodriguez-Iturbe and Valdes (1979), Valdes et al.
(1979), and developed further by Gupta et al. (1980)
and Rodriguez-Iturbe (1993). Very briefly, they used
statistical concepts and extensions of the laws of
drainage composition (table 10.1) to develop the fol-

lowing relations for estimating the peak, qpk, and
time-of-rise, Tr , of the IUH:

and

q

P

R u

L
pk L pk

*
.

.

= ◊
◊

1 31
0 43

W
(10.73)
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Ê
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ˆ
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1

0 55 0 38

. ,
. .

W (10.74)

Figure 10.55 (a) The 2.5-hr unit
hydrograph of figure 10.54

lagged by 2.5 hr and summed to
give the response to 2 in of effec-

tive rainfall in 5 hr. (b) The 5-hr
unit hydrograph derived by halv-

ing the ordinates of the hydro-
graph of (a).
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where qpk /P* is in hr–1; Tr is in hr; LΩ is the length of
the highest-order stream in km; RB, RA, and RL are
the bifurcation, area, and length ratios defined in ta-
ble 10.1; and upk is the velocity of flow in the channel
network in m/s, which can be estimated via equa-
tion (10.43).

10.6.4.3.6 Application of the Unit-Hydrograph Approach
Freeze (1972a) concluded from a series of exper-

iments with physically based models that “no physi-
cal reason seems to exist why watersheds should
respond in a linear fashion,” and it is clear that the
linear-response assumptions of unit-hydrograph the-
ory are at best only approximated by actual water-
sheds (see, for example, Valdes et al. 1979).

However, the unit hydrograph is often the only
feasible way to approach practical problems. Dunne

and Leopold (1978) stated that the unit-hydrograph
method gives estimates of flood peaks that are usually
within 25% of their true value; this may be close
enough for most planning purposes and about as
close as can be expected given the usual lack of de-
tailed information about watershed processes and
states. Errors larger than 25% can be expected if syn-
thetic unit graphs are used without verification for the
region of application. As noted earlier in this chapter,
the assumption of linearity that underlies the unit-hy-
drograph approach seems most valid for large rain-
storms on relatively large watersheds (AD > 100 km2).

The most important difficulties in applying the
unit-hydrograph approach are:

1. The rainfall-runoff relationships are between effec-
tive input and event response, and it is often not

Figure 10.56 (a) The S-hydrograph for the watershed of box 10.11 derived by summing the 2.5-hr unit hydro-
graph (figure 10.54b) lagged by 2.5 hr. (b) The S-hydrograph lagged by 1 hr. (c) The difference between the two S-
hydrographs of (b). (d) The 1-hr unit hydrograph obtained by multiplying the ordinates of (c) by 2.5.
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clear how to make reliable a priori estimates of
effective input. There is usually little information
about the magnitudes of the loss quantities in
equation (10.64), and since P* is usually small rel-
ative to P, small relative errors in estimating those
quantities lead to large relative errors in estimat-
ing event flow.

2. Because of the temporal variability of contributing
area and rates of water movement, it is difficult to
identify characteristic response times for real
watersheds. In fact, unless contributing area in a
given watershed follows exactly the same patterns
of temporal and spatial change in every storm, the
watershed cannot have a single unit hydrograph.

3. In general, the characteristic response of a given
drainage basin depends strongly on antecedent
conditions (figures 10.10 and 10.11), so the
assumption of linearity of response may be
grossly in error, except for large storms when it
can be assumed that watershed storage is essen-
tially filled.

In spite of these difficulties, Singh et al. (2013)
concluded that the geomorphological synthetic unit
hydrograph approach has potential for estimating
streamflow responses in ungauged watersheds, be-
cause it has a sound theoretical basis and can be im-
plemented using geomorphological and stream-
network information that can be extracted from digi-
tal elevation models and remote-sensing observations.

▼ EXERCISES

1. Consider a stream reach for which X = 2,500 m, w =
10 m, Manning’s n = 0.042, and ζ = 0.0005. Using the
convex method, compute the outflow hydrograph for
this reach given a triangular inflow hydrograph that
begins at QI(0) = 0 m3/s, reaches a peak, QIpk, of
100.0 m3/s at 3.0 hr, and declines to 0 m3/s at 10.0 hr.
Use the spreadsheet program GoConvex.xls, which
can be found on the disk that accompanies this text.

2. Obtain topographic maps of a region of interest con-
taining the drainage basin of a fourth- or fifth-order
stream.

a. Designate stream orders as indicated in figure
10.1, and determine whether the law of stream
numbers is followed.

b. Determine the average lengths and areas of
streams for each order (you need measure only a
selected sample of the low-order streams) and see
if the laws of stream lengths and areas is followed.

3. Use the method of equation (10.8) to determine the
drainage density of a region.

4. Obtain the hydrograph of a stream responding to a
known rainfall and use one of the methods depicted in
figure 9.34 to determine Q*, then assume P* = Q* and
compute P*/P.

Repeat the example calculations in box 10.10 using
the revised SCS-CN method described in box 10.9
and compare the two sets of results.

5. If soils and land-use information are available for the
watershed used in exercise 4, compare the “actual” P*
with that given by the SCS curve-number method.

6. Obtain the hyetograph and hydrograph for a rainfall
event on a watershed.

a. Separate the hydrograph using one of the meth-
ods of figure 9.34 and estimate the hyetograph of
the effective rainfall (you may use a method simi-
lar to the one used in the example of box 10.2).

b. Estimate the centroid of the effective rain and cal-
culate the centroid lag.

c. Compare the “actual” values of centroid lag, peak-
flow rate, and response time with Tc given by one
or more of the formulas in table 10.8, Tr given by
equation (10.68), and qpk given by equation (10.71).

7. Compare the hydrograph of event flow developed in
exercise 6 with that obtained via the linear-watershed
model (box 10.3) for the same effective input hyeto-
graph, assuming T* = the “actual” centroid lag.

8. Compare the hydrograph of event flow developed in
exercise 6 with that obtained via the SCS dimension-
less unit hydrograph (table 10.13) for the same effec-
tive input hyetograph.

9. From the geologic, soils, topographic, and vegetative
conditions in your region, which mechanism(s) are
likely to contribute water to event responses? Have
any studies that shed light on this question been done
in the region?

▼ NOTES
1 Globally, a small fraction of continental runoff occurs as

ground water.
2 Recall, though, that we have seen (section 9.5.5) that situations in

which a portion of streamflow originates as ground-water inflow
from outside the topographic watershed are not uncommon.

3 So-called even if no actual flooding (overbank flow) occurs.
4 The question of event-flow identification is relevant to snow-

melt events also, but since snowmelt is seldom directly mea-
sured and snowmelt events are usually analyzed separately, we
limit the discussion here to rainfall events.

5 Snowmelt rates seldom exceed 0.5 cm/hr (see chapter 5).
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Appendix 
A

Measurement Precision, Significant Figures,
and Unit and Equation Conversion

A.1 Measurement Precision and 
Significant Figures

A.1.1 Measured Quantities

All measurements are made with finite precision.

Precision is the “fineness,” or degree, to which a
quantity is measured. Absolute precision may be ex-
pressed

1. explicitly as

xmeas = x ± δx, (A.1)

where xmeas is the measured value, x is the
observer’s best estimate of the “true” value, and δx
is the error or uncertainty in the measurement,
i.e., the bounds of the range in which the observer
is “reasonably confident” that the true value lies
(see section 1.11);

2. in terms like “measurements were made to the
nearest u,” where u is some measurement unit; or

3. implicitly, as the number of significant figures in
the reported value, where

The number of significant figures in a 
measured quantity is equal to the number of 

digits beginning with the leftmost nonzero digit 
and extending to the right to include all digits 

warranted by the precision of the measurement.

For example, if we were to measure a distance to
the nearest centimeter, we would report it as, say, 21
cm. If we were to report the measurement as 21.0 cm
or 21.00 cm, we would be implying that it had been
made to the nearest 0.1 cm or 0.01 cm, respectively.
However, if a measurement is given as, say, 200 m,
the precision is not clear because we don’t know if
the measurement was made to the nearest 1 m, 10 m,
or 100 m. The best way of avoiding this ambiguity is
to use scientific notation and express the quantity as
2×102 m, 2.0×102 m, or 2.00×102 m, as appropriate.
Otherwise, additional information, usually in the
form of other analogous measurements, is required
to clarify the situation. Note that the number of sig-
nificant figures also indicates the range of relative pre-
cision in a measured quantity:

Significant Figures Relative Uncertainty Range
4 1/10,000 to 1/1,000
3 1/1,000 to 1/100
2 1/100 to 1/10
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Hydrologic measurements cannot usually be
made with great precision, so

RULE 1: Unless it is clear that greater precision 
is warranted, assume no more than 
three-significant-figure precision in 
measured hydrologic quantities.

In many cases, only two significant figures are war-
ranted. For example, it is the policy of the USGS to
report discharge (streamflow) measurements with
the precision shown in table A.1.

A.1.2 Computations with
Measured Quantities

It is important that the uncertainty in measured
values be appropriately reflected in computations us-
ing those values. In computations made with mea-
sured quantities, including unit conversions (section
A.2), the appropriate level of precision is obtained by
observing rules 2 and 3:

RULE 2: The absolute precision of a sum or dif-
ference equals the absolute precision of 
the least absolutely precise number 
involved in the calculation.

RULE 3: The number of significant figures of a 
product or quotient equals the number 
of significant figures of the least rela-
tively precise number involved in the 
calculation.

Examples in box A.1 show application of these rules.
However, in order to avoid the risk of losing signifi-
cant figures during calculations, you should observe
rule 4:

RULE 4: In computations involving several 
steps, do not round off to the appropri-
ate number of significant figures until 
you get to the final answer.

Be sure to do the appropriate rounding at the end,
because

RULE 5: The numbers on computer printouts and 
calculator displays almost always have 
more digits than is warranted by the pre-
cision of measured hydrologic quantities.

As noted by Harte (1985, p. 4),

Nonsignificant figures have a habit of accumulating 
in the course of a calculation, like mud on a boot, 
and you must wipe them off at the end. It is still 
good policy to keep one or two nonsignificant fig-
ures during a calculation, however, so that the 
rounding off at the end will yield a better estimate.

A.2 Unit Conversion

A.2.1 Units with Common Zero
Because of the common use of three systems of

units and the proliferation of units within each sys-
tem, hydrologists must become experts in the skill of
converting from one set of units to another.

Table A.2 on pp. 534–536 lists quantities com-
monly encountered in hydrological practice, in di-
mensional categories. All quantities listed below
each dimensional category are identical and, except
for commonly used temperature units (discussed be-
low), a zero value in one unit system is a zero value
in the other systems. For these quantities, unit con-
versions are carried out by chaining quantities as nu-
merators and denominators to make a multiplier
(conversion factor) equal to unity, and the decision of
whether to put the factor in the numerator or denom-
inator is determined by the direction of the conver-
sion. For example, to convert a pressure of 4.23
mH2O to kPa,

Note that

All conversion factors have infinite precision;
it is only the precision of the measured 

quantities that determines the significant 
figures of the converted value.

4 23
1 0198 10

41 47872

4
.

.

.

mH O
1 10 kPa

mH O

kPa 41.5 kPa.

2
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2

◊ ¥
¥

= Æ

-
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Table A.1 Absolute Precision of Streamflow Data 
Reported by the USGS.

Discharge Range Precision

(ft3/s) (m3/s) (ft3/s) (m3/s)

< 1 < 0.028 0.01 0.0003
1 to 9.9 0.028 to 0.28 0.1 0.003

10 to 999 0.28 to 28.3 1 0.028
> 1,000 > 28.3 three significant figures
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The conversion factors in table A.2 are given to at
least five significant figures (those given as “1” are
exact, i.e., they have infinite significant figures) so
that rule 6 can be observed:

RULE 6: In unit conversions, the number of dig-
its retained in the conversion factors 
must be greater than the number of sig-
nificant digits in any of the measured 
quantities involved.

The above rules must be followed in all unit con-
versions. However, the process can lead to some am-

biguity in representing uncertainty appropriately. For
example, to convert a distance measured as 9.6 mi in
m, we use table A.2 to calculate

Clearly it would be misleading to express the result as
15,449.73 m, because this would imply that we know
the distance to a precision of 0.01 m, whereas the orig-
inal measurement was known only to 0.1 mi, or about
161 m. Following rule 3, we round the converted

9 6
1

6 2137 10
15 449 73

4
.

.
, . mi

m

mi
 m.¥

¥
=-

Box A.1 Examples of Correct Treatment of Precision

Computations with Measured Quantities

Example AB1.1
The average flow for two consecutive days is 

reported as 102 ft3/s and 3.2 ft3/s. What is the total for 
the two days?

Answer: Adding the reported values gives 105.2 ft3/s, 
but since the larger flow was measured only to the nearest 
1 ft3/s, rule 2 dictates that we report the total as 105 ft3/s.

Example AB1.2
The average flow for two consecutive days is 

reported as 1,020 ft3/s and 3.2 ft3/s. What is the total for 
the two days?

Answer: Here rule 2 dictates that the sum be reported 
as 1,020 ft3/s, because the larger flow was measured to 
the nearest 10 ft3/s.

Example AB1.3
Given the following daily flows (in ft3/s), what is the 

total flow for the period?

27 104 12 2,310 6.4 0.11 256

Answer: Adding all these values gives 2,715.51 ft3/s, 
but since the largest value was measured only to the 
nearest 10 ft3/s, rule 2 dictates that we report the sum as 
2,720 ft3/s.

Example AB1.4
Discharge, Q, at a stream cross section is measured as 

the product of water-surface width, w, average depth, Y, 
and average velocity, U. The results of a measurement 
are w = 20.4 m, Y = 1.2 m, and U = 1.7 m/s.

To report the discharge properly, first calculate

Q = 20.4 m × 1.2 m × 1.7 m/s = 41.616 m3/s.

However, because of rule 3, we report the discharge to 
two significant figures as Q = 42 m3/s. To state the uncer-
tainty explicitly, follow rule 7 and write

Q = 42 ± 1 m3/s.

Temperature Conversion

Example AB1.5
To convert a temperature difference of 3.4 F° to C°,

Example AB1.6
To convert a temperature difference of 3.4 C° to F°,

Example AB1.7
To convert an actual temperature of –37°C to °F, com-

bine formulas in table A.2 to give

so

1.8(–37°C) + 32 = –34.6°F → –35°F.

Example AB1.8
To convert an actual temperature of –37°F to °C, the 

formulas in table A.2 can be inverted to give

so
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Table A.2 Unit-Conversion Table.a

Mass
[M]

1 kg

1 × 103 g

1 × 10–3 T

6.8521 × 10–2 slug

2.2046 lbm

1.1023 × 10–3 tonm

Area
[L2]

1 m2

1 × 104 cm2

1 × 10–4 ha

1 × 10–6 km2

1 × 106 mm2

1.5500 × 103 in2

1.0764 × 101 ft2

2.4711 × 10–4 acre

3.8611 × 10–7 mi2

Velocity
[L T–1]

1 m/s

1 × 102 cm/s

1 × 103 mm/s

3.6000 × 103 m/hr

8.6400 × 104 m/d

3.6000 × 105 cm/hr

3.6000 × 106 mm/hr

2.2369 mi/hr

3.2808 ft/s

1.9425 knot

Force
[F]

1 N

1 × 105 dyne

2.2482 × 10–1 lb

1.0198 × 10–1 kgf

Volume
[L3]

1 m3

1 × 106 cm3

1 × 109 mm3

1 × 10–9 km3

1 × 103 L

6.1024 × 104 in3

3.5314 × 101 ft3

2.6417 × 102 gal

Acceleration
[L T–2]

1 m/s2

1 × 102 cm/s2

3.2808 ft/s2

Length
[L]

1 m

1 × 102 cm

1 × 10–3 km

1 × 103 mm

1 × 106 µm

1 × 109 nm

1 × 1010 Å

3.9370 × 101 in

3.2808 ft

6.2137 × 10–4 mi

1.0936 yd

Mass Density
[M L–3]

1 kg/m3

1 × 10–3 g/cm3

1 × 10–3 kg/L

6.2428 × 10–2 lbm/ft3

Diffusivity
[L2 T–1]

1 m2/s

1 × 104 cm2/s

1 × 104 stoke

3.8750 ft2/hr

Time
[T]

1 s

1.6667 × 10–2 min

2.7778 × 10–4 hr

1.1574 × 10–5 d

3.1688 × 10–8 yrb

3.1710 × 10–8 yrc

Weight Density
[F L–3]

1 N/m3 

1 × 10–1 dyne/cm3

1.0198 × 10–1 kgf/m3

6.3666 × 10–3 lb/ft3

Discharge
[L3 T–1]

1 m3/s 

1 × 106 cm3/s

1 × 103 L/s

3.1558 × 10–2 km3/yr

3.5314 × 101 ft3/s

1.5850 × 104 gal/min

2.2824 × 107 gal/d



▼ Measurement Precision, Significant Figures, and Unit and Equation Conversion 535

Table A.2 (cont’d.)

Dynamic Viscosity
[M L–1 T–1] = [F L–2 T]

1 kg/m · s

1 Pa · s

1 N · s/m2

1 × 101 dyne · s/cm2

1 × 101 g/cm · s

1 × 101 poise

2.0886 × 10–2 lb · s/ft2

6.7197 × 10–1 lbm/ft · s

Angle
[1]

1 radian

5.7296 × 101 degree

Mass Flux
[M L–2 T–1]

1 kg/m2 · s

1 × 10–1 g/cm2 · s

8.6400 × 104 kg/m2 · d

3.1558 × 1011 kg/ha · yr

2.0476 × 10–1 lbm/ft2 · s

Temperature Unit
[Θ]

1 K

1 C°

1.8 F°

Pressure
[M L–1 T–2] = [F L–2]

1 kg/m · s2

1 N/m2

1 Pa

1 × 101 dyne/cm2

1.0198 × 10–1 kgf /m2

1 × 10–2 mb

1 × 10–3 kPa

1 × 10–5 bar

9.8717 × 10–6 atm

7.5018 × 10–3 mm Hg

1.0198 × 10–2 cm H2O

1.0198 × 10–4 m H2O

3.3456 × 10–4 ft H2O

2.9533 × 10–4 in Hg

1.4505 × 10–4 lb/in2

2.0886 × 10–2 lb/ft2

Actual Temperature, T
[Θ]

T K

T – 273.16 °C

1.8 · (T – 273.16) + 32 °F

Energy
[M L2 T–2] = [F L] = [E]

1 kg · m2/s2

1 N · m

1 J

1 W · s

1 × 10–6 MJ

1 × 107 g · cm2/s2

1 × 107 erg

2.7778 × 10–4 W · hr

2.7778 × 10–7 kW · hr

2.3883 × 10–1 cal

2.3883 × 10–4 kcal

7.3746 × 10–1 ft · lb

9.4787 × 10–4 Btu

3.7258 × 10–7 hp · hr

Power
[M L2 T–3] = [F L T–1] = [E T–1]

1 kg · m2/s3

1 N · m/s

1 J/s

1 W

1 × 10–3 kW

1 × 10–6 MW

1 × 103 mW

1 × 107 g · cm2/s3

1 × 107 erg/s

2.3883 × 10–1 cal/s

1.4330 × 101 cal/min

2.0634 × 104 cal/d

1.3410 × 10–3 hp

3.4123 Btu/hr

8.5979 × 10–1 kcal/hr

(continued)
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value to two significant figures, and report the result
as 15,000 m. Stating the distance as 15,000 m implies
an absolute precision of 1,000 m, which is consider-
ably less precise than the original measurement preci-
sion of ~161 m. It would be appropriate to state the
result as 1.5×104 m, making the two-significant-figure
precision explicit, and implying an absolute precision
of about 7% or 100 m, which is close to 161 m. Note
that it is incorrect to state the uncertainty as ± 161 m,
or even ± 160 m, because this implies a precision of 1
m or 10 m in the original measurement. In fact, Tay-
lor (1997, p. 15) states the following rule:

RULE 7: Measurement uncertainties should 
almost always be rounded to one sig-
nificant figure.

Following this rule, one would state the converted
value with an explicit absolute precision as 15,000 ±
200 m.

A.2.2 Temperature Conversion
Note that actual Celsius and Fahrenheit temper-

atures are written here with the degree sign before
the letter symbol (read “degrees Celsius” or “degrees

Table A.2 (cont’d.)

Surface Tension, Energy/Area
[M T–2] = [F L–1] = [E L–2]

1 kg/s2

1 N/m

1 J/m2

1 W · s/m2

1 × 103 dyne/cm

2.3883 × 10–5 cal/cm2

1 × 103 g/s2

1 × 103 erg/cm2

6.8532 × 10–2 lb/ft

Latent Heat
[L2 T–2] = [E M–1]

1 J/kg

1 × 10–6 MJ/kg

2.3883 × 10–4 cal/g

4.2995 × 10–4 Btu/lbm

Thermal Conductivity
[M L T–3 Θ–1] = [F T–1 Θ–1] = [E L–1 T–1 Θ–1]

1 J /m · s · K

1 × 10–6 MJ/m · s · K

2.3883 × 10–3 cal/cm · s · C°

5.7782 × 10–1 Btu/ft · hr · F°

Energy Flux
[M T–3] = [F L–1 T–1] = [E L–2 T–1]

1 kg/s3

1 N/m · s

1 J/m2 · s

1 W/m2

1 × 103 dyne/cm · s

3.6000 × 10–3 MJ/m2 · hr

8.6400 × 10–2 MJ/m2 · d

8.6400 × 102 MJ/ha · d

2.3883 × 10–5 cal/cm2 · s

2.0635 cal/cm2 · d

3.1701 × 10–1 Btu/ft2 · hr

Heat Capacity
[L2 T–2 Θ–1] = [E M–1 Θ–1]

1 J/kg · K

1 × 10–6 MJ/kg · K

2.3883 × 10–4 cal/g · C°

2.3886 × 10–4 Btu/lbm · F°

Heat Transfer Coefficient
[M T–3 Θ–1] = [F L–1 T–1 Θ–1] = [E L–2 T–1 Θ–1]

1 J/m2 · s · K

1 × 10–6 MJ/m2 · s · K

8.6400 × 10–2 MJ/m2 · d · K

2.3883 × 10–5 cal/cm2 · s · C°

1.7611 × 10–1 Btu/ft2 · hr · F°

a This table is a modification of one developed by Dr. C. Anthony Federer, formerly of the US Forest Service, Durham, New Hampshire.
b average year = 365.25 days.
c 365-day year.
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Fahrenheit”), while temperature differences—dis-
tances on the temperature scale—for each system are
written with the symbol after the letter (read “Celsius
degree” or “Fahrenheit degree”). The zero point for
the Kelvin scale is absolute zero, so the degree sign is
not used in that system.

Because we are dealing only with distances on
the temperature scales,

Conversion of temperature differences
does not involve addition or subtraction.

Because the zero points of the Kelvin, Celsius, and
Fahrenheit scales differ,

Conversion of actual temperatures
involves addition or subtraction.

Examples of temperature conversion are given in
box A.1.

A.3 Conversion of Dimensionally 
Inhomogeneous Equations

As noted in section 1.4.3, an equation that com-
pletely and correctly describes a physical relation
must be dimensionally and unitarily homogeneous,
i.e., it has the same dimensions and units on both
sides of the equal sign. However, equations that are
not dimensionally homogeneous can be useful ap-
proximations of physical relationships, and hydrolo-
gists are often forced to develop and rely on relatively
simple empirical equations that may be dimension-
ally inhomogeneous. Examples of such equations
are given in table 10.8, and inhomogeneous equa-
tions are frequently developed via regression analysis
[e.g., equations (9.62) and (9.63)].

Because dimensionally inhomogeneous empiri-
cal equations are so frequently encountered, it is ex-
tremely important that the practicing hydrologist
cultivate the habit of checking every equation for di-
mensional and unitary homogeneity because

RULE 8: If an inhomogeneous equation is given, 
the units of each variable in it MUST 
be specified.

This rule is one of the main reasons you should train
yourself to examine each equation you encounter for
homogeneity: If you use an inhomogeneous equa-

tion with units other than those for which it was
given, you will get the wrong answer. Surprisingly, it
is not uncommon to encounter in the earth sciences
and engineering literature inhomogeneous equations
for which units are not specified—so caveat calculator!

Rule 8 has an equally important corollary:

RULE 9: At least one of the coefficients or addi-
tive numbers in an inhomogeneous 
equation must change when the equa-
tion is to be used with different systems 
of units.

In practice, for example, in writing a computer
program to make a series of calculations we often
want to use an inhomogeneous equation with quan-
tities measured in units different from those used in
developing the equation. Or, we may want to com-
pare inhomogeneous empirical equations that were
developed using differing units. The steps for deter-
mining the new numerical values when an inhomo-
geneous equation is to be used with different units
are detailed below. The guiding principle in equation
conversion is that

The dimensions and units of quantities
in equations are subjected to the
same mathematical operations
as the numerical magnitudes.

Careful execution of the following steps will as-
sure that equation conversion is done correctly.

1. Write out the equation with the NEW units next
to each term.

2. Next to each new unit, write the factor for con-
verting the NEW units to the OLD units. (This
may seem backwards, but it isn’t.)

3. Perform the algebraic manipulations necessary to
consolidate and simplify back to the original form
of the equation.

In executing steps 2 and 3 note that

Exponents are not changed in equation 
conversion, and conversion factors are
subject to the same exponentiation as

the variables they accompany.

Box A.2 gives an example of the conversion of a
commonly used inhomogeneous equation.
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One should always check to make sure a conver-
sion was done correctly. To do this, follow these steps:

1. Pick an arbitrary set of values in the new units for
the variables on the right-hand side of the equation,
enter them in the new equation, and calculate the
value of the dependent variable in the new units.

2. Convert the values of the independent variables to
the old units. (Dimensionless quantities do not
change value.)

3. Enter the converted independent variable values
from step 2 into the converted equation and cal-
culate the value of the dependent variable in the
old units.

4. Convert the value of the dependent variable calcu-
lated in step 3 to the new units and check to see
that it is identical to that calculated in step 1.

These steps are applied to check the equation conver-
sion example in box A.2.

Box A.2 Example of Conversion of a Dimensionally Inhomogeneous Equation for Use with New Units

The Manning equation [a version of equation (10.43)] 
is a dimensionally inhomogeneous equation that is fre-
quently used to compute the average velocity or dis-
charge of stream flows. It is often written in the form 
used with British (common) units:

where y is in ft, ζ is water-surface slope (ft/ft), nM is Man-
ning’s roughness factor (a dimensionless factor propor-
tional to flow resistance), and u is average flow velocity in 
ft/s. To convert equation (AB2.1) for use with SI units (u in 
m/s and y in m), we follow the steps given in section A.3:

1. Write out the equation with the NEW units next to
each term:

2. Next to each new unit, write the factor for converting
the NEW units to the OLD units:

3. Perform the algebraic manipulations necessary to
consolidate and simplify back to the original form of
the equation.

Thus the coefficient 1.486 in equation (AB2.1) is
changed to 1 for use with the new units.

One should always check to make sure a conversion 
was done correctly. To do this, follow these steps:

1. Enter the arbitrary values y = 2.40 m, ζ = 0.00500,
and nM = 0.040 into the new equation and calculate
u in m/s:

2. Using table A.2, convert

The ζ and nM values do not change because they are
dimensionless.

3. Substitute the converted value into the old equation:

4. Using table A.2, convert this value of u to the new
units and compare with the value in step 1:

The difference between this value and the original
value is due only to round-off error.
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B

Water as a Substance

As noted in section 1.5, water is a very unusual
substance with anomalous properties—a topic that is
entertainingly elaborated on by van Hylckama
(1979). This strangeness is the reason it is so com-
mon at the earth’s surface, and its existence in all
three phases makes our planet unique (see figure 1.6)
and makes the science of hydrology vital to under-
standing and managing the environment and our re-
lation to it. Aspects of water’s unusual properties
were introduced in table 1.2; here we provide more
detail about its atomic and molecular structure and
additional aspects of its properties.

B.1 Structure of Water
B.1.1 Molecular and
Intermolecular Structure

The water molecule is formed by the combina-
tion of two hydrogen atoms (Group Ia, with one
electron in the outer shell) with one oxygen atom
(Group VIa, with six electrons in the outer shell),
and hence has the chemical formula H2O. As shown
in figure B.1a, the outer shell of oxygen can accom-
modate eight electrons, so it has two vacancies. The
outer (and only) shell of hydrogen can hold two elec-
trons, so it has one vacancy. The electron vacancies
of two hydrogen atoms and one oxygen atom can be
mutually filled by sharing outer-shell electrons, as
shown schematically in figure B.1b. This sharing is
known as a covalent bond.

The two most important features of the water
molecule are that: (1) its covalent bonds are very

strong (i.e., much energy is needed to break them)
and (2) the molecular structure is asymmetric, with
the hydrogen atoms attached on one “side” of the
oxygen atom and an angle of about 105° between the
two hydrogen atoms (figure B.2 on p. 541).

The asymmetry of the water molecule causes it
to have a positively charged end (the “side” where
the hydrogens are attached) and a negatively charged
end (the “side” opposite the hydrogens), much like
the poles of a magnet. Most of the unusual proper-
ties of water are ultimately the result of its being
made up of these polar molecules. The polarity pro-
duces an attractive force between the positively
charged end of one water molecule and the nega-
tively charged end of another, as shown in figure B.3
on p. 541. This force, called a hydrogen bond, is ab-
sent in most other liquids.

Although the hydrogen bond is only about one-
twentieth the strength of the covalent bond (Stillinger
1980), it is far stronger than the intermolecular
bonds that are present in liquids with symmetrical,
nonpolar molecules. We get an idea of this strength
when we compare the melting/freezing temperature
and the boiling/condensation temperature of the hy-
drides of all the Group VIa elements: oxygen (O),
sulfur (S), selenium (Se), and tellurium (Te). These
elements are all characterized by an outer electron
shell that can hold eight electrons, but has two va-
cancies. Thus they all form covalent bonds with two
hydrogens but, except for water, the resulting mole-
cules are nearly symmetrical and therefore nonpolar.

In the absence of strong intermolecular forces
that result from polar molecules, the melting/freez-
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ing and boiling/condensation temperatures of these
compounds would be expected to rise as their atomic
weights increased. As shown in figure B.4 on p. 542,
these expectations are fulfilled, except—strikingly—
in the case of H2O. The reason for this anomaly is
the hydrogen bonds, which attract one molecule to
another and which can only be loosened (as in melt-
ing) or broken (as in evaporation) when the vibratory
energy of the molecules is large—that is, when the
temperature is high. Because of its high melting and
boiling temperatures, water is one of the very few
substances that exists in all three physical states—
solid, liquid, and gas—at earth-surface temperatures.

B.1.2 Freezing/Melting
At temperatures below 0°C the vibratory energy

of water molecules is sufficiently low that the hydro-
gen bonds can lock the molecules into the regular

three-dimensional crystal lattice of ice (figure B.5 on
p. 542). When this happens, the decreased vibratory
energy is released as the latent heat of freezing/
melting (λf = 3.34×105 J/kg). Each molecule in the
ice lattice is hydrogen-bonded to four adjacent mole-
cules. The angle between the hydrogen atoms in
each molecule remains at 105°, but each molecule is
oriented so that a puckered honeycomb of perfect
hexagons is visible when the lattice is viewed from
one direction. Thus ice is a hexagonal crystal, and
snowflakes show infinite variation on a theme of six-
fold symmetry.

When ice is warmed to 0°C, further additions of
heat cause melting, in which about 15% of the hy-
drogen bonds break (Stillinger 1980); a quantity of
energy equal to λf is absorbed to melt each kg of ice.
Because of the rupturing of some of the hydrogen
bonds, the rigid ice lattice partially collapses, and a

Figure B.1 (a) Schematic diagram 
of a hydrogen atom (left) and an oxy-
gen atom (right). (b) Schematic dia-
gram of a water molecule showing 
covalent bonding. symbols repre-
sent electrons [Dingman (1984)].
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given number of molecules take up less space in the
liquid phase than in the solid. As a result, the density
of ice is less than that of water (91.7% of the density
of liquid water at 0°C). Very few substances have a
lower density in the solid state than in the liquid, and
this property is of immense importance: Ice floats

rather than sinks, and if rivers and lakes froze from
the bottom up instead of from the top down, biologi-
cal and hydrological conditions in higher latitudes
would be markedly altered.

Although melting always occurs when ice at
earth-surface pressure is warmed to 0°C, freezing may

Figure B.3 Schematic diagram of water molecules in the liquid state. Arrows indicate hydrogen bonds between 
the oppositely charged ends of adjacent molecules [Dingman (1984)].

Figure B.2 Diagram of a water molecule showing the angle between the
hydrogen atoms [adapted from Davis and Day (1961)].
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not always take place when liquid water is cooled to
0°C. If the liquid contains no impurities and is not in
contact with preexisting ice, it is possible to supercool
it to temperatures as low as –41°C. This resistance to
freezing is because the water molecules form various
types of nonhexagonal hydrogen-bonded polyhedra
(figure B.3), which prevent the formation of the ice
lattice. However, if ice particles, snowflakes, or com-

mon impurities like clay minerals (which have a crys-
tal structure like that of ice) are present, they provide
templates that act as growth nuclei to trigger the for-
mation of ice at 0°C. Significant supercooling is quite
common in clouds, where effective growth nuclei
may be lacking, and is an important factor in the de-
velopment of cloud particles into raindrops and snow-
flakes (section 3.4). In rivers, supercooling of 0.01 to

Figure B.5 A model of the 
crystal lattice of ice, showing 
its hexagonal structure. 
White circles are hydrogen 
atoms, dark circles are oxy-
gen atoms, dashed lines are 
hydrogen bonds (photo by 
author).

Figure B.4 Melting/freezing and 
boiling/condensation temperatures of 
Group VIa hydrides. In the absence of 
hydrogen bonds, water would have a 
melting/freezing point of –100°C and 
a boiling/condensation point of –91°C 
[adapted from Davis and Day (1961)].
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0.1°C often occurs during the formation of ice in fast-
flowing reaches (Michel 1971).

B.1.3 Evaporation/Condensation
The physics of evaporation is described in detail

in section 3.3, and the physics of condensation to
form precipitation in section 3.4. Due to the break-
ing/formation of hydrogen bonds, very significant
losses/gains of energy are involved in evaporation/
condensation (the latent heat of vaporization/con-
densation, λv; section 3.3.2); λv depends on the tem-
perature of the evaporating/condensing water
[equation (3.18)].

B.1.4 Dissociation
An ion is an elemental or molecular species with

a net positive or negative electrical charge. At any
given instant, a very small fraction of the molecules
of liquid water are dissociated into positively charged
hydrogen ions, designated H+1, and negatively
charged hydroxide ions, designated OH–1. In spite of
their generally very low concentrations, these ions
participate in many important chemical reactions.

Hydrogen ions are responsible for the acidity of
water, and acidity is usually measured in terms of the
quantity called pH, which is defined as

pH ≡ –log10([H
+1]), (B.1)

where [H+1] designates the concentration of hydro-
gen ions in mg/L. The concentration of hydrogen
ions in pure water at 25°C is 10–7.00 mg/L (pH =
7.00). As [H+1] increases above this value (pH de-
creases below 7.00), water becomes more acid; as
[H+1] decreases (pH > 7.00), it becomes more basic.

Certain chemical reactions change the concen-
tration of hydrogen ions, causing the water to be-
come more or less acid. The degree of acidity, in
turn, determines the propensity of the water to dis-
solve many elements. The pH of cloud water in equi-
librium with the carbon dioxide in the atmosphere is
about 5.7, and other reactions make the natural pH
of rainwater in the range 4.5 to 5.6 depending on lo-
cation (Turk 1983).

B.1.5 Isotopes
Isotopes of an element have the same number of

protons and electrons, but differing numbers of neu-
trons; thus they have similar chemical behavior, but
differ in atomic weight. Some isotopes are radioac-
tive, and decay naturally to other atomic forms at a

characteristic rate, while others are stable. Table B.1
gives the properties and abundances of the isotopes of
hydrogen and oxygen, from which it can be calculated
that 99.8% of all water consists of “normal” 1H2

16O.

The isotope 3H, called tritium (symbol T), is ra-
dioactive and decays with a half-life of 12.5 yr to
3He. It is produced in very small concentrations by
natural processes and in larger concentrations by nu-
clear reactions. For a period of time the testing of nu-
clear weapons between the mid-1950s and mid-
1970s produced enough atmospheric tritium to be
useful in dating water in aquifers and glaciers and
hence in estimating recharge rates (e.g., Davis and
Murphy 1987). Because of the cessation of such tests
in recent decades, this is no longer possible.

The stable isotopes 2H (deuterium, D) and 18O,
however, are useful hydrologic tracers. The various
isotopes are involved in differing proportions in phase
changes, and so are fractionated as water moves
through the hydrologic cycle (see Fritz and Fontes
1980; Drever 1982; Gat 1996): Lighter isotopes evap-
orate more readily than heavier ones, heavier isotopes
condense more readily than lighter ones.

Isotopic composition for both D and 18O is ex-
pressed as a δ value in parts per thousand, ‰, where

where RI is the isotope ratio D/H or 18O/16O for a
particular sample and Rstd the standard ratio. For both
oxygen and hydrogen isotopes, Rstd is that of standard
mean ocean water (SMOW); from table B.1, Rstd for
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Table B.1 Characteristics of Isotopes of Hydrogen 
and Oxygen.

Isotope
1H

2H (D)
3H (T)

16O
17O
18O

Natural 
Abundance 

(%)

99.9844

0.0156

Trace

99.7795

~0.02

0.2006

Natural 
Variability 

(%)

~30

~5

Stability

stable

stable

radioactive

stable

stable

stable

Source: Data from Gat (1996).
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D is 1:6410 (= 0.000156); for 18O it is 1:500 (= 0.002).
Positive δ values indicate a relative enrichment of the
heavy isotopic species and negative values indicate
relative depletion. Because the variability in δ(D) is
typically almost an order of magnitude larger than
that of δ(18O), isotope data of water samples are usu-
ally plotted on a graph of δ(D) versus δ(18O), with the
δ(D) scale compressed by a factor of ten.

Gat (1996) reviewed the physics of fractionation
processes and the isotopic signatures of water in vari-
ous parts of the hydrologic cycle. Fractionation ac-
companying evaporation from the ocean and other
surface waters and condensation during precipita-
tion formation has the greatest effect on isotopic
composition. Thus atmospheric water and precipita-
tion are depleted in D and 18O relative to ocean wa-
ter (δ < 0), and the average δ values of precipitation
decrease with distance from the equator as heavier
components are successively depleted by precipita-
tion as air moves poleward. Water in large water
bodies subject to evaporation (oceans, lakes, and soil
water) is relatively enriched in D and 18O (δ > 0).
However, water is not fractionated during uptake by
plants or during evaporation from leaves (transpira-
tion) because all the water arriving at the stomatal
openings evaporates (Gat 1996). Isotopic fraction-
ation in intercepted water depends on the timing and
amounts of precipitation. Isotopic composition is
generally unchanged as water moves through the
ground-water system.

As noted in section 10.3, the relative concentra-
tions of stable water isotopes can be used in some hy-
drologic situations to identify the sources of water in
glaciers, aquifers, or streams (e.g., Perry and Mont-

gomery 1982; Kendall et al. 1995; Gat 1996). Until
recently, isotopic tracing was usually applied to small
watersheds, but recent studies have extended it to
continental-scale areas (Fekete et al. 2006; Bowen et
al. 2011).

B.2 Properties of Water
In this section we briefly describe the bulk prop-

erties of liquid water that influence its movement
through the hydrologic cycle and its interactions
with the terrestrial environment. More detailed dis-
cussions of these properties can be found in Dorsey
(1940) and Davis and Day (1961). Properties of wa-
ter in the solid and vapor form are discussed where
relevant in the text.

The variation of water’s properties with temper-
ature is important in many hydrologic contexts.
Thus in the following discussion, the values of each
property at 0°C are given in the three unit systems,
and their relative variations with temperature are
shown in table B.2. Empirical equations for comput-
ing the values of some properties as functions of tem-
perature are given in table B.3.

B.2.1 Density
Mass density, ρ, is the mass per unit volume [M

L–3] of a substance; weight density, γ, is the weight per
unit volume [F L–3]. These are related by Newton’s
second law (i.e., force equals mass time acceleration):

γ = ρ · g, (B.3)

where g is the acceleration due to gravity [L T–2] (g =
9.81 m/s2).

Table B.2 Relative Values of Properties of Pure Liquid Water as Functions of Temperature.

Temperature (°C)

0

3.98

5

10

15

20

25

30

ρ, γ

1.00000

1.00013

1.00012

0.99986

0.99926

0.99836

0.99720

0.99580

µ

1.0000

0.8500

0.7314

0.6374

0.5607

0.4983

0.4463

ν

1.0000

0.8500

0.7315

0.6379

0.5616

0.4997

0.4482

σ

1.0000

0.9907

0.9815

0.9722

0.9630

0.9524

0.9418

cp

1.0000

0.9963

0.9940

0.9924

0.9915

0.9910

0.9907

λv

1.0000

0.9953

0.9904

0.9857

0.9810

0.9763

0.9715

ρ = mass density, γ = weight density, µ = dynamic viscosity, ν = kinematic viscosity, σ = surface tension, cp = specific heat,
λv = latent heat of vaporization.
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In the SI system, the kilogram is the mass of 1 m3

of pure water at its temperature of maximum density,
3.98°C. At 0°C,

ρ = 999.87 kg/m3 = 0.99987 g/cm3 = 1.9397 slug/ft3

γ = 9,799 N/m3 = 979.9 dyn/cm3 = 62.46 lb/ft3.

The specific gravity of a substance is the ratio of its
weight density to the weight density of pure water at
3.98°C; thus it is dimensionless.

As noted in section 1.5.2, the change in density
of water with temperature is highly unusual and en-
vironmentally significant: Liquid water at 0°C is
denser than ice. As liquid water is warmed from 0°C
its density initially increases until density reaches a
maximum value of 1,000 kg/m3 at 3.98°C; beyond
this, density decreases with temperature, as in most
other substances. In lakes where temperatures reach
3.98°C, the density maximum controls the vertical
distribution of temperature and causes an annual or
semiannual overturn of water that has a major influ-
ence on biological and physical processes. However,
except for lakes, the variation of density with temper-
ature is small enough that it can usually be neglected
in hydrological calculations.

The addition of dissolved or suspended solids to
water increases its density in proportion to the den-
sity of the solids and their concentration. Again, the
effects of dissolved materials can be important in
lakes, but are not usually significant in other environ-
ments. However, high concentrations of suspended
matter can significantly increase the effective density
of water in rivers.

B.2.2 Surface Tension
The basic aspects of surface tension are devel-

oped in section 1.5.3. Due to its strong intermolecu-
lar forces (hydrogen bonds), water has a surface
tension, σ, higher than most other liquids. Its value
at 0°C is

σ = 0.0756 N/m = 75.6 dyn/cm = 0.00518 lb/ft.

Surface tension decreases rapidly as temperature in-
creases (tables B.2, B.3), and this effect can be impor-
tant when considering the movement of water in
soils (see chapter 8). Dissolved substances can also
increase or decrease surface tension, and certain or-
ganic compounds have a major effect on its value.

Water’s hydrogen bonds cause it to be attracted to
surface molecules in many materials, including most
earth materials. This attraction causes the phenome-
non of capillarity, which is responsible for the pressure
status of water in unsaturated soils (section 7.4.1).

Table B.4 gives the contact angle for water in
contact with air and selected solids. Note that the
contact angle for most soil materials is close to 0°.

Table B.3 Empirical Equations for Water Properties 
(SI Units) as Functions of Temperature (°C).

ρ = 1,000 – 0.019549 · |T – 3.98|1.68

σ = 0.001 · (20,987 – 92.613 · T)0.4348

Source: Heggen (1983).
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Table B.4 Surface-Tension Contact Angles for 
Water-Air Interfaces against Various Solids.

Solid

Glass

Most silicate
minerals

Ice

Platinum

Gold

Talc

Paraffin

Shellac

Carnauba wax

Contact Angle, 
βc (°)

0

0

20

63

68

86

105 to 110

107

107

cos (βc)

1.0000

1.0000

0.9397

0.4540

0.3746

0.0698

–0.2588 to –0.3420

–0.2924

–0.2924

Source: Data from Dorsey (1940) and Jellinek (1972).
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B.2.3 Viscosity and Turbulence

B.2.3.1 Resistance in Boundary-Layer and
Potential Flows

When water flows over a solid boundary, hydro-
gen bonds cause the fluid molecules adjacent to the
boundary to “stick,” so that the velocity at the bound-
ary is zero. This phenomenon is called the no-slip
condition. This condition produces a frictional drag,
or resistance, that is transmitted through the fluid for
considerable distances normal to the boundary.

In overland flows and flows in stream channels,
the retarding effects of the boundary are transmitted
throughout the flow by viscosity and, usually, turbu-
lence (described below); such flows are boundary-
layer flows. Flows within the pores of porous media
are also boundary-layer flows, but are not mathemat-
ically treated as such. As described in section 7.4.2,
Darcy’s law describes bulk flow through a represen-

tative elemental volume of the medium rather than
through individual pores. Thus the effect of intrapore
resistance is aggregated and represented (inversely)
by the bulk hydraulic conductivity; the boundary of
the overall flow (i.e., the aquifer boundary) is not a
source of flow resistance. Thus porous-media flow is
mathematically represented as a potential flow,
analogous to the flow of electricity (Darcy’s law is a
direct analog of Ohm’s law).

B.2.3.2 Viscosity and Laminar Flow
For flows that are very close to a boundary and

are very slow, the water moves in parallel layers (fig-
ure B.6a) and is described as laminar. The dynamic
viscosity, μ, is the friction between the layers that
transmits the boundary friction through the fluid and
resists the forces tending to cause flow. The layers
move successively faster as one moves away from the
boundary, so that a velocity gradient exists, and μ is

Figure B.6 Dye injected into 
flows in a laboratory flume show-
ing (a) laminar flow and (b) turbu-
lent flow (photo by author).(b)

(a)
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the proportionality between this gradient and the fric-
tional force per unit area, called the shear stress, τ(y):

where u(y) is the velocity at a distance y from the
boundary.

Equation (B.4) shows that, for a given boundary
shear stress, a higher viscosity causes a smaller veloc-
ity gradient—i.e., the velocity increases more slowly
as one moves away from the boundary. Note that,
since τ(y) has the dimensions [F L–2], μ has the di-
mensions [F T L–2] = [M L–1 T–1]. The dynamic vis-
cosity is due to intermolecular attractions, and is also
called the molecular viscosity. In spite of the
strength of the hydrogen bonds, water’s viscosity is
relatively low because of the rapidity with which the
hydrogen bonds break and reform (about once every
10–12 s). Viscosity at 0°C is

μ = 0.001787 N · s/m2 = 0.01787 dyn · s/cm2 =
3.735×10–5 lb · s/ft2.

In many contexts the ratio μ/ρ arises; thus it is
convenient to define the kinematic viscosity, ν [L2 T–1]:

Values of ν at 0°C are

ν = 1.787×10–6 m2/s = 1.787×10–2 cm2/s =
1.926×10–5 ft2/s.

As shown in tables B.2 and B.3, viscosity de-
creases rapidly as temperature increases. Some dis-
solved constituents increase viscosity while others
decrease it, but these effects are usually negligible at
the concentrations found in nature. However, mod-
erate to high concentrations of suspended material
can significantly increase the effective viscosity of
the fluid.

B.2.3.3 Turbulence
As distance from a boundary and velocity in-

crease, the inertia of the moving water increasingly
overcomes viscous friction and the flow paths of in-
dividual water “particles” increasingly deviate from
the parallel layers of laminar flow. At relatively mod-
est distances and velocities, all semblance of parallel
flow disappears and the water moves in highly irreg-
ular eddies (figure B.6b). This is the phenomenon of
turbulence. Because the water in turbulent eddies

moves in directions other than the main flow direc-
tion, turbulence consumes some of the energy that
would otherwise drive the main flow. Thus although
turbulence is not an intrinsic property of water, the
energy loss it causes is an addition to the internal
frictional resistance to fluid flow and therefore is an
addition to the effective viscosity. This effect is called
the eddy viscosity, η, which is defined as

where κ is a dimensionless constant that has been de-
termined by experiment to equal 0.4. Note that the
dimensions of η are identical to those of μ.

Physically, the effect of molecular viscosity is al-
ways present and is the ultimate mechanism by
which the retarding effect of a boundary is transmit-
ted into the fluid. Thus the flow resistances due to
eddy viscosity and molecular viscosity are additive.
However, the magnitude of η greatly exceeds that of
μ for even small values of y and du(y)/dy, so μ is usu-
ally neglected for turbulent flows.

Replacing μ in equation (B.4) with the analo-
gous quantity η from equation (B.6) gives the shear
stress in turbulent flows:

Thus when turbulence is present and viscosity can be
ignored, the relation between velocity gradient and
friction depends on location within the flow, y, and
the local velocity gradient. The integration of equa-
tion (B.7) yields the Prandtl–von Kármán universal
velocity distribution discussed in section 3.5.2.

B.2.3.4 Criteria for Laminar- or Turbulent-Flow State
Comparison of equations (B.4) and (B.7) shows

that the nature and magnitude of internal flow resis-
tance differ greatly between laminar and turbulent
flows. Because pore spaces and velocities are small,
flow in porous media is almost always laminar, and
Darcy’s law applies only when this is the case. Virtu-
ally all flows in stream channels, even small ones, are
turbulent, and their velocity is given by equation
(10.43). The situation for overland flows is complex;
they may be laminar, turbulent, or transitional.

Because of the differing resistance relations for
laminar and turbulent flows, it is essential to be able
to determine the state of flows in the hydrologic cy-
cle. The basic criterion for distinguishing laminar
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and turbulent flow is the ratio of eddy viscosity to
molecular viscosity,

For a given type of flow, it can be shown (Dingman
2009) that this ratio is proportional to Re, where

and L is a characteristic length and U a characteristic
velocity of the flow. Re is called the Reynolds num-
ber, named after the English hydraulician Osborne
Reynolds who studied the transition from laminar to
turbulent flow.

For flows in porous media, the Reynolds num-
ber Repm is defined as

where the characteristic velocity is the Darcy veloc-
ity, q, (volumetric flow rate per unit cross-sectional
area) and the characteristic length is the average di-
ameter of the grains making up the medium, d.

Porous-media flows are laminar when Repm < 1, 
turbulent when Repm > 10, and

transitional in between.

The Reynolds number applicable to open-chan-
nel flows, Reoc, is defined as

where the characteristic velocity is the average flow
velocity, u, and the characteristic length is the aver-
age flow depth, y.

Open-channel flows are laminar when
Reoc < 500, turbulent when Reoc > 2,000,

and transitional in between.

B.2.4 Heat Capacity (Specific Heat)
Heat capacity, cp, relates a temperature change

of a substance to a change in its heat-energy content.
It is defined as the amount of heat energy, ΔH, ab-
sorbed/released by a mass M of a substance when its
temperature is raised/lowered by an amount ΔT:

Thus its dimensions are [L2 T–2 Θ–1] = [E M–1 Θ– 1].
The thermal capacity of water at 0°C is

cp = 4,216 J/kg · K = 1.007 cal/g · C° =
32.43 Btu/slug · F°

and, as shown in tables B.2 and B.3, its value de-
creases slowly with temperature until it reaches a
minimum of 4,178.42 J/kg · K at 37°C, after which
it slowly increases.

The temperature of a substance reflects the vi-
bratory energy of its molecules. The thermal capac-
ity of water is very high relative to that of most other
substances because, when heat energy is added to it,
much of the energy is used to break hydrogen bonds
rather than to increase the rate of molecular vibra-
tions. This high specific heat has a profound influ-
ence on organisms and the global environment: It
makes it possible for warm-blooded organisms to
regulate their temperatures, and makes the oceans
and other bodies of water moderators of the rates
and magnitudes of ambient temperature changes.
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Appendix 
C

Statistical Concepts Useful in Hydrology

This appendix summarizes the basic statistical
concepts applied in hydrologic analysis in condensed
form. More extensive treatment of these topics can
be found in the many basic statistics texts and in
texts that specifically explore the application of sta-
tistics to hydrology, including Yevjevich (1972), Hel-
sel and Hirsch (1992), Hirsch et al. (1992), Kitanidis
(1992), Salas (1992), Stedinger et al. (1992), Hosking
and Wallis (1997), and Haan (2002). Statistical tests
for evaluating and comparing predictions of hydro-
logic models are discussed in section F.5.

C.1 Random Variables,
Populations, and Samples

“If the outcome of an experiment, process, or 
measurement has an element of uncertainty 

associated with it, such that its value can only be 
stated probabilistically, the outcome is a 

random variable” (Haan 2002, p. 31).

Because measurements can only be made with finite
precision over a finite time period, or at a finite num-
ber of points, there is uncertainty associated with
any attempt to characterize typical values or variabil-
ity of any hydrologic quantity. Thus

Virtually all hydrologic quantities
are random variables.

Note also that

Any function of a random variable (e.g., the 
average value or a measure of variability of a 
random variable) is also a random variable.

Statistical analysis is based on the idea that hydro-
logic observations are spatially or temporally distrib-
uted samples taken from some underlying population.
The properties of the population are unknown, and the
goal of statistical inference is to estimate those proper-
ties and assess the degree of uncertainty associated
with those estimates based on the laws of probability.

Here and in most statistical texts, the properties
of populations are represented by Greek letters (μ, σ,
ρ, etc.). These properties are treated as fixed but un-
known quantities; they are not random variables.
Sample values and quantities calculated from sample
values are random variables whose values are known
(within measurement uncertainty); these are repre-
sented by Latin letters or Greek letters under a “hat”
(m, s, r, etc., or  etc.).

C.2 Probability
If outcome A of an observation (experiment or

measurement) is defined as the occurrence of a par-
ticular value or range of values of a random variable
X, the probability of A, Pr{A}, is defined as

ˆ ˆ ˆ,m s r, , 

Pr A
N A

NN
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where N(A) is the number of times outcome A occurs
in N outcomes. Thus probability is a number between
0 (impossible) and 1 (certain) equal to the relative fre-
quency with which the stated value or range of values
would occur in a very large number of outcomes.

If outcomes A, B, C, ... of a particular experi-
ment or measurement (a trial) are mutually exclu-
sive, then

Pr{A or B or C or ...} = Pr{A} + Pr{B} + Pr{C} + ...
(C.2)

and the sum of the probabilities of all possible out-
comes is unity. If the outcomes of successive or sepa-
rate trials are independent (i.e., the results of one
trial do not affect the probabilities of outcomes in
other trials), then

Pr{A and B and C and ...} = Pr{A} · Pr{B} · Pr{C}·...
(C.3)

C.3 Probability Distributions
As noted above, the magnitudes of spatially and

temporally variable hydrologic quantities are random
variables, and their magnitude-frequency relations
are quantitatively described in terms of probability
distributions.

A probability distribution is a
relation between the magnitude of a
random variable and its probability.

The exact definition of probability distributions dif-
fers for discrete and continuous random variables.

C.3.1 Discrete Random Variables

If a random variable can take on only
specific exact numerical values, it is a

discrete random variable.

Discrete random variables are those that are deter-
mined by counting; for example, the number of days
with rainfall greater than 25 mm in a year.

For a discrete random variable X, the probability
distribution pX(xi ) is an equation or table that gives
the probability that X takes on a particular value xi :

pX(xi ) ≡ Pr{X = xi}. (C.4)

pX(xi ) is called the probability function of X. The
sum of the probabilities associated with all possible
values of X must equal 1:

It is common to express a discrete probability
distribution in terms of a cumulative probability
function, PX(xi ), which is the probability that X
takes a value less than or equal to xi :

The probability of occurrence of values of X in the
interval between xj and xk (inclusive) is

C.3.2 Continuous Random Variables

If a random variable can take on any numerical 
value over some interval on the real-number 

line, it is a continuous random variable.

For example, streamflow is a continuous random vari-
able because it can potentially assume any nonnegative
value. The fact that measurement precision dictates
that streamflow can be expressed only to two or three
significant figures does not affect this reasoning.

Because continuous random variables can theo-
retically take on any value within an interval on the
real number line, an infinite number of possible val-
ues exist and the probability of occurrence of any
particular exact value is 0. Thus we cannot define a
probability function like equation (C.4) for a contin-
uous variable; probabilities can be defined only over
intervals on the real number line. To express these prob-
abilities, we define the cumulative distribution func-
tion (cdf) of a continuous variable X, FX(x):

FX(x) ≡ Pr{X ≤ x}, (C.8)

where x is a particular value of X. The probability-
density function (pdf), fX(x), of a continuous ran-
dom variable is defined as
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thus

The probability that X takes on a value between
x = a and x = b, a < b, is given by

Clearly,

The cdf is a complete specification of the vari-
ability of a random variable, and it is usually ex-
pressed as a mathematical function, , of x and one
or more parameters, θi :

Since the most common applications of statistics
in hydrology involve continuous variables like
streamflow, we restrict the subsequent discussion to
continuous distributions.

Table C.1 on pp. 552–553 summarizes the for-
mulas for several distributions commonly used for
hydrologic variables; most of these are two- or three-
parameter distributions (i.e., I = 2 or 3). Stedinger et
al. (1992), Hosking and Wallis (1997), and Haan
(2002) give information on other distributions.

C.3.3 Expectation
As noted, functions of a random variable are

also random variables. Denoting an arbitrary func-
tion of X as ψ(X), the expected value of ψ(X),
E[ψ(X)], is defined as

As shown below, the expected value of ψ(X) is the
mean, or average, value of ψ(X).

C.3.4 Quantiles
One of the simplest ways of describing the dis-

tribution of a random variable is to give the values
of several quantiles of the distribution. The qth
quantile of the variable X is the value xq that is larger
than 100 · q percent of all values; thus for a continu-
ous variable,

FX(xq) = q. (C.15)

The quantile function is the inverse of the probabil-
ity distribution [i.e., equation (C.13) solved for x]:

The most commonly reported quantiles are the
median, x0.5, the lower quartile, x0.25, and the upper
quartile, x0.75. The median is one measure of central
tendency; X has a 0.5 probability of being less than
x0.5. The interval [x0.25,x0.75] is the interquartile range;
X has a 0.5 probability of being in this interval. Thus
the difference x0.75 – x0.25 is a measure of the spread,
variability, or dispersion of the data around the cen-
tral value, and the ratio of the interquartile range to
the median is a relative measure of dispersion.

Since in general we do not know the distribution
from which a sample was obtained, we do not know
the true values of its quantiles. Thus we are forced to
estimate these values from the sample, as described
and illustrated in box C.1 and table C.2 (see disk).

Because of the importance of floods and
droughts, hydrologists often need to estimate quan-
tiles in the “tails” of the distribution of a precipita-
tion or streamflow time series, e.g., x0.05 or x0.99. As
noted in the subsequent discussion of sampling error,
such estimates are subject to considerable uncer-
tainty and in general should not be made by the
methods of box C.1 (see disk). Rather they are best
made by fitting a probability distribution to the data,
as described later.

C.3.5 Product Moments
A probability distribution can also be character-

ized in terms of its product moments. The general
definition of the rth product moment about the value
x*, , is

The first moment about x* = 0 of a distribution
is called the mean, or expected value, of X, E(X). It
is denoted μX and defined as:

The mean, like the median, is a measure of central
tendency, and determines the location of the central
part of the distribution along the real-number line
(figure C.1a on p. 554).
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Our discussions of product moments for r > 1
will always be for x* = μX, so we henceforth shorten
the notation to rMX for r > 1. The second moment
about the mean is called the variance, denoted ,
and defined as

The standard deviation, σX, is the square root of
the variance. Like the interquartile range, it is a mea-
sure of the spread or variability of the distribution
around the central value (figure C.1b). A relative
measure of spread derived from product moments is
the dimensionless coefficient of variation, CVX:

The third moment about the mean, 3MX, is a
measure of the symmetry of a distribution. To facili-
tate comparison among distributions of variables of
different magnitudes, symmetry is usually character-
ized by the dimensionless skewness, γX:

Figure C.1c shows the relation between the sign of
the skewness and the shape of a distribution. A non-
zero skewness indicates an asymmetrical distribu-
tion; a negative/positive skewness means that the
lower/upper tail of the distribution is extended.

The fourth moment about the mean provides in-
formation about the “peakedness” of the central por-
tion of the distribution. It is usually characterized by
the dimensionless ratio κX, called the kurtosis:
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Table C.1 Some Probability Distributions Commonly Used in Hydrology.

Distribution cdf and Inverse

Uniform (U):

x(F) = α + (β – α) · F

Normal (N):

z(F) ≈ 5.0633 · [F0.135 – (1 – F)0.135]

Log-Normal (LN):

z′(F) ≈ 5.0633 · [F0.135 – (1 – F)0.135]

Y ≡ ln(X)
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The kurtosis of the normal distribution (section C.4)
equals 3; if κ > 3, the distribution is more peaked
than the normal distribution; if κ < 3, it is flatter.

As with quantiles, we can never know the true
values of the moments of a distribution, and must es-
timate them from the sample. Box C.2 (see disk)
shows how this is done.

C.3.6 Probability-Weighted Moments 
and L-Moments

Because of the generally small sample sizes
available for characterizing hydrologic variables, esti-
mates of the third and higher product moments are

usually very uncertain. This has led to the use of an
alternative approach for characterizing probability
distributions, called L-moments (see Stedinger et al.
1992; Hosking and Wallis 1997).

L-moments are based on probability-weighted
moments (PWM). The rth PWM, rβX, is defined as

L-moments, r λX, are linear combinations of PWMs.
The first four L-moments are computed as
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Table C.1 (cont’d.)

Distribution cdf and Inverse

Exponential (E):

FEX(x) = 1 – exp[–η · (x – ξ)]

Gumbel (G):

x(F) = ξ – α · ln[–ln(F)]

Generalized Extreme Value (GEV):

Generalized Pareto (GPA):
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1λX = 0βX (C.24)

2λX = 2 · 1βX – 0βX (C.25)

3λX = 6 · 2βX – 6 · 1βX + 0βX (C.26)

4λX = 20 · 3βX – 30 · 2βX + 12 · 1βX – 0βX.
(C.27)

From equations (C.18), (C.23), and (C.24), we
see that 1λX = μX. The higher L-moments also reflect
probability-distribution properties analogous to
higher product-moment properties: 2λX is a measure
of the dispersion, or variability, of the distribution;

3λX is a measure of its asymmetry; and 4λX is a mea-
sure of its peakedness (see Hosking and Wallis
1997). We can also define dimensionless ratios of L-

moments that are analogous to the coefficient of
variation, skewness, and kurtosis:

Note that PWMs involve raising values of FX(X),
rather than of X, to powers [equation (C.23)]. Because
FX(x) ≤ 1, FX(x)r ≤ 1, and estimates of sample PWMs,
L-moments, and L-moment ratios are much less sus-
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Figure C.1 Effects 
of increasing magni-
tudes of (a) mean, µX; 
(b) standard devia-
tion, σX; and (c) skew-
ness, γX, on the 
location and shape of 
probability distribu-
tions. In each graph 
the horizontal axis is 
the value of X, and 
the vertical axis is the 
probability-density 
function (pdf ), f (X).
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ceptible to the influences of a few large or small val-
ues in the sample. Hence they are preferable to
product moments for characterizing probability distri-
butions of hydrologic variables, as described in sec-
tion C.8. Box C.3 (see disk) explains how L-moments
are computed and gives an example calculation.

C.4 The Normal Distribution
The normal, or Gaussian, distribution plays a

large role in statistical analysis. It was derived by K.
F. Gauss in 1809 from his investigations of estimat-
ing the true value of a quantity from uncertain mea-
surements, and one important application is in
characterizing measurement error and uncertainty
(section 1.11). In addition, many hydrologic vari-
ables can be characterized by the normal or log-nor-
mal distribution.

C.4.1 Normal pdf and cdf
The normal distribution of a variable X has two

parameters, the mean μX and the standard deviation
σX. Its pdf is

The standard normal variate, Z, has a normal distri-
bution with μZ = 0 and σZ = 1. Thus its pdf is

By making the transformation

we can state that

fNX(x) = fNZ(z). (C.34a)

Note that the normal distribution is symmetrical
about the value x = μX or z = 0; thus it has skewness
γX = 0 and L-skewness τ3 = 0. The kurtosis, κX, of the
normal distribution = 3 and the L-kurtosis τ4 = 0.123.

The normal cdf is the integral of equation (C.31)
or (C.32) (table C.1), so

FNX(x) = FNZ(z). (C.34b)

This integral can be evaluated only as a series expan-
sion, so tables and spreadsheet algorithms are used

to give FNZ(z) as a function of z (table C.3; see disk).
The inverse relation can be approximated as

z ≈ 5.0633 · {[FNZ(z)]0.135 – [1 – FNZ(z)]0.135}.
(C.35)

By using equations (C.11), (C.33), and (C.34)
and the symmetry property, table C.3 (see disk) can
be used to calculate the cdf for any normally distrib-
uted variable and the probability that a value will fall
into any interval, as demonstrated in box C.4 (see
disk). Table C.4 (see disk) gives the probability of Z
between –z* and +z* for specified values of z* (see
also figure 1.20).

C.4.2 Log-Normal Distribution
Most hydrologic variables cannot be negative

numbers, and many have pdfs that are strongly posi-
tively skewed like X3 in figure C.1c. In many cases,
such variables can be well represented by the log-
normal distribution, in which the logarithms of the
variable values are normally distributed, rather than
the values themselves. Thus, defining

LX ≡ ln(X), (C.36)

the pdf for the log-normal distribution is

It can be shown (Haan 2002) that there are fixed re-
lations between the parameters of the normal and
log-normal distributions:

and

If X is log-normally distributed and μX and σX
are specified, the probability that x is in any range
can be readily calculated using the above relations
and tables of the normal distribution, as shown in ex-
ample CB4.4 of box C.4 (see disk).

The example computations in box C.4 assume
that the annual flows are normally distributed and
the annual maximum flows are log-normally distrib-
uted and the means and standard deviations are
known. The tests described in section C.8 can be
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used to show whether the data are consistent with
these assumptions, and the methods of section C.9
can be used to assess uncertainty in the estimates of
parameters such as the mean and standard deviation.

C.5 Time Series, Exceedence
Probability, and Return Period
Hydrologists commonly apply statistical con-

cepts to samples in the form of a time series, which
is a sequence of values of a variable associated with
successive time periods of equal length Δt. As de-
scribed in section 1.9.2.1, the variable values are usu-
ally totals, averages, maxima, or minima of some
quantity (e.g., precipitation, streamflow) for each pe-
riod. The statistical concepts discussed in this appen-
dix are generally applicable to stationary time series,
as discussed in section 1.9.2.3. If nonstationarity ex-
ists, the validity of statistical inferences about a time
series becomes questionable.

Hydrologists commonly express probabilities of
time-series variables in terms of exceedence proba-
bility, EPX(x*), defined as

EPX(x*) ≡ Pr{X > x*} = 1 – FX(x*), (C.40)

where x* is a specified value of X. This concept was
introduced in the discussion of depth-duration-fre-
quency analysis of precipitation in section 4.4.3.3.
For a stationary time series, it can be shown that the
average number of time intervals between occurrences
of the event X > x* is equal to 1/EPX(x*). Thus ex-
ceedence probability is frequently expressed as re-
turn period (or recurrence interval), TRX(x*), where

When Δt = 1 yr (the most common choice in hydro-
logic analysis), TRX(x*) is the average number of
years between years in which X > x*.

In spite of the use of the words “return”
or “recurrence,” there is no regularity or 

periodicity in occurrences of exceedences 
involved in the definition of TRX(x*).

For an annual time series (i.e., Δt = 1 yr), the “T-yr
event” is the value x* for which TRX(x*) = T. Thus
for a time series of annual floods (i.e., the annual
maximum streamflows), the “100-yr flood” is the an-

nual maximum streamflow x* for which EP(x*) =
0.01; thus x* is the 0.99-quantile, x0.99.

Box C.5 (see disk) applies the rules of probabili-
ties for independent events [equation (C.3)] to show
how various exceedence probabilities are calculated
for specified time periods n · Δt (e.g., over a period of
n yr).

C.6 Covariance, Correlation,
and Autocorrelation

C.6.1 Covariance and Correlation
The degree to which two variables X and Y fluc-

tuate in parallel is measured by the covariance,
COVX,Y , defined analogously to the variance [equa-
tion (C.19)] as

COVX,Y = E{[X – E(X)] · [Y – E(Y)]}
= E(X · Y) – E(X) · E(Y). (C.42)

The magnitude of the covariance depends on the
scale of the variables and their units of measurement,
so a more meaningful measure of this tendency is the
dimensionless correlation coefficient, ρX,Y :

Note that ρX,Y = ρY,X.
The range of ρX,Y is –1 ≤ ρX,Y ≤ 1. As shown in

figure C.2, ρX,Y > 0 indicates that relatively high/low
values of X tend to be associated with high/low val-
ues of Y; ρX,Y < 0 indicates that high/low values of X
are associated with low/high values of Y. When
|ρX,Y| = 1 there is a perfect linear relation between X
and Y (figure C.2a). When ρX,Y = 0 there is no degree
of linear relation; however, X and Y may be related in
other ways (figure C.2f).

Estimates of ρX,Y , the sample correlation coef-
ficient, rX,Y , are made from samples of pairs of X,Y
values as described in box C.6 (see disk) and figure
C.3. Most spreadsheets include built-in functions
that calculate rX,Y .

C.6.2 Autocorrelation and Persistence

C.6.2.1 Definition
Some variables are inherently ordered; this is

true of all time-series variables and some spatially
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Figure C.2 Values of the sample correlation coefficient, rX,Y, for various degrees of linear correlation [reproduced 
from Haan (2002). Statistical Methods in Hydrology, 2nd ed. Ames: Iowa State University Press, with permission of Wiley].
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Figure C.3 Scatter plot of annual
flood versus average annual

streamflow for the Diamond River,
Wentworth, New Hampshire,

1971–2000. Although the sample
correlation coefficient rX,Y = 0.230,
the null hypothesis that the popu-

lation correlation coefficient
ρX,Y = 0 cannot be rejected at the

α = 0.05 significance level
(box C.6; see disk).
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distributed variables, such as measurements of snow
depth or soil-moisture content along a linear tran-
sect. For such variables, persistence is the tendency
for adjacent values to be correlated, i.e., high values
to follow high values, and low values to follow low
values, where “high” and “low” are determined rela-
tive to the average. Thus the presence of persistence
indicates that successive values of the time series are
not independent, but are instead related in some way
to preceding values.

Standard approaches to statistical inference 
assume independence, so if persistence

is present it must be accounted for
in statistical analysis.

Ordered variables are written as x(i), where (i) =
(1), (2), … designates the order in the time or spatial
sequence. The most common type of persistence is re-
flected in the lag-k autocorrelation coefficient (or se-
rial correlation coefficient), ρkX, defined analogously
to the correlation coefficient [equation (C.43)] as

where k is the lag, or spacing of the variables. By com-
parison with equation (C.43), we see that ρkX is sim-
ply the correlation coefficient between values of a

single ordered variable at a spacing of k intervals.
Thus, like ρX,Y, ρkX is a dimensionless number that
can take on values between –1 and +1. As with other
statistics, the true value of ρkX cannot be known and
must be estimated by calculating rkX as described in
box C.7 (see disk). An example is shown in figure C.4.

C.6.2.2 Causes and Significance
By far the most common autocorrelation mea-

sure is the lag-1 autocorrelation coefficient. Persis-
tence is reflected in a positive value for ρ1X ; a zero
value of ρ1X indicates that successive values of X are
not linearly related. A negative value of ρ1X indicates
that high values of X tend to be followed by low val-
ues and vice versa; this reflects the opposite of persis-
tence and is very rare in hydrologic time series.

For time-series variables with no seasonal varia-
tion, persistence is usually the result of storage with a
residence time at least as great as the time interval of
the time series, e.g., outflow from a substantial reser-
voir (watershed, lake, or aquifer). In this case ρkX val-
ues typically decline quasi-exponentially as k
increases (i.e., values are less correlated as they are
further apart in time). Variables with seasonal varia-
tion tend to have significant autocorrelation at a lag
equal to the period of the seasonality. For example,
monthly average streamflow values in many regions
have significant correlation at lag k = 12.

The presence of persistence makes it more likely
that a time-series sample was taken from a period
when values tended to be higher or lower than aver-
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Figure C.4 Scatter plot of 1940–
1990 average annual flows of the 
Squam River, New Hampshire, for 
year i, x(i), versus the following 
year’s flow, x(i+1). The unbiased 
estimate of the lag-1 autocorrela-
tion coefficient [equation (CB7.2)] 
r1X = 0.380, significant at α = 0.05 
(box C.7; see disk). The autocorre-
lation is due to the large storage 
in Squam Lake, which has a resi-
dence time of about 5 yr.
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age, and when the variability was not representative
of the population. Thus persistence reduces the con-
fidence with which one can estimate mean, variance,
and other statistics of the time series. Approaches to
accounting for this are discussed in section C.11.4.

C.7 Data Analysis: Hypothesis Tests
Hypothesis testing—for example, of the hypoth-

esis that the true mean of a variable is in a particular
range, or that a variable follows a particular probabil-
ity distribution—is a central goal of statistical analy-
sis. This is a formal process that has the following
structure (Helsel and Hirsch 1992):

1. Choose an appropriate test.

The choice of test depends on the study objectives
and the nature of the data. For example, there are
tests to detect differences in central values (means,
medians) or spreads (standard deviations, inter-
quartile ranges) of two or more variables, whether
a sample is from a specified probability distribu-
tion, whether two variables are correlated, or
whether a time series is autocorrelated, among
others. There are two categories of tests: (1) para-
metric tests require an assumption about the
probability distribution of the variable (usually
that it is normally distributed) and (2) nonpara-
metric tests, which do not require such an as-
sumption. Nonparametric tests are generally more
appropriate for the types of data and sample sizes
encountered by hydrologists; Conover (1980) and
Helsel and Hirsch (1992) provide excellent docu-
mentation of nonparametric hypothesis tests.

2. Formulate the null hypothesis and the alternate
hypothesis.

The null hypothesis (designated H0) is a state-
ment that is assumed to be true until countervail-

ing evidence is found. Usually it is a statement
that there is “no difference”; for example, that
there is no difference between the population
means of two variables, or that the probability dis-
tribution of a given variable does not differ from
some specified distribution. The alternate hy-
pothesis (H1) is either the negation of H0 (e.g.,
there is a difference) or a more specific type of dif-
ference (e.g., a particular one of the populations
has a higher mean than the other).

3. Decide on an acceptable Type I error probabil-
ity, α.

As always in science, the true state of nature is not
known with 100% confidence. Thus, as shown in
figure C.5, there are four possible results of hy-
pothesis testing. The probability of incorrectly
concluding that H0 is false when it is true (called
Type I error) is selected by the researcher prior to
conducting the test. This is called the significance
level, designated α. The complement of this (1 –
α), is the probability of correctly concluding that
H0 is true. The probability of concluding that H0
is false when it is true (Type II error) is desig-
nated β; its complement (1 – β) is the probability
of correctly concluding that H0 is false, and is
called the power of the test. In general, a numeri-
cal value for β cannot be given. However, different
tests are known to be more powerful than others
under various conditions (see, for example, Helsel
and Hirsch 1992).

In a given test situation, the choice of a higher 
significance level α (smaller likelihood of

Type I error) reduces the power of the test 
(greater likelihood of Type II error).

H0 True

Fail to reject
H0

Reject
H0

H0 False

Correct decision
Probability = 1 – α

Type I error
Probability = α

Significance Level

Correct decision
Probability = 1 – β

Power

Type II error
Probability = β

Unknown state of nature

Possible
conclusions

Figure C.5 Possible results of hypothesis test-
ing [adapted from Helsel and Hirsch (1992)].
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Once a value of α is chosen in a given situation
(conventionally, α = 0.05), the power of a test can
be increased only by using a larger sample size
(which is not always possible).

4. Compute the test statistic from the data.

Each test has its own test statistic, say ζ, the value
of which, ζ*, is calculated from the data.

5. Compute the probability of the test-statistic
value, p.

Tables or graphs are consulted to determine the
probability of obtaining the test statistic value ζ*,
or a value of ζ even less likely than ζ*, given that
H0 is true. The p value of a test should always be
reported, as it is a measure of how strong the evi-
dence for rejection/nonrejection is.

6. Reject the null hypothesis if p < α.

If p < α, H0 is rejected; otherwise, H0 is not re-
jected. Note that a value of p ≥ α does not mean
that H0 is accepted or proven to be true, only that
the data do not support rejection of H0. Note also
from figure C.5 that if we decide not to reject H0
there is still a probability, generally not precisely
quantifiable, that H0 is false (Type II error).

C.8 Data Analysis: Display and
Preliminary Assessment

The usual first step in a statistical analysis, often
done prior to formal hypothesis testing, is to get a
general impression of the basic characteristics of the
distribution of values in each data set: its central
value, range, and shape and, especially for time-se-
ries data, the likely presence of autocorrelation and
nonstationarity. This section describes some basic
techniques for doing this; others are described in
Helsel and Hirsch (1992).

C.8.1 Histograms
A histogram is a plot of the frequency of occur-

rence of sample values in which the widths of contig-
uous vertical bars indicate the ranges of sample
values (horizontal axis) and the heights of the bars
are proportional to the frequency of occurrence of
values in each range. It is the sample analog of the
theoretical probability-distribution function (pdf).

Construction of a histogram requires arbitrary
selection of the number and range of classes, or bins;
one of the disadvantages of histograms is that the vi-
sual impression of the sample distribution is deter-

mined by that choice. There are no widely accepted
guidelines for choosing the number of bins; one ob-
jective suggestion that appears generally useful is to
make a preliminary calculation of the number of
bins, m, as

m = 1 + 3.3 · log10(N), (C.45)

where N is sample size, then adjust this to a whole
number with convenient bin boundaries. Box C.8
(see disk) and figure C.6 give an example of the con-
struction of a histogram.

C.8.2 Boxplots
In a boxplot the vertical axis shows the data val-

ues, and the box extends from the 0.25-quantile of
the data to the 0.75-quantile (the interquartile range),
with the 0.50-quantile (median) shown as a horizon-
tal line within the box. Typically the “tails” of the
distribution are shown by lines that extend upward
from the box to the 0.90-quantile, and downward to
the 0.10-quantile. Dots may be added to show indi-
vidual sample values beyond those limits. Box C.8
(see disk) and figure C.7 give an example of the con-
struction of a boxplot.

Boxplots are a very convenient way to display the
quantiles of a sample distribution. And, because they
do not involve arbitrary decisions that affect their ap-
pearance, boxplots are better than histograms for
characterization of a sample distribution, especially
for quick visual comparison of different samples.

C.8.3 Empirical Distribution Function
Another informative way of displaying values of

a sample of a variable X is as an empirical distribu-
tion function (edf), . The edf is a plot of the
cumulative frequency distribution of the sample val-
ues, and is the sample analog of the theoretical cu-
mulative distribution function (cdf).

Given a sample of N observations, x1, x2, …, xN,
the edf is constructed by sorting the observations in
increasing order, designated x[1], x[2], …, x[N], where i
is the rank of x[i ]; x[1] is the smallest value and x[N]
the largest. Each sample value x[i] is then plotted
(horizontal axis) versus , where

as in figure C.8 on p. 562.
The edf provides a concise picture of the range

and spread of the variable, its central value, and the
frequency of values within any range. Unlike a his-

F̂ xX ( )

F̂ xX ( )
ˆ ,[ ]F x

i
NX i( ) = (C.46)
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togram, its shape is not affected by arbitrary selec-
tion of the number of bins and their ranges.
Characteristics of different samples can be visually
compared by plotting several edfs on the same
graph. However, boxplots are probably better than
edfs for giving a visual impression of the central
value (mean or median), spread (standard deviation
or interquartile range), and asymmetry (skewness)
of a sample distribution.

C.8.4 Autocorrelation Assessment
As noted in section C.6.2, autocorrelation is

common in hydrologic time-series variables. Its pres-
ence means that successive sample values are not in-
dependent, and the amount of information that the
sample provides about the underlying population is
less than contained in an independent sample of the
same size. Thus it is important to determine the
likely presence or absence of autocorrelation in a
sample time series.
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Figure C.6 The histogram of average
annual streamflow for the Diamond River,

Wentworth, New Hampshire, 1971–2000 indi-
cates that the distribution is positively

skewed, consistent with the sample skewness
gX = 1.33 calculated in box C.2 (see disk).

Figure C.7 Boxplot of average
annual streamflow for the Dia-

mond River, Wentworth, New
Hampshire, 1971–2000. The

shaded box extends from the
0.25- to 0.75-quantile (interquar-

tile range); the horizontal line is
the median. The vertical lines
extend to the 0.10- and 0.90-
quantiles and the dots show

individual values beyond the
0.10- and 0.90-quantiles.
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For preliminary detection of probable autocorre-
lation, the sample values are arranged in chronologi-
cal order, x(1), x(2), …, x(N). A scatter plot of each
sample value x(i) versus the following value x(i+1) can
then be constructed; the presence of an upward or
downward trend in the plot suggests that autocorre-
lation is present, as in figure C.4. A hypothesis test of
the significance of the trend can be conducted as de-
scribed in box C.9 (see disk).

C.8.5 Stationarity Assessment
As noted in section 1.9, time series are conven-

tionally assumed to be stationary; i.e., to be represen-
tative samples of long-term behavior of the variable.
However, natural phenomena (solar cycles, telecon-
nections) and human activity (dam building, land-
use change, ground-water pumping, climate change
due to greenhouse gas emissions, shifts in measure-
ment locations) can induce nonstationarity in the
form of trends, cycles, or abrupt shifts in hydrologic
data. In order to have confidence in inferences made
from statistical analyses, tests of time-series data
should be conducted to identify the possible presence
of nonstationarity. If stationarity can be assumed,
most traditional statistical concepts can be applied to
time series, including the idea that the larger the
sample size (i.e., length of observation period), the
greater the confidence in statistical inferences.
Clearly, this idea is questionable if the underlying
system is changing over time.

There are three common forms of nonstationar-
ity in hydrologic data: (1) upward or downward
trends in central values (means, medians) or variabil-
ity (standard deviation, interquartile range), (2)
abrupt upward or downward shifts in central values
or variability, and (3) cyclicity.

It is advisable to make a preliminary assessment
to determine its possible presence by plotting the
time series as in figure C.9 and noting any visual evi-
dence of one of the forms of nonstationarity. One hy-
pothesis test for detecting a trend in mean values is
described in box C.9 (see disk). Many other tests for
the various forms of nonstationarity are available,
but they are beyond the scope of this text. Note,
however, that

Type I and Type II errors are always present,
so that no single test is definitive and

no combination of tests can absolutely rule out 
or establish stationarity or nonstationarity.

C.9 Data Analysis: Identifying
Candidate Probability Distributions

The most common goal of identification of can-
didate probability distributions for hydrologic vari-
ables is to estimate extreme quantiles in order to
assess risks associated with floods and droughts, as
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Figure C.8 Empirical distribution 
function (edf ) of annual streamflow 
for the Diamond River, Wentworth, 
New Hampshire, 1971–2000. The 
cdf for a normal distribution with 
the same mean and standard devi-
ation is shown for comparison.
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discussed in sections 4.4.3 and 10.6. As pointed out
by Stedinger et al. (1992), the problem of identifying
candidate probability distributions can be posed in
the form of three distinct questions:

1. What is the true probability distribution from which the
observations are drawn?
This question is probably unanswerable because
actual distributions are not likely to exactly follow
relatively simple mathematical formulations such
as those in table C.1.

2. Is a specific probability distribution consistent with a
given sample of observations?

This question can be answered by relatively sim-
ple statistical tests. Section C.9.1 introduces a
commonly used, relatively powerful goodness-of-
fit analysis that is widely recommended for this
purpose. More detailed discussion of this and
other approaches to this question can be found in
Helsel and Hirsch (1992), Stedinger et al. (1992),
and Haan (2002).

3. What distribution should be used to provide reasonably ac-
curate regional estimates of design quantiles and risk that
are minimally subject to the vagaries of sample variability?

Section C.9.2 introduces the basic approach to this
question, which is often of main interest in water-
resource studies. A comprehensive description of
this approach, which requires in-depth analysis of
data from many sites in the region of interest, is
described by Hosking and Wallis (1997).

C.9.1 Goodness-of-Fit: The Probability-
Plot Correlation-Coefficient Test

The null hypothesis that a given variable X fol-
lows a candidate probability distribution  can
be tested via the probability-plot correlation-coeffi-
cient (PPCC) goodness-of-fit test. The test is done
via the following steps:

1. Sort the sample values in ascending order, desig-
nated x[1], x[2], …, x[N].

2. Calculate the quantile function, , that
would exist for each x[i] if the data followed the
candidate distribution. Quantile functions for
some distributions are listed in table C.1. If the
candidate distribution is the normal distribution,
the x[i] values are first converted to corresponding
z[i ] values via equation (C.33) and the quantile
function estimated via equation (C.35).

3. Compute the sample correlation coefficient, rX,F*,
between the x[i] values and the corresponding

 values via equation (CB6.1) (see disk).

4. If rX,F* exceeds a critical value, r*PPCC, that de-
pends on the distribution , the chosen signifi-
cance level, α, and the sample size, N, the null
hypothesis is not rejected. Table C.5 (see disk)
gives r*PPCC for the normal distribution for α =
0.05 and 0.10 as a function of N.

An example application of the PPCC test is given in
box C.10 (see disk).
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Figure C.9 Time series of the
Squam River annual average

streamflows, 1940–1990. The plot
does not suggest that any trend is

present; this is confirmed by the
hypothesis test described in box

C.9 (see disk).
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C.9.2 Regional L-Moment Approach
Here we outline the regional L-moment ap-

proach that is fully described in the book by Hosking
and Wallis (1997). The objective of this approach is
to identify a single “robust” probability distribution
that characterizes a particular variable (e.g., annual
floods) in a hydrologic “region.” The “region” need
not be geographically defined—it may be based
wholly or in part on other characteristics such as
drainage basin size, elevation, slope, etc.

Figure C.10a is an L-moment diagram, a plot
showing values of L-skewness (LSK) and L-kurtosis
(LKU) (section C.3.6) that characterize various prob-
ability distributions. Two-parameter distributions
plot as a single point and three-parameter distribu-
tions as a line on an L-moment diagram.

The regional L-moment approach is a variant of
the index-flood approach, which postulates that
flood frequencies at a particular site in a region can
be estimated as

Xj(F) = μXj · RFX*, (C.47)

where Xj(F) is the flood discharge with nonex-
ceedence probability F at site j, μXj is the mean an-
nual flood at site j (the index flood), and 
is the nonexceedence probability given by a regional
frequency distribution (RFD) with mean = 1 that
applies to all sites in region R (the regional growth
curve). L-moment analysis (section C.3.6) (box C.3;
see disk) is used to identify the appropriate RFD.
The test is done via the following steps:

1. Identify sites where observations of the variable of
interest have been made in the region of interest.

2. Compute the LSK and LKU (section C.3.6, box
C.3) at each site.

3. Plot the LSK and LKU values as points on an L-
moment diagram (figure C.10b).

4. A candidate RFD is selected based on the pattern
of points on the L-moment diagram. Hosking and
Wallis (1997) describe quantitative tests that can
help identify sites that are outliers to the regional
pattern, and further tests that can confirm that
the distribution is appropriate. Figure C.11 shows
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Figure C.10 (a) L-moment diagram show-
ing values of L-skewness (LSK) and L-kurtosis 
(LKU) characterizing the normal (N), uniform 
(U), Gumbel (G), exponential (E), generalized 
logistic (GLO), generalized extreme value 
(GE), three-parameter log-normal (LN3), gen-
eralized Pareto (GPA), Pearson type 3 (PE3), 
and power-law (PLAW) distributions. OLB is 
the lower bound of possible (LSK, LKU) values 
[adapted from Hosking and Wallis (1997)]. (b) 
Sample (LSK, LKU) values for 29 New Hamp-
shire gauging stations plotted on L-moment 
diagram (box C.11; see disk).
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the RFD developed for the example in box C.11
(see disk).

5. Using the relations between parameters and L-
moments for the selected distribution, the param-
eters of the RFD are determined from the
weighted-mean values of the sample L-moment
ratios, where the weights are proportional to re-
cord length at each station. Relations between pa-
rameters and L-moments for some distributions
are given in column 4 of table C.1.

6. Usually, the mean annual flood in the region can be
related to watershed characteristics such as area,
slope, etc. If so, the mean annual flood can be esti-
mated for any watershed in the region, and the value
of a flood of any exceedence probability estimated
by multiplying the estimated mean annual flood by
the value given by the RFD for that probability.

Box C.11 (see disk) describes an example application
of this approach.

C.10 Data Analysis:
Estimating Parameters of
Probability Distributions

As noted earlier, probability distributions are
usually expressed as equations giving the pdf or cdf
as a function of the variable value, x, and one or
more parameters, θi [equation (C.13)]. In order to
use the equations to compute probabilities for a
given variable, values of the parameters must be esti-
mated from sample values of the variable.

There are three general approaches to estimating
parameter values from samples: (1) the method of
moments; (2) the method of maximum likelihood;
and (3) the method of L-moments. A brief descrip-
tion of each is given here; more detailed discussions
of their statistical properties can be found in Yevjev-
ich (1972), Stedinger et al. (1992), Haan (2002), and
general statistics texts.

C.10.1 Method of (Product) Moments
As indicated in table C.1, product moments can

be mathematically related to parameters. In the
method of moments, the sample product moments
are calculated as in box C.2 (see disk) and substituted
in those relations. The relations are then solved to
give the parameter values. Generally the number of
moments needed equals the number of parameters in
the distribution.

C.10.2 Method of Maximum Likelihood
Maximum-likelihood (ML) estimators are de-

rived by finding the parameter values that maximize
the probability of obtaining the sample at hand. In
some cases, ML estimators are identical to product-
moment estimators. When they differ, the ML estima-
tors generally have better statistical properties. How-
ever, in some cases the formulas for computing ML
estimators are complex; consult statistical texts (e.g.,
Stedinger et al. 1992) for more detailed discussion.

C.10.3 Method of L-Moments
The method of L-moments is analogous to the

method of moments: the sample L-moments are com-
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puted (box C.3; see disk) and substituted into equa-
tions relating L-moments and parameters (table C.1;
see also Hosking and Wallis 1997). Again, the num-
ber of L-moments that must be calculated generally
equals the number of parameters. Although not
widely used in conventional statistics, “In a wide
range of hydrologic applications, L-moments provide
simple and reasonably efficient estimators . . . of a dis-
tribution’s parameters” (Stedinger et al. 1992, p. 18.6).

C.11 Data Analysis: Sampling Error
In general, the population values of statistics

such as quantiles, moments and L-moments, and
correlation coefficients are unknowable. We can only
estimate these values by taking samples calculating
sample statistics, as in boxes C.1–C.3, C6, and C.7
(see disk).

Sampling error is the uncertainty inherent in 
sample estimates of population statistics.

Here we consider approaches to quantifying that un-
certainty.

Imagine that we could take an infinite number
of samples of size N from a population and calculate
the statistics of interest for each sample.1 The under-
lying (unknown) population from which the sample
values were taken is called the parent distribution.
The values of each statistic so calculated are func-
tions of random variables (the measured values in
the sample), and thus can also be considered random
variables. These sample statistics each have a theo-
retical probability distribution, with its own quan-
tiles and moment statistics; these distributions are
known as sampling distributions. If the parent dis-
tribution is normal, the sampling distribution of vari-
ous statistics can be derived theoretically.

The standard deviations of sampling distribu-
tions are called standard errors of the sample esti-
mates that provide measures of the sampling error.
Standard errors can be calculated, at least approxi-
mately, for all the statistics discussed here; these are
discussed in section C.11.2. If the sampling distribu-
tion is known, this information along with the stan-
dard error can be used to compute absolute measures
of the uncertainty in the form of confidence inter-
vals; these are discussed in section C.11.3.

C.11.1 Sampling Distributions
The sampling distributions of product-moment

and quantile statistics are “asymptotically normal”
(Yevjevich 1972). This means that as the sample size,
N, gets larger, the sampling distribution approaches
the normal distribution. However, at small and me-
dium values of N the sampling distribution may dif-
fer significantly from the normal. The value of N for
which the sampling distribution can usefully be ap-
proximated by the normal distribution is larger: (1)
the higher the moment or the farther the quantile
from the mean and (2) the higher the skew of the par-
ent distribution.

We examine two sampling distributions that
have application to quantifying the uncertainty of
sample estimates of the moment statistics μX and σX
for the sample sizes and distributions commonly
found in hydrology.

C.11.1.1 The t-Distribution
The mathematical definition of the t-distribution

can be found in most statistics books (e.g., Haan
2002). For our purposes, it is important to note that
the exact form of the distribution is determined by a
quantity called the degrees of freedom, DF, which
can be calculated directly from the sample size, N. In
the situations encountered in this appendix,

DF = N – 1. (C.48)

The t-distribution is useful because it can be shown
that, if the parent distribution of X is normal, the quantity

has a t-distribution with DF = N – 1. T is thus analo-
gous to the standard normal variate, Z [equation
(C.33)].

The t-distribution is symmetrical about its mean
value μT = 0, and has a variance σT

2 = DF/(DF – 2).
The quantiles of the distribution can be readily calcu-
lated if DF (i.e., N) is given, and these quantiles are
tabulated in statistics books. Table C.6 (see disk)
gives the quantiles t0.025 and t0.975 for selected values
of DF. As DF gets large the t-distribution approaches
the standard normal distribution, and for DF > 120,
tq = zq to close approximation.

Even though T follows the t-distribution only
when the parent distribution is normal, it is a good
approximation, even for skewed parent distributions

T
N m

s
X X

X
=

-[ ]◊1 2 m
(C.49)
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and N in the range of 30 or more (Barrett and Gold-
smith 1976).

C.11.1.2 The Chi-Squared (χ2) Distribution
Like the t-distribution, the form of the χ2-distribu-

tion depends on the degrees of freedom as given by
equation (C.48). The χ2-distribution is important be-
cause, if the parent distribution of X is normal, the quantity

has a χ2-distribution with DF = N – 1.
The mean of the distribution μχ2 = DF and its

variance  However, this distribution is
asymmetrical; values of the quantiles χ2

0.025 and
χ2

0.975 are tabulated in table C.6 (see disk).
As N gets large, the χ2-distribution approaches

the normal distribution (Yevjevich 1972), but the ap-
proximation is not very close for the sample sizes
usually available in hydrology.

C.11.2 Standard Errors
If the parent distribution is normal, formulas for

computing standard errors can be developed from
statistical theory. In all cases the theoretical standard
errors are functions of the population moments and
are inversely related to the sample size. Sample esti-
mates of standard errors are thus estimated from the
sample size and various sample statistics (Yevjevich
1972; Haan 2002). Note that the uncertainty in these
sample statistics decreases with the square root of
the sample size. The use of standard errors in esti-
mating confidence intervals for sample statistics is
given in section C.11.3.

Even though sampling from time series seems
quite different from sampling from objects distrib-
uted in space, the same concepts apply for stationary
time series. In general, however, we do not have the
option of reducing uncertainty (i.e., the standard er-
ror) by increasing the sample size: We must use the
measurements that have been made to date. Special
considerations that apply to estimating sampling er-
ror for time series with significant autocorrelation
are discussed in section C.11.4.

C.11.2.1 Mean
If the parent distribution is approximately nor-

mal, the standard error of the mean, σmX , is given by

It is estimated by substituting sX for σX in equation
(C.51).

C.11.2.2 Standard Deviation
If the parent distribution is approximately nor-

mal, the standard error of the standard deviation,
σsX, is given by

The sample estimate of σsX, ssX, is found by substitut-
ing sX for σX in equation (C.52).

C.11.2.3 Skewness
If X is normally distributed, the standard error

of the skewness coefficient gX , σgX, is given by

C.11.2.4 Quantiles
If the pdf of the parent distribution, fX(x), is

known or assumed, the standard error of a quantile
q, σqX, is given by

C.11.2.5 Correlation Coefficient
For ρX,Y near zero and N > 25, the standard er-

ror of the correlation coefficient rX,Y , σrX,Y , is esti-
mated as

C.11.3 Confidence Intervals
A general expression for the uncertainty of a sta-

tistic Θ computed from sample values is expressed as

Pr{LαΘ ≤ Θ* ≤ UαΘ} = 1 – α, (C.56a)

where Θ* is the true value of the population statistic
of interest, LαΘ and UαΘ are respectively the lower
and upper confidence limits that define the confi-
dence interval, and 1 – α is the confidence level. In
words, this is stated as

“I am 100 · (1 – α)% confident that the interval
LαΘ to UαΘ contains Θ*.” (C.56b)
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If the distribution of the estimator of Θ is known, LαΘ
and UαΘ can be determined for any selected value of
α as functions of the sample values x1, x2, …, xN; i.e.,

LαΘ, UαΘ = fΘ(α; x1, x2, …, xN) (C.57)

The following sections describe how confidence
intervals are determined for commonly used statis-
tics; examples are given in box C.12 (see disk).

C.11.3.1 Mean
Since T in equation (C.49) follows the t-distribu-

tion, we can write

Because of the symmetry of the t-distribution, tN–1,α/2
= –tN–1,1–α/2, and the expression in brackets in equa-
tion (C.58a) can be rearranged to give

Example CB12.1 shows how equation (C.58b) is
applied to compute the confidence interval for the
mean.

C.11.3.2 Standard Deviation
Since χ2 in equation (C.50) has a χ2-distribution,

we can write

Rearranging the quantities inside the brackets,

Example CB12.2 shows how equation (C.59b) is
used to estimate the confidence intervals for the stan-
dard deviation.

C.11.3.3 Skewness and Kurtosis
The sampling distributions for the skewness, γX,

and kurtosis, κX, are not known for the sample sizes
usually available in hydrology. Monte Carlo experi-

ments have shown that estimates of these quantities
are highly unreliable even for very large N. Further-
more, it has been shown that sample estimates of
skewness and kurtosis have upper bounds that de-
pend on sample size and are independent of the ac-
tual population values (Kirby 1974; Stedinger et al.
1992) (see box C.2 on the disk).

C.11.3.4 Quantiles
As explained in box C.1 (see disk), sample esti-

mates of quantiles are based on the ranks of the sam-
ple values. Precise calculation of confidence intervals
for these estimates is not possible. However, Loucks
et al. (1981) show that the probability that the qth
quantile of X, xq , lies between the jth-ranked sample
value, x(j ), and the kth-ranked sample value, x(k), with
j < k, is given by

Table C.7 (see disk) shows the at-least-90% con-
fidence intervals for the median (x0.50) as calculated
via equation (C.60). Note that (1) the confidence in-
tervals are symmetric in terms of ranks, but not nec-
essarily in terms of x values and (2) the spread is
wide: For N = 25, we would estimate the median as
the 13th-ranked value, but the 95.7% confidence in-
terval is between the 8th-ranked and 18th-ranked val-
ues (inclusive). As q gets further from the median,
the confidence intervals get wider.

C.11.3.5 Correlation Coefficient
Following Haan (2002), confidence intervals for

correlation coefficients are computed using the trans-
formed variable WX,Y , defined as

If N > 25, WX,Y has a normal distribution with mean

and standard deviation
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Thus ZW is a standard normal variate, where

and confidence intervals for ZW are

Pr{zα/2 ≤ ZW ≤ z1–α/2} = 1 – α. (C.65)

Substituting equation (C.64) into (C.65), rear-
ranging, and using sample estimates then gives the 1
– α confidence limits for WX,Y :

These are converted to confidence limits for ρX,Y via
the inverse of equation (C.61):

Lαρ = tanh(LαW), (C.67a)

Uαρ = tanh(UαW). (C.67b)

Example CB12.3 shows how equations (C.66) and
(C.67) are applied.

C.11.4 Effects of Autocorrelation on 
Sampling Error

As noted in section C.6.2, some hydrologic vari-
ables, particularly time-series variables, may be per-
sistent, as reflected in a lag-1 autocorrelation
coefficient ρ1X > 0. When this is true, statistics calcu-
lated from a sample of a given size are more uncer-

tain than those calculated from a nonautocorrelated
sample of the same size.

Here we present an approach to account for this
loss of sample information for variables in which the
value of ρ1X completely characterizes the persistence.
For all the statistics discussed, this involves calculat-
ing an effective sample size that is less than the ac-
tual sample size by an amount that depends on the
estimate of ρ1X. The effective sample size is then
used in place of N in calculating standard errors
(Yevjevich 1972).

C.11.4.1 Mean and Standard Deviation
The standard error of the mean for a nonauto-

correlated variable is calculated via equation (C.51).
If ρ1X > 0, the effective sample size is estimated as

The standard error of the standard deviation for
a non-autocorrelated variable is calculated via equa-
tion (C.52). If ρ1X > 0, the effective sample size is es-
timated as

In practice, the estimate r1X is used in place of ρ1X in
equations (C.68) and (C.69).

Figure C.12 shows how these effective record
lengths vary with ρ1X, and example CB12.4 shows
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Figure C.12 Effects of autocor-
relation (ρ1X) on effective sample

size for calculating standard
errors of the mean [Neµ/N; equa-
tion (C.68)] and standard devia-

tion [Neσ/N; equation (C.69)].
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how these relations are applied in the estimation of
uncertainty.

C.11.4.2 Correlation Coefficient
If two variables X and Y have autocorrelation

(i.e., ρ1X > 0 and ρ1Y > 0), they will tend to appear to
be more highly linearly correlated than they actually
are. This “inflation” in the value of rX,Y can be ac-
counted for by computing an effective sample size,
Neρ, for the significance test of rX,Y [equation (CB6.2)].
From Yevjevich (1972), Neρ is approximately

and we define r* by analogy with equation (CB6.2) as

C.11.4.3 Other Statistics
Adjustment for the effect of autocorrelation on

skewness is given by Stedinger et al. (1992).
The effect of autocorrelation on quantile or L-

moment estimates has not been well documented.
However, it is intuitively clear that such estimates
made by the methods described in box C.1 (see disk)
could be highly inaccurate when ρ1X is significant.

▼ NOTE
1 It is not possible to do this with actual hydrologic data, but

repeated sampling from a known distribution can readily be
simulated using computer-generated data available in most
spreadsheets. This method of empirical statistical analysis is
called Monte-Carlo simulation.
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Appendix 
D

Estimation of Daily
Clear-Sky Incident Solar Radiation

The flux of solar energy, K, contributing to the
surface energy balance over a time period is

K ≡ Kin – Kout = Kin · (1 – a), (D.1)

where Kin [E L–2 T–1] is the flux of solar energy inci-
dent on the surface (incident solar radiation or inso-
lation), Kout [E L–2 T–1] is the flux of reflected solar
energy, and a [1] is the shortwave reflectance of the
surface, or albedo [equation (2.7), table 2.4, table
6.4]. Solar radiation is usually an important contrib-
utor to the energy balance at the earth’s surface, and
hence is an important quantity in models of snow-
melt (section 5.5.2.1) and evapotranspiration (sec-
tion 6.3.3).

Continuous measurements of solar radiation can
be obtained with pyranometers facing upward to
measure Kin and downward to measure Kout (Iqbal
1983; Delany and Semmer 1998). However, py-
ranometers are installed at only a few permanent lo-
cations and research stations. The 1991–2010
National Solar Radiation Data Base (NSRDB) was
completed by the National Renewable Energy Labo-
ratory (NREL) (Wilcox 2012). It includes modeled
hourly solar radiation data for 1,454 sites, 40 of
which have measured data (figure D.1). Solar-radia-
tion data were modeled using a meteorological-sta-
tistical (METSTAT) solar-radiation model that
attempts to provide average hourly values over a
“typical” year.

Suckling (1997) studied the spatial coherence of
solar radiation, i.e., the degree to which measure-
ments at a single location are representative of a
wider area, in five regions of the United States. His
results are summarized in figure D.2 on p. 573; they
show that measured values differ by more than 15%
at locations over 100 km apart. Hourly, daily, and
monthly insolation values for large areas (~0.5° lati-
tude × 0.5° longitude) can be obtained from GOES
observations (Justus et al. 1986), but the data are
subject to error over areas with significant snow
cover (Lindsey and Farnsworth 1997).

Because of the difficulty in obtaining reliable
measurements for specific locations and times, it is
often necessary to estimate insolation for hydrologi-
cal analysis. Badescu (2008) provided a detailed ex-
ploration of recent advances in modeling and
measuring solar radiation. This appendix develops a
simple model for estimating daily average clear-sky
solar radiation flux incident on an unvegetated slop-
ing surface. This model has been programmed in Ex-
cel format on the disk accompanying this text as file
SolarRad.xls. Empirical adjustments for the effects
of cloud cover and vegetation on Kin can be made as
indicated in equations (5.34)–(5.40).

D.1 Extraterrestrial Solar Radiation
The sun’s energy arrives at the outer edge of the

atmosphere at an average rate of 1.74×1017 W. This
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quantity divided by the area of the planar projection
of the earth, 1.28×1014 m2, is called the solar con-
stant, S; thus

S = 1,364 W/m2 = 117.8 MJ/m2 · day =
4.910 MJ/m2 · hr.

This energy is at wavelengths from 0.2 to 3 μm
(shortwave radiation), with most in the visible
range (0.4 to 0.7 μm) (figure 2.4).

The flux of solar radiation at the top of the at-
mosphere on a plane parallel to a tangent plane at a
given surface point is the extraterrestrial radiation
flux at that point. The instantaneous extraterrestrial
flux, kET, is given by

kET = S · E0 · cos[θ(Λ,δ,t)], (D.2)

where E0 is the orbital eccentricity, θ is the zenith angle,
Λ is the latitude of the surface point, δ is the declina-

tion of the sun, and t is the time of day. E0 and δ vary
with the earth’s position in its orbit around the sun
(figure D.3 on p. 574), which is given by the day an-
gle, Γ, where

Γ is in radians, and J is the day number (sometimes
called Julian date); J = 1 on 1 January and 365 on
31 December.

D.1.1 Orbital Eccentricity
The earth-sun distance affects the extraterrestrial

energy flux according to the inverse-square law. This
distance is expressed in relative terms as the orbital
eccentricity, E0, which is the square of the ratio of
the average distance, r0, to the distance at any time, r.
E0 can be calculated as a function of day angle as

G =
-( )◊ ◊2 1

365

p J
, (D.3)

Figure D.1 Locations of primary and secondary stations in the 1991–2010 National Solar Radiation Data Base 
(NSRDB). Class I sites are those with the lowest uncertainty data, Class II sites have higher uncertainty data, and 
Class III sites have an incomplete period of record (Wilcox 2012).
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Figure D.2 Relations between (a) standard deviation (= square root of average squared difference) and (b) coef-
ficient of variability (= square root of average squared difference/mean) of average daily solar radiation flux and 
distance for pairs of stations in five regions of the United States [Suckling (1997). Spatial coherence of solar radia-
tion for regions in the central and eastern United States. Physical Geography 18(1):53–62. Reprinted by permission 
of the publisher (Taylor & Francis Ltd.)].
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E0 ≡ (r0/r)2 = 1.000110 + 0.034221 · cos(Γ) +
0.001280 · sin(Γ) + 0.000719 · cos(2 · Γ) +
0.000077 · sin(2 · Γ). (D.4)

D.1.2 Declination
The declination, δ, is the angle between the

plane of the equator and the rays of the sun; it is
equal to the latitude at which the sun is directly over-
head at noon. Due to the 23.5° tilt of the earth’s rota-
tional axis, declination varies sinusoidally between
+23.5° (21 June) and –23.5° (21 December) as the
earth revolves around the sun. It can be calculated as
a function of day angle as

δ = 0.006918 – 0.399912 · cos(Γ) + 0.070257 ·
sin(Γ) – 0.006758 · cos(2 · Γ) + 0.000907 ·
sin(2 · Γ) – 0.002697 · cos(3 · Γ) + 0.00148 · sin(3 · Γ),

(D.5)

where δ is in radians.

D.1.3 Zenith Angle
The zenith angle θ is the angle between a line

from an observer on the earth to the sun and a verti-
cal line extending from the observer (figure D.4). It is
a function of latitude and declination, and varies
each day from 90° at sunrise, TR, to a minimum at
solar noon, to 90° at sunset, TS:

θ = acos[sin(Λ) · sin(δ) + cos(Λ) · cos(δ) ·
cos(ω · t)], TR ≤ t ≤ TS, (D.6)

where θ is in radians, t is the number of hours before
(–) or after (+) solar noon, ω is the angular velocity
of the earth’s rotation (15°/hr = 0.2618 rad/hr), and
ω · t is called the hour angle.

Figure D.3 Earth’s orbit show-
ing seasonal variation of eccen-
tricity and rotational axis relative 
to the earth-sun direction. AU = 
astronomical unit (average earth-
sun distance), δ is declination 
[Iqbal (1983). An Introduction to 
Solar Radiation. San Diego, CA: 
Academic Press, with permission 
of Elsevier].

Figure D.4 Geometry of the solar beam. KET is the 
extraterrestrial solar flux, Kcs is the clear-sky incident 
solar flux. The angle between the dashed lines is the 
zenith angle, θ. The optical air mass, m, is the ratio of 
the hypotenuse to the vertical distance of θ [sec(θ)].
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Top of atmosphere

θ

KET

Kcs



▼ Estimation of Daily Clear-Sky Incident Solar Radiation 575

D.1.4 Solar Noon, Sunrise, and Sunset
Solar noon occurs when t = 0 hr, and the times

of sunrise, TR, and sunset, TS, occur at equal times
before and after solar noon, when cos(θ) = 0. These
times can be calculated from equation (D.6) as

If |Λ – δ| < 90° and |Λ + δ| < 90°,

If |Λ – δ| ≥ 90°,

TR = TS = 0 hr; (D.7b)

If |Λ – δ| < 90° and |Λ + δ| ≥ 90°,

|TR| = TS = 12 hr. (D.7c)

D.1.5 Daily Total Extraterrestrial
Solar Radiation

Daily total extraterrestrial radiation is given by in-
tegrating equation (D.2) between sunrise and sunset:

Eccentricity and declination do not change signifi-
cantly during a day, so using equation (D.6),

Note that the time units of S must be consistent with
the time units of ω and TS.

D.2 Clear-Sky Radiation on a
Horizontal Surface

As it passes through the cloudless atmosphere,
the energy in the solar beam is reduced due to ab-
sorption and reflection (scattering) by gaseous and

solid particles. The scattering produces two addi-
tional components of solar radiation in addition to
the direct solar beam, diffuse radiation and back-
scattered radiation. Total clear-sky insolation is the
sum of these three components, which are evaluated
separately as described below.

D.2.1 Direct (Beam) Radiation

D.2.1.1 Optical Air Mass
The scattering and absorption effects that reduce

the energy in the direct solar beam are a function of
the distance the beam travels through the atmo-
sphere to the surface. In relative terms (i.e., as a mul-
tiple of atmospheric thickness), this distance is equal
to the ratio of the hypotenuse to the vertical distance
of the angle defining θ (figure D.4), i.e.,

where m is called the optical air mass. However, the
relation of (D.10) is only approximately true because
of refraction effects, and is given more accurately by

(Yin 1997).
Clearly m is a function of latitude, time of year,

and time of day. For use in estimating daily insola-
tion, Yin (1997) integrated equation (D.11) between
TR and TS to give daily average optical air mass, M, as
a function of latitude and declination. To write his re-
sults more compactly, we define A ≡ 0.008307 +
sin(Λ) · sin(δ); B ≡ cos(Λ) · cos(δ); C ≡ –0.01259. Then

If |Λ – δ| ≥ 90° (Ts = 0 hr),

M = 39.7; (D.12a)

If TS ≠ 0 and A > B,
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If TS ≠ 0 and B > A,

If TS ≠ 0 and B = A,

The optical air mass values given by equation
(D.12) are sea-level values. Values at higher eleva-
tions are reduced because of the smaller atmospheric
thickness, which can be accounted for by calculating
M(z), where

where z is elevation in m.
Figure D.5 shows sea-level M as a function of

latitude and declination as given by these relations,
and figure D.6 shows daily incident direct solar radi-
ation, Kdirh, as a function of latitude and declination.
The daily average optical air mass is used to compute
the effects of scattering and absorption on the direct
solar beam as described in the following sections.

D.2.1.2 Transmissivities
Following Suckling and Hay (1976), the clear-

sky direct-beam insolation on a horizontal surface,
Kdirh , is

Kdirh = KET · τwa · τda · τws · τrs · τds, (D.14)

where the τ quantities are transmissivities (section
2.1.1):

• τwa ≡ (1 – αw), where αw is the fraction of solar radi-
ation absorbed by water vapor;

• τda ≡ (1 – αd), where αd is the fraction of solar radia-
tion absorbed by dust and other solid aerosols;
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Figure D.5 Contours of mean daily sea-level optical 
air mass M in the Northern Hemisphere as given by 
equation (D.12) [Yin (1997). Optical air mass: Daily 
integration and its applications. Meteorology and 
Atmospheric Physics 63:227–233. With kind permis-
sion from Springer Science and Business Media].

Figure D.6 Daily average clear-sky direct-beam inci-
dent solar radiation, Kdirh (MJ/m2 · day) as a function of 
latitude and declination as given by equation (D.9) and 
(D.12) with total transmissivity = 0.75 [Yin (1997). Opti-
cal air mass: Daily integration and its applications. Mete-
orology and Atmospheric Physics 63:227–233. With kind 
permission from Springer Science and Business Media].
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• τws ≡ (1 – ρw), where ρw is the fraction of solar radi-
ation scattered by water vapor;

• τrs ≡ (1 – ρrs), where ρrs is the fraction of solar radia-
tion scattered by air molecules (Rayleigh scatter-
ing, which is responsible for the blue of the sky);

• τds ≡ (1 – ρd), where ρd is the fraction of solar radia-
tion scattered by dust and solid aerosols.

These transmissivities are empirically related to opti-
cal air mass, humidity, and air temperature as:

τwa = 1 – 0.077 · (M · W)0.3; (D.15)

τda = 0.965M ; (D.16)

τws = 1 – 0.0225 · M · W; (D.17)

τrs = 0.972 – 0.08262 · M + 0.00933 ·

M 2 – 0.00095 · M 3 + 0.0000437 · M 4 ; (D.18)

τds = 0.965M ; (D.19)

W is precipitable water content in cm (section 3.2.6),
estimated as

RH is relative humidity (%); and Ŧa is air tempera-
ture (K).

D.2.2 Diffuse Radiation
About one-half the energy scattered from the so-

lar beam reaches the surface as diffuse radiation,
Kdif . This quantity can be calculated as

Kdif = 0.5 · KET · τwa · τda ·
(1 – τws · τrs · τds). (D.21)

D.2.3 Backscattered Radiation
Of the solar radiation striking the surface, a por-

tion given by the albedo, a, is reflected back to the at-
mosphere. Of this, about one-half is re-reflected from
the atmosphere to the surface to increase the total ra-
diation flux. This backscattered radiation, KBS, can
be estimated as

KBS = a · (Kdirh + Kdif) ·
[0.5 · τwa · τda · (1 – τws · τrs · τds)]. (D.22)

D.2.4 Total Incident Radiation
Total daily clear-sky incident radiation (global ra-

diation) on a horizontal plane, KCSh, is the sum of the
direct beam, diffuse, and backscattered components:

KCSh = Kdirh + Kdif + KBS. (D.23)

D.3 Radiation on a Sloping Surface

D.3.1 Equivalent Slope
A hillslope is defined by its slope angle, β (posi-

tive downward), and its orientation angle, α (mea-
sured clockwise from north). Any given slope is
parallel to a horizontal plane at a different latitude
and longitude, and the direct-beam clear-sky radia-
tion on the slope is equal to that on the horizontal
plane. This is the concept of the equivalent slope
(Lee 1964):

The angle of incidence of the solar beam on a slop-
ing plane at latitude Λ and longitude Ω is the same 
as the angle of incidence on a horizontal plane at a 
point on a great circle passing through the slope at 
right angles to it and as many degrees removed from 
it as the angle of the slope.

The latitude of the parallel horizontal plane is the
equivalent latitude, Λeq, given by

Λeq = asin[sin(β) · cos(α) · cos(Λ) + cos(β) · sin(Λ)]
(D.24)

(see figure 5.20). The difference in longitude between
the original slope and the parallel horizontal plane,
ΔΩ, is given by

D.3.2 Solar Noon, Sunrise, and Sunset
The concept of equivalent slope permits compu-

tation of the times of solar noon, sunrise, and sunset
on any slope using relations analogous to those for a
horizontal plane. Solar noon occurs at –ΔΩ/ω, and
the times of sunrise, TRs, and sunset, TSs, are
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and

Note that neither sunrise nor sunset on a slope
can have an absolute value greater than that for a
horizontal surface at the same latitude. There are sit-
uations for slopes at high latitudes and where β + Λeq
> 90° for north-facing slopes, when there are two
sunrises and two sunsets in a single calendar day. In
these cases the times of first sunrise and last sunset
are the same as those for a horizontal surface at the
same latitude (Lee 1964).

D.3.3 Total Incident Radiation at
the Surface

By direct analogy with equation (D.9), the aver-
age daily extraterrestrial radiation flux on a sloping
plane, KETs, is given by

Since only the direct-beam radiation is dependent on
slope and aspect, the total daily clear-sky solar radia-
tion incident on a sloping plane, KCSs, is given by
analogy to equations (D.14) and (D.23) as

KCSs = τwa · τda · τws · τrs · τds · KETs + Kdif + KBS,
(D.28)

where transmissivities are found via equations (D.15)–
(D.19), KETs is from equation (D.27), Kdif is from
equation (D.21), and KBS is from equation (D.22).

The relative radiation received on a slope can be
expressed as a slope factor,  fsl , where

Figure D.7 compares slope factors for north-, east-/
west-, and south-facing slopes as a function of incli-
nation for a particular latitude and day of year (see
also figure 5.21).
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Figure D.7 Slope factors for 
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ing slopes as a function of inclina-
tion for latitude Λ = 45° on 30 Mar 
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Appendix 
E

Stream-Gauging Methods
for Short-Term Studies

As discussed in chapter 1, streamflow is the re-
sidual of precipitation minus evapotranspiration over
a region (typically a watershed) and represents the
water available for instream and withdrawal uses. Its
measurement is thus of critical scientific and practical
value. Streamflow is measured as stream discharge,
Q, the volume rate of flow [L3 T–1] through a stream
cross section at right angles to the flow direction:

Q = U · A = U · W · Y, (E.1)

where U is average velocity through the cross section
[L T–1], A is the area of the cross section [L2], W is
the water-surface width at the cross section [L], and
Y is the average depth at the cross section [L].

The process of measuring discharge is called
stream gauging. Methods for determining the dis-
charge occurring at the time of observation can be
classified as shown in table E.1: It can be measured
directly by several methods, or determined indirectly
by (1) observing the stage, Zs, defined as

Zs ≡ Zw – Z0, (E.2)

where Zw is the elevation of the water surface and Z0
is the elevation of an arbitrary datum, and (2) using a
previously established relation between stage and
discharge. The stage-discharge relation is called a
rating curve (or rating table); its form is determined
by the configuration of the stream channel in the
measurement reach. This configuration may be that
of the natural channel (natural control) or it may be

that of an artificial structure such as a weir or flume
(artificial control).

This appendix describes stream-gauging meth-
ods that are suitable for short-term and special-pur-
pose studies: (1) direct measurement via volumetric,
velocity-area, and dilution gauging; (2) indirect mea-
surement via portable weirs and flumes; and (3) the
measurement of stage. The details of constructing
permanent stream-gauging installations for long-
term measurement stations were described by Shaw
(1988), Herschy (1999), and Sauer and Turnipseed
(2010). Herschy (1999) and Sauer and Meyer (1992)
discuss measurement errors using various tech-
niques. Increasingly, water-resource agencies such as
the USGS measure discharge with acoustic Doppler
current profilers (ADCPs) that provide simultaneous
depth and vertically integrated velocity (Simpson

Table E.1 Classification of Stream-Gauging Methods.

I. Direct measurement
A. Volumetric gauging
B. Velocity-area gauging
C. Dilution gauging

II. Indirect measurement via stage-discharge relation
A. Empirical rating curve (natural control)
B. Theoretical rating curve (artificial control)

1. Weirs
2. Flumes
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2001; Mueller and Wagner 2009; Sauer and Turnip-
seed 2010); these instruments and techniques are not
discussed here.

E.1 Selection of
Measurement Location

The general location of a stream-gauging loca-
tion is determined by the overall purpose of a study.
For studies of watershed response to rainfall, the
gauge is sited near the watershed outlet; for studies
of lake water balance, gauges are sited near the
mouths of major streams entering and draining the
lake; when discharge data are to be used in the de-
sign of structures or land-use plans, the gauge should
be located near the site of the structure or plan.
Gauges used as part of a general-purpose hydrologic
network may be variously placed to provide informa-
tion on a range of watershed types and sizes.

The specific location of a stream-gauging site de-
pends on: (1) physical accessibility; (2) legal accessi-
bility (e.g., landowner permission); (3) presence of
conditions suitable for the selected measurement
(e.g., wadeability of stream or presence of bridge,
compatibility of stream size and portable weir or
flume); (4) ability to measure total flow at all stages
(e.g., minimization of flow bypassing the measure-
ment site as ground water beneath the channel or in
flood channels at high flows); and (5) absence of
conditions in which water levels and/or discharge
are affected by conditions that cause spurious rela-

tions between discharge and stage (e.g., backwater
from lakes, tributaries, dams, storm-sewer dis-
charges, or tidal fluctuations).

E.2 Volumetric Gauging
Volumetric gauging involves diverting stream-

flow into a container with a known volume and mea-
suring the time it takes for the volume to fill.
Obviously this is feasible only for very low dis-
charges, but in small streams at low flows it may be
the only way to get accurate measurements. Usually
it will be necessary to use a flexible liner to collect
and divert the flow, as shown in figure E.1.

E.3 Velocity-Area Method
The velocity-area method involves: (1) direct

measurement of the components of discharge [equa-
tion (E.1)] at successive locations (called verticals)
along a stream cross section and (2) numerical integra-
tion of the measured values to give the total discharge.

Figure E.2 defines the quantities involved. The
more verticals used in a measurement (N), the more
accurate it will be; N ≥ 25 is usually recommended,
with the spacing of verticals adjusted such that < 5%
of the total discharge occurs in each subsection.
Thus, in general, spacings between verticals will
vary, being closer together where the flow is deeper
and faster and farther apart where the flow is slower
and shallower.

Figure E.1 Volumetric gaug-
ing at low flows on a small Alas-
kan stream. Plastic sheets 
collect the flow and divert it 
into a trough. Flow from the 
trough is collected in a bucket 
of known volume and the time 
it takes to fill is recorded (photo 
by author).
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Cross sections may be negotiated by wading, by
boat, or from bridges or specially constructed cable-
ways (Buchanan and Somers 1969; Herschy 1999).
In wading measurements (figure E.3), velocity (Ui) is
measured by a current meter fixed to a handheld ver-
tical rod (called a wading rod) that is also used to
gauge the depth (Yi). In measurements from bridges,
cableways, and boats, the current meter is suspended
on a weighted cable and depth is measured by
sounding the bottom with the weight. Cross-section
location (Xi) is measured by tape or range finder.

E.3.1 Selection of Measurement Section
The quality of a velocity-area measurement is

strongly influenced by the nature of the measure-
ment cross section. Accuracy and precision are en-
hanced in sections with the following characteristics:

1. Converging flow (i.e., cross-sectional area de-
creasing downstream) without areas of near-zero
velocity or eddies.

2. Absence of backwater conditions (due, for exam-
ple, to high water levels in a stream or lake to which
the gauged stream is tributary) or tidal influence.

3. Smooth cross section with minimal flow obstruc-
tions upstream or downstream.

4. Velocities and depths not exceeding the range for
which the velocity- and depth-measuring devices
give accurate results and for which one can safely
negotiate the section by wading or boat if a bridge
is not present.

The accuracy of measurements at natural sec-
tions can be improved by removing obstructions in
and above and below the section, since this will not
affect discharge. If this is done, however, the mea-
sured velocities and depths will not be representative
of the natural values.

For small streams, the accuracy of repeated mea-
surements can be improved by making them from a
specially constructed temporary wooden bridge on
which cross-stream distances are permanently marked
(figure E.4).

Cross sections should be perpendicular to the
dominant velocity vector and all velocities used in
the computation should be perpendicular to the sec-
tion. Where the vector is not perpendicular to the
section at a particular vertical, the velocity used in
the computations must be corrected by multiplying
by the cosine of the angle between the perpendicular
and the actual velocity vector.

E.3.2 Method of Integration
Referring to figure E.2, discharge through the

cross section is given by

where the area of each subsection, Ai, is computed as

Q U Ai i
i

N
= ◊

=
Â

1
, (E.3)
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Figure E.2 Definitions of terms for
stream gauging by the velocity-area

method [equation (E.3) and (E.4)]. Left
and right edges of water (LEW and REW,
respectively) are defined for an observer
facing downstream. Dashed lines delin-

eate individual subsections numbered
consecutively i = 1, 2, …, N, in this case

from the left bank. Xi are distances from
the horizontal datum, which can be on

either bank; Yi are depths.
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where Xi are cross-stream distances to successive ver-
ticals measured from an arbitrary horizontal datum,
the Ui are the vertically averaged velocities at each
vertical, and the Yi are the depths at each vertical. X1
and XN are located at the ends of the section (left
and right edges of water, defined relative to an ob-
server facing downstream), and XN–1 and XN+1 are
taken as zero. The velocities at the ends of the sec-
tion (U1 and UN) will always equal zero and, unless
the bank is vertical, Y1 and YN will also equal zero.
Equation (E.4) is called the mid-section method,
which has been shown to give the most precise mea-
surements (Hipolito and Loureiro 1988).

E.3.3 Measurement of Velocity

E.3.3.1 Vertical Velocity Profile
The vertically averaged velocity is usually esti-

mated by assuming that the velocity is logarithmi-
cally related to distance above the bottom, as for
wind flow over the ground surface [equation (3.27)]
with zero-plane displacement height = 0:

where κ = 0.4, u(yi) is velocity at a distance yi above
the bottom at vertical i, u*i is the friction velocity at
vertical i, and y0i is the roughness height at vertical i.

The local friction velocity for water flow can be
directly calculated as

u*i = (g · Yi · Sc)
1/2, (E.6)
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Figure E.3 Velocity-area stream gauging using a wad-
ing rod. The tape marking the cross section is visible 
just in front of the observer (photo by J. V. Z. Dingman).

Figure E.4 Temporary 
bridge structure used in 
velocity-area gauging with 
a wading rod. Note the 
cross-section distances 
permanently fixed to the 
structure.
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where g is gravitational acceleration, Yi is local flow
depth, and Sc is channel slope.

The value of y0i is determined as:

otherwise,

y0i = 0.033 · d50, (E.7b)

where μ is viscosity, ρ is mass density, and d50 is the
median diameter of the bed particles.

E.3.3.2 Estimating Average Velocity in a Vertical

E.3.3.2.1 Six-Tenths-Depth Method
If equation (E.5) applies and y0i is very small rela-

tive to the flow depth, it can be shown that the average
velocity occurs at a distance of 0.368 · Yi above the bot-
tom (Dingman 2009). Based on this, the six-tenths-
depth method assumes that the velocity measured at a
distance of 0.6 · Yi below the surface (0.4 · Yi above the
bottom) is the average velocity at that point in the
cross section. Standard USGS practice is to use the
six-tenths-depth method where Yi < 2.5 ft (0.75 m).

E.3.3.2.2 Two-Tenths-and-Eight-Tenths-Depth Method
If the velocity is given by equation (E.5), it can

be shown that

Thus average vertical velocity can be estimated as
the average of the velocities at 0.2 · Yi and 0.8 · Yi.
The two-tenths-and-eight-tenths-depth method
gives more accurate estimates of average velocity
than does the six-tenths-depth method (Carter and
Anderson 1963), and standard USGS practice is to
use the two-tenths-and-eight-tenths-depth method
where Yi > 2.5 ft (0.75 m).

E.3.3.2.3 General Two-Point Method
If velocity is measured at two points, each at an

arbitrary fixed distance above the bottom, the relative
depths of those sensors will change as the discharge
changes. In this case [again assuming that equation
(E.5) applies], the average vertical velocity is

where yi1 and yi2 are the depths of the velocity sen-
sors and yi2 > yi1 (Walker 1988).

E.3.3.2.4 Multi-Point Method
As noted, the standard formulas for calculating

average vertical velocity assume a logarithmic verti-
cal velocity distribution with y0i << Yi . These as-
sumptions may not be appropriate for channels with
roughness elements (boulders, weeds) whose heights
are a significant fraction of depth or that have signifi-
cant obstructions upstream and downstream of the
measurement section. In these cases, the best strat-
egy is to measure velocity at several heights at each
vertical, with averages found by numerical integra-
tion over each vertical or over the entire cross sec-
tion. Alternatively, a statistical sampling approach
may be appropriate (Dingman 1989).

E.3.3.2.5 Surface-Velocity (Float) Method
If it is not possible to accurately measure veloci-

ties at various depths, the average velocity can be es-
timated by observing the time it takes floats inserted
at representative locations across the stream to travel
a given distance. The measurement distance should
be at least 10 times the stream width. The average ve-
locity for each path can be estimated as

where u(Yi) is the velocity of the ith float and f (d50/
Yi) is a proportion that depends on the ratio of the
average height of channel roughness elements, d50, to
the flow depth. Figure E.5 shows this relation, again
assuming a logarithmic velocity profile. A reason-
able general value is f (d50/Yi) = 0.85.

Tauro et al. (2012) described a stream-gauging
method that uses ultraviolet lamps and a digital cam-
era to record the arrival of buoyant fluorescent mi-
crospheres that can be used to measure velocities in
small streams.

E.3.3.3 Current Meters
Several types of current meters are available that

measure single-direction velocity at a point, includ-
ing horizontal axis (propeller or screw type), vertical
axis (Price-type; this is standard for the USGS), and
electromagnetic instruments. Accurate measure-
ments require carefully calibrated and maintained
current meters (Smoot and Novak 1968) and, at
each measurement point, averaging the velocity over
time (usually 30 to 60 s) to eliminate fluctuations
due to turbulence.
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E.3.4 Accuracy
Traditional methods of estimating uncertainty in

velocity-area discharge measurements use error-
propagation techniques (section 1.11.2), in which
the relative uncertainty in discharge, εQ, is a function
of the uncertainties in the individual measurements
of width, w; depth, y; and velocity, u:

where εI is the relative uncertainty due to approxima-
tion of the integral using a finite number of verticals,
εc is relative uncertainty due to calibration errors in
the current meter and other measurement devices,
and εw, εy, and εu are the relative errors in the indi-
vidual measurements of width, depth, and average
velocity, respectively. Estimates of the various com-
ponents of the total uncertainty are derived from em-
pirical and laboratory studies and are generally
insensitive to the site-specific measurement and flow

conditions (Pelletier 1988). Cohn et al. (2013) have
developed and tested an “interpolated variance esti-
mator” that estimates uncertainty based on the data
collected during the streamflow measurement and
therefore reflects local conditions and includes all
sources of random uncertainty in the velocity and
depth measurements.

Carter and Anderson (1963) evaluated the accu-
racy of velocity-area measurements using standard
USGS techniques. They determined discharge from
measurements of velocity and depth at over 100 ver-
ticals in 127 cross sections in different streams, then
recomputed the discharge using smaller numbers of
observations at each site. Carefully calibrated current
meters were used in these observations. The results
are summarized in figure E.6: they show the stan-
dard deviation of the error as a function of number
of verticals (N) for the six-tenths and two-tenths-and-
eight-tenths methods. About two-thirds of discharge
measurements should have percentage errors less
than the values given by the curves, and about 95%
of measurements should have errors less than twice
the values given by the curves. Although Carter and
Anderson (1963) gave no information about the na-
ture of the streams they measured, it is likely that er-
rors for highly irregular channels would be larger
than indicated by figure E.6.
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Figure E.5 Ratio of average velocity, Ui, to surface velocity, u(Yi), as a function of the ratio of median bed-particle 
diameter, d50, to depth, Yi, assuming a logarithmic (Prandtl–von Kármán) velocity distribution.
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Cohn et al. (2013) evaluated the uncertainty in
velocity-area discharge measurements in natural
streams as the standard deviation of repeated mea-
surements made when discharge was constant. Us-
ing 4 to 21 measurements at 11 sites, they found
values of εQ ranging from less than 1% to about 10%.

E.4 Dilution Gauging
Dilution gauging involves introducing a tracer

into the flow at an upstream location and measuring
the rate of arrival of the tracer at a downstream loca-
tion. It is usually a more accurate method than veloc-
ity-area gauging in small, highly turbulent streams
with rough, irregular channels. As with velocity-area
measurements, the method is most accurate when
there is no change in discharge during the measure-
ment. Kilpatrick and Cobb (1985) and Herschy
(1999) gave a complete discussion of the method.

E.4.1 Mixing Length
The distance between the two measurement lo-

cations must be long enough to allow complete mix-
ing of the tracer with the flow, but short enough so

that the downstream change in discharge is insignifi-
cant. It is best to determine the distance required for
complete mixing empirically, by observing the mix-
ing of a visible dye such as fluorescein in the reach of
interest. Alternatively, this length, Xmix, may be esti-
mated as

where W is average reach width (m), Y is average
reach depth (m), g is gravitational acceleration (9.81
m/s2), and Kmix is found from table E.2 (Kilpatrick
and Cobb 1985). C is a factor (called Chézy’s C) that
characterizes the channel conductance: An average

X K
C W

g Y
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1 2
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Figure E.6 Standard deviation of error as a
function of number of verticals used in velocity-

area measurements using the six-tenths- and
two-and-eight-tenths-depth methods [Carter

and Anderson (1963). Accuracy of current meter
measurements. American Society of Civil Engi-

neers Proceedings, Journal of the Hydraulics Divi-
sion 89:105–115, with permission from ASCE].

Table E.2 Mixing Coefficients for Dilution Gauging.

Number and Location of Injection Points Kmix

1 point at center of flow 0.500
2 points, 1 at center of each half of flow 0.125
3 points, 1 at center of each third of flow 0.055
1 point at edge of flow 2.00

Source: Kilpatrick and Wilson (1989).



586 Appendix E

value is C = 30 m1/2/s; very rough turbulent streams
may have C ≈ 15 m1/2/s or less; very smoothly flow-
ing streams may have C ≈ 45 m1/2/s or more (Ding-
man 2009).

E.4.2 Tracer Properties
The tracer used in dilution gauging should (1) be

readily soluble; (2) have zero or very low natural
concentration in the stream; (3) not be chemically re-
active with or physically absorbed by substances in
the stream; (4) be easily detectable at low concentra-
tions; (5) be harmless to the observer and to stream
life; and (6) be of reasonable cost (Gregory and Wall-
ing 1973). Sodium chloride (NaCl) is probably the
best choice in most situations; its concentration can
usually be readily detected by measuring the electri-
cal conductivity of the water and comparing the re-
sults with a previously developed calibration curve
between conductivity and concentration. Rhoda-
mine WT, a fluorescent dye, is also used. It has low
toxicity, low background concentrations, high diffu-
sivity, and absorbs only slightly on sediments. Its
concentration can be measured by a submersible flu-
orometer (e.g., Clow and Fleming 2008).

E.4.3 Measurement Techniques
There are two techniques for dilution gauging:

(1) constant-rate injection and (2) slug, or gulp, in-
jection (figure E.7).

In constant-rate injection, the tracer solution is
injected at a constant rate QT for a period of time suf-
ficient for the downstream concentration to reach a
steady equilibrium value, Ceq . Then the discharge, Q,
is calculated as

where CT is the concentration of the tracer solution
and Cb is the natural background concentration of
the tracer in the stream.

Slug injection involves dumping a volume, VT,
of tracer solution with concentration CT into the
stream at the upstream site. Concentration at the
downstream site, Cd (t), is then recorded as a function
of time until it recedes to its background value Cb .
Stream discharge is then given by

where the integral is evaluated by graphically mea-
suring the area under the Cd (t) versus t curve.

Figure E.8 on p. 588 shows dilution gauging in a
highly turbulent glacial stream in the Himalayas.

E.5 Gauging with Portable Weirs 
and Flumes

E.5.1 Sharp-Crested V-Notch Weirs
Accurate discharge measurements in small

streams can be made using portable V-notch weirs in
temporary installations. The weir plate can be con-
structed of plywood, plastic, or metal. The notch
should be sharp-edged so that the water “springs
free” even at low discharges; thus if plywood is used,
the notch itself should be formed of metal strips (fig-
ure E.9 on p. 588).

The weir should be installed in the stream such
that all the flow is diverted through it, which may re-
quire altering the channel and use of plastic liners. A
virtually horizontal pool should extend some dis-
tance upstream of the weir, and the weir plate must
be carefully leveled so that the V-notch is symmetric
about a vertical line.

Discharge through a V-notch weir is given by

where Cw is a dimensionless weir coefficient, g is
gravitational acceleration, and θw is the angle of the
V-notch. Hw is the weir head, defined as

Hw ≡ (Zw – Zv), (E.16)

where Zw is the elevation of the water surface where it
is essentially horizontal in the weir pool above the point
of the V-notch, and Zv is the elevation of the point of
the V-notch. A constant weir coefficient Cw = 0.43
can be used when (Zw – Zv) > 0.3 · (Zv – Zb), where Zb
is the streambed elevation at the downstream face. If
(Zw – Zv) < 0.3 · (Zv – Zb), Cw should be determined by
calibration (see Herschy 1999; Dingman 2009).

Because of the 5/2-power relationship in equa-
tion (E.15), precise measurement of Hw is essential.
Zw should be measured where the water surface is
virtually horizontal in the pool formed by the weir;
this should ideally be at an upstream distance at least
twice the vertical dimension of the weir opening.
However, acceptably approximate Zw measurements
may be obtained by observing the water level on a
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Figure E.7 Dilution-gauging techniques [republished with permission from Wiley, from Gregory and Walling 
(1973). Drainage Basin Form and Process: A Geomorphological Approach].
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Figure E.8 Injection 
of dye for dilution 
gauging in a highly tur-
bulent Himalayan 
stream, where velocity-
area gauging is not fea-
sible (photo courtesy 
of Richard Pendleton).

(b)

(a)

Figure E.9 (a) Construction of a small, por-
table 90° V-notch weir. The notch is metal; the 
weir plate is plywood. Plate is 60 cm wide. (b) 
Side view of weir showing water springing 
free, as required for proper measurement.
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scale fixed to the upstream face of the weir plate far
enough from the notch to avoid the effects of draw-
down (figure E.10). This latter arrangement elimi-
nates the need for precise leveling to establish the
relation between elevations observed upstream and
the elevation of the point of the V-notch.

The maximum vertical opening and angle of a
V-notch weir are dictated by the anticipated range of
flows and the required measurement precision. Nar-
rower angles give greater precision at low flows, but
reduce the overall range of measurement for a given
size of opening. Table E.3 gives the capacity of 90°
and 60° V-notch weirs with various maximum di-
mensions. Weirs with compound angles can be con-
structed to give more optimal combinations of low-
flow sensitivity and range; these must be calibrated
to obtain the stage-discharge relation.

E.5.2 Flumes
Flumes are devices that conduct the streamflow

through a short reach with a constricted cross section
that accelerates the flow and provides a fixed stage-dis-
charge relation. Large flumes are used in permanent
gauging stations, and portable flumes can be used for
short-term measurements in small streams. Both
flumes and weirs give stable rating curves, but flumes
are advantageous where one wishes to avoid inducing
sediment deposition or inundating upstream areas.

There are many flume designs, each with its own
rating curve (Herschy 1999). Some types may be
commercially purchased. Figure E.11 and tables E.4
(p. 591) and E.5 (p. 592) show the design and ranges
of one of the most commonly used portable designs,
the Parshall flume; and figure E.12 on p. 593 gives
the design of the modified Parshall flume used by
the USGS for temporary gauging of small streams.

As with weirs, flumes must be properly leveled,
and are usually installed in temporary dams that assure
that all the flow passes through the measuring device.

E.6 Stage Measurement
Direct measurement of discharge is difficult and

time-consuming, and recording it is impossible;
however, observing and recording water-surface ele-
vation, or stage [equation (E.2)], is relatively simple.
Thus the stage-discharge relation (rating curve) is an
essential component of discharge measurement
where repeated or continuous records are required.
A complete discussion of the measurement of stage
is given by Sauer and Turnipseed (2010).

Figure E.10 Diagram of a portable weir 
plate showing measurement of Zw on a scale 
fixed to the upstream face far enough from 
the notch to avoid drawdown. This arrange-
ment eliminates the need for precise leveling 
to establish the relation between water-level 
elevations observed upstream and the eleva-
tion of the point of the V-notch, Zv.

Table E.3 Maximum Discharges Measurable by 60° 
and 90° V-Notch Weirs.

Maximum Weir 
Head, Hw (m)

0.15

0.25

0.30

0.50

0.15

0.25

0.30

0.50

Discharge (m3/s)

0.0117

0.0421

0.0664

0.238

0.00677

0.0243

0.0383

0.137

Discharge (L/s)

11.7

42.1

66.4

238

6.77

24.3

38.3

137

90° Notch

60° Notch

Staff gauge

Streambed

Zw

θw

Zv

Zb
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E.6.1 Methods of Measurement
Stage is most simply determined by observing

the position of the water surface on a ruler-like staff
gauge (figure E.13 on p. 593). Stage can also be de-
termined via a float-counterweight system (figure
E.14 on p. 594), and with instruments that directly
measure water pressure (pressure transducers). The
staff-gauge datum, Z0 [equation (E.2)], must be be-
low, but ideally close to, the level of zero discharge.
The elevation of the datum relative to a point whose
elevation will not change should be established by
survey and periodically checked to avoid errors due
to disturbance of the staff gauge.

Continuous records of stage are obtained by re-
cording stage by means of a float or pressure sensor
attached to an analog or digital recorder. Buchanan
and Somers (1968), Herschy (1999), and Sauer and
Turnipseed (2010) describe many approaches to
measuring and recording stage.

E.6.2 Measurement Location
To establish a useful stage-discharge relation,

stage must be measured where it is sensitive to dis-
charge variations (i.e., where dZs/dQ is relatively
large) and where it can be accurately measured, usu-
ally to within 0.003 m (0.01 ft). These conditions are

Figure E.11
Configuration of the 
Parshall flume. 
Actual dimensions 
corresponding to 
letters for flumes of 
various sizes are 
given in table E.4, 
and discharge 
ranges in table E.5 
[Herschy (1985)].
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usually met in an area of quiet water not far up-
stream of a reach of accelerating flow and near the
bank, where wave action is minimal.

If necessary, wave action can be virtually elimi-
nated by measuring stage in a stilling well. Such a
device can be constructed by surrounding the staff
gauge with a section of metal or plastic barrel into
which holes have been punched, or simply with piled
rocks. Construction of more elaborate stilling wells
dug into stream banks and communicating to the
stream via pipes is discussed by Buchanan and
Somers (1968) and Herschy (1999).

E.6.3 Stage-Discharge Relations at
Natural Controls

The rating curve has a theoretical form when ar-
tificial controls are used [e.g., equation (E.15)], al-
though calibration of the relation by direct
measurements may be required over at least some
flow ranges. For natural controls, the rating curve is
established empirically by concurrent direct mea-
surement of discharge and observation of stage over
a range of discharges. Typically it will take several
months to experience the range of flows required to

Table E.4 Dimensions of Standard Parshall Flumes.a

b

0.025

0.051

0.076

0.152

0.229

0.305

0.457

0.610

0.914

1.22

1.52

1.83

2.13

2.44

3.05

3.66

4.57

6.10

7.62

9.14

12.19

15.24

D

0.167

0.213

0.259

0.396

0.573

0.844

1.02

1.21

1.57

1.93

2.30

2.67

3.03

3.40

4.75

5.61

7.62

9.14

10.67

12.31

15.48

18.53

C

0.093

0.135

0.178

0.393

0.381

0.610

0.762

0.914

1.22

1.52

1.83

2.13

2.44

2.74

3.66

4.47

5.59

7.31

8.94

10.57

13.82

17.27

B

0.357

0.405

0.457

0.610

0.862

1.34

1.42

1.50

1.64

1.79

1.94

2.09

2.24

2.39

4.27

4.88

7.62

7.62

7.62

7.92

8.23

8.23

L

0.076

0.114

0.152

0.30

0.30

0.61

0.61

0.61

0.61

0.61

0.61

0.61

0.61

0.61

0.91

0.91

1.22

1.83

1.83

1.83

1.83

1.83

G

0.204

0.253

0.30

0.61

0.46

0.91

0.91

0.91

0.91

0.91

0.91

0.91

0.91

0.91

1.83

2.44

3.05

3.66

3.96

4.27

4.88

6.10

E

0.153–
0.229

0.153–
0.253

0.305–
0.610

0.61

0.76

0.91

0.91

0.91

0.91

0.91

0.91

0.91

0.91

0.91

1.22

1.52

1.83

2.13

2.13

2.13

2.13

2.13

N

0.029

0.043

0.057

0.114

0.114

0.228

0.228

0.228

0.228

0.228

0.228

0.228

0.228

0.228

0.34

0.34

0.46

0.68

0.68

0.68

0.68

0.68

K

0.019

0.022

0.025

0.076

0.076

0.076

0.076

0.076

0.076

0.076

0.076

0.076

0.076

0.076

0.152

0.152

0.229

0.31

0.31

0.31

0.31

0.31

A

0.363

0.415

0.466

0.719

0.878

1.37

1.45

1.52

1.68

1.83

1.98

2.13

2.29

2.44

2.74

3.05

3.50

4.27

5.03

5.79

7.31

8.84

c

0.241

0.277

0.311

0.415

0.588

0.914

0.966

1.01

1.12

1.22

1.32

1.42

1.52

1.62

1.83

2.03

2.34

2.84

3.35

3.86

4.88

5.89

X

0.008

0.016

0.025

0.051

0.051

0.051

0.051

0.051

0.051

0.051

0.051

0.051

0.051

0.051

Y

0.013

0.025

0.038

0.076

0.076

0.076

0.076

0.076

0.076

0.076

0.076

0.076

0.076

0.076

h2

aLetters refer to dimensions in figure E.11. All values in meters.

Source: Herschy (1985).
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establish a satisfactory curve. Birgand et al. (2013)
found that a minimum of 22 measurements were
necessary to construct acceptable ratings in stable
channels. However, channel configurations often
change over time due to erosion and sedimentation
(figure E.15 on p. 594), and one must regularly check
the rating curve by making discharge measurements.
Jalbert et al. (2011) developed an approach for esti-
mating temporal uncertainty in rating curves due to
channel changes.

Although not necessary for establishing a useful
rating, the rating curve can often be approximated by
a power law,

Q = a1 · Zs
b, (E.17)

or a second-order polynomial,

Q = a2 · Zs
2 + a3 · Zs, (E.18)

where the constants are determined by regression
analysis (Birgand et al. 2013).

Table E.5 Ranges of Measurable Discharges and Rating-Curve Equations for Parshall Flumes of Various Dimensions.

Throat Width, b (m)

0.025

0.051

0.076

0.152

0.229

0.305

0.457

0.610

0.914

1.219

1.524

1.829

2.134

2.438

3.048

3.658

4.572

6.096

7.620

9.144

12.192

15.240

Minimum

0.09

0.18

0.77

1.50

2.50

3.32

4.80

12.1

17.6

35.8

44.1

74.1

85.8

97.2

0.16

0.19

0.23

0.31

0.38

0.46

0.60

0.75

Maximum

5.5

13.2

32.1

111

251

457

697

937

1,427

1,923

2,424

2,929

3,438

3,949

8.28

14.68

25.04

37.97

47.14

56.33

74.70

93.04

Units

L/s

L/s

L/s

L/s

L/s

L/s

L/s

L/s

L/s

L/s

L/s

L/s

L/s

L/s

m3/s

m3/s

m3/s

m3/s

m3/s

m3/s

m3/s

m3/s

Equation Q = K · ha (m3/s)

0.0604 · h1.55

0.1207 · h1.55

0.1771 · h1.55

0.3812 · h1.58

0.5354 · h1.53

0.6909 · h1.52

1.056 · h1.54

1.428 · h1.55

2.184 · h1.57

2.953 · h1.58

3.732 · h1.59

4.519 · h1.60

5.312 · h1.60

6.112 · h1.61

7.463 · h1.60

8.859 · h1.60

10.96 · h1.60

14.45 · h1.60

17.94 · h1.60

21.44 · h1.60

28.43 · h1.60

35.41 · h1.60

Discharge Range

b = throat width in m (see figure E.11)
Q = discharge in m3/s
h = water-surface elevation measured at upstream stilling well (m) (see figure E.11)

Source: Herschy (1985).
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Figure E.12 Configuration of a 3-in
(7.5-cm) modified Parshall flume, with a dis-

charge capacity of about 0.014 m3/s. This
design can be made in larger sizes [Buchanan

and Somers (1968)].

Figure E.13 Staff gauge
installed on a small stream

(photo by author).



Figure E.14 Simple float-counterweight sys-
tem for measuring and recording stage. The 
pulley can be attached to an analog or digital 
recorder to obtain a continuous stage record 
[Buchanan and Somers (1968)].

Figure E.15 Rating curves for 
a natural cross section in a 
small Alaskan stream. Note 
that the relation has shifted 
over time due to siltation
[Dingman (1970)].
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Appendix 
F

Hydrologic Simulation Modeling

The development of hydrologic simulation mod-
els has been a consequence of the complexity and
spatial and temporal variability of hydrologic pro-
cesses and the limited availability of spatially and
temporally distributed hydrologic, climatologic, geo-
logic, pedologic, vegetative, and land-use data. This
text explicitly discusses the modeling of many por-
tions of the land phase of the hydrologic cycle, includ-
ing snowmelt (section 5.7), free-water evaporation
(section 6.3), evaporation from soil (section 6.4),
transpiration (section 6.5.3), interception (section
6.6.3), total evapotranspiration (section 6.8), infiltra-
tion (section 8.4), aspects of ground-water flow (sec-
tion 8.1.6), open-channel flow (section 10.5.2), and
runoff to streams (section 10.6). Section 1.12 and box
6.8 describe watershed models that combine several
processes to simulate the storages and outputs in re-
sponse to precipitation inputs.

As computing power and the ability to extract
extensive land-surface and meteorological data via
satellites have increased, many models that attempt
to simulate the land phase of the hydrologic cycle
have been developed for scientific and practical pur-
poses. The centrality of modeling to the science and
application of hydrology requires that we define
modeling terms and explore approaches to and is-
sues in modeling more broadly. We begin with a con-
sideration of what a hydrologic model is; then we
consider how and why models are used in hydrologic
science and engineering, the various types of models,
the modeling process, and model evaluation.

F.1 What Is a Simulation Model?
As stated by Dooge (1986, p. 46S), a simulation

model is “a system which is simpler than the proto-
type system and which can reproduce some but not
all of the characteristics thereof.” More specifically,

A hydrologic simulation model is a physical 
system or mathematical algorithm that is 

intended to reproduce actually or symbolically 
the essential aspects of the operation of a 

portion of the hydrologic cycle.

Perhaps the best metaphor for a hydrologic simula-
tion model is that of a map:

A model is to hydrologic reality as
a map is to the actual landscape.

A mental comparison of a map of a region
you’re familiar with to the actual region gives a good
sense of how a model approximates reality. The map
metaphor also makes clear two essential characteris-
tics of models:

1. A model, like a map, is designed for a specific purpose.

A model emphasizes features appropriate to its
purpose while omitting other features: a road map
shows road types, route numbers, and locations of
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cities and towns, but usually does not show topog-
raphy, land cover, or other features that might be
extremely important for purposes other than find-
ing your way by car from point A to point B.

2. A model, like a map, is constructed at a particular scale.

Neither represents features that are not visible at
that scale—and some of the omitted features could
be important in many contexts. The issue of scale—
time as well as space—in modeling is an active area
of research and discussion in the hydrological liter-
ature (e.g., Giorgi and Avissar 1997; Bergstrom and
Graham 1998; Kirchner 2006, 2009).

F.2 Purposes of Simulation Models

F.2.1 Models as Scientific Tools
The goal of hydrologic science is to understand

the operation of the hydrologic cycle. Because of the
complexity of hydrologic processes that operate over
a range of temporal and spatial scales (figure 1.4),
simulation models are widely used to increase that
understanding. In this context, models are used
along with observational data to test hypotheses
about the processes operating in some portion of the
hydrologic cycle (Beven 1989). This is done by repe-
tition of the following sequence:

1. Construct a model that incorporates current un-
derstanding of and hypotheses about the opera-
tion of a portion of the hydrologic cycle at spatial
and temporal scales of interest;

2. Obtain relevant observational data;

3. Compare model output to observations; and

4. Refine the understanding and hypotheses based
on those comparisons.

Wigmosta and Burges (1997) reported an excel-
lent example of the interactive use of models and
field measurement in understanding runoff processes.
They used a combination of soil and topographic
mapping, simple hydrologic monitoring, and hydro-
logic modeling to understand runoff processes in two
small watersheds, one undeveloped forest, the other
suburban. Monitoring included continuous measure-
ment of streamflow, precipitation, and ground-water
levels. A hydrologic model was developed in conjunc-
tion with the measurement program to assure that
the level of model detail was consistent with the level
of field measurements used for model input and test-
ing. The authors initially anticipated that saturation

overland flow (section 10.4.2.2) would be the major
component of peak discharge in the forested water-
shed and Hortonian overland flow (section 10.4.2.1)
from impervious surfaces would dominate storm
runoff in the suburban catchment. Instead, they
found that subsurface flow (section 10.4.3) domi-
nated both total and peak discharge in the forested
site, and discharge from lawns and other pervious ar-
eas accounted for roughly 60% of total and storm
runoff from the suburban watershed. The adaptive
combination of modeling and measurements was es-
sential to elucidate the various components of flow
production and flow paths in these watersheds. The
Thornthwaite Continuous Model exercise on the disk
accompanying this text provides an exploration of
the application of models to scientific understanding
of hydrologic processes.

F.2.2 Water-Resource Management Models
Hydrologic simulation models are widely used to

guide the formulation of water-resource management
strategies (including the design of structures). These
applications require either predictions or forecasts.

Predictions are estimates of the magnitude of
some hydrologic quantity (e.g., the peak flow) that is
either (1) associated with a particular exceedence
probability (section C.5) or other statistic of the
quantity or (2) produced by a hypothetical rainfall or
snowmelt event, often called the design storm (section
4.4.3). Predictions are the basis for the design of civil
engineering works such as reservoirs and reservoir
spillways and land-use plans (e.g., floodplain zon-
ing), and for the assessment of the hydrologic im-
pacts of land-use and climate changes.

Forecasts are estimates of the response to an ac-
tual anticipated event; e.g., the peak flow rate that
will result from the rain that is expected in the next 24
hr on a given watershed. Forecasts are used to guide
the operation of reservoir systems and to provide
flood warnings. Forecasting models are also com-
monly used for hindcasts (or backcasts), in which the
objective is to estimate an unmeasured hydrologic re-
sponse to a past event, or to test a model by compar-
ing a past measured response with model output.

Much current research in hydrology is directed
at improving our ability to predict or forecast the ef-
fects of land-use and climate changes on the water
balance, ground-water levels, streamflow, and water
quality of regions ranging from hillslopes or landfills
to river basins to entire continents. These and most
other applications of hydrology to practical problems
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of design and forecasting require the use of hydro-
logic models, and a principal motivation for under-
standing the physics of hydrologic processes as
developed in this text is to provide a sound basis for
development and application of such models. The
heuristic rainfall-runoff models described in section
10.6 are widely used for prediction and forecasting.

F.3 Types of Simulation Models

F.3.1 Model Forms

F.3.1.1 Physical Models
A physical model is a tangible, constructed rep-

resentation of a portion of the natural world. If it is
constructed at a larger or smaller scale than the natu-
ral system, formal rules of scaling based on dimen-
sional analysis (see King et al. 1960; Dingman 2009)
are used to relate observations on the model to the
real world. Physical models have been important
means to understanding problems of hydraulics and
fluid mechanics, and they are often used to help de-
sign complex engineering structures, particularly
those involving open-channel flow. Ground-water
hydrologists use physical models, called Hele-Shaw
models (see Fetter 2001), to simulate two-dimen-
sional ground-water flow under various boundary
conditions. One-to-one-scale physical models in the
form of sprinkler-plot studies have been used to un-
derstand the process of infiltration (e.g., Nassif and
Wilson 1975; see figure 8.10), and small-scale physi-
cal models of watersheds have been used to elucidate
some basic characteristics of watershed response to
rainfall (Amorocho and Hart 1965; Grace and Ea-
gleson 1966; Chery 1967, 1968; Dickinson et al.
1967; Black 1970).

F.3.1.2 Analog Models
Analog models use observations of one process

to simulate a physically analogous natural process.
For example, Darcy’s law of ground-water flow
[equation (7.9)] is exactly analogous to the flow of
electricity as given by Ohm’s law,

where I is current flow (equivalent to water flow), R is
electrical resistance (1/R is equivalent to hydraulic
conductivity), and E is voltage drop (equivalent to hy-
draulic-head gradient). Thus the distribution of elec-
trical potentials (voltage) on specially designed

conductive paper can be used to determine the pat-
terns of ground-water potentials and hence of ground-
water flow under various boundary conditions.

F.3.1.3 Mathematical Models
Mathematical simulation models are algorithms

consisting of logical steps and equations that calcu-
late the values of flows and storages of water and/or
energy at specified physical locations. Most hydro-
logic simulation models can be represented as box-
and-arrow diagrams like figure 1.3. The quantities of
water or energy present in specific compartments
(i.e., the boxes) at specific times are state variables.
The “guts” of a mathematical model are transfer
functions (i.e., the arrows), which are equations that
calculate the rates of flows between compartments.
Transfer functions may be based on fundamental sci-
entific principles, heuristic concepts, or empirical
(statistical) relations.

In most cases, transfer-function equations con-
tain parameters, which are a priori specified values:

• Fixed parameters are physical constants such as
mass density, the Stefan–Boltzmann constant, or
viscosity.

• Adjustable parameters are quantities that are in-
tended to characterize the region being simulated
but whose values are not known with certainty,
such as hydraulic conductivity, roughness height,
or leaf-area index. Initial values of these parame-
ters are selected by the modeler, and one of the
main issues in model development and implemen-
tation is determining their “best” values, as dis-
cussed below.

Mathematical models are operated by specifying
inputs (e.g., rainfall, incident solar radiation), which
may be single values or sequences. The model calcu-
lates the resulting values of state variables and outputs
(e.g., evapotranspiration, streamflows, snowmelt),
which are the results used for the scientific or water-
resource management purposes described above. In
models that generate sequences of outputs, the initial
conditions, which are the initial values of state vari-
ables, must be specified.

As the availability of more powerful digital com-
puters, modeling techniques, and software has rap-
idly increased, the use of both physical and analog
models in hydrology has been largely replaced by
computer-implemented mathematical models, which
are usually cheaper and much more flexible. Thus
subsequent discussion here will focus on mathemati-
cal simulation models.

I
R

E= ◊1
, (F.1)
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F.3.2 Types of Mathematical Models
Any given mathematical simulation model can

usually be described by one or more terms from each
of the six categories in table F.1. The terms denoting
physical domain and process should be self-explana-
tory; those in the other categories are defined in the
following sections.

F.3.2.1 Simulation Basis
Physically based models use transfer functions

derived from basic physics, such as conservation of
mass, energy, or momentum; force-balance; and/or
diffusion laws (table 1.1) to simulate flows and stor-
ages. These equations are generally derived at “infin-
itesimal” time and space scales and discretized at
much larger scales when implemented in models.
Examples are the regional ground-water-flow mod-
els based on the Laplace equation [equation (9.15b)]
shown in figures 9.5–9.7 and 9.10–9.12. Although
physically based transfer functions might seem to be
the “gold standard” for modeling, they usually de-
scribe processes at scales much smaller than those at
which hydrological observations are made. Thus, as
noted by Kirchner (2009, p. 1),

[A]lthough it seems obvious that catchment [i.e., 
watershed] models should be “physically based,” it 
seems less obvious how those models should be 
based on physics. Many hydrologic models are 
based on an implicit premise that the microphysics 

in the subsurface will “scale up” such that the behav-
ior at larger scales will be described by the same gov-
erning equations (e.g., Darcy’s law, Richards 
equation), with “effective” parameters that some-
how subsume the heterogeneity of the subsur-
face. . . . It is currently unclear whether this 
upscaling premise is correct, or whether the effective 
large-scale governing equations for these heteroge-
neous systems are different in form, not just differ-
ent in the parameters, from the equations that 
describe the small-scale physics.

Conceptual (heuristic) models use transfer
functions that are relatively simple, “reasonable” re-
lationships with few adjustable parameters. Such
models are often characterized as “parsimonious”
because they minimize the number of parameters
that must be estimated. Although such models may
seem to be highly idealized versions of physical real-
ity, they are often surprisingly effective. For example,
the Thornthwaite monthly water-balance model of
box 6.8, the SCS-CN event-flow prediction model of
section 10.6.4, and the convex streamflow-routing
model of section 10.5.2 are conceptual models that
have proved practically useful. A study by Clark et
al. (2009) found that a model with parallel linear res-
ervoirs provided the most plausible explanation of
hillslope and watershed response to rainfall for an in-
tensely studied watershed, and was consistent with
flow paths identified by water chemistry (section

Table F.1 Terms Used to Characterize Hydrologic Process Models (see section F.3 for definitions of terms).

Physical Domain
Vegetative canopy
Snowpack
Unsaturated zone
Aquifer
Hillslope
Stream reach
Lake or reservoir
Watershed
Region/continent

Spatial Representation
Lumped
Distributed
Coordinate system

two-dimensional
three-dimensional
circular

Process
Interception
Snowmelt
Infiltration
Overland flow
Unsaturated flow
Transpiration
Ground-water flow/head
Evaporation
Open-channel flow
Stream hydrograph
Integrated watershed/region

Temporal Representation
Steady state
Steady state–seasonal
Single event
Continuous

Simulation Basis
Physically based
Conceptual/heuristic
Statistical (regression)
Stochastic (time series)

Method of Solution
Ad hoc
Formal-analytical
Formal-numerical

Finite difference
Finite element
Other

Hybrid
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10.3) and with water-balance estimates of bedrock
recharge (section 9.5.1).

Statistically based models use transfer functions
developed by fitting plausible equation forms to ob-
servational data using regression techniques. The re-
lation between snowmelt and air temperature shown
in figure 5.31 and the determination of constants in
the Philip infiltration equation described in box 8.3
are examples of this approach. A more sophisticated
statistical approach described by Bulygina and Gupta
(2009) uses Bayesian probability analysis to estimate
the uncertain (probabilistic) mathematical structure
of the transfer equations that are valid at the scale of
available observations and conditioned on concep-
tual understanding of the physical processes.

Stochastic time-series models use transfer func-
tions developed using statistical time-series-analysis
techniques. These functions estimate a given rate from
preceding values of that rate, and perhaps other obser-
vations. An example is the impulse-response model of
ground-water recharge given in equation (9.35).

F.3.2.2 Spatial Representation
In lumped models, the region or watershed be-

ing modeled is treated as a single entity character-
ized by a single set of parameters such as slope,
aspect, vegetation, soils, precipitation, temperature,
etc. that are meant to be representative. Examples
are (1) the Thornthwaite monthly water-balance
model of box 6.8, where the watershed is character-
ized by a single parameter, the soil-water storage ca-
pacity SOILmax ; and (2) the linear-reservoir model of
a watershed of section 10.2.5, where all the spatially
varying properties that control the time of travel to
the watershed outlet are characterized by the water-
shed response time, T*.

By contrast, distributed models provide some
representation of the spatial variability in the region
being modeled. Distributed watershed models are of-
ten developed by linking lumped models of subwa-
tersheds, or by dividing a watershed into a small
number of subregions (e.g., upland and lowland)
with differing parameters. More elaborate represen-
tations of spatial variability, such as subdividing the
region by a grid system with model parameters that
vary from cell to cell, are increasingly used to model
hydrologic response of subcontinental to continental
regions based on satellite observations of inputs and
surface characteristics.

Where formal mathematical relations are the ba-
sis for a model, spatial variability can be captured by

use of formal coordinate systems of one, two, or
three dimensions. This is most commonly done in
ground-water flow models, as in the two-dimen-
sional regional-flow models of section 9.2. As in
those models, the coordinate system is usually or-
thogonal (Cartesian), but radial coordinates are used
for ground-water models involving flows to or from
wells (section 9.6.1.1).

Martina et al. (2011) explored how the essential
features of the rainfall-runoff process at the “point”
scale can be preserved at larger scales by integrating
the point-scale differential equations over a grid cell,
and from the grid cell to the watershed scale. An es-
sential aspect of their approach was a relationship be-
tween the fraction of rainfall that infiltrates and the
fraction of watershed area that is saturated (the same
relation modeled by the TOPMODEL approach de-
scribed in section 10.4.2.2). Their method can gener-
ate scale-independent models that preserve the
physical meanings of physical parameters, which in-
creases confidence in model predictions and forecasts.

F.3.2.3 Temporal Representation
In steady-state models, outputs represent a

long-term-average, ultimate, or equilibrium magni-
tude of a quantity. The evaporation models described
in sections 6.3 and 6.8, the regional ground-water
flow models of section 9.2, and the Dupuit model of
ground-water flow to streams of section 9.3.1.5 are
examples. The outputs of steady state–seasonal
models, such as the Thornthwaite water-balance
model of box 6.8, are long-term average seasonal
(monthly) values of one or more quantities.

Single-event models simulate response of a sys-
tem to an isolated input, as in all the rainfall-runoff
models discussed in section 10.6.4; inputs may be
specified as a single value representing the total input
over a time period (as in the unit-hydrograph model),
or a sequence of input values. The outputs of contin-
uous models are a sequence of responses to a se-
quence of inputs over a specific period; the time step
of the sequence may be seconds to years. The Thorn-
thwaite Continuous Model exercise found on the
disk accompanying this text is a continuous model
with a monthly time step (see ThornContx.xls).

F.3.2.4 Method of Solution
In most lumped models, computations follow a

series of ad hoc algorithmic steps, as in the Thornth-
waite monthly water-balance model of box 6.8.
Other models implement analytical solutions to the
basic differential equations that describe the process,
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as in the Philip solution of the Richards equation of
infiltration (section 8.4.2). Analytical solutions may
be discretized and implemented in successive time
steps, as in the Kirchner (2009) watershed described
in section 1.12 [equation (1.51b)].

Where discretization of differential equations
are the model basis (as in the regional ground-water
flow models of section 9.2), formal numerical meth-
ods are used to solve the equations in a Cartesian or
radial coordinate system using “finite difference” or
“finite element” spatial-discretization schemes
(Wang and Anderson 1982; Bear and Verruijt 1987).
In formal continuous models, the spatial discretiza-
tion is implemented in a sequence of discrete time
steps. As pointed out by Clark and Kavetski (2010)
and Kavetski and Clark (2010), numerical models
with fixed time steps, which are very commonly
used, can introduce errors that are much greater than
errors arising from model conceptualization. These
numerical artifacts can substantially degrade model
predictions and lead to inconsistent and biased esti-
mates of model parameters, but can also fortuitously
compensate for model structural errors, giving “the
right result for the wrong reason.”

Many hydrologic models use different solution
methods for different processes within a model;
these are called hybrid models. A common example
in watershed models is the use of formal numerical
solutions for soil-water movement and ad hoc meth-
ods for other processes.

F.4 The Modeling Process
An idealization of the modeling process is dia-

grammed in figure F.1; its major elements are (1)
specification of the purposes of the model, (2) con-
ceptualization of the problem, (3) selection or devel-
opment of the appropriate model (“identification”),
(4) parameter estimation (“calibration”), and (5) ac-
ceptance testing (“validation”). The terms indicated
in bold type are preferable to the more commonly
used terms in quotes, because they “remind us that a
model is an abstraction of the physical process and
not the physical process per se” (Matalas and Mad-
dock 1976, p. 123).

F.4.1 Conceptualization of the Problem
Once the purposes of a model are established,

the most important step in the modeling process is
the determination of the overall form and essential

components of the model. These decisions must be
based on a clear idea of the scientific or engineering
purpose of the model, and this idea must be trans-
lated into an explicit formulation of the nature and
form of the model output that is required, specifically

• the type of information required (e.g., peak flows,
flow volumes, ground-water heads, soil-water con-
tents, evapotranspiration rates);

• the required accuracy and precision of the output;

• the locations for which the output is required; and

• the time intervals for which the output is required.

Model conceptualization is dictated also by the
nature and form of the information that is available
about the available input data and the system being
modeled, and by the resources and time available to
collect needed additional information.

F.4.2 Model Selection or Development
Descriptions of or references to many widely

used hydrologic models were given by DeVries and
Hromadka (1992) and Kavetski and Clark (2010) for
watershed models and by Anderson et al. (1992) for
subsurface-flow models. New models are continually
being developed, and many are readily available as
computer software designed to be easily modified to
apply to a particular situation. This state of affairs
would seem to make the task of creating a model for
a new situation easier. However, as noted by Clark et
al. (2011b, p. 1),

The current overabundance of models is symptom-
atic of an insufficient scientific understanding of 
environmental dynamics at the catchment scale, 
which can be attributed to difficulties in measuring 
and representing the heterogeneity encountered in 
natural systems.

They recommend an approach to the development
of realistic catchment-scale models that is embedded
in a framework that rigorously scrutinizes hypothe-
ses against observed data.

F.4.3 Parameter Estimation and
Acceptance Testing

Both adjustable-parameter estimation and accep-
tance testing require measured values of input and
output quantities for the prototype system of interest
and involve numerical and/or graphical comparison
of measured outputs to modeled outputs. This re-
quires splitting the input data into a parameter-esti-
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mation set (“calibration data”) and an acceptance-
testing set (“validation data”). There are no firm rules
for the proportion of the total data allocated to each
set, but usually no more than half the data is allocated
for acceptance testing. For some types of data the al-
location can be done randomly, but for data represent-
ing a time sequence it is usually necessary to select a
continuous period for parameter estimation and a
prior or subsequent period for acceptance testing.

Although the canonical approach to model devel-
opment (figure F.1) proceeds by first estimating pa-
rameters and then “validating” model results with
new data, Vogel and Sankarasubramanian (2003)
pointed out that once a watershed model is calibrated,
the unavoidable model error can distort the validation
process. Thus they recommend that validation be per-
formed using covariance (section C.6.1) procedures
before, and independent of, parameter estimation.

Figure F.1 Flow chart for the
modeling process.

Evaluate data and
 data needs

Conceptualize model

Select or develop model

Determine 
best-fit criteria

Establish model purposes

Obtain measured
input and output data

Parameter-
estimation set

Acceptance-
testing set

Select initial
parameter values

Use model for
forecasting or prediction

Obtain new measured
or design input data

Run model

Evaluate fit

No Yes

Parameter
estimation

Run model

Evaluate fit

No

Yes

Acceptance
testing

Accept?

Adjust
parameter

values

Accept?
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In both parameter estimation and acceptance
testing it is important to focus on the purposes of the
model. For example, the following aspects of model
output might be more or less important in different
contexts:

• the ability to reproduce the long-term or spatial
mean value of a quantity;

• the ability to reproduce overall variability (e.g., the
standard deviation or range of the quantity);

• the ability to minimize absolute errors (errors as
measured in the units in which the quantity is mea-
sured; e.g., streamflows in m3/s, see section F.5);

• the ability to minimize relative errors (errors ex-
pressed as a percentage or fraction of the mean,
see section F.5);

• the ability to reproduce high values of a quantity
(e.g., peak streamflows);

• the ability to reproduce low values of a quantity
(e.g., drought streamflows); and

• the ability to reproduce patterns of seasonal or spa-
tial variability.

It is also important to remember that measured
values of model inputs and outputs are themselves
more or less in error (section 1.11.2) due to instru-
mental limitations and/or the inherent inability of
observational networks like rain gauges or wells to
capture the temporal and/or spatial variability of in-
put or output quantities. To the extent that such er-
rors exist, they will be propagated in the modeling
computations and parameter selection and evalua-
tion of model performance will be subject to error.

F.4.3.1 Parameter Estimation (“Calibration”)
The objective of parameter estimation is to de-

termine appropriate values for adjustable model pa-
rameters. To do this, the input data of the parameter-
estimation set are entered into the model and the val-
ues of parameters are systematically adjusted
(“tuned”) to determine which values give the “best”
fit between the modeled and the measured outputs
according to predetermined criteria (section F.5).

Although conceptually straightforward, the pa-
rameter-estimation process is often fraught with dif-
ficulty and ambiguity, especially in multiparameter
models, because:

• Very different sets of parameter values may give
nearly equivalent fits; this is the problem of equifi-
nality (Beven and Freer 2001; Beven 2006).

• Model outputs may be insensitive to the values of
one or more parameters.

• One or more “best-fit” parameter values may differ
greatly from what seems intuitively reasonable.

• “Best-fit” parameter values may differ in different
time periods or at different scales (Merz et al. 2011).

When these situations occur, confidence in a model’s
ability to simulate the situation of interest is dimin-
ished.

F.4.3.2 Acceptance Testing (“Validation”)
Once the parameter values are selected, perfor-

mance testing leading to acceptance or rejection of
the model for a particular application should be evalu-
ated by graphical and/or numerical comparison of
modeled and measured outputs for situations not used in
parameter estimation. Goodness-of-fit can be judged
qualitatively by visual comparison of measured and
simulated hydrographs or flow-duration curves or of
scatter plots of simulated versus actual output quanti-
ties. Numerical measures of goodness-of-fit are dis-
cussed in section F.5. If a model does not satisfactorily
simulate the measured values, a new model, perhaps
based on a revised conceptualization of the situation,
should be developed.

F.5 Model Evaluation
Klemeš (1986b) and Clark et al. (2011b) pro-

vided excellent discussions of the philosophy and
process of testing simulation models. Numerical
measures of model goodness-of-fit are reviewed by
Nash and Sutcliffe (1970), Garrick et al. (1978),
World Meteorological Organization (1986a), and
Martinec and Rango (1989), and many are described
in box F.1. However, a recent study by Ritter and
Muñoz-Carpena (2013) noted that all numerical cri-
teria have limitations and are often subjective and
ambiguous, leading to incorrect model verification.
The papers by Vogel and Sankarasubramanian
(2003), Blöschl (2006), McDonnell et al. (2007), Bu-
lygina and Gupta (2009), Clark et al. (2009, 2011b),
and Kumar (2011) also explore the topic of model
development and selection in depth.

Studies comparing models have been published
by the World Meteorological Organization (1986b,
1992), Perrin et al. (2001), and Vansteenkiste et al.
(2014), among others.
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Box F.1 Some Numerical Criteria for Model “Calibration” and “Validation”

Here we introduce some numerical criteria that may 
be used to evaluate the degree to which modeled out-
put reproduces measured output in the parameter-esti-
mation (“calibration”) and acceptance-testing 
(“validation”) phases of model development, and for 
comparing performance among models. Note that (1) it 
is often useful to apply these criteria separately for dif-
ferent flow ranges, different seasons, and different years 
and (2) no combination of numerical criteria can truly 
validate a model (section F.6, box F.2).

In the following, we consider that we have a time 
series of i = 1, 2, ..., N measured values xi (the “calibration” 
or “validation” data) and corresponding model-simu-
lated values ξ i.

Actual Error

Actual error, ei , is defined as

ei ≡ ξi – xi . (FB1.1)

1. Minimize average absolute error, µ|e|

2. Minimize estimation bias, represented as average
error, µe,

3. Assess model fit by regressing model estimates ξ i

against measured values xi , resulting in

ξ i = a1 + b1 · xi + εi , (FB1.4)

where a1 is the regression constant, b1 the regres-
sion slope, and εi the regression-model error. Better
fit is represented by smaller values of |a1|, |b1 – 1|,
and average |εi|; the latter is equivalent to larger val-
ues of the coefficient of determination for the
regression, R2.

4. Assess model precision by smaller values of the
standard deviation of error, σe ,

5. Assess the combination of accuracy and precision as
smaller values of the root-mean-square error, RMSE,

Relative Error

Relative error, ri , is

Many hydrologic variables cannot take on negative 
values. For these, the minimum possible value for ri is –1, 
whereas the maximum is unbounded. To avoid this 
asymmetry when comparing relative values, we can 
compare the statistics of the logarithmic error, Lei , where

6. Bias in relative error is proportional to the value of
µLe , where

7. Relative model fit can be assessed by regressing
model estimates log(ξ i) against measured values
log(xi), resulting in

log(ξ i) = a2 + b2 · log(xi) + Lεi , (FB1.10)

where a2 is the regression constant, b2 the regres-
sion slope, and Lεi the regression-model error. Bet-
ter fit is represented by smaller values of |a2|, |b2 – 1|,
and average |Lεi|; the latter is equivalent to larger
values of the coefficient of determination for the
regression, R2.

8. Assess relative model precision by smaller values of
the standard deviation of relative error, σLe ,
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(continued)
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F.6 Final Words of Caution
Developing and working with computer-simula-

tion models is challenging and fun, and it can be
done in a comfortable room with a coffee cup at
hand. Collection of data in the field is also challeng-
ing and sometimes fun, but often uncomfortable, te-
dious, frustrating, and expensive. Thus, although
computer models have greatly facilitated the science
of hydrology and its application, and will play an in-
creasing role in the future, we must continually re-
mind ourselves that the goal is to understand and
predict nature, not to demonstrate our cleverness.

Models are essential tools for almost all practical
applications of hydrology and can be powerful aids in
scientific analysis. However, anyone seeking to use a
model to provide predictions or forecasts that will be
used for critical design, operational applications, or

scientific decisions should first review the discussions
by Matalas and Maddock (1976), Dooge (1986),
Klemeš (1986b), Beven (1993), Oreskes et al. (1994),
and Perrin et al. (2001). Some of their insights are
summarized in box F.2; the collective wisdom of
these discussions can be summarized as follows:

Although acceptable parameter values can be 
determined for almost any model, in most cases 
the parameters are not unique and may not be 

transferable to new situations. And, because
of the inevitable errors in measured data
and the impossibility of representing the

space-time continuum of nature as a finite
array of space-time points, no model can be 

validated as a true simulation of nature.

9. Assess the combination of relative accuracy and
precision as smaller values of the root-mean-
square relative error, RMSLE,

10. A widely used measure of model relative error is the
Nash–Sutcliffe coefficient, RNS, where

(Nash and Sutcliffe 1970). RNS increases in propor-
tion to the extent to which model output improves
estimation above that achieved by simply assum-
ing the mean value of the observed values.
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Box F.2 Some Insights on Simulation Modeling in Hydrology

Dooge (1986, p. 49S)

Many . . . modelers seem to follow . . . the example of 
Pygmalion, the sculptor of Cyprus, who carved a statue so 
beautiful that he fell deeply in love with his own creation. 
It is to be feared that a number of hydrologists fall in love 
with the models they create. In hydrology, . . . the prolifer-
ation of models has not been matched by the develop-
ment of criteria for the evaluation of their effectiveness in 
reproducing the relevant properties of the prototype.

Oreskes et al. (1994, p. 641)

Verification and validation of numerical models of 
natural systems is impossible. This is because natural 
systems are never closed and because model results are 
always non-unique. Models can be confirmed by the 
demonstration of agreement between observation and 
prediction, but confirmation is inherently partial. Com-
plete confirmation is logically precluded by the fallacy of 
affirming the consequent and by incomplete access to 
natural phenomena. Models can only be evaluated in 
relative terms, and their predictive value is always open 
to question. The primary value of models is heuristic: 
Models are representations, useful for guiding further 
study but not susceptible to proof.

Kirchner (2006, p. 1)

[S]cientific progress will mostly be achieved through 
the collision of theory and data, rather than through 

increasingly elaborate and parameter-rich models that 
may succeed as mathematical marionettes, dancing to 
match the calibration data even if their underlying 
premises are unrealistic. Thus advancing the science of 
hydrology will require not only developing theories that 
get the right answers but also testing whether they get 
the right answers for the right reasons.

McDonnell et al. (2007, p. 1)

In spite of their apparent physical basis and complex-
ity, the current generation of detailed models is process 
weak. . . . In order to make continued progress in water-
shed hydrology and to bring greater coherence to the 
science, we need to move beyond the status quo of hav-
ing to explicitly characterize or prescribe landscape het-
erogeneity in our (highly calibrated) models and in this 
way reproduce process complexity and instead explore 
the set of organizing principles that might underlie the 
heterogeneity and complexity.

Doherty (2011, p. 455)

Modeling should constitute a scientific expression of 
our ignorance rather than a claim to knowledge that we 
do not possess. . . . Learning how to define and locate 
the optimal compromise between simplicity and com-
plexity is one of the biggest problems facing current 
modeling practice.
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Appendix 
G

Development of Scientific Hydrology

This brief overview is based on the books by Ad-
ams (1938), Rouse and Ince (1957), Biswas (1970),
Nace (1974), and Eagleson et al. (1991), as well as
Brutsaert’s (1992) detailed examination of the evolu-
tion of theories on the origins of springs and rivers.

Humans have been concerned with managing
water as a necessity of life and as a potential hazard
at least since the first civilizations developed along
the banks of rivers. Hydraulic engineers built func-
tioning canals, levees, dams, subterranean water con-
duits, and wells along the Indus in Pakistan, the
Tigris and Euphrates in Mesopotamia, the Hwang
Ho in China, and the Nile in Egypt as early as 5,000–
6,000 years ago (BP). Hydroclimatologic information
was vital to these civilizations; monitoring of river
flows was begun by the Egyptians about 3800 BP, and
the first known rainfall measurements were taken by
the Kautilya of India by 2400 BP. The concept of a
global hydrologic cycle dates from at least 2400 BP,
when it was written by Ecclesiastes (1:7) that

All the rivers run into the sea; yet the sea is not full; 
unto the place from whence the rivers come, thither 
they return again.

Other, even earlier, texts in the Hebrew, Chinese, and
Indian traditions seem also to refer to the global hy-
drologic cycle, and the concept appears in the writings
of early Greek philosophers such as Thales, Anaxago-
ras, Herodotus, Hippocrates, Plato, and Aristotle.

However, the question of the origin of rivers and
springs, i.e., the mechanism by which sea water re-
turned to land as fresh water to complete the cycle,
was disputed and continued to be a subject of specu-

lation and debate into the eighteenth century. Over
these years, various writers espoused one or more of
the following theories, which were first articulated
by Greek writers:

• Ocean water extends under the land, loses its salt
by filtration as it rises through the earth, and con-
denses to form rivers and springs [theory of Hip-
pon (fifth century BCE)].

• Rivers and springs receive water from percolating
rain, but this is insufficient to maintain river flows
and the main source is condensation of water va-
por from air rising within the earth [theory of Aris-
totle (384–322 BCE)].

• Rivers and springs originate only from rain [theory
of Anaxagoras (500–428 BCE) and others].

The Romans had extensive practical knowledge
of hydrology, especially hydraulics, and developed
extensive aqueduct systems (many of which are still
standing), but did little to advance scientific ideas be-
yond those of the Greeks. An exception was Vitru-
vius (first century BCE), a Roman architect and civil
engineer who concluded in his well-known treatise
De Architectura that rain and snowmelt were the sole
source of springs.

The above theories on the origin of rivers and
springs continued to be debated into the Middle
Ages, the Renaissance, and beyond; even Leonardo
da Vinci (1452–1519) and René Descartes (1596–
1650) espoused the sea-water filtration theory. How-
ever, the Frenchman Bernard Palissy (1510–1589)
concluded on the basis of field observations that the
water in rivers comes from precipitation, and he and
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countryman Guillaume de Salluste du Bartas (1544–
1590) gave descriptions of the origins of springs and
rivers that are “close to the rainfall percolation mech-
anism as it is known today” (Brutsaert 1992, p. 571).

By 1674 Pierre Perrault (French, 1608–1680), in
his book On the Origin of Springs, characterized the
percolation theory as the “common opinion.” How-
ever, he himself thought that the main cause of
springs was vapor rising within the earth, even
though he had made calculations showing that the
annual flow of the upper Seine River was only one-
sixth of the precipitation on its watershed. Interest-
ingly, his rejection of the percolation theory was
based on his own experiments that seemed to indi-
cate that infiltrated precipitation could not flow lat-
erally to rivers.

Even though Perrault came to the incorrect con-
clusion about the origin of rivers, his work initiated
the modern measurement-based approach to the hy-
drologic cycle. The other major contemporary con-
tributor was Edmé Mariotte (French, 1620–1684).
His book Treatise on the Movement of the Waters and of
the Other Fluid Bodies (1686) affirmed the percolation
theory based on (1) his observations of water in soils
and (2) his measurements and calculations of the
flow of the Seine at Paris and the precipitation on its
watershed, which showed, like Perrault, that the
flow was less than one-sixth the rainfall. As noted by
Brutsaert (1992, p. 579),

Mariotte’s work is without question one of the high-
lights in the history of hydrology. His treatment is 
clear and sound enough that it would not be out of 
place in present-day descriptions. . . . His determina-
tion of the river discharge rate is based on solid rea-
soning, and therefore his comparison between 
precipitation and river flow is a marked improve-
ment over Perrault’s calculation a decade earlier. In 
addition, he shows cogently by different examples 
that rain does penetrate the soil in sufficiently large 
quantities and to sufficiently large depths to be the 
only possible cause of springs.

However, the question was not settled, due in
part to the work of P. LaHire (French, 1640–1718),
whose experiments on water flow in soils (1703)
seemed to support Perrault’s conclusion and refute
the percolation theory. The well-known British as-
tronomer Edmund Halley (1656–1741) also con-
cluded, based on his studies of evaporation (1691),
that one source of rivers is water vapor that enters di-
rectly into the earth, collects in caverns, and then
breaks out through the hillsides as springs. In spite of

this error, Halley contributed to the development of
hydrologic science by being the first to conduct a
quantitative water-balance study (1687): He esti-
mated the amounts of water involved in the ocean-at-
mosphere-rivers-ocean cycle of the Mediterranean
Sea and its watershed, concluding that river inflow
was about one-third of evaporation loss, with the rest
of the inflow from precipitation.

The percolation theory continued to gain
strength into the eighteenth century, in part through
the works of the English naturalist John Ray (1627–
1705) and the Dutch physicist Pieter Van Musschen-
broek (1692–1761). However, it is clear from the
writings of the famous English scientist John Dalton
(1766–1844) that various theories were still being dis-
cussed in 1799. Part of the problem was the persis-
tent erroneous perception that rainfall was generally
insufficient to supply river flow (in spite of the calcu-
lations by Perrault and Mariotte) and the difficulty in
gathering areal rainfall data and streamflow mea-
surements. However, Dalton did estimate precipita-
tion, evaporation, and streamflow for England and
Wales and concluded in 1802 that

[W]e may fairly conclude that the rain and dew of 
this country are equivalent to the quantity of water 
carried off by evaporation and by the rivers. And, as 
nature acts upon general laws, we ought to infer, 
that it must be the case in every other country, till 
the contrary is proved. (as quoted in Brutsaert 1992, 
p. 584)

The eighteenth century saw major advances in
applications of mathematics to fluid mechanics and
hydraulics by Henri de Pitot (1695–1771), Daniel
Bernoulli (1700–1782), Leonhard Euler (1707–
1783), Antoine de Chézy (1718–1798), Joseph La-
grange (1736–1813), Pierre Laplace (1749–1827),
and others in Europe. Use of the term “hydrology”
in approximately its current meaning began about
1750. By about 1800 Dalton had firmly established
the nature of evaporation and the present concepts of
the global hydrologic cycle, and James Hutton
(1726–1797) and John Playfair (1748–1819) had
published scientific work on the fluvial erosion of
valleys. Routine network measurements of precipita-
tion began before 1800 in Europe and the United
States, and were well established there and in India
by 1820.

A major reason for the persistence of erroneous
ideas about the origin of rivers and the nature of the
global hydrologic cycle was ignorance of the process
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of ground-water flow. This ignorance lasted until
1856, when the French engineer Henry Darcy
(1803–1858) established the basic phenomenological
law of flow through porous material. The nineteenth
century also saw many advances in fluid mechanics,
open-channel hydraulics, and sediment transport by
J.-C. B. de Saint-Venant (1797–1886), Jean Poiseuille
(1799–1869), A. J. E. J. Dupuit (1804–1866), Robert
Manning (1816–1897), George Stokes (1819–1903),
Osborne Reynolds (1842–1912), P. F. D. DuBoys
(1847–1924), and others whose names have become
associated with basic laws or principles underlying
hydrologic science.

The first major book devoted to hydrology was
the Manual of Hydrology (1862) by the Englishman
Nathaniel Beardmore (1816–1872), which contained
sections on hydraulic and other tables; rivers, flow of
water, springs, wells, and percolation; tides, estuar-
ies, and tidal rivers; and rainfall and evaporation.
Treatises on other aspects of hydrology appeared
with increasing frequency in the last half of the nine-
teenth century. Many of these works examined rela-
tions between rainfall amounts and streamflow rates
due to the need to estimate flood flows for the design
of bridges and other structures. This was the begin-
ning of a close association between hydrology and
civil engineering; the first English-language texts in
hydrology were those of Daniel Mead in 1904 and
Adolf Meyer in 1919, which were written for civil
engineers. This association has in some respects en-
hanced, and in other respects may have inhibited, the
development of hydrology as a science.

The first half of the twentieth century saw great
progress in many aspects of hydrology and, with the
formation of the Section of Scientific Hydrology in
the International Union of Geodesy and Geophysics
(1922) and the Hydrology Section of the American
Geophysical Union (1930), the formal recognition of
hydrology as a major branch of earth sciences.
Among those contributing notably to advances in
particular areas in the early and middle decades of
the century were: A. Hazen, E. J. Gumbel, H. E.

Hurst, and W. B. Langbein in the application of sta-
tistics to hydrologic data; O. E. Meinzer, C. V. Theis,
C. S. Slichter, and M. K. Hubbert in the development
of the theoretical and practical aspects of ground-wa-
ter hydraulics; L. Prandtl, T. von Kármán, H. Rouse,
V. T. Chow, G. K. Gilbert, and H. A. Einstein in
stream hydraulics and sediment transport; R. E.
Horton, L. B. Leopold, M. G. Wolman, and T. E.
Dunne in understanding runoff processes and quan-
titative geomorphology; and W. Thornthwaite, H. E.
Penman, J. L. Monteith, and W. Brutsaert in under-
standing and modeling evapotranspiration.

Although the long-standing dispute about the
source of streamflow has been resolved for two cen-
turies, it is interesting that detailed field studies to
understand the exact mechanisms of runoff produc-
tion began only with R. E. Horton in the 1930s and
T. E. Dunne in the 1960s. Study of these processes
remains a very active area of research, now en-
hanced by new methods for identifying and tracing
runoff components (section 10.3). The search for ap-
propriate approaches to modeling runoff processes at
different scales remains a significant challenge (ap-
pendix F).

The need for hydrologic understanding is as es-
sential for sustaining human society today as it was
for the first civilizations. Advances in this under-
standing are accelerating in the early twenty-first cen-
tury, and new scientific questions are emerging.
Developments in instrumentation, satellite observa-
tion, computing power, and availability of large re-
gional and global data sets are making possible new
progress on formerly intractable questions, including
the determination of regional storage changes, assess-
ment of regional precipitation and snowpack proper-
ties, the movement of ground water in rock fractures,
the relation between ground water and surface water,
the relations between hydrologic behavior at different
scales, the relation of hydrologic regimes to past and
future climates, and the interaction of hydrologic pro-
cesses and landform development. We can look for-
ward to steady progress in scientific hydrology.
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Ablation, 210
Absolute error, 30
Absolute humidity, 113
Absolute precision, 531
Absorption

of radiation, 218, 227–228, 575–576
of soil water by root plants, 275–276

Absorptivity, 49
Adiabatic process, 112

cooling, 112, 117
warming, 112

Air
density of, 112
mass, definition, and types of, 134
near-surface values of physical properties 

of, 112
supersaturated, 114

Air-entry pressure/tension, 332
Albedo, 52, 54, 226, 229–230, 571

planetary, 52
Alfisols, 103
Alternate hypothesis/null hypothesis, 559–560
Andisols, 103
Anisotropy, 395–396
Anticyclonic circulation, 59
Aquicludes, 390
Aquifer(s)

coastal, fresh/salt ground-water interface 
in, 418

coastal, salt-water intrusion in, 450
of the coterminous United States, 402
definition of, 390
response time/residence time, 396–397
storage properties of, 392–393
and stream relations, 409
transmission properties of, 395–396
unconfined/confined, 390–393

Aquitards, 390, 392
Areal reduction factors (ARFs), 196, 198
Aridisols, 103
Aridity index, 91, 105
Atmometers, 295
Atmosphere

composition of, 49–50
general circulation of, 55, 58–59
size ranges of nongaseous constituents, 118
vertical structure and dynamics, 50
water-vapor capacity of, 86

Atmospheric constant, 278
Atmospheric resistance, 279
Atmospheric rivers, 70–71
Atmospheric stability

correction factors, 131
effects of, 128–130

Autocorrelation
assessment, 561–562
coefficient, 558
effects on effective sample size, 569
effects on sampling error, 569–570
persistence and, 178, 556–559, 569

Baguios, 137
Bank storage, 410–411
Base flow

definition of, 433, 463
index (BFI), 436
separation, 435, 462

Biomes, 104–106
Blackbody(ies), 48, 53, 232
Boltzmann transform, 362–364
Bond number, 11
Bouchet’s complementary relationship equa-

tion, 303
Bowen ratio, 256
Boxplots, 560–561
British/common system of measurement, 8
Brooks–Corey equations/models, 336–338
Brubaker’s snowmelt runoff model, 247, 249
Bubbling pressure, 332
Bulk Richardson number, 130–131

Calibration, 510
Campbell parameters for soil textures, 338
Canopy conductance, 281
Canopy interception, annual loss as fraction of 

gross precipitation, 291
Capacitance probes, 321
Capillarity, 11, 328–330, 340
Capillary fringe, 329, 352, 428, 438, 495
Capillary rise, 329, 352, 436–438
Centimeter-gram-second (cgs) system, 8
Centroid lag, 471, 474
Centroid lag-to-peak, 465, 471, 475–476
Centroid/center of mass, 471, 474

Channel(s)
flow, event-response processes/residence 

times, 508
precipitation/channel interception, 479–480
processes

hydraulic relations, 503–505
simple streamflow routing, 505

Chemical tracers, 429
Chlorofluorocarbons (CFCs), 429
Circular statistics, 182
Clausius–Clapeyron (C-C) relation, 86
Clear-sky radiation, 575–577

backscattered radiation, 577
daily estimation of, 571–578
diffuse radiation, 577
direct-beam radiation, 575–577
longwave radiation as, 231
shortwave radiation as, 227
solar flux, 574
total incident radiation, 577

Climate
biome formation and, 104
elasticity, 92
feedback factor, 84
global. See Global climate
soil development and, 103–104

Climate change
evidence for recent climate-related hydro-

logic changes, 87–91
greenhouse effect/greenhouse gases, 52–55
moisture recycling and, 96–100
overview of changes in hydrologic cycle, 

84–86
runoff sensitivity to, 91–96

Cloud
condensation nuclei, 117–119
cover

effect on longwave radiation exchange, 
231–232

large-scale changes in, 88
formation, 135
seeding, 199

Coefficient of variation, 182
Cold fronts, 135
Concentration

of particulate/dissolved material constitu-
ent, 79

time of, 471, 476, 513
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Condensation, 113, 117–118
Confidence intervals, 566–569
Conservation of fluid mass, law of, 325
Conservative substances, 13
Constituent load, 81
Continuous random variables, 550–551
Continuous time traces, 24
Control volumes, 13–14
Convection

free, 254, 258
free/thermal, 119

Convex routing method, 505
Correlation coefficient, 556–567, 570
Covalent bonding, 539–540
Covariance and correlation, 556
Critical Zone, 47, 100–107
Curve numbers, 518, 520
Cyclogenesis, process of, 134–135
Cyclonic storms

cloud seeding to increase precipitation 
from, 199

cyclonic circulation, 59
extratropical cyclones, 134–136
tropical cyclones, 137–141

Dalton’s law, 112
Darcy velocity, 324, 391
Darcy’s law

Green-and-Ampt model application of, 366
recharge and, 353, 428
of saturated surface flow, 323–324, 327
for unsaturated flow, 240, 330
for vertical downward unsaturated flow, 345

Data analysis
display with preliminary assessment, 560–

562
estimating parameters of probability distri-

butions, 565–566
hypotheses tests, 559–560
identifying candidate probability distribu-

tions, 562–565
preliminary assessment of

autocorrelation assessment, 561–562
boxplots, 560
empirical distribution function, 560–561
histograms, 560
stationarity assessment, 562

sampling error, 566–570
Deep seepage, 438–441
Density

bulk, 315
water, 10–11
weight, 10, 544

Depression storage/surface detention, 486–487
Depth hoar, 209
Depth of ponding and water infiltration rate, 

355, 357
Dew, 146
Dew point, 114
Diffusion, 122–124

equation for an isotropic/homogenous 
medium, 328

general diffusion process, 125
of momentum, 125–126
of sensible heat, 127–128
of water vapor, 126–127

Diffusivity, 123–125, 254, 362–363
Digital elevation models (DEMs), 17

Dilution gauging, 585–586
Dimensional homogeneity, 8
Dimensionally inhomogeneous equations, con-

version of, 537–538
Dimensionless quantities, 8
Dimensions, 7

dynamic, 8
geometric, 8
kinematic, 8

Direct weighted averages, 162–166
arithmetic average, 163
hypsometric method, 165–166
Thiessen polygons, 163–164
two-axis method, 164–165

Direct-beam radiation, 575–577
Direct-current resistivity, 321
Discharge areas, 398
Discrete random variables, 550
Discrete time-series variables, 24
Disdrometers, 150
Dissolved load, 79
Dissolved-solids concentrations, 307
Double-mass curves, 157–159
Drainage basin. See Watershed
Drainage density, 458
Drainage-network composition, laws of, 456–457
Droplet growth, 118–119
Dry adiabatic lapse rate, 112, 128
Dunne overland flow, 484
Dupuit approximation

equations, 410, 412, 414
and ground-water contribution to stream-

flow, 431
for steady-state unconfined aquifer drain-

age to streams, 413
for unconfined flow, 412

Dupuit–Forchheimer equations, 496
Duration curves, 25–26
Dynamic/geometric scaling, 380

Ecoregions, 104
Eddy

correlation, 129–132, 258, 306
viscosity, 547–548

Effective sample size, effects of autocorrelation 
on, 569

Effective stress, and compressibility of water, 
395

El Niño–Southern Oscillation (ENSO), 62–63
Electrical resistance blocks, 320
Electromagnetic induction (EMI) instruments, 

321
Electromagnetic spectrum, 48
Emissivity, 48
Empirical distribution function, 560–562
Empirical orthogonal functions, 169
End-member chemical composition, 478–479
End-member mixing analysis (EMMA),

477–478
Energy, conservative substance of, 13
Energy-balance components

case study of snowmelt at Danville, VT, 
234, 236–237

comparison of energy balances in different 
environments, 237–239

effects of forest cover and weather, 234
Energy-balance equation(s), 15

for evaporating water body, 260–263

Energy-exchange processes
conductive exchange of sensible heat with 

the ground, 234
heat input by rain, 233
longwave radiation exchange, 231–232
relative importance of energy-balance 

terms, 234–239
shortwave (solar) radiation, 226–230
turbulent exchange of latent/sensible heat, 

232–234
Entisols, 101
Equation(s)

conservation, 14–15, 326
conversion, 537–538
dimensional properties of, 8–9
empirical, 8
homogeneous, 8
inhomogeneous, 8–9

Equifinality, problem of, 510
Equilibrium

potential evapotranspiration, 294
runoff, 471, 497
soil-water profiles, 352–353
water-content profile, 353–354

Equipotentials, 328
Equivalent latitude/longitude, 229
Error(s)

absolute and relative, 30
Gaussian theory, 30–31
in precipitation measurement, 20
propagation, 31
random, statistical characterization, 30–31
sampling error, 566–570
standard deviation, 31
systematic and random, 30

Evaporation
Bowen ratio, 256
diffusive process of, 254–255
energy balance, 256–257
evaporative fraction, 256
heat-exchange processes and, 254–257
latent-heat exchange, 255
mass-transfer equation for evaporation rate, 

254
oceanic, 74
psychrometric constant, 256
sensible-heat exchange, 255–256

Evaporation process
latent heat of vaporization, 115–116
vapor exchange, 114–115

Evaporimeters, 295
Evapotranspiration, 18–19, 88, 253–309

actual, 298–307
methods based on water quality, 307
potential-evapotranspiration approaches, 

298–304
turbulent-exchange and energy-balance 

approaches, 306–307
water-balance approaches, 304–306

bare-soil evaporation, 274–283
capillary rise and, 436–438
classification of processes, 257
classification of types, 257
continental water balances, 77
continental, average recycling ratio, 99
energy-limited/water-limited, 91, 74
evapotranspiration-recycling ratio, 98
free-water and lake evaporation, 257–272
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eddy correlation, 258
energy balance, 260–263
mass transfer, 258–260
pan evaporation, 267–270
Penman/combination method, 263–267
summary and example calculations,

271–272
water-balance approach, 270–271

global distribution of, 71–75
interception and interception loss, 283–292
mass-transfer approach, 115, 126
Penman-Monteith model, 282–283
potential and reference-crop, 74, 292–298

comparison of PET/RET estimation 
methods, 296–298

direct measurement, 295–296
operational definitions, 293–295

redistribution of soil water and, 381,
384–385

reference-crop evapotranspiration (RET), 
292–294

transpiration process, 275–283
as water-balance component, 21–22

Event flow, as direct response to a given water-
input event, 463

Event-flow-generation processes, 478–503
channel precipitation/channel intercep-

tion, 479–480
overland flow, 480–487
overview of hillslope processes, 499–503
subsurface flow, 487–499

Exceedence probability, 556
Exfiltration, 274, 313
Expected value, 168, 551
Experimental variogram, 169
Extraterrestrial solar radiation

daily total, 575
day number/Julian date, 572
declination, 574
modeling/measuring, 571–575
orbital eccentricity, 572, 574
solar noon, sunrise, and sunset, 575
zenith angle, 574

Fick’s law, 123, 125
Field capacity, 345–348, 350
Float gauges, 150
Flood(s)

design rainfalls and, 185
designed vs. floods from actual storms, 

510–511
flood wave, 459–460, 462
flood-wave velocity, 504–505
predictions/forecasts, 455

Flow
boundary-layer, resistance in, 546
bypass, 490
laminar, 324, 546–547
mechanisms, classification of event 

responses, 479
meridional, 63
nets, 398–400, 403, 431, 438
open-channel, 548
potential, 546
preferential, 361, 489–492
quick, 463
systems, local/intermediate/regional, 399, 

401

uniform, 504
zonal, 63

Flow-duration curves (FDCs), 26
Fluid potential, 323
Flumes, stream gauging with, 589
Fluxes, 63–69, 123
Fog drip, 146
Forced convection, 119, 254
Fractionation, 543–544
Fragipan/hardpan, 355
Free-water evaporation, Penman/combination 

equation for, 263–267
Free-water/potential evaporation, 257–258
Frequency-domain reflectometry (FDR), 320
Friction velocity, 122
Fronts, 134–136
Fundamental hydrologic landscape unit 

(FHLU), 404, 406

Gamma-ray instruments, 320
Gas constant, 111
Gash Interception Model, 290
Gauge(s)

acoustical, 150
capacitance, 150
hook, 267
networks, uncertainty analysis of, 172–178
optical, 150
pressure, 323
recording, 150
reference, 154
tipping-bucket, 150
weighing, 149

Gaussian theory of errors, 30–31
Gelisols, 103
Geology, effects on regional ground-water flow, 

400–404
Geometric/dynamic scaling, 379–380
Geomorphologic instantaneous unit hydro-

graph (GIUH), 527–528
Geostatistics, 168–171
Ghyben–Herzberg relation, 416, 418
Glaciers, large-scale changes in, 89
Gleying, 355
Global climate

atmosphere’s impact, 49–50
energy budget of the earth, 51–54
general circulation of the atmosphere, 58
general circulation/distribution, pressure 

and temperature, 55–59
large-scale internal climatic variability and 

teleconnections, 59–63
latitudinal energy transfer, 54–58
laws of radiant energy exchange, 47–49

Global hydrologic cycle, 68–100
climate change and, 84–100
continental water balances, 77
distribution of evapotranspiration, 71–75
distribution of precipitation, 67–71
global-warming-related changes, 87–91
land phase of, 3–5
major storage components and flows of, 4
recent large-scale changes in, 88–89
rivers, lakes, and reservoirs, 77–79
role of individuals in, 69
runoff distribution, 74–77
stocks and fluxes, 63–69

Goodness-of-fit analysis, 563

Graphical flow separation, 463–464, 466
Gravity Recovery and Climate Experiment 

(GRACE) satellite mission, 21–22
Green-and-Ampt model, 366–369, 374–375, 

379
comparison, 376, 378
explicit method, 371–372, 377–378
implicit method, 376–378
time of ponding, 370

Greenhouse effect/greenhouse gases, 52–55
Ground water

aquifers and aquitards, 390–397
balance equations, 421
contributions to streamflow, 431–436
definition/significance of, 389–390
development, impacts on areal hydrology, 

441–451
effects of ground-water extraction,

446–450
hydraulics of ground-water develop-

ment, 441–446
sustainable extraction rate/safe yield, 

450–451
evaluation of ground-water balance compo-

nents, 422–441
capillary rise, 436–438
contribution to streamflow, 431–436
deep seepage, 438–441
recharge from infiltration, 422–430
recharge from surface water, 430–431

flow. See Ground-water flow
fresh/salt interface in coastal aquifers, 418
mounds, 493–495
recharge, 313
regional flow of, 397–408

effects of geology on, 400–404
effects of topography on, 399–400
equation for steady ground-water flow, 

397, 428
general features, 397–398
hydrologic landscapes synthesizing 

effects of, 404–407
water-table ratio analysis of, 406–408

in the regional water balance, 416–421
safe-yield, 450–451
storage/specific, and storage coefficients, 

392
surface water and, 408–416
zone, 350–352

Groundmelt, 234
Ground-penetrating radar (GPR), 321
Ground-water flow

continuity equation for, 327
effects of geology on, 400–404
general equation of, 391
inflow and outflow, 20–21
inverse application of equation for, 428
stratigraphy and ground-water movement, 

400
Ground-water/surface-water relations

lakes/wetlands and oceans, 414–416
streams, 408–414

Growing season, large-scale changes in, 89

Hardpan/fragipan, 355
Head

gravitational, 323
hydraulic, 323, 391
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pressure, 323, 331
suction, 330
tension, 330
total, 331
total hydraulic, 323

Heat capacity/specific heat, 12, 548
Heat pulse probes, 323
Heat storage/advection effects, 264
Heterogeneity, 395–396
Hillslope processes

overview of, 499–503
residence times, 508
response mechanisms, 460–461, 502

Hinge line, 398
Histograms, 560–561
Histosols, 103
Hortonian overland flow, 14, 481–482
Humidity

absolute (vapor density), 113
large-scale changes in, 88
relative, 113–114
specific (mixing ratio), 113

Hurricanes, 137–139. See also Cyclones
Hydraulic conductivity of soil surfaces

conceptual basis of Green-and-Ampt 
model, 367

degree of saturation vs., 335
human modification of soil surface, 358
inwashing of fine sediment, 358
minimum value of the infiltrability of a soil, 

357
organic surface layers, 357–358
permeability and, 391
rain compaction, 358
ranges, 325
saturated, 323–325, 337, 396, 401
swelling-drying of soils, 358
unsaturated, 333–334
water-content relations, 335–339
water-input rate and, 367–371

Hydraulic diffusivity, 362
Hydraulic relations

basic equations, 503–504
flood-wave activity, 504–505
typical forms of, 332
uniform flow, 504

Hydroclimatic variables, summary of trends in, 
87

Hydrogen bonding, 9–10, 539, 541
Hydrograph(s)

exploration, effects of input/basin charac-
teristics on, 471–477

geomorphologic instantaneous unit hydro-
graph (GIUH), 527–528

heuristic, separation of, 462–464
lateral-inflow, 505
linear-watershed instantaneous unit,

525–527
outflow, 505
response, 469–471

basic terms, 470
definition of terms describing, 470
dependence of characteristics on water-

shed/input characteristics, 476
heuristic hydrograph separation and, 463
quantitative description of, 469, 471

rise/peak/recession, 433, 435, 459, 469
S-hydrograph, 528

schematic for equilibrium runoff, 471
SCS generalized dimensionless synthetic 

hydrograph, 519
snowmelt runoff, 249
storm, 460, 463, 469
streamflow, 433, 459
synthetic unit, 526
unit, 521–529

Hydrologic cycle
global, 63–100
ground water in, 313–343, 389–453

Hydrologic horizons, 355
Hydrologic landscapes, 404, 406–407
Hydrologic science, 3, 6

key elements of paradigm shift in, 39–40
range of time and space scales in, 3, 6

Hydrologic simulation modeling
caveats, 604
definition of, 595
model evaluation, 602
process of, 600–602
purposes of, 596–597
types of, 597–600

Hydrologic soil horizons, 350–353
ground-water zone, 350–352
hydrologic soil-profile horizons, 351
intermediate zone, 352
root zone, 352
tension-saturated zone, 352

Hydrologic storage
definition, 27
residence time, 28
storage effects, 27–28
watershed storage function, 37

Hydrologic systems, 13–14
Hydrologic variables

spatial variability, 23–24
special characteristics, 23–27
temporal variability, 24–27

Hydrology
Critical Zone, 100–107
definition and scope of, 3
future of, 39
physical quantities and laws, 7
scientific development of, 607–609
soils and, 100
uncertainty in, 28–36

Hydrometeors, 159
HydroSHEDS, 17–18
Hydrostatic relation, 111
Hyetographs, 459, 461, 463, 466, 469–470
Hygroscopic soil water, 350
Hyporheic flow, 409–410
Hypothesis testing, 559–560
Hypsometric curve, 165
Hypsometric method, 165–166
Hysteresis, 333–334, 339

Ice, crystal lattice of, 540, 542
Ice-crystal formation/growth, 119, 146
Ideal gas law, 111
Impulse-response analysis, 429
Inceptisols, 101
Incident solar radiation, 52, 571
Index-flood approach, 564
Infiltrability/infiltration capacity, 355
Infiltration, 313

definition of, 345
with depth-varying water content, 373

horizontal, 362, 364
over areas, 375–381

heuristic approaches, 380–381
theoretical scaling approaches, 375–381

profile-controlled, 355
redistribution of soil water, 381–384

with evapotranspiration, 383–384
without evapotranspiration, 381–383

spatial/temporal variability of, 375
Infiltration process, 355–359

basic definitions, 355–356
comparison of Green-and-Ampt model and 

Richards equation, 374
factors affecting infiltration rate, 357–359

chemical characteristics of soil surface, 
359

hydraulic conductivity of soil surface, 
357–358

physical/chemical properties of water, 
359

surface slope and roughness, 358–359
water content of soil surface pores, 358
water-input rate/depth of ponding, 357

general features, 356
measurement of infiltration, 359–361

observation of soil-water changes, 361
preferential flow, 361
ring infiltrometers, 359–360
sprinkler-plot studies, 360
tension/disc infiltrometers, 360

quantitative modeling at a point, 361–375
comparison of Green-and-Ampt and 

Philip models, 375, 379
Green-and-Ampt model, 366–375
idealized conditions, 361
solutions to the Richards equation,

361–364
unsaturated porous-media flow and,

345–387
Infiltrometers, 360

double-ring, 360
tension/disc, 360

Insolation
effect of cloud cover on, 226–228
effect of forest canopy on, 228
effect of slope and aspect on, 229–230
incident solar radiation, 52, 571

Instantaneous unit hydrographs, 525
Interception loss, 253
Interception process, definition of terms, 285
Interception/interception loss, 283–292

definitions used in describing/measuring 
interception, 285–286

evaporation of intercepted water, 290
field measurement of interception, 286
hydrologic importance of interception loss, 

290–292
modeling, 286–290

Liu model, 287
sparse Rutter model, 286

Interfacial sublayer, 120
Interflow, 313, 487
Intermediate zone, 352
Interpolation function, 166

optimal, 169
Interpolation surface-fitting methods, 166
Intertropical convergence zone, 67, 136–137
Inverse-distance weighting, 166–167
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Inversion, 128
Isobars, 59, 134
Isohyets, 166
Isotopes

fractionated, 543–544
isotopic composition, 307
radioactive, 429–430, 543–544
stable, 429, 543–544
tritium, 543

Kinematic-wave approximation, 493, 496
Kirchoff ’s law, 49
Kriging, 169
Kurtosis, 564, 568

Lag-k autocorrelation coefficient, 558
Lag-1 autocorrelation coefficient, 178
Lag-to-peak, 469–470, 475–476, 509
Lakes

evaporation, 258
Kohler/Parmele expression, 262, 264

interaction with ground water, 414–416
large-scale changes in number and size of, 

89
main hydrologic functions of, 77
water-balance computation, 270
world’s 25 largest, 79

Laplace equation, 328, 397
Lapse rate

definition, 50
dry adiabatic, 112, 128
environmental, 128
saturated adiabatic, 117

Latent heat, 12
definition of, 111
diffusion of, 127
exchange, 116, 255
of fusion, 12
of sublimation, 116
of vaporization, 12, 115–116

Lateral inflow, 461
hydrograph, 505

Latitudinal energy transfer, 54–58
Leaf-area index, 228, 281–283
Least-squares method, 365–366
Linear-watershed instantaneous unit hydro-

graph, 526–527
Liu model, 287
L-moments, 553, 555, 564
Local recycling ratio, 146
Log-normal distribution, 555–556
Longwave radiation

greenhouse effect, 52, 54
exchange, 231–232

clear-sky. See Clear-sky radiation
effect of cloud cover on, 231–232
effect of forest canopy on, 232

Lysimeters, 218, 248, 250, 295, 297

Macropores, 355, 489–492
Mass density, 10, 544
Mass transfer, 258–260

approach to evaporation, 126
Mass, conservative substance of, 13
Matric potential, 330
Matrix (Darcian) flow, 487–489
Mean, 551, 567

and standard deviation, 569–570

Measured quantities
computations with, 532
error/uncertainty in measurement, 531
fundamental dimensional character of, 7–8
precision and significant figures, 531–532

Measurement, 148–162.
active microwave (radar), 321
See also Precipitation measurement

Meniscus, 329–330
Metamorphism

constructive, 209
destructive, 209
melt, 209
snowpack, 208–209

Meteorology, 133
convective precipitation, 141
fronts and extratropical cyclones, 134–136
intertropical convergence zone, 136–137
moisture sources and precipitation recy-

cling, 146–147
occult precipitation and dew, 146
orographic precipitation, 141–146
tropical cyclones, 137–141

Mixed layer/Prandtl layer, 119–120
Mixing ratio, 113–114
Model error, 36
Model/theoretical variogram, 169
Moisture recycling, 99

climate change’s impact on, 96–100
Moisture-characteristic curve, 332
Moisture-conductivity curve, 333
Mollisols, 103
Momentum

conservative substance of, 13
diffusion of, 125–126

Monsoon, 71
Motes, 320
Multiquadric cone/interpolation, 167–168

National Solar Radiation Data Base, 572
Net recharge, 421
Neutral stability, 254
Neutron moisture meters, 320
Newton’s second law of motion, 7
Nonparametric/parametric tests, 559
Nonrecording storage gauges, 149–150
Nonstationarity, 26–27
Normal (Gaussian) distribution, 31–33

log-normal distribution, 555–556
normal pdf and cdf, 555

North Atlantic Oscillation (NAO), 63
North Pacific Oscillation (NPO), 63
No-slip condition, 12, 546
Notation, 462
Nuclear magnetic resonance (NMR), 321
Null hypothesis/alternate hypothesis, 559–560

Occluded front, 136
Oceans, ground-water outflow to/interactions 

with, 416–418
Optical air mass, 575–576
Orbital eccentricity of earth, 572, 574
Ordered variables, 556
Orographic effects, 20
Orographic uplift, 141
Outflow function, 27
Outflow hydrograph, 505

Overland flow, 480–487
definition of, 345, 480
Hortonian (saturation from above), 480–481
saturation (Dunne) from below, 483–486
surface detention (depression storage), 

486–487
Oxisols, 104

Pacific–North America Oscillation (PNA), 63
Pan coefficient, 268
Pan evaporation, 267–270, 293, 297
Parametric/nonparametric tests, 559
Partial pressure, 112
Partial-area concept, 481
Particle density, 315
Particulate load, 79
Particulate sediment yields, global distribution 

of, 85
Passive microwave measurements, 321
Peak discharge, 459, 519
Pedologic soil horizons, 353, 355
Pedotransfer functions (PTFs), 335
Penman/combination equation for free-water 

evaporation, 263–267
Penman–Monteith equation/model of evapo-

transpiration, 282–283, 294–295, 297
Percolation, 345
Permafrost, 89, 101, 103
Permanent wilting point, 347–348, 350
Permeability, 324–325, 391

intrinsic, 325, 391
pH, definition of, 543
Philip equation, 361

apparent time of ponding, 364
comparison with Green-and-Ampt model, 

375–379
compression time/effective time, 364
least-squares method, 365–366
with time adjustment, 378

Phreatic zone, 350
Phreatophytes, 453
Piezometers, 323, 391, 438
Pike equation, 298
Planck’s law, 48
Planetary boundary layer, 50

mixed/Prandtl, 119
Planets, surface temperatures/pressures, 10
Plot correlation-coefficient test, 563
Point-precipitation measurement, 148–159

areal estimation from, 162–178
conventional recording gauges, 149–150
errors in, 150–159

distance to obstructions/splash, evapora-
tion, and wetting losses, 153

gauge-catch efficiency due to occult/low-
intensity precipitation, 154

instrument and recording errors, 155
orifice size/orientation/wind shielding, 

150–153
factors affecting accuracy, 150–159
unconventional recording gauges, 150

Polynomial trend surfaces, 166
Ponding, 355–356, 370

apparent time of, 364
depth of, and water-infiltration rate,

355–357
effective time of, 364
time of, 370, 481
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Population, target, 23
Pore size, factors affecting, 357–358
Porosity(ies)

of geologic materials, 394
primary/secondary, 453
table of, 394

Porous media
conservation-of-mass equation, 326
distribution of particle sizes/pores, 313–316

particle density/porosity defined, 315
ranges of porosity for soils of various tex-

tures, 319
laminar flows, 548
material properties, 313, 315–319

bulk density, 315
compressibility of, 395

Potential evapotranspiration (PET), 74,
292–298

Potentiometric surface, 391
Prandtl layer/mixed layer, 119
Prandtl–von Kármán universal velocity distri-

bution, 122–123, 125, 254, 547
Precipitation

annual, coefficient of variation of, 182
average annual, ratio of global distribution, 

75
average, latitudinal distribution of, 70
climatology, 181–200

anthropogenic effects on, 198–200
extreme values of, 181
long-term average, 181–183
variability of, 182–185

continental
average recycling ratio of, 98
water balances, 77

convective, 141–142
definition of, 133
determining type of, 147–148
estimates of annual recycling ratio, 147
evapotranspiration of, 253
generalized map of seasonal regimes, 72
global

average annual, 70
distribution of, 67–71
mean, variability of, 87

large-scale changes in the hydrologic cycle, 
88

measurement. See Precipitation measure-
ment

meteorological situations conducive to, 133
occult, 146, 154
orographic, 141–146
processes of, 116–119. See also Precipitation 

processes
rain/snow partitioning of, 148
recycling, and moisture sources, 146–147
seasonal distribution of, 70
variability

interannual, 182
intra-annual, 182–185
normalized annual precipitation, 182

as water-balance component, 20
Precipitation measurement

areal estimation from point measurements, 
162–178

comparison of methods, 171
direct weighted averages, 162–166
point measurement, 148–159

spatial interpolation (surface fitting), 
166–171

error, sources of, 20
gauges/gauge networks/wind shields,

151–153, 172–178, 180
point measurement, 148–159. See Point-

precipitation measurement
radar, 159–161, 211
reference gauges, 150
satellite-based precipitation estimates,

161–162
of snow/snowmelt, 209–213
standard gauges for snowfall/snowpack, 

210–212
universal surface gauge for snowfall/snow-

pack, 211
Precipitation processes

condensation, 117–118
cooling, 117
droplet growth, 118–119
importation of water vapor, 119
second-order stationary, 168

Precipitation-recycling ratio, 98
Precision

correct treatment of, 533
definition of, 531
of measurement, random error inversely 

reflected in, 30
Priestley–Taylor equilibrium equation, 297
PRISM model, 171
Probability, 549–550
Probability distribution(s)

common, 552
continuous random variables, 550–551
discrete random variables, 550
estimating parameters of, 565–566
identification of, 562–565
method of L-moments, 565–566
method of maximum likelihood, 565
method of (product) moments, 565
of potential measurement errors, 32
regional L-moment approach, 564–565

Probability-plot correlation-coefficient test, 563
Probability-weighted moments, 553, 555
Product moments, 551–553
Psychrometric constant, 256
Pyranometers, 226, 571
Pyrgeometers, 231, 261

Quantiles, 551

Radiant energy exchange laws, 47–49
Radiation

absorption. See Absorption
clear-sky. See Clear-sky radiation
components, determining values of,

260–261
on a sloping surface, 577–578

equivalent slope, 577
solar noon, sunrise, and sunset, 577. See 

also Solar radiation
total incident radiation at the surface, 

576, 578
Radiometers, 231, 261
Rain

compaction, 358
gauges/precipitation gauges, 148
shadow, 142

Rainfall
effective/excess, 469
extreme

depth-duration-frequency analysis,
190–198

design rainfalls/design floods, 185
durations of, 185
extreme-value analysis of rainfall, 185
probable maximum precipitation,

186–190
time distribution of, 198

Rainfall-runoff models
inputs to, 510–514
rational method, 514–515
runoff processes and, 505–510
Soil Conservation Service curve-number 

method, 515–521
unit hydrographs, 521–529

Random error, statistical characterization,
30–31

Random uncertainty, treatment in computa-
tions, 29–36

Random variables, 549
continuous, 550–551
discrete, 550

Range, 169
Recharge

areas, 398
definition of, 389
from infiltration

direct application of Darcy’s law, 428
and ground-water balance and, 422–430
impulse-response analysis, 429
inverse application of ground-water flow 

equation, 428
methods based on water quality, 429–430
soil-water balance method, 423
well hydrograph analysis, 423–428

from surface water
direct measurement of ground-water 

potential/flux, 430
direct measurement of streamflow incre-

ments, 430–431
and ground-water balance, 430–431
water-temperature measurements, 431

Reference-crop evapotranspiration (RET), 292, 
294

Reflectivity, 49
Regional frequency distribution, 565
Regression analysis, 8
Relative error, 30
Relative humidity, 113–114
Representative elementary volume (REV), 324
Reservoirs

human-made, locations of, 80
increased volume of fresh surface-water 

storage, 77, 79
linear, 27, 29, 505
residence time, 28–29
storage effects, 27–28

Response lag, 469, 474
Return period/recurrence interval, 556
Reynolds number, 12, 324, 548
Richards equation, 340, 356, 361–364, 374
Richardson number, 130
Rime, 146
Rivers

function of, 77
location of world’s 16 largest, 78
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material transport by, 79–84
sedimentation

dissolved material, 81, 84
particulate material, 84
sediment loads, yields, and erosion rates, 

83
total material transport to oceans, 84

See also Streams
Root zone

depths by vegetation type, 352
of soil, water balance for, 423

Roughness height, 122–123, 254, 279
Routing coefficient/time step, 505–506
Runoff

average annual global distribution of, 75
climate elasticity of, 92
coefficients, 519
continental water balances, 77
definition of/equation for, 19
direct (event flow), 463
global distribution of, 74–77
infiltration-excess, 480
mechanisms, field studies of, 500
processes and rainfall-runoff models,

506–510
saturation-excess, 483–485
seasonal regimes, 76
sensitivity to climate change, 91–96
snowmelt, 206, 239–244
sources, identification of, 477–478
storm runoff/storm flow, 463
TOPMODEL approach, 486, 508
twentieth-century increase in, 90

Sample correlation coefficient, 556–557
Samples from target populations, 23
Sampling distributions, 566–567

chi-squared (χ2) distribution, 567
t-distribution, 566–567

Sampling error, 566–570
effects of autocorrelation on, 569–570

Satellite reanalysis, 171
Saturated conductivity, 241
Saturated flow

ground-water, derivation of general equa-
tion for, 326–327

porous-media flow, conservation-of-mass 
equation for, 326

subsurface flow, basic principles, 323–328
Darcy’s law, 323–324
general saturated-flow equation, 325–328
permeability and hydraulic conductivity, 

324–325
Saturated zone, 313
Saturation/wetness

from below, 356, 358, 372–373
defined, 323
effective, 323
overland flow/subsurface event flow,

483–485
vapor pressure, 86, 113, 116

Scatter plots, 557–558
Scintillometry, 307
SCS generalized dimensionless synthetic hydro-

graph, 519
Seasonality index, 184–185, 187
Sediment yield, 81
Seepage, deep, 438–441

Seepage face, 409
Sensible heat

definition of, 111
diffusion of, 127–128
exchange, 255–256
exchange coefficient, 128
transfer coefficient, 256

Serial correlation coefficient, 558
Shear stress, 125, 547
Shelter factor, 281
Shortwave (solar) radiation. See Solar radiation
S-hydrograph, 528
Significant figures, 531
Simulation models. See Hydrologic simulation 

modeling
Sintering, 209
Skewness, 552, 564, 567–568
Sloping-slab flow, hydraulics of, 496
Sloping-slab runoff, 493–499
Smoothing surface-fitting methods, 166
Snow

cover
definition of, 209
global, seasonal distribution/duration of, 

71, 73
measurement, 213–218
satellite observation of, 216

distribution of, 218–221
effects of elevation and aspect on, 219
effects of vegetation on, 219–221

hydrologic importance of, 203–205
material characteristics of, 205–209

snow properties, 205–208
snowpack metamorphism, 208–209

measurement of snow/snowmelt, 209–218
depth sensors, ultrasonic, 213
precipitation, 210–213
snowfall, 213–218
snowmelt, ablation, and water output, 218
snowpack/snow cover, 213–218

properties of, 207
radar detection of, 211, 213

Snow pillows, 214–215, 218
Snowfall

definition, 209
measurement of, 213
precipitation measurement with universal 

gauges, 211
Snowmelt

definition, 210
measurement, 211

case study at Danville, VT, 234, 236–237
modeling, 244–250

approaches to, 245–246
comparison of, 247–248
energy-balance approach, 245
evaluation of snowmelt models, 246–250
hybrid approach, 245–246, 250
importance of, 244–245
temperature-index approach, 245, 250

processes, 221–239
energy-exchange process, 226–234
relative importance of energy-balance 

terms, 234–239
snowpack energy balance, 221, 224–226

runoff generation, 206
flow in the basal saturated zone, 244
flow in the unsaturated zone, 240–244

runoff hydrographs, 249
runoff processes

definition diagram for, 241
water input from, 203

Snowpack
accumulation period/melt period, 223
definition/defining properties of, 208–209
density, field estimation of, 207
energy balance, phases of, 221, 224–226
large-scale changes in, 88
liquid-water-holding capacity of, 225
measurement, 211, 213–218
metamorphism, 208–209
seasonal variation in, 210
water output from, 210

Snow-water equivalent (SWE), 208
Soil(s)

formation and classification of, 101–102
horizons

Critical Zone, 100–101
hydrologic/pedologic, 353, 355

hydraulic behavior
modeling parameters, 340
pedotransfer functions for modeling, 337

hydraulic classes, 335, 338–341
hydraulic curves, 341
hydraulic properties, estimation of, 371
hydraulic relations, 338, 340
hydraulic triangle, 337, 340
hydrologic horizons, 350–352
hydrophobic, 359
moisture content, 320
orders, global distribution of, 101–104
pipes, 490
profile, 353
properties, example calculations, 318
surface, hydraulic conductivity of, 357
texture

Brooks–Corey parameters for soil tex-
tures, 338

determination, 318
soil-texture triangle, 317, 335, 338

water-repellent, 359
Soil-water

balance, 305
conditions, 345–355
content, annual range of, 385
content, measurement of, 320–321
pressure, 330–333
status, 349
storage, 320

Solar beam, geometry of, 574
Solar constant, 51, 572
Solar radiation

clear-sky. See Clear-sky radiation
effect of forest canopy on insolation, 228
effect of slope and aspect, 229–230
extraterrestrial, 571–575
on a horizontal surface, 575–577
incident, 52, 231, 571
longwave. See Longwave radiation
near-ultraviolet/near-infrared wavelengths, 

51
shortwave, 226–234
on a sloping surface, 577–578
snow-surface albedo, 229–230
spatial coherence of, 571, 573
spectrum, 51, 53
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Solvent power, 12–13
Sorptivity, 361–363
“Sparse” Rutter conceptual model of intercep-

tion, 286, 289
Spatial correlation

of annual precipitation, 180
concept/coefficient of, 168–169

Spatial interpolation (surface fitting)
geostatistical methods, 168–171
inverse-distance weighting, 166
multiquadric interpolation, 167–168
polynomial trend surfaces, 166
PRISM model, 171
satellite reanalysis, 171
spline functions, 167

Spatial variability, 23–24
Spatial variance-reduction function, 178
Specific discharge, 323
Specific gravity, 545
Specific heat/heat capacity, 12
Specific humidity, 113
Specific retention, 393
Specific storage, 391
Specific weight/weight density, 10
Specific yield

difficulty in determining areal value of, 
427–428

and specific retention of geologic materials, 
393–394

Spline functions, 167
Spodosols, 104
Sprinkler-plot studies, 360
Stability conditions, summary of, 130
Stage-measurement stream gauging, 589–592
Standard deviation, 552, 567

and mean deviation, 569–570
standard error of a quantile, 567
standard error of estimate, 175

Stationarity, 27, 562
Statistical inference, goal of, 549
Statistical/stochastic surface-fitting methods, 

166
Stefan–Boltzmann constant, 47–48
Stewart Model of Leaf Conductance, 281, 302
Stiff diagram, 478–479
Stocks and fluxes, 68–69
Storage

coefficient, 392
gauges, nonrecording, 149
hydrologic, 27–28. See also Hydrologic stor-

age
as water-balance component, 21

Storativity, 392–393
Stored-energy use, 257
Storm(s)

duration, 469
hydrograph, 460, 463, 469
runoff/storm flow, 463

Stratigraphy and ground-water movement, 400
Streamflow

base-flow analysis, 433–436
characteristics, quantitative description of 

response hydrographs, 469, 471
ground-water contributions to, 431–436
hydrographs, 433, 459
identification of runoff sources, 477–478
increments, direct measurement of, 430–433
as indicator of climate change, 89

Kirchner’s model of streamflow predic-
tion, 38–39

large-scale changes in, 88–89
measurement methods based on water 

quality, 433
routing, 505
runoff generation and, 455–529. See also 

Runoff
temporal variability of, 25–26
in water-balance component evaluation, 20

Stream-gauging methods, 579–592
dilution gauging, 585–588
portable weirs and flumes, 586–589
selection of measurement location, 580
stage measurement, 589–592
velocity-area method, 580, 582–585
volumetric gauging, 580

Streamlines, 328
Stream(s), 409–410

bank storage, 410–411
depletion/drawdown calculation, 444–446, 

449
depletion function/calculation, 445–446, 

450
Dupuit approximation, 410–414
effects of ground-water extraction on,

449–450
effluent (gaining), 409
event flow/base flow, 408
first-/second-/third-order, 456
flow-through, 409
hyporheic flow of, 409–410
influent (losing), 409
networks, 456–458

drainage density and, 458
links, nodes, and network magnitude, 458
relations between stream response and 

properties of, 458–459
stream orders and laws of network com-

position, 456–458
width of, 458

perennial/intermittent/ephemeral reaches, 
409

response characteristics, 459–477
basic features, 459–462
effects of input and basin characteristics 

on hydrograph exploration, 471–477
event-flow volume, 465–469
heuristic hydrograph separation, 462–464
quantitative description of response 

hydrographs, 469–471
volumetric flow rate (discharge/stream-

flow), 408
watershed order of, 456
water-temperature measurements of, 431
See also Rivers

Subsurface flow, 487–499
convergence in the topographic index con-

cept, 486
event flow/storm flow, 493
in the saturated zone, 493–499
in the unsaturated zone, 487–492

Subsystems, 14
Surface detention/depression storage, 486–487
Surface runoff. See Overland flow
Surface tension, 10–11, 328–330, 340
Surface-fitting methods, 166
Systematic error/bias, 30

Système International, 8
Systems approach, 510–511
Systems model, 509–510

Tectonic cycle, 79
Teleconnections, 62

El Niño–Southern Oscillation (ENSO), 
62–63

North Atlantic Oscillation (NAO), 63
North Pacific Oscillation (NPO), 63
Pacific–North America Oscillation (PNA), 

63
Temperature

base/index, 245
conversion, 533, 536–537
global distribution of mean temperature,

59
increase due to greenhouse gases, 54–55
lapse rate and inversion, 50
monthly, observed global mean, 86
potential, 130
wet-bulb, 147–148

Temporal variability, 24–27
nonstationarity, 26
streamflow, 25–26
time series, 24–25
variance-reduction function, 178

Tensiometers, 321, 330–331
Tension-saturated zone, 329, 352
Thermal convection, 119, 141
Thermal dimensions, 8
Thiessen polygons, 163–164
Time of concentration, 471, 476, 513
Time of rise/time to peak, 469
Time series, 24–25, 27, 556, 563
Time to equilibrium, 471
Time-domain reflectometry (TDR), 320
TOPMODEL, 486, 508
Topographic index, 486

distribution of, 487
Topography, effects on regional ground-water 

flow, 399–400
Transfer functions, formulations of, 510
Transmissivity, 49
Transpiration, 18, 114, 253

measuring, 277–278
sap-flow measurement, 278
stable-isotope techniques, 278

modeling, 278–283
atmospheric conductance/resistance, 

278–280
canopy conductance, 281–282
leaf-conductance/resistance, 280–281

Tropical Rainfall Measuring Mission (NASA), 
161

Turbulence, 12, 120–122
turbulent flow, 547–548

Turbulent diffusion, 120–121
atmospheric stability, effects of, 128–129
diffusion of latent heat, 127
diffusion of momentum, 125–126
diffusion of sensible heat, 127–128
diffusion of water vapor, 126–127
diffusion process, 122–124
diffusivity, 124–125

Two-axis method, 164
Type I/Type II errors, 559
Typhoons, 137
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Ultisols, 104
Uncertainty

analysis of gauge networks, 172–178
causes of, 28–29
random, treatment in computations, 29–36

absolute and relative error, 30
statistical characterization of random 

error, 30–31
systematic and random error, 30

Unit conversion, 535–536
temperature conversion, 533, 536–537
units with common zero, 532, 534–536

Unitary homogeneity, 8–9
Units, 8
Unsaturated flow

analytic approximation of ψ(θ) and Kh(θ) 
relations, 334–336

Darcy’s law for, 330
general unsaturated-flow equation, 339
porous-media, infiltration processes and, 

345–387
soil-water pressure, 330–333
subsurface, basic principles of, 328–340
surface tension and capillarity, 328–330, 

340
unsaturated hydraulic conductivity, 333–334

Unsaturated hydraulic conductivity, 241
Unsaturated zone, 313–314, 352

Vadose zone, 313–314, 352
Validation, 510
van Genuchten model, 334–337
Vapor

density, 113
exchange, 114–115
pressure, 112

Variable source area concept, 484
Variograms, 169–170
Vegetation

biomes, 104–105
effects on snow distribution, 219–221
impact on hydrologic response, 104–107
large-scale changes in plant growth, 89

Vertisols, 104
Virtual surface, 120
Viscosity, 11–12, 546–547

dynamic, 546
kinematic, 547
molecular, 547–548

Voids, 314

Warm fronts, 135–136
Water

availability
for evaporation, 257
strategies for increasing, 26

balance
analysis, 438–441
components, 19–22

continental, 77
equations, 14, 18–19
regional, 416–421

basin elevation, 439, 441
conditions in soils

field capacity, 345–348
hydrologic soil horizons, 350–352
permanent wilting point, 347–348
soil-water status, 348–350

content measurement, comparison of meth-
ods, 322

gravimetric measurement, 320
effective stress and compressibility of, 393, 

395
output from snowpack, 210
paths in porous subsurface materials, 314
physical/chemical properties impacting 

infiltration, 359
physics of storage/movement in porous 

media, 313–341
saturation, 323
water storage, 320–323

precipitable, 114
properties of, 9–13

density, 10, 544–545
freezing and melting temperatures, 10
heat capacity (specific heat), 548
latent heat, 12
solvent power, 12–13
surface tension, 10–11, 545
viscosity and turbulence, 11–12,

546–548
stocks and fluxes of, 63, 67
storage

in porous media, physics of, 313–341
saturation, 323
specific, 326
volumetric water content, 320–323
as water-balance component, 20–21

structure
dissociation, 543
isotopes, 543–544
latent heat of freezing/melting, 540,

542–543
latent heat of vaporization/condensa-

tion, 543
molecular/intermolecular structure of, 

539–540
Water table(s), 313, 406–408

perched, 493
ratio, 406

Water vapor
absolute humidity/vapor density, 113
atmospheric conductance for, 278
composition of, 112
dew point, 114
diffusion of, 126–127
humidity, relative/specific, 113–114
precipitable water, 114

transfer coefficient, 255
vapor pressure, 113

Water-advected energy, 256–257
Water-input rate/depth of ponding, 355–357, 

369
Watershed(s)

definition of, 15, 455
delineation, 15–17
digital elevation models (DEMs), 17
divide and drainage area of, 15
effective vs. total precipitation for, 468
event flow/effective rainfall of, 466
functioning, Kirchner’s predictive model, 

36–39
as impulse-response systems, 510
manual, 15, 17
order of streams, 456
outlet, 456
response, liner-reservoir model of, 472–477

basic hydrograph shape, 473–474
lag-to-peak/centroid lag-to-peak,

475–476
peak discharge, 476
prediction of watershed/input character-

istics, 476
response time and centroid lag, 474
time base and recession/time of concen-

tration, 476
time of rise, 475

schematic three-dimensional diagram of, 
19

spatial distribution of average annual event-
flow volume for, 467

storage function, 37
streamflow network and, 455–459

Weather modification, intentional, 199–200
Weirs, stream gauging with, 586–589
Wells

contributing area of, 444, 446–448
hydrograph analysis, 423–428
radial flow to, 441–444
salt-water intrusion in, 450
stilling, 267
well function values, tabulation of, 444

Wetlands, interaction with ground water,
414–416

Wetting front, 356–357, 360, 367, 374
Wien’s displacement law, 48
Wind

profiles, example calculations, 124
speed, large-scale changes in, 88
velocity, 122–124

Zero-plane displacement height, 122–123, 254, 
279
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