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## INTRODUCTION

One of the chief concerns of logic is the study of those relations on an abstract structure $\mathfrak{Y}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ which are explicitly definable in the first order language of $\mathfrak{H}$. We study here the relations on $\mathfrak{H}$ which are inductively definable in the same language.

Consider first a typical example of the kind of inductive definition we have in mind.

Let $\langle G, \cdot\rangle$ be a group and $b_{1}, \ldots, b_{k}$ fixed members of $G$, and take

$$
H=\left[b_{1}, \ldots, b_{k}\right]=\text { the subgroup generated by } b_{1}, \ldots, b_{k} .
$$

There are two traditional ways of defining this notion in an algebra course.
One is to say that $H$ is the least subset of $G$ which satisfies

$$
\begin{equation*}
b_{1}, \ldots, b_{k} \in H \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\text { if } y, z \in H \text {, then } y \cdot z^{-1} \in H \tag{2}
\end{equation*}
$$

Putting

$$
\begin{align*}
\varphi(x, S) \equiv & x=b_{1} \vee x=b_{2} \vee \ldots \vee x=b_{k}  \tag{3}\\
& \vee(\exists y)(\exists z)\left[y \in S \& z \in S \& x=y \cdot z^{-1}\right]
\end{align*}
$$

we have the explicit definition

$$
x \in H \Leftrightarrow(\forall S)\left\{\left(\forall x^{\prime}\right)\left[\varphi\left(x^{\prime}, S\right) \Rightarrow x^{\prime} \in S\right] \Rightarrow x \in S\right\} .
$$

The other method is to define by induction the sets $I_{\varphi}^{n}$,

$$
\begin{equation*}
x \in I_{\varphi}^{n} \Leftrightarrow \varphi\left(x, \bigcup_{j<n} I_{\varphi}^{j}\right) \tag{4}
\end{equation*}
$$

and put

$$
\begin{equation*}
H=\bigcup_{n} I_{\varphi}^{n} . \tag{5}
\end{equation*}
$$

It is an easy exercise to show that both definitions yield the same set. The advantage of the first method is that it yields an explicit definition for $H$-but notice that this is in the second order language over the group structure $\langle G, \cdot\rangle$. The second approach makes clear that there is an induction involved in the definition and appears to be more constructive.

From our point of view the significant observation is that with either explication the clauses (1), (2) of the induction are in the first order language over $\langle G, \cdot\rangle$. Equivalently, the formula $\varphi(x, S)$ is elementary over $\langle G, \cdot\rangle$. Moreover, the relation variable $S$ occurs positively in $\varphi(x, S)$; it is not hard to see that whenever we have clauses like (1), (2) then the formula that combines them will be positive in the relation variable of the induction.

In the most general case we will study, there will be a formula

$$
\begin{equation*}
\varphi(\bar{x}, S) \equiv \varphi\left(x_{1}, \ldots, x_{n}, S\right) \tag{6}
\end{equation*}
$$

in the first order language of a structure $\mathfrak{A}=\left\langle A, \boldsymbol{R}_{1}, \ldots, \boldsymbol{R}_{l}\right\rangle$, with $n$ free variables and only positive occurrences of the $n$-ary relation variable $S$. The set built up by $\varphi$ is defined explicitly by

$$
\begin{equation*}
\bar{x} \in I_{\varphi} \Leftrightarrow(\forall S)\left\{\left(\forall \bar{x}^{\prime}\right)\left[\varphi\left(\bar{x}^{\prime}, S\right) \Rightarrow \bar{x}^{\prime} \in S\right] \Rightarrow \bar{x} \in S\right\} . \tag{7}
\end{equation*}
$$

The second approach of the example may lead to a transfinite induction in the general case,

$$
\begin{equation*}
\bar{x} \in I_{\varphi}^{\xi} \Leftrightarrow \varphi\left(\bar{x}, \bigcup_{\eta<\xi} I_{\varphi}^{\eta}\right), \tag{8}
\end{equation*}
$$

but as in the example, the two methods lead to the same set,

$$
\begin{equation*}
I_{\varphi}=\bigcup_{\xi} I_{\varphi \varphi}^{\xi} \tag{9}
\end{equation*}
$$

These sets of the form $I_{\varphi \varphi}$ that come directly from inductions are the fixed points of the structure $\mathfrak{N}$. We will call a relation $R$ on $A$ inductive on $\mathfrak{A}$ if there is a fixed point $I_{\varphi}$ and constants $\bar{a}=a_{1}, \ldots, a_{k}$ in $A$ such that

$$
R(\bar{x}) \Leftrightarrow(\bar{a}, \bar{x}) \in I_{\varphi},
$$

i.e., the inductive relations are those reducible to fixed points. Finally the hyperelementary relations will be those which are inductive and have inductive complements.

One meets inductive and hyperelementary relations in practically every field of mathematics. The examples in algebra are rather obvious, e.g. the algebraically closed subfield of $F$ generated by $b_{1}, \ldots, b_{k}$ is inductive in the field structure of an algebraically closed field $F$.

In logic, perhaps the typical example is the truth set for arithmetic,

$$
\begin{gathered}
T=\{e: e \text { is the Gödel number of a true sentence of the structure of } \\
\text { arithmetic }\},
\end{gathered}
$$

which is hyperelementary.
In set theory we can cast all transfinite recursions in this form; for example, if

$$
F: \lambda \rightarrow L_{\lambda}
$$

is the Gödel function enumerating the constructible sets of order less than the infinite cardinal $\lambda$, then the relation

$$
P(\eta, \xi) \Leftrightarrow F(\eta) \in F(\xi)
$$

is hyperelementary on the structure $\langle\lambda, \in \mid \lambda\rangle$.
Finally in recursion theory, the basic definitions in the theories of constructive ordinals and recursion in higher types are the most obvious important examples, but of course inductive definitions of various types pervade the whole subject.
It is perhaps amusing that a notion which appears to be fundamental and widely applicable has not been explicitly isolated in any published paper that we can find. The very recent papers Grilliot [1971](122.), Barwise-GandyMoschovakis [1971](122.), Moschovakis [1970](49.) and [1971a] come close to an abstract approach, but they only study rather special structures. In fact, in Barwise-Gandy-Moschovakis [1971](122.) we read "given a set $A$ equipped with some recursion theoretic structure, one can attempt to formulate...". Before these, the most general attack on the problem is Spector's fundamental [1961](54.) where he defines and studies extensively the inductive relations on the structure of arithmetic.
But the preceding paragraph is very bad history. Specifically for the structure of arithmetic, long before Spector's [1961](54.) Kleene had obtained all the key results in the pioneering papers [1944](3.), [1955a], [1955b], [1955c]. In these, Kleene is consciously studying inductive definitions, even though he explicitly draws back from considering all of them in [1944](3.). But the "special cases" he studies are so general, that Spector credits to Kleene the fact that the inductive sets on the integers are precisely the $\Pi_{1}^{1}$ sets. This means that the hyperelementary sets are the $\Delta_{1}^{1}$ sets which Kleene had already identified with the "hyperarithmetical" sets and which he had studied exhaustively.
Thus for the special case of the structure of the integers our subject specializes to the fully developed and justly acclaimed theory of $\Pi_{1}^{1}$ and hyperarithmetical sets. The approach to this theory through inductive definitions was not made explicit until Spector's [1961](54.) and was not followed up very much after that, simply because Kleene and his students and followers looked at the subject as recursion theorists and chose to formulate their results in recursion theoretic rather than model theoretic terms.
The theory was extended to almost arbitrary structures in Moschovakis [1969a], [1969b], [1969c]. Here again the approach was entirely recursion theoretic in form, so much so that the identification of "semihyperprojective" relations with the inductive relations of the appropriate structure was only added as an afterthought in Remark 21 of the revised version of [1969b]. Nevertheless, the introduction to [1969a] says "the main technical
contribution of this paper is the introduction and systematic exploitation of existential, nondeterministic clauses in inductive definitions", i.e. again the results were mostly about inductive definability even though they were cast in recursion theoretic terms.

During UCLA's Logic Year 1967-1968, Gandy argued repeatedly and forcefully that the key notion of abstract recursion theory should be that of an inductive definition. There is a counterargument to this, that recursion theory should have something to say about "computations". Nevertheless, it was obvious that it would be useful to have a development of the theory in Moschovakis [1969a], [1969b], [1969c] from the point of view of inductive definability, as many of the recursion theoretic arguments and methods of these papers seemed somehow irrelevant to the main results. To do this is one of our aims here.

One of the important tools for an exposition of these results from a model theoretic, inductive definability approach is the introduction and systematic exploitation of open games. There was a glimpse of this idea in the last section of Moschovakis [1969b] titled "A game theoretic characterization of semihyperprojective sets", but some of the missing tricks did not become available until Moschovakis [1970](49.) and [1971a]. This allowed for a neat exposition of most of the first two papers [1969a] and [1969b].

The present work was motivated by some further extensions of these game theoretic ideas which yielded fairly comprehensible proofs of the rather delicate theorems in the third paper [1969c]-this was where we generalized Kleene's deepest results on the hyperarithmetical sets in Kleene [1959a].

A byproduct of attempting to lecture on these matters in a seminar was the somewhat surprising discovery that a very substantial part of the theory of inductive and hyperelementary sets goes through for completely arbitrary structures. This comprises the first four chapters here. Afterwards we specialize to "acceptable" structures and then in Chapter 8 to countable acceptable structures, but even then the flavor is decidedly model theoretic and there are no explicit references to recursion theory. In Chapter 9 we prove a very general version of the main result of Barwise-Gandy-Moschovakis [1971](122.) which is the key to many applications of the present methods to abstract recursion theory.

The exercises at the end of each chapter are an integral part of the text. They give a stock of examples to keep in mind as we develop the general theory, they outline extensions of this theory and they also establish a link between the abstract approach here and the more familiar development of the theory of hyperarithmetical and $\Pi_{1}^{1}$ sets of integers.

The text is technically accessible to a student who is familiar with the basic notions of logic, model theory and set theory, the material usually covered
in the first semester of a graduate or advanced undergraduate logic course. Some of the exercises require a deeper knowledge of set theory. However, the motivation and some of the implications of the results will be better understood by those students who have some acquaintance with the classical theory of recursive and hyperarithmetical sets, e.g. as developed in Rogers [1967](205.) and Shoenfield [1967](205.).

I have tried hard to attribute all results and ideas to the mathematicians who first discovered them, but the task is difficult and I am sure that there are both errors and omissions.

Much of the exciting current research in abstract recursion theory is concerned with very general inductions-nonmonotone inductive definitions and definitions in very restricted or very rich languages. We hope that this work will provide a point of reference by giving a neat exposition of the simplest and most developed part of the theory of inductive definability. We also have hopes that the model theorists may find something to interest them here, both in the results and in some of the methods.

## CHAPTER 1

## POSITIVE ELEMENTARY INDUCTIVE DEFINITIONS

In this first chapter we introduce the classes of inductive and hyperelementary relations on a structure, we prove some of their simple properties and we discuss briefly some important examples of the theory.

## 1A. Monotone operators

Let $A$ be an infinite set. We use $a, b, c, \ldots, x, y, z, \ldots$ to denote members of $A$ and $P, Q, R, \ldots$ to denote relations on $A$ of any (finite) number of arguments. Barred letters will denote finite sequences from $A$, e.g.

$$
\bar{x}=x_{1}, \ldots, x_{n}, \quad \bar{y}_{1}=y_{11}, y_{12}, \ldots, y_{1 m}
$$

If $P \subseteq A^{n}$ is an $n$-ary relation and $\bar{x}$ an $n$-tuple, we write interchangeably

$$
\bar{x} \in P \Leftrightarrow P(\bar{x}) .
$$

The cardinal number of a set $X$ is $|X|$, so in particular for every $n \geqslant 1$,

$$
\left|A^{n}\right|=|A|
$$

since $A$ is infinite. If $\lambda$ is an ordinal number, then

$$
\lambda^{+}=\text {least cardinal number greater than } \lambda .
$$

An operator

$$
\Gamma: \operatorname{Power}\left(A^{n}\right) \rightarrow \operatorname{Power}\left(A^{n}\right)
$$

is monotone if it preserves inclusion, i.e.

$$
S \subseteq S^{\prime} \Rightarrow \Gamma(S) \subseteq \Gamma\left(S^{\prime}\right)
$$

For each such monotone $\Gamma$ and each ordinal $\xi$ we define the set $I_{\Gamma}^{\xi}$ by the transfinite recursion

$$
I_{\Gamma}^{\xi}=\Gamma\left(\bigcup_{\eta<\xi} I_{\Gamma}^{\eta}\right)
$$

Of course each $I_{\Gamma}^{\xi}$ is an $n$-ary relation on $A$. We let

$$
I_{\Gamma}=\bigcup_{\xi} I_{\Gamma}^{\xi}
$$

be the relation defined inductively by $\Gamma$, or simply the set built up by $\Gamma$.

It is also convenient to put

$$
I_{\Gamma}^{<\xi}=U_{\eta<\xi} I_{\Gamma}^{\eta},
$$

so that for each $\xi$,

$$
I_{\Gamma}^{\xi}=\Gamma\left(I_{\Gamma}^{<\xi}\right) .
$$

1A.1. Theorem. Let $A$ be an infinite set, let $\Gamma$ be a monotone operator on the n-ary relations on $A$, let $I_{\Gamma}^{\xi}, I_{\Gamma}$ be defined as above.
(i) If $\zeta \leqslant \xi$, then $I_{\Gamma}^{\zeta} \subseteq I_{\Gamma}^{\zeta}$.
(ii) For some ordinal $\kappa$ of cardinality $\leqslant|A|$,

$$
I_{\Gamma}=I_{\Gamma}^{\kappa}=I_{\Gamma}^{<\kappa}
$$

we call the least such $\kappa$ the closure ordinal of $\Gamma, \kappa=\|\Gamma\|$.
(iii) The set built up by $\Gamma$ is the smallest fixed point of $\Gamma$, i.e.

$$
\begin{aligned}
\Gamma\left(I_{\Gamma}\right) & =I_{\Gamma} \\
I_{\Gamma} & =\bigcap\{S: \Gamma(S)=S\} .
\end{aligned}
$$

Proof. (i) follows directly from the monotonicity of $\Gamma$, since for $\zeta \leqslant \xi$,

$$
I_{\Gamma}^{\zeta}=\Gamma\left(I_{\Gamma}^{<\zeta}\right) \subseteq \Gamma\left(I_{\Gamma}^{<\zeta}\right)=I_{\Gamma}^{\xi} .
$$

To prove (ii) notice that if we had

$$
I_{\Gamma}^{<\xi} \stackrel{\neq}{\subset} I_{\Gamma}^{\xi}
$$

for every $\xi<|A|^{+}$, then we could choose some

$$
\bar{x}_{\xi} \in I_{\Gamma}^{\xi}-I_{\Gamma}^{<\xi}
$$

for each $\xi<|A|^{+}$and then the set

$$
X=\left\{\bar{x}_{\xi}: \xi<|A|^{+}\right\}
$$

would be a subset of $A^{n}$ of cardinality $|A|^{+}$, which is absurd. Hence for some $\kappa<|A|^{+}$we have

$$
I_{\Gamma}^{\kappa}=I_{\Gamma}^{<\kappa}
$$

from which an immediate transfinite induction shows that for every $\xi \geqslant \kappa$, $I_{\Gamma}^{\boldsymbol{\Sigma}}=I_{\Gamma}^{x}$, so that $I_{\Gamma}=I_{\Gamma}^{\kappa}$.

This argument also proves part of (iii), that $I_{\Gamma}$ is a fixed point of $\Gamma$, since if $\kappa$ is the closure ordinal we have

$$
\Gamma\left(I_{\Gamma}\right)=\Gamma\left(I_{\Gamma}^{\kappa}\right)=\Gamma\left(I_{\Gamma}^{<\kappa}\right)=I_{\Gamma}^{\kappa}=I_{\Gamma}
$$

On the other hand, if $P$ is any fixed point, i.e.

$$
\Gamma(P)=P
$$

we can show by transfinite induction on $\xi$ that

$$
I_{\Gamma}^{\xi} \subseteq P
$$

because

$$
I_{\Gamma}^{\xi}=\Gamma\left(I_{\Gamma}^{<\xi}\right) \subseteq \Gamma(P)=P
$$

using the induction hypothesis and the monotonicity of $\Gamma$. Hence $I_{\Gamma}=\bigcup_{\xi} I_{\Gamma}^{\xi} \subseteq P$.

## 1B. Relative positive inductive definability

Again let $A$ be an arbitrary set. We will be working with formulas of the lower predicate calculus with individual and relation constants from $A$, call it $\mathscr{L}^{A}$. More precisely, the language $\mathscr{L}^{A}$ has an infinite list of individual variables $x, y, z, \ldots$, a constant $c$ for each element $c$ of $A$, an infinite list $S, T, U, \ldots$ of $n$-ary relation variables for each $n \geqslant 1$, a constant relation symbol $P$ for each relation $P$ on $A$, in particular the identity symbol $=$, and the usual logical symbols $\neg, \&, \vee, \rightarrow, \exists, \forall$. Formulas are defined as usual, with the quantifiers $\exists, \forall$ applied only to the individual variables-this is a first order language. Individual terms are the individual variables and constants and relation symbols are the relation variables and constants. Relation variables are always free. Formulas of $\mathscr{L}^{\boldsymbol{A}}$ with no free variables of either kind are called sentences; they are either true or false under the natural interpretation of this language.

We write

$$
\varphi \equiv \psi
$$

to indicate that " $\varphi$ " and " $\psi$ " are names of the same formula. This metamathematical convention is useful in defining formulas and establishing notation.

Let $S$ be a relation symbol. The class $\mathscr{P}(S)$ of formulas in which $S$ occurs positively, briefly $S$-positive formulas, is the smallest collection $\mathscr{F}$ of formulas with the following properties:
(i) All formulas in which $S$ does not occur are in $\mathscr{F}$.
(ii) If $S$ is $n$-ary and $\bar{t}=t_{1}, \ldots, t_{n}$ is an $n$-tuple of individual terms, then the formula $S(\bar{t})$ is in $\mathscr{F}$.
(iii) If $\varphi, \psi$ are in $\mathscr{F}$ and $x$ is any variable, then $\varphi \& \psi, \varphi \vee \psi,(\exists x) \varphi$, $(\forall x) \varphi$ are all in $\mathscr{F}$.

An easy induction on the length of formulas proves the following.

1B.1. Monotonicity Property of Positive Formulas. Suppose $S$ is an $n$-ary variable which occurs positively in $\varphi(S)$ and suppose no other variable of either kind occurs free in $\varphi(S)$. If $P, P^{\prime}$ are n-ary relations on $A$, then

$$
\text { if } P \subseteq P^{\prime} \text { and } \varphi(P), \text { then } \varphi\left(P^{\prime}\right)
$$

Here of course $\varphi(P)$ is the result of substituting the relation constant $P$ for the relation variable $S$ in $\varphi(S)$ and similarly for $P^{\prime}$.

Suppose now that $A$ is infinite. An operator

$$
\Gamma: \operatorname{Power}\left(A^{n}\right) \rightarrow \operatorname{Power}\left(A^{n}\right)
$$

is positive elementary in $Q_{1}, \ldots, Q_{m}$ if there is a formula

$$
\varphi \equiv \varphi(\bar{x}, S) \equiv \varphi\left(x_{1}, \ldots, x_{n}, S,=, Q_{1}, \ldots, Q_{m}\right)
$$

such that the following conditions hold:
(i) The relation constants which occur in $\varphi(\bar{x}, S)$ are among $=, Q_{1}, \ldots, Q_{m}$ and the only relation variable of $\varphi(\bar{x}, S)$ is the $n$-ary variable $S$.
(ii) The symbols $S, Q_{1}, \ldots, Q_{m}$ all occur positively in $\varphi(\bar{x}, S)$.
(iii) The free individual variables of $\varphi(\bar{x}, S)$ are among $x_{1}, \ldots, x_{n}$.
(iv) The formula $\varphi(\bar{x}, S)$ defines $\Gamma$, i.e. for each $S \subseteq A^{n}$,

$$
\Gamma(S)=\{\bar{x}: \varphi(\bar{x}, S)\}
$$

Notice that we allow individual constants in $\varphi(\bar{x}, S)$ as well as arbitrary occurrences of $=$, but we insist that all the other relation symbols occur positively.

It is immediate from the monotonicity property of positive formulas that if $\Gamma$ is positive elementary, then $\Gamma$ is monotone. If $\varphi \equiv \varphi(\bar{x}, S)$ defines $\Gamma$ in the sense of (i)-(iv) above, it is convenient to put

$$
I_{\varphi}^{\xi}=I_{\Gamma}^{\xi}, \quad I_{\varphi}^{<\xi}=\bigcup_{\eta<\xi} I_{\varphi}^{\eta}, \quad I_{\varphi}=I_{\Gamma}
$$

we then have for each ordinal $\xi$,

$$
\begin{gathered}
\bar{x} \in I_{\varphi}^{\xi} \Leftrightarrow \varphi\left(\bar{x}, \bigcup_{\eta<\xi} I_{\varphi}^{\eta}\right) \Leftrightarrow \varphi\left(\bar{x}, I_{\varphi}^{<\xi}\right) \\
I_{\varphi}=\bigcup_{\xi} I_{\varphi}^{\xi}
\end{gathered}
$$

and

$$
\bar{x} \in I_{\varphi} \Leftrightarrow \varphi\left(\bar{x}, I_{\varphi}\right) .
$$

We call $I_{\varphi}$ the set built up by $\varphi$.
An $n$-ary relation $R$ on $A$ is positive elementary inductively definable in $Q_{1}, \ldots, Q_{m}$, or simply inductive in $Q_{1}, \ldots, Q_{m}$, if there are constants $\bar{a}=a_{1}, \ldots, a_{k}$ in $A$ and an operator

$$
\Gamma: \operatorname{Power}\left(A^{k+n}\right) \rightarrow \operatorname{Power}\left(A^{k+n}\right)
$$

which is positive elementary in $Q_{1}, \ldots, Q_{m}$, such that

$$
R(\bar{x}) \Leftrightarrow(\bar{a}, \bar{x}) \in I_{\Gamma} .
$$

By the definition above, we then have a formula

$$
\varphi \equiv \varphi(\bar{u}, \bar{x}, S) \equiv \varphi\left(\bar{u}, \bar{x}, S,=, Q_{1}, \ldots, Q_{m}\right)
$$

in which the only relation symbols that occur are those that show, and except for $=$ they all occur positively, such that

$$
R(\bar{x}) \Leftrightarrow(\bar{a}, \bar{x}) \in I_{\varphi} .
$$

The constants $\bar{a}$ are called the parameters of the induction, but recall that there may be other individual constants occurring in $\varphi$.

We can picture the construction of the fixed point $I_{\varphi}$ in the $\bar{u} \times \bar{x}$ plane and the definition of $R$ from $I_{\varphi}$ by projection along the $\bar{u}$-axis as shown in Fig. 1.1.


Fig. 1.1.
We are mostly concerned in this book with inductive definability on a structure which is a bit different from the notion above and which we will define in Section 1D. However, the present notion is more fundamental and will also prove to be technically useful.

For a typical example of an inductive definition, let $P \subseteq A, Q \subseteq A \times A$ be given and consider the transitive closure of $P$ relative to $Q$,

$$
\begin{aligned}
R(x) \Leftrightarrow & \text { there is some sequence } y_{1}, y_{2}, \ldots, y_{n} \text { such that } P\left(y_{1}\right), \text { and } \\
& Q\left(y_{1}, y_{2}\right), Q\left(y_{2}, y_{3}\right), \ldots, Q\left(y_{n-1}, y_{n}\right), \text { and } x=y_{1} \text { or } x=y_{n} .
\end{aligned}
$$

Put

$$
\varphi(x, S) \equiv P(x) \vee(\exists y)[S(y) \& Q(y, x)]
$$

It is easy to verify that $R=I_{\varphi}$ by showing by induction on $\xi$ that

$$
x \in I_{\varphi}^{\xi} \Rightarrow R(x)
$$

and then by induction on $n \geqslant 1$ that

$$
P\left(y_{1}\right) \& Q\left(y_{1}, y_{2}\right) \& \ldots \& Q\left(y_{n-1}, y_{n}\right) \Rightarrow y_{n} \in I_{\varphi}^{<\omega}
$$

Thus $R$ is inductive in $P, Q$. Notice that this induction has no parameters, and that it closes at $\omega$, i.e.

$$
I_{\varphi}=I_{\varphi}^{\omega}=I_{\varphi}^{<\omega}
$$

For a typical example of an induction that does not close in $\omega$ steps, let $\leqslant$ be a linear ordering on $A$ and take the wellordered initial segment of $\leqslant$,
$W(x) \Leftrightarrow$ there is no infinite sequence $x>x_{1}>x_{2}>\ldots$.
Put

$$
\psi(x, S) \equiv(\forall u)[u<x \Rightarrow u \in S] .
$$

Again it is easy to show by induction on $\xi$ that

$$
x \in I_{\psi}^{\xi} \Rightarrow W(x)
$$

because if $x \in I_{\psi}^{\xi}$, then by definition $(\forall u)\left[u<x \Rightarrow u \in I_{\psi}^{<\xi}\right]$, so by induction hypothesis $(\forall u)[u<x \Rightarrow W(u)]$, which immediately implies $W(x)$. On the other hand,

$$
x \notin I_{\psi} \Rightarrow\left(\exists u_{1}\right)\left[u_{1}<x \& u_{1} \notin I_{\psi}\right]
$$

and using the same implication on $u_{1}$ we find some $u_{2}<u_{1}$ such that $u_{2} \notin I_{\psi}$, etc., so that an infinite sequence starts with $x$ and $\neg W(x)$. Thus

$$
W(x) \Leftrightarrow x \in I_{\psi} .
$$

It is not hard to verify that the closure ordinal of this induction is precisely the ordinal of the largest wellordered initial segment of $\leqslant$.

We collect in one theorem some of the trivial properties of relative inductive definability.

1B.2. Theorem. Let $A$ be an infinite set, and $R, Q_{1}, Q_{2}, \ldots$ relations on $A$.
(i) The relations $x=y, x \neq y, x=c$ ( $c$ a fixed element of $A$ ), $x \neq c$ are inductive (in the empty list of relations).
(ii) If $R$ is inductive in $Q_{1}, \ldots, Q_{m}$ and each $Q_{l}$ occurs in the list $Q_{1}^{\prime}, \ldots, Q_{m^{\prime}}^{\prime}$, then $R$ is inductive in $Q_{1}^{\prime}, \ldots, Q_{m^{\prime}}^{\prime}$.
(iii) $R$ is inductive in $R$.
(iv) If

$$
\begin{aligned}
& P(\bar{x}) \Leftrightarrow R_{1}(\bar{x}) \& R_{2}(\bar{x}) \\
& Q(\bar{x}) \Leftrightarrow R_{1}(\bar{x}) \vee R_{2}(\bar{x})
\end{aligned}
$$

then both $P$ and $Q$ are inductive in $R_{1}, R_{2}$.
(v) If

$$
\begin{aligned}
& P(\bar{x}) \Leftrightarrow(\forall y) R(y, \bar{x}), \\
& Q(\bar{x}) \Leftrightarrow(\exists y) R(y, \bar{x}),
\end{aligned}
$$

then both $P$ and $Q$ are inductive in $R$.
Proof. All of the verifications are completely trivial. For example, if

$$
\varphi(x, y, S) \equiv x=y
$$

then easily

$$
I_{\varphi}^{\xi}=\{(x, y): x=y\}
$$

for all $\xi$, which immediately shows that the identity relation is inductive. $\dagger$

## 1C. Combining inductions

The first nontrivial result of the book is the Transitivity Theorem 1C. 3 which is the key to the closure properties of the class of inductive relations. Let us establish first a useful but much easier result whose proof is somewhat similar.

We will be using the following convenient and natural notation. If $\varphi(S)$ is a formula in which occurs the $n$-ary relation symbol $S$ (among others), if $U$ is an $m+n$-ary relation symbol and $\bar{t}$ is an $m$-tuple of terms, then

$$
\varphi(\{\bar{u}: U(\bar{\tau}, \bar{u})\})
$$

is the result of replacing each occurrence of $S(\bar{v})$ in $\varphi(S)$ by $U(\bar{t}, \bar{v})$.
1C.1. Simultaneous Induction Lemma. Suppose

$$
\begin{aligned}
& \psi(\bar{y}, S, T) \equiv \psi\left(\bar{y},=, Q_{1}, \ldots, Q_{m}, S, T\right) \\
& \varphi(\bar{x}, S, T) \equiv \varphi\left(\bar{x},=, Q_{1}, \ldots, Q_{m}, S, T\right)
\end{aligned}
$$

are formulas in the language over an infinite set $A$ in which the only relation symbols that occur are those that show and except for $=$, they all occur positively. Define $J_{0}^{\xi}, J_{1}^{\xi}$ by the simultaneous induction

$$
\begin{aligned}
& \bar{y} \in J_{0}^{\zeta} \Leftrightarrow \psi\left(\bar{y}, J_{0}^{<\xi}, J_{1}^{<\zeta}\right), \\
& \bar{x} \in J_{1}^{\xi} \Leftrightarrow \varphi\left(\bar{x}, J_{0}^{<\xi}, J_{1}^{<\xi}\right),
\end{aligned}
$$

where

$$
J_{0}^{<\zeta}=\bigcup_{\eta<\xi} J_{0}^{\eta}, \quad J_{1}^{<\xi}=\bigcup_{\eta<\xi} J_{1}^{\eta}
$$

Then both $J_{0}=\bigcup_{\xi} J_{0}^{\xi}$ and $J_{1}=\bigcup_{\xi} J_{1}^{\xi}$ are inductive in $Q_{1}, \ldots, Q_{m}$.

Proof. Let $c_{0}, c_{1}$ be distinct members of $A$ and choose $\bar{y}^{*}, \bar{x}^{*}$ to be sequences of elements of $A$ of the same length as the sequences of variables $\bar{y}, \bar{x}$. Put

$$
\begin{aligned}
\chi(t, \bar{y}, \bar{x}, U) & \Leftrightarrow\left[t=c_{0} \& \psi\left(\bar{y},\left\{\bar{y}^{\prime}: U\left(c_{0}, \bar{y}^{\prime}, \bar{x}^{*}\right)\right\},\left\{\bar{x}^{\prime}: U\left(c_{1}, \bar{y}^{*}, \bar{x}^{\prime}\right)\right\}\right)\right] \\
& \vee\left[t=c_{1} \& \varphi\left(\bar{x},\left\{\bar{y}^{\prime}: U\left(c_{0}, \bar{y}^{\prime}, \bar{x}^{*}\right)\right\},\left\{\bar{x}^{\prime}: U\left(c_{1}, \bar{y}^{*}, \bar{x}^{\prime}\right)\right\}\right)\right]
\end{aligned}
$$

We claim that for each $\xi$,

$$
\begin{aligned}
& \bar{y} \in J_{0}^{\xi} \Leftrightarrow\left(c_{0}, \bar{y}, \bar{x}^{*}\right) \in I_{X}^{\xi}, \\
& \bar{x} \in J_{1}^{\xi} \Leftrightarrow\left(c_{1}, \bar{y}^{*}, \bar{x}\right) \in I_{X}^{\xi} .
\end{aligned}
$$

Proof is by a transfinite induction on $\xi$ simultaneously for both equivalences, e.g.

$$
\begin{array}{rlr}
\bar{y} \in J_{0}^{\xi} & \Leftrightarrow \psi\left(\bar{y}, J_{0}^{<\xi}, J_{1}^{<\xi}\right) & \text { (by definition) } \\
& \Leftrightarrow \chi\left(c_{0}, \bar{y}, \bar{x}^{*},\left\{\left(c_{0}, \bar{y}^{\prime}, \bar{x}^{*}\right): \bar{y}^{\prime} \in J_{0}^{<\xi}\right\} \cup\left\{\left(c_{1}, \bar{y}^{*}, \bar{x}^{\prime}\right): \bar{x}^{\prime} \in J_{1}^{<\xi}\right\}\right) \\
& \\
& \Leftrightarrow \chi\left(c_{0}, \bar{y}, \bar{x}^{*}, I_{\chi}^{<\xi}\right) & \text { (by def. of } \chi \text { ) } \\
& \left.\Leftrightarrow\left(c_{0}, \bar{y}, \bar{x}^{*}\right) \in I_{\chi}^{\xi}\right) & \text { (by ind. hyp.) } \\
& \text { (bef. of } \left.I_{\chi}^{\xi}\right) .
\end{array}
$$

Proof of the equivalence for $J_{1}^{\xi}$ is similar. It follows that

$$
\begin{aligned}
& \bar{y} \in J_{0} \Leftrightarrow\left(c_{0}, \bar{y}, \bar{x}^{*}\right) \in I_{x}, \\
& \bar{x} \in J_{1} \Leftrightarrow\left(c_{1}, \bar{y}^{*}, \bar{x}\right) \in I_{x},
\end{aligned}
$$

so that both $J_{0}$ and $J_{1}$ are inductive in $Q_{1}, \ldots, Q_{m}$, since evidently $Q_{1}, \ldots, Q_{m}$ occur positively in $\chi$.

The proof of 1 C .1 illustrates the use of the parameters of induction in defining inductive relations.

The Transitivity Theorem deals with a more complicated kind of combination of inductions. It will be useful to codify in a fairly messy lemma the precise combinatory principle involved.

## 1C.2. Combination Lemma. Suppose

$$
\psi \equiv \psi(\bar{u}, \bar{y}, S) \equiv \psi\left(u_{1}, \ldots, u_{k}, y_{1}, \ldots, y_{m}, S\right)
$$

is $S$-positive in the language over an infinite set $A$, let $\bar{a}=a_{1}, \ldots, a_{k}$ be constants from $A$ and put

$$
Q(\bar{y}) \Leftrightarrow(\bar{a}, \bar{y}) \in I_{\psi} .
$$

Suppose

$$
\varphi \equiv \varphi(\bar{x}, Q, T) \equiv \varphi\left(x_{1}, \ldots, x_{n}, Q, T\right)
$$

is $T$-positive in the language over $A$ and $Q$ occurs positively in $\varphi$. Let $c_{0} \neq c_{1}$ and $\bar{u}^{*}=u_{1}^{*}, \ldots, u_{k}^{*}, \bar{y}^{*}=y_{1}^{*}, \ldots, y_{m}^{*}, \bar{x}^{*}=x_{1}^{*}, \ldots, x_{n}^{*}$ be constants from $A$ and put
$\chi(t, \bar{u}, \bar{y}, \bar{x}, U) \equiv\left[t=c_{0} \& \psi\left(\bar{u}, \bar{y},\left\{\left(\bar{u}^{\prime}, \bar{y}^{\prime}\right): U\left(c_{0}, \bar{u}^{\prime}, \bar{y}^{\prime}, \bar{x}^{*}\right)\right\}\right)\right]$
$\vee\left[t=c_{1} \& \varphi\left(\bar{x},\left\{\bar{y}^{\prime}: U\left(c_{0}, \bar{a}, \bar{y}^{\prime}, \bar{x}^{*}\right)\right\},\left\{\bar{x}^{\prime}: U\left(c_{1}, \bar{u}^{*}, \bar{y}^{*}, \bar{x}^{\prime}\right)\right\}\right)\right]$.
Then for every ordinal $\xi$ we have

$$
\begin{align*}
& (\bar{u}, \bar{y}) \in I_{\psi}^{\xi} \Leftrightarrow\left(c_{0}, \bar{u}, \bar{y}, \bar{x}^{*}\right) \in I_{\chi}^{\xi},  \tag{1}\\
& \left(c_{1}, \bar{u}^{*}, \bar{y}^{*}, \bar{x}\right) \in I_{x}^{\zeta} \Rightarrow \bar{x} \in I_{\varphi}^{\zeta},  \tag{2}\\
& \bar{x} \in I_{\varphi}^{\xi} \Rightarrow\left(c_{1}, \bar{u}^{*}, \bar{y}^{*}, \bar{x}\right) \in I_{\chi} ; \tag{3}
\end{align*}
$$

hence, in particular,

$$
\left.\begin{array}{rl}
(\bar{u}, \bar{y}) & \in I_{\psi}
\end{array} \Leftrightarrow\left(c_{0}, \bar{u}, \bar{y}, \bar{x}^{*}\right) \in I_{\chi}, ~ 子 c_{\varphi}, \bar{u}^{*}, \bar{y}^{*}, \bar{x}\right) \in I_{\chi} .
$$

Proof. To simplify notation, put

$$
\begin{aligned}
J_{0}^{\xi} & =\left\{(\bar{u}, \bar{y}):\left(c_{0}, \bar{u}, \bar{y}, \bar{x}^{*}\right) \in I_{x}^{\xi}\right\}, \\
J_{1}^{\xi} & =\left\{\bar{x}:\left(c_{1}, \bar{u}^{*}, \bar{y}^{*}, \bar{x}\right) \in I_{x}^{\xi}\right\}
\end{aligned}
$$

and as usual

$$
J_{0}^{<\xi}=\bigcup_{\eta<\xi} J_{0}^{\eta}, \quad J_{1}^{<\xi}=\bigcup_{\eta<\xi} J_{1}^{\eta} .
$$

Now equivalence (1) asserts that

$$
I_{\psi}^{\xi}=J_{0}^{\xi}
$$

and is immediate by induction on $\xi$ :

$$
\begin{array}{rlr}
(\bar{u}, \bar{y}) \in I_{\bar{\psi}}^{\xi} & \Leftrightarrow \psi\left(\bar{u}, \bar{y}, I_{\psi}^{<\xi}\right) & \\
& \Leftrightarrow \psi\left(\bar{u}, \bar{y}, J_{0}^{<\xi}\right) & \text { (by ind. hyp.) } \\
& \Leftrightarrow \chi\left(c_{0}, \bar{u}, \bar{y}, \bar{x}^{*}, I_{\chi}^{<\xi}\right) & \\
& \Leftrightarrow\left(c_{0}, \bar{u}, \bar{y}, \bar{x}^{*}\right) \in I_{\chi}^{\xi} & \\
& \Leftrightarrow(\bar{u}, \bar{y}) \in J_{0}^{\xi} . &
\end{array}
$$

Thus the induction determined by $\chi$ imitates step-by-step in its first component the induction determined by $\psi$. In particular, (1) immediately implies (4).

The combined induction $\chi$ is not equally faithful in its second component which defines the stages $J_{1}^{\xi}$, but still in the limit,

$$
U_{\xi} I_{\varphi}^{\xi}=U_{\xi} J_{\overline{1}}^{\xi} .
$$

To see this, compute first the transfinite recursion which determines $J_{1}^{\xi}$ :

$$
\begin{aligned}
\bar{x} \in J_{1}^{\xi} & \Leftrightarrow\left(c_{1}, \bar{u}^{*}, \bar{y}^{*}, \bar{x}\right) \in I_{\chi}^{\xi} \\
& \Leftrightarrow \chi\left(c_{1}, \bar{u}^{*}, \bar{y}^{*}, \bar{x}, I_{\chi}^{<\xi}\right) \\
& \Leftrightarrow \varphi\left(\bar{x},\left\{\bar{y}^{\prime}:\left(c_{0}, \bar{a}, \bar{y}^{\prime}, \bar{x}^{*}\right) \in I_{\chi}^{<\xi}\right\}, J_{1}^{<\xi}\right) \quad \text { (by def. of } \chi \text { ) } \\
& \Leftrightarrow \varphi\left(\bar{x},\left\{\bar{y}^{\prime}:\left(\bar{a}, \bar{y}^{\prime}\right) \in I_{\psi}^{<\xi}\right\}, J_{1}^{<\xi}\right)
\end{aligned}
$$

Letting for each $\xi, Q^{\xi}$ be the part of $Q$ that is determined by $I_{\psi}^{\xi}$,

$$
\begin{aligned}
& \bar{y} \in Q^{\xi} \Leftrightarrow(\bar{a}, \bar{y}) \in I_{\psi}^{\xi} \\
& Q^{<\xi}=\bigcup_{\eta<\xi} Q^{\eta}
\end{aligned}
$$

we have

$$
\begin{equation*}
\bar{x} \in J_{1}^{\xi} \Leftrightarrow \varphi\left(\bar{x}, Q^{<\xi}, J_{1}^{<\xi}\right) \tag{6}
\end{equation*}
$$

It is useful to compare (6) with the transfinite recursion which determines the stages $I_{\varphi}^{\xi}$ :

$$
\bar{x} \in I_{\varphi}^{\xi} \Leftrightarrow \varphi\left(\bar{x}, Q, I_{\varphi}^{<\xi}\right) .
$$

The only difference is that in defining $I_{\varphi}^{\xi}$ from the preceding stages $I_{\varphi}^{<\xi}$ we can use the whole relation $Q$, while in the definition of $J_{1}^{\zeta}$ from $J_{1}^{<\xi}$ we can only use the piece $Q^{<\xi}$ of $Q$. (See Fig. 1.2.)


Fig. 1.2.
Implication (2) is also proved by induction on $\xi$ :

$$
\begin{aligned}
\left(c_{1}, \bar{u}^{*}, \bar{y}^{*}, \bar{x}\right) \in I_{\chi}^{\xi} & \Rightarrow \bar{x} \in J_{1}^{\xi} & & \\
& \Rightarrow \varphi\left(\bar{x}, Q^{<\xi}, J_{1}^{<\xi}\right) & & \text { (by (6)) } \\
& \Rightarrow \varphi\left(\bar{x}, Q, J_{1}^{<\xi}\right) & & \text { (by monotonicity of } \varphi \text { in } Q \text { ) } \\
& \Rightarrow \varphi\left(\bar{x}, Q, I_{\varphi}^{<\xi}\right) & & \text { (by ind. hyp. and monotonicity) } \\
& \Rightarrow \bar{x} \in I_{\varphi}^{\xi} . & &
\end{aligned}
$$

Finally, (3) holds because eventually all of $Q$ becomes available in the construction of $J_{1}^{\xi}$. Formally we show (3) again by induction on $\xi$ :

$$
\begin{array}{rlr}
\bar{x} \in I_{\varphi}^{\xi} & \Rightarrow \varphi\left(\bar{x}, Q, I_{\varphi}^{<\xi}\right) & \\
& \Rightarrow \varphi\left(\bar{x}, Q,\left\{\bar{x}^{\prime}:\left(c_{1}, \bar{u}^{*}, \bar{y}^{*}, \bar{x}^{\prime}\right) \in I_{\chi}\right\}\right) & \\
& & \text { (by ind. hyp. } \\
& \Rightarrow \varphi\left(\bar{x},\left\{\bar{y}^{\prime}:\left(c_{0}, \bar{a}, \bar{y}^{\prime}, \bar{x}^{*}\right) \in I_{\chi}\right\},\left\{\bar{x}^{\prime}:\left(c_{1}, \bar{u}^{*}, \bar{y}^{*}, \bar{x}^{\prime}\right) \in I_{\chi}\right\}\right) \\
& & \text { (by (4)) } \\
& \Rightarrow \chi\left(c_{1}, \bar{u}^{*}, \bar{y}^{*}, \bar{x}, I_{\chi}\right) & \text { (by def. of } \chi \text { ) } \\
& \Rightarrow\left(c_{1}, \bar{u}^{*}, \bar{y}^{*}, \bar{x}\right) \in I_{\chi} & \text { (since } I_{\chi} \text { is a fixed point of } \chi \text { ). }
\end{array}
$$

Again (2) and (3) immediately imply (5).
1C.3. Transitivity Theorem. Let $A$ be an infinite set, let $R, Q, Q_{1}, \ldots, Q_{m}$ be relations on $A$. If $R$ is inductive in $Q, Q_{1}, \ldots, Q_{m}$ and $Q$ is inductive in $Q_{1}, \ldots, Q_{m}$, then $R$ is inductive in $Q_{1}, \ldots, Q_{m}$.

Proof. By hypothesis there are formulas

$$
\begin{aligned}
\psi & \equiv \psi(\bar{u}, \bar{y}, S) \equiv \psi\left(\bar{u}, \bar{y}, Q_{1}, \ldots, Q_{m}, S\right) \\
\varphi & \equiv \varphi(\bar{v}, \bar{z}, Q, T) \equiv \varphi\left(\bar{v}, \bar{z}, Q, Q_{1}, \ldots, Q_{m}, T\right)
\end{aligned}
$$

with only the indicated relation symbols (and $=$ ) and all those occurring positively and constants $\bar{a}, \bar{b}$ such that

$$
\begin{aligned}
& Q(\bar{y}) \Leftrightarrow(\bar{a}, \bar{y}) \in I_{\psi}, \\
& R(\bar{z}) \Leftrightarrow(\bar{b}, \bar{z}) \in I_{\varphi} .
\end{aligned}
$$

Let

$$
\chi \equiv \chi(t, \bar{u}, \bar{y}, \bar{v}, \bar{z}, U) \equiv \chi\left(t, \bar{u}, \bar{y}, \bar{v}, \bar{z}, Q_{1}, \ldots, Q_{m}, U\right)
$$

be the combination formula that is assigned to $\psi$ and $\varphi$ by the Combination Lemma 1C.2. It has various other constants $c_{0}, c_{1}, \bar{u}^{*}, \bar{y}^{*}, \bar{x}^{*}=\bar{v}^{*}, \bar{z}^{*}$ in it, but it is obvious from its definition that except for $=$, the only relation constants in $\chi$ are $Q_{1}, \ldots, Q_{m}$ and they all occur positively. By (5) of 1C. 2 we then have

$$
(\bar{v}, \bar{z}) \in I_{\varphi} \Leftrightarrow\left(c_{1}, \bar{u}^{*}, \bar{y}^{*}, \bar{v}, \bar{z}\right) \in I_{\chi},
$$

so that

$$
\bar{z} \in R \Leftrightarrow\left(c_{1}, \bar{u}^{*}, \bar{y}^{*}, \bar{b}, \bar{z}\right) \in I_{z}
$$

and $R$ is inductive in $Q_{1}, \ldots, Q_{m}$.

1C.4. Corollary. The class of relations on some infinite set $A$ which are inductive in fixed relations $Q_{1}, \ldots, Q_{m}$ is closed under the positive operations $\&, \vee, \exists, \forall$.

Proof is immediate from the Transitivity Theorem and Theorem 1B.2. For example, if

$$
P(\bar{x}) \Leftrightarrow(\forall y) R(y, \bar{x})
$$

and $R$ is inductive in $Q_{1}, \ldots, Q_{m}$, then $P$ is inductive in $R, Q_{1}, \ldots, Q_{m}$, hence $P$ is inductive in $Q_{1}, \ldots, Q_{m}$.

## 1D. Inductive definability on a structure

Suppose

$$
\mathfrak{P}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle
$$

is an infinite structure. The (first order) language of $\mathfrak{A}$ consists of all formulas of the language $\mathscr{L}^{A}$ whose only relation constants are $=, R_{1}, \ldots, R_{l}$. The elementary relations on $\mathfrak{H}$ are those which can be defined by formulas of the language of $\mathfrak{Y}$. (Recall that we allow arbitrary constants from the domain $A$ of the structure.)
A relation $P$ on $\mathfrak{O}$ is a fixedpoint if there is an $S$-positive formula $\varphi \equiv \varphi(\bar{x}, S)$ in the language of $\mathfrak{A}$ such that $P=I_{\varphi}$. A relation $R$ is positive elementary inductively definable or simply inductive on $\mathfrak{A}$ if there is a fixed point $I_{\varphi}$ and constants $\bar{a}=a_{1}, \ldots, a_{k}$ in $A$ such that

$$
R(\bar{x}) \Leftrightarrow(\bar{a}, \bar{x}) \in I_{\varphi} .
$$

Tracing the definitions, this means that $R$ is inductive on $\mathfrak{A}$ if and only if $R$ is inductive in the relations $R_{1}, \neg R_{1}, \ldots, R_{l}, \neg R_{i}$.

Finally, we call $R$ coinductive on $\mathfrak{A}$ if $\neg R$ is inductive on $\mathfrak{A}$ and we call $R$ hyperelementary on $\mathfrak{g}$ if $R$ is both inductive and coinductive.

A function $f: A^{n} \rightarrow A^{m}$ is elementary or hyperelementary if its representing relation (the graph)

$$
G_{f}(\bar{x}, \bar{y}) \Leftrightarrow f(\bar{x})=\bar{y}
$$

is elementary or hyperelementary respectively.
We are mostly interested in studying the inductive and hyperelementary relations on a structure $\mathfrak{G l}$, but it is clear that in order to do that we will also have to look at the fixed points. These relations are interesting in their own right since they can be defined by the simplest inductions, without parameters.

Before going on to prove the simple closure properties of these classes of relations we list some of the most important examples of the theory.

The original and standard example is the ordinary structure of arithmetic

$$
\mathbb{N}=\langle\omega, S, P\rangle
$$

where

$$
\begin{aligned}
& S(x, y, z) \Leftrightarrow z=x+y \\
& P(x, y, z) \Leftrightarrow z=x \cdot y
\end{aligned}
$$

It is customary to call the elementary relations here arithmetical and the hyperelementary relations hyperarithmetical. One of the main efforts in the theory of positive inductive definability is to generalize the theory of hyperarithmetical relations to arbitrary (or almost arbitrary) structures. The original definitions of hyperarithemetical relations in Davis [1950], Mostowski [1951], Kleene [1955b] were not from the point of view of inductive definability but rather came as direct attempts to extend the hierarchy of arithmetical relations on $\mathbb{N}$. It was apparently Spector in [1961](54.) who first realized the significance of inductive definability.

Another very important example is second order arithmetic or analysis. This is often considered as a two-sorted structure, but we will describe it here as a structure with a single domain so that it is covered by the general theory;

$$
\mathbb{R}=\left\langle\omega \cup{ }^{\omega} \omega, N, S, P, A\right\rangle
$$

where

$$
\begin{aligned}
N(x) & \Leftrightarrow x \in \omega \\
A(y, x, z) & \Leftrightarrow y \in{ }^{\omega} \omega \& x \in \omega \& y(x)=z
\end{aligned}
$$

and $S, P$ are the sum and product relations, taken as false if any of the arguments are not in $\omega$. The elementary relations of this structure are called projective and the hyperelementary relations hyperprojective.

The special case of the structure $\mathbb{R}$ was the chief motivation for the work reported in Moschovakis [1969a], [1969b], [1969c] which was the first systematic study of inductive and hyperelementary relations on (almost) arbitrary structures. Because of this we used there the term "hyperprojective" for the hyperelementary relations of an abstract structure, but we now think that "hyperelementary" is more appropriate for the general case.

As with the original development of the theory for $\mathbb{N}$, the approach in Moschovakis [1969a], [1969b], [1969c] was not directly from the point of view of inductive definability but in terms of (search) computability in functionals. The characterization (for most structures) of "semihyperprojective" relations as those inductively definable by positive formulas is proved in Remark 21 of [1969b] but it is stated there in a particularly obscure notation.

With each ordinal $\lambda$, there is naturally associated the structure

$$
\lambda=\langle\lambda, \leqslant\rangle
$$

of $\lambda$ with its ordering. These are particularly interesting examples in studying abstract inductive definability, since they have very "few" elementary relations but (as we will see) a very rich collection of hyperelementary and inductive relations.

These structures are special cases of structures of the form

$$
A=\langle A, \in \mid A\rangle
$$

where $A$ is any transitive, infinite set. Other interesting special cases of these are

$$
A=V_{\lambda}
$$

the set of sets of rank less than $\lambda$ with $\lambda$ a limit ordinal, and

$$
A=L_{\lambda}
$$

the set of sets constructible before $\lambda$, with $\lambda$ again a limit ordinal.
More examples can be constructed by adding relations to the structures above.

The results of 1 C give immediately the simple closure properties of the classes of inductive and hyperelementary relations. A relation $P(\bar{x})$ is defined from a relation $R\left(y_{1}, \ldots, y_{m}\right)$ by hyperelementary substitution if there are hyperelementary functions $f_{1}(\bar{x}), \ldots, f_{m}(\bar{x})$ such that

$$
P(\bar{x}) \Leftrightarrow R\left(f_{1}(\bar{x}), \ldots, f_{m}(\bar{x})\right)
$$

1D.1. Theorem. The class of inductive relations on an infinite structure $\mathfrak{H}$ is closed under the positive operations \&, $\vee, \exists, \forall$ and hyperelementary substitution.

The class of hyperelementary relations on $\mathfrak{H}$ includes all elementary relations and is closed under all the elementary operations $\neg, \&, \vee, \rightarrow, \exists, \forall$ and hyperelementary substitution.

There is another very useful corollary of the Transitivity Theorem which is worth stating explicitly.

1D.2. Theorem. Let $\mathfrak{M}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ be an infinite structure, suppose $Q_{1}, \ldots, Q_{m}$ are hyperelementary on $\mathfrak{H}$ and $R$ is inductive on

$$
\mathfrak{M}^{\prime}=\left(\mathfrak{M}, Q_{1}, \ldots, Q_{m}\right)=\left\langle A, R_{1}, \ldots, R_{l}, Q_{1}, \ldots, Q_{m}\right\rangle
$$

Then $R$ is inductive on $\mathfrak{M}$.

Proof. It is enough to prove the result for $m=1$, since we can then apply this $m$ times for the general case. If $R$ is inductive on $\left\langle A, R_{1}, \ldots, R_{l}, Q_{1}\right\rangle$, it is inductive in the relations $R_{1}, \neg R_{1}, \ldots, R_{l}, \neg R_{l}, Q_{1}, \neg Q_{1}$ by definition and since both $\neg Q_{1}, Q_{1}$ are inductive in $R_{1}, \neg R_{1}, \ldots, R_{l}, \neg R_{l}$, it must be that $R$ is inductive in $R_{1}, \neg R_{1}, \ldots, R_{l}, \neg R_{l}$ by two applications of the Transitivity Theorem 1C.2.

From this follows trivially that if $Q$ is hyperelementary on $\mathfrak{Q}$ and $R$ is hyperelementary on $(\mathfrak{N}, Q)$, then $R$ is hyperelementary on $\mathfrak{N}$.

The second order language over a set $A, \mathscr{L}_{\frac{A}{2}}$ is obtained by allowing quantification of the relation variables in the language $\mathscr{L}^{A}$. The second order language $\mathscr{L}_{2}^{91}$ for a structure $\mathfrak{A}=\left\langle A, R, \ldots, R_{t}\right\rangle$ consists of those formulas in $\mathscr{L}_{2}^{A}$ whose relation constants are among $=, R_{1}, \ldots, R_{l}$. The relations on $A$ (even those with relation arguments) which are definable in $\mathscr{L}_{2}^{\text {w }}$ are naturally called second order definable. According to the usual classification of these relations, $R$ is $\Pi_{1}^{1}$ if there is an elementary formula $\varphi\left(S_{1}, \ldots, S_{k}, \bar{x}\right)$ in the language of $\mathfrak{Y}$ such that

$$
R(\bar{x}) \Leftrightarrow\left(\forall S_{1}\right) \ldots\left(\forall S_{k}\right) \varphi\left(S_{1}, \ldots, S_{k}, \bar{x}\right),
$$

i.e. if we can define $R$ using only a block of universal relation quantifiers applied directly to an elementary formula. Similarly, $R$ is $\Sigma_{1}^{1}$ if $\neg R$ is $\Pi_{1}^{1}$ and $R$ is $\Delta_{1}^{1}$ if $R$ is both $\Pi_{1}^{1}$ and $\Sigma_{1}^{1}$.

It is well known that in the structure $\mathbb{N}$ of arithmetic the inductive relations coincide with the $\Pi_{1}^{1}$ relations-we will prove a generalization of this basic result in Chapter 8. Here we show the trivial half of this equivalence which holds for arbitrary structures.

1D.3. Theorem. Every inductive relation on an infinite structure is $\Pi_{1}^{1}$ and hence every hyperelementary relation is $\Delta_{1}^{1}$.

Proof. If $R$ is inductive, then for some $\varphi(\bar{u}, \bar{x}, S)$ and constants $\bar{a}$ we have

$$
R(\bar{x}) \Leftrightarrow(\bar{a}, \bar{x}) \in I_{\varphi} ;
$$

now the characterization of $I_{\varphi}$ as the least fixed point of the operator defined by $\varphi$, given in 1A, yields

$$
R(\bar{x}) \Leftrightarrow(\forall S)\left[(\forall \bar{u})\left(\forall \bar{x}^{\prime}\right)\left[S\left(\bar{u}, \bar{x}^{\prime}\right) \Leftrightarrow \varphi\left(\bar{u}, \bar{x}^{\prime}, S\right)\right] \rightarrow S(\bar{a}, \bar{x})\right] .
$$

## Exercises for Chapter 1

1.1. Prove that if the graph of a function $f: A^{n} \rightarrow A^{m}$ is inductive on $\mathfrak{H}=$ $\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$, then $f$ is hyperelementary on $\mathfrak{V}$.
1.2. Suppose $\varphi(S)$ is a formula in the language over a set $A$. Prove that there is a formula $\varphi^{\dagger}\left(S_{1}, S_{2}\right)$ in which both $S_{1}$ and $S_{2}$ occur positively such that

$$
\begin{align*}
\varphi(S) & \Leftrightarrow \varphi^{\dagger}(S, \neg S) \\
& \Leftrightarrow \varphi^{\dagger}(S,\{\bar{x}: \bar{x} \notin S\}) \tag{1}
\end{align*}
$$

A wellfounded relation with field $B \subseteq A^{n}$ is a subset $\prec$ of $A^{2 n}$ such that

$$
\begin{array}{r}
\bar{x} \in B \Leftrightarrow(\exists \bar{y})\{(\bar{x}, \bar{y}) \in \prec \vee(\bar{y}, \bar{x}) \in \prec\}, \\
S \subseteq B \& S \neq \emptyset \Rightarrow(\exists \bar{x} \in S)(\forall \bar{y} \in S) \neg[(\bar{y}, \bar{x}) \in \prec] .
\end{array}
$$

We write $\bar{x} \prec \bar{y}$ for $(\bar{x}, \bar{y}) \in \prec$.
1.3. Suppose $<$ is a wellfounded relation with field $B \subseteq A^{n}$ which is hyperelementary on $\mathfrak{A}$ and suppose

$$
f: B \times A^{k} \rightarrow A^{m}
$$

is a function such that for some formula $\varphi(S, \bar{x}, \bar{z}, \bar{y})$ in the language of $\mathfrak{H}$ and all $\bar{x} \in B, \bar{z} \in A^{k}$,

$$
f(\bar{x}, \bar{z})=\bar{y} \Leftrightarrow \varphi\left(\left\{\left(\bar{x}^{\prime}, \bar{z}^{\prime}, f\left(\bar{x}^{\prime}, \bar{z}^{\prime}\right)\right): \bar{x}^{\prime} \prec \bar{x} \& \bar{z}^{\prime} \in A^{k}\right\}, \bar{x}, \bar{z}, \bar{y}\right) .
$$

Prove that $f$ is hyperelementary on $\mathfrak{A}$.
Hint: Use Exercise 1.2 and the Transitivity Theorem.
This problem shows that ordinary transfinite induction along a wellfounded relation is a special case of the general inductions we have been studying.

A copy of $\omega$ is any structure $\langle N, \leqslant\rangle$ which is isomorphic to $\omega=\langle\omega, \leqslant\rangle$. Relative to a fixed structure $\mathfrak{A}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$, an elementary (or hyperelementary) copy of $\omega$ in $\mathfrak{A}$ is a copy of $\omega\langle N, \leqslant\rangle$ such that $N \subseteq A$, $\leqslant \subseteq A \times A$ and both $N$ and $\leqslant$ are elementary (or hyperelementary) on $\mathfrak{A}$. We often label the members of a copy of $\omega$ by $0,1, \ldots$, where 0 is the $\leqslant$-least member, 1 is the $\leqslant-$ next member, etc.
1.4. Let $\langle N, \leqslant\rangle$ be a hyperelementary copy of $\omega$ in $\mathfrak{A}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$, let $s: N \rightarrow N$ be the successor function of $N$,

$$
s(i)=j \Leftrightarrow i, j \in N \& i \leqslant j \& i \neq j \&(\forall k)[(k \leqslant j \& k \neq j) \Rightarrow k \leqslant i]
$$

let $g: A^{n} \rightarrow A^{m}, h: A^{m} \times N \times A^{n} \rightarrow A^{m}$ be hyperelementary functions and assume $f: N \times A^{n} \rightarrow A^{m}$ satisfies

$$
\begin{aligned}
f(0, \bar{x}) & =g(\bar{x}) \\
f(s(i), \bar{x}) & =h(f(i, \bar{x}), i, \bar{x}) .
\end{aligned}
$$

Prove that $f$ is hyperelementary on $\mathfrak{A l}$. (Primitive recursion).
1.5. Prove that $\mathbb{N}=\langle\omega, S, P\rangle$ and $\omega=\langle\omega, \leqslant\rangle$ have the same inductive relations.

An elementary (hyperelementary) pair on a structure $\mathfrak{A}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ is an elementary (hyperelementary) one-to-one function

$$
f: A \times A \rightarrow A
$$

1.6. Prove that the structure $\mathbb{R}$ of analysis admits an elementary (projective) pair.

A coding scheme on a structure $\mathfrak{A}$ consists of a copy $\langle N, \leqslant\rangle$ of $\omega$ in $\mathfrak{A}$ together with a mapping

$$
\left(x_{1}, \ldots, x_{n}\right) \mapsto\left\langle x_{1}, \ldots, x_{n}\right\rangle
$$

which assigns a member of $A$ to each finite sequence from $A$ and which is one-to-one, i.e.

$$
\left\langle x_{1}, \ldots, x_{n}\right\rangle=\left\langle x_{1}^{\prime}, \ldots, x_{m}^{\prime}\right\rangle \Rightarrow\left[n=m \& x_{1}=x_{1}^{\prime} \& \ldots \& x_{n}=x_{n}^{\prime}\right]
$$

(The empty sequence is in the domain of $\rangle$ by the notational convention

$$
\left.\left(x_{1}, \ldots, x_{n}\right)=\emptyset \text { if } n=0 .\right)
$$

With each coding scheme we associate the decoding relations and functions

$$
\begin{aligned}
& \operatorname{Seq}(x) \Leftrightarrow x=\langle\emptyset\rangle \text { or for some } x_{1}, \ldots, x_{n}, x=\left\langle x_{1}, \ldots, x_{n}\right\rangle, \\
& \operatorname{lh}(x)= \begin{cases}0 & \text { if } \neg \operatorname{Seq}(x) \\
n & \text { if } \operatorname{Seq}(x) \text { and } x=\left\langle x_{1}, \ldots, x_{n}\right\rangle\end{cases} \\
& q(x, i)= \begin{cases}x_{i} & \text { if for some } x_{1}, \ldots, x_{n}, 1 \leqslant i \leqslant n \text { and } x=\left\langle x_{1}, \ldots, x_{n}\right\rangle, \\
0 & \text { otherwise } .\end{cases}
\end{aligned}
$$

Notice that $q$ is assumed defined on all of $A \times A$ even though only its values on $A \times N$ matter. It is common to use the notation

$$
(x)_{i}=q(x, i)
$$

A coding scheme is elementary (or hyperelementary) if $N, \leqslant, S e q, l h, q$ are all elementary (hyperelementary). A structure $\mathfrak{H}$ is acceptable if it admits an elementary coding scheme.
1.7. Prove that if there is a hyperelementary copy of $\omega$ in $\mathfrak{A}$ and if $\mathfrak{A}$ admits a hyperelementary pair, then $\mathfrak{H}$ admits a hyperelementary coding scheme. Moreover, there exists an expansion

$$
\mathfrak{U}^{\prime}=\left(\mathfrak{H}, Q_{1}, \ldots, Q_{m}\right)
$$

of $\mathfrak{A l}$ which is acceptable and has the same inductive relations as $\mathfrak{A}$.

Problem 1.7 implies that $\mathbb{N}$ and $\mathbb{R}$ admit hyperelementary coding schemes. Actually both are acceptable structures-this is almost trivial for $\mathbb{R}$ but requires use of Gödel's $\beta$-function for $\mathbb{N}$, e.g. see Kleene [1952]. We will assume that both $\mathbb{N}$ and $\mathbb{R}$ are acceptable, but one who does not want to go through the computations with the $\beta$-function might as well substitute acceptable $\mathbb{N}^{\prime}, \mathbb{R}^{\prime}$ with the same inductive relations for them throughout this book.

It is convenient and useful to introduce the customary two-sorted language $\mathscr{L}^{*}$ for the structure $\mathbb{R}$ of analysis. This has variables $x, y, z, \ldots$ varying over $\omega$ and another sort of variables, $\alpha, \beta, \gamma, \ldots$, varying over ${ }^{\omega} \omega$. The prime formulas are those of the form

$$
\begin{aligned}
& S(x, y, z) \Leftrightarrow x+y=z \\
& P(x, y, z) \Leftrightarrow x \cdot y=z \\
& \alpha(x)=y, \quad x=y
\end{aligned}
$$

and more complicated formulas are constructed by applying the logical operations including quantification on both sorts of variables, $\exists x, \forall x, \exists \alpha, \forall \alpha$.

Let us observe first that this language has the same expressive power (in the proper meaning of this) as the elementary language on $\mathbb{R}$.

### 1.8. Let

$$
R(\bar{x}, \bar{\alpha}) \Leftrightarrow R\left(x_{1}, \ldots, x_{n}, \alpha_{1}, \ldots, \alpha_{m}\right)
$$

be a relation on $\omega^{n} \times\left({ }^{\omega} \omega\right)^{m}$. Prove that $R$ is elementary on $\mathbb{R}$ (projective) if and only if $R$ is definable in $\mathscr{L}^{*}$.

Similarly, $R$ is definable by a formula of the language of $\mathbb{R}$ with no constants from ${ }^{\omega} \omega$ if and only if $R$ is definable by a formula of $\mathscr{L}^{*}$ with no constants from ${ }^{\omega} \omega$.

For each $n, m$ we can extend the language $\mathscr{L}^{*}$ to the language $\mathscr{L}^{*}(S)$ by adding a relation variable $S$ varying over subsets of $\omega^{n} \times\left({ }^{\omega} \omega\right)^{m}$. If $\varphi(\bar{x}, \bar{\alpha}, S)$ is in $\mathscr{L}^{*}(S)$ with only positive occurrences of $S$, the sets $I_{\varphi}^{\xi}, I_{\varphi}$ are defined exactly as in 1B.

It is obvious that we could study induction using many sorted or higher order languages. This is a simple case for a two-sorted language which can be reduced to the case of positive, elementary inductive definability on which we concentrate in this book.
1.9. Let $R \subseteq \omega^{n} \times\left({ }^{\omega} \omega\right)^{m}$. Prove that $R$ is a fixed point of the structure $\mathbb{R}$ if and only if there is a formula $\varphi(\bar{x}, \bar{\alpha}, S)$ in the language $\mathscr{L}^{*}(S)$ such that

$$
R(\bar{x}, \bar{\alpha}) \Leftrightarrow(\bar{x}, \bar{\alpha}) \in I_{\varphi} .
$$

In the next three problems we outline a proof that on $\mathbb{N}$, the inductive relations are precisely the $\Pi_{1}^{1}$ relations. The result holds for all countable acceptable structures and we will prove it in that generality in Chapter 8. The classical proof here works only for $\mathbb{N}$ (and structures very much like $\mathbb{N}$ ), but it is good to know and understand this fact before we go on to the more general theory.
1.10. Prove that every $\Pi_{1}^{1}$ relation on $\mathbb{N}$ satisfies

$$
R(\bar{x}) \Leftrightarrow(\forall \alpha) \varphi(\alpha, \bar{x}),
$$

where $\varphi(\alpha, \bar{x})$ is a formula of $\mathscr{L}^{*}$ with no constants from ${ }^{\omega} \omega$.
Hint: Use the elementary coding scheme on $\mathbb{N}$.
If $\alpha \in{ }^{\omega} \omega$ and $t \in \omega$, put

$$
\begin{array}{ll}
\bar{\alpha}(t)=\langle\emptyset\rangle & \text { if } t=0 \\
\bar{\alpha}(t)=\langle\alpha(0), \ldots, \alpha(t-1)\rangle & \text { if } t>0
\end{array}
$$

where the sequence codes are computed relative to some fixed elementary coding scheme on $\mathbb{N}$.
1.11. Prove that for each formula $\varphi\left(x_{1}, \ldots, x_{n}, \alpha_{1}, \ldots, \alpha_{m}\right)$ of $\mathscr{L}^{*}$ which has no quantifiers of the form $\exists \alpha, \forall \alpha$ and no constants from ${ }^{\omega} \omega$, there are formulas $\psi\left(v, x_{1}, \ldots, x_{n}, u_{1}, \ldots, u_{m}\right), \chi\left(v, x_{1}, \ldots, x_{n}, u_{1}, \ldots, u_{m}\right)$ of the language of $\mathbb{N}$ such that

$$
\begin{aligned}
\varphi\left(x_{1}, \ldots, x_{n}, \alpha_{1}, \ldots, \alpha_{m}\right) & \Leftrightarrow(\forall \beta)(\exists t) \psi\left(\bar{\beta}(t), x_{1}, \ldots, x_{n}, \bar{\alpha}_{1}(t), \ldots, \bar{\alpha}_{m}(t)\right) \\
& \Leftrightarrow(\exists \beta)(\forall t) \chi\left(\bar{\beta}(t), x_{1}, \ldots, x_{n}, \bar{\alpha}_{1}(t), \ldots, \bar{\alpha}_{m}(t)\right) .
\end{aligned}
$$

Hint: Use induction on the construction of $\varphi$.
1.12. Prove that every $\Pi_{1}^{1}$ relation on $\mathbb{N}$ is of the form

$$
R(\bar{x}) \Leftrightarrow(\forall \beta)(\exists t) \psi(\bar{\beta}(t), \bar{x}),
$$

where $\psi(v, \bar{x})$ is a formula in the language of $\mathbb{N}$ and for every $\beta, t, s$,

$$
\psi(\bar{\beta}(t), \bar{x}) \& t<s \Rightarrow \psi(\bar{\beta}(s), \bar{x})
$$

1.13. Prove that every $\Pi_{1}^{1}$ relation on $\mathbb{N}$ is inductive. (Kleene [1955a], Spector [1961](54.).)

Hint: Use the representation of Exercise 1.12 and put

$$
\varphi(u, \bar{x}, S) \Leftrightarrow \operatorname{Seq}(u) \&\left[\psi(u, \bar{x}) \vee(\forall t) S\left(u^{\wedge}\langle t\rangle, \bar{x}\right)\right],
$$

where if $u=\left\langle u_{1}, \ldots, u_{m}\right\rangle$, then $u^{\wedge}\langle t\rangle=\left\langle u_{1}, \ldots, u_{m}, t\right\rangle$. Show then that

$$
R(\bar{x}) \Leftrightarrow(\langle\emptyset\rangle, \bar{x}) \in I_{\varphi} .
$$

These last two problems are the basic facts about $\Pi_{1}^{1}$ and inductive relations on $\mathbb{N}$. In addition to showing the identity of these two notions, Exercise 1.12 often yields very simple proofs for the case of $\mathbb{N}$ of results that are quite hard to establish for arbitrary structures, or even for countable acceptable structures. We will suggest some of these easier proofs in the exercises as we go along, but the reader should always keep the example of $\mathbb{N}$ in mind and attempt to obtain easier proofs of the general results for this special case.
1.14. Let

$$
\Gamma: \operatorname{Power}\left(\omega^{n}\right) \rightarrow \operatorname{Power}\left(\omega^{n}\right)
$$

be an operator which is monotone, i.e.

$$
S \subseteq S^{\prime} \Rightarrow \Gamma(S) \subseteq \Gamma\left(S^{\prime}\right)
$$

and $\Pi_{1}^{1}$, i.e.

$$
\bar{x} \in \Gamma(S) \Leftrightarrow\left(\forall S_{1}\right) \ldots\left(\forall S_{k}\right) \varphi\left(S_{1}, \ldots, S_{k}, \bar{x}, S\right),
$$

where $\varphi$ is some elementary formula in the language of $\mathbb{N}$. Prove that the set $I_{\Gamma}$ built up by $\Gamma$ is $\Pi_{1}^{1}$ on $\mathbb{N}$, hence inductive by Exercise 1.13. (Spector [1961](54.).)

The next problem shows that we can define all inductive relations using very simple positive formulas. Call a formula $\varphi$ simple existential if it is of the form $(\exists t) \psi(t)$, where $\psi(t)$ is quantifier free. Similarly, call $\varphi$ simple universal if it is of the form $(\forall t) \psi(t)$ with a quantifier free $\psi(t)$.
1.15. Show that if $R(\bar{x})$ is inductive on the infinite structure $\mathfrak{H}$, then there exists an $S$-positive formula $\varphi(\bar{u}, \bar{x}, S)$ which is a finite disjunction of simple existential and simple universal formulas such that

$$
R(\bar{x}) \Leftrightarrow(\bar{a}, \bar{x}) \in I_{\varphi}
$$

with suitable constants $\bar{a}$.
Hint: Take the case that $R=I_{\psi}$ with

$$
\psi \equiv(\forall s)(\exists t) \chi(s, t, \bar{x}, S)
$$

and $\chi$ quantifier free. Define by a simultaneous recursion sets $J_{0}^{\xi}, J_{1}^{\xi}$ such that

$$
\begin{aligned}
(s, \bar{x}) \in J_{0}^{\xi} & \Leftrightarrow(\exists t) \chi\left(s, t, \bar{x}, J_{1}^{<\xi}\right), \\
\bar{x} \in J_{1}^{\xi} & \Leftrightarrow(\forall s)(s, \bar{x}) \in J_{0}^{<\xi},
\end{aligned}
$$

and prove that

$$
\bar{x} \in I_{\psi} \Leftrightarrow \bar{x} \in \bigcup_{\xi} J_{1}^{\xi} .
$$

Now reduce the simultaneous recursion giving $J_{0}^{\xi}, J_{1}^{\xi}$ to one induction using Lemma 1C.1.

For the general case, reduce first to prenex normal form. $\dagger$

It is not clear who proved this result first, but the proof outlined in the hint is due to $P$. Aczel.

The last problem of this chapter gives an example as far away from $\mathbb{N}$ as possible-here the theory is trivial.
1.16. Let $\mathfrak{H}=\langle A\rangle$ be the structure with no relations on an infinite set. Prove that every inductive relation on $\mathfrak{A}$ is elementary.

Hint: Prove that for each $a_{1}, \ldots, a_{n} \in A$ there are only finitely many sets definable by formulas whose individual constants are among $a_{1}, \ldots, a_{n} \quad \dashv$

## CHAPTER 2

## THE STAGES OF AN INDUCTIVE DEFINITION

The most prominent feature of an inductive definition determined by an $S$-positive formula $\varphi(\bar{x}, S)$ in the language over some set $A$ is the natural resolution of the fixed point $I_{\varphi}$ into the stages of the induction, the sets $I_{\varphi}^{\xi}$. This assigns ordinals to the members of $I_{\varphi}$ in the obvious way,

$$
|\bar{x}|_{\varphi}=\text { least } \xi \text { such that } \bar{x} \in I_{\varphi}^{\xi}, \quad\left(\bar{x} \in I_{\varphi}\right) .
$$

We prove in 2 A a basic regularity property of the ordinal assignment | $\left.\right|_{\varphi}$ and then we reap some of the consequences in 2 B .

## 2A. The Stage Comparison Theorem

The result of this section is in many ways the central result of the theory of inductive relations. Several versions and corollaries of it have played an important part in the development of the classical theory of hyperarithmetical and $\Pi_{1}^{1}$ relations on $\omega$ and were certainly known to Kleene and Spectorin particular see Spector [1955]. A version of it for almost arbitrary structures is Theorem 7 of Moschovakis [1969b], where it is billed as "the main tool for establishing the basic properties of the hyperprojective (hyperelementary) hierarchy".

My original proof of the present very general version used the methods of Chapter 4 and was quite complicated. The simpler argument given below was discovered by P. Aczel and K. Kunen, independently.

First a simple lemma which will also be useful in Chapter 4.
2A.1. Lemma. Suppose $\varphi(\bar{x}, S), \psi(\bar{x}, S)$ are formulas in the language over a set $A$ such that the n-ary relation variable $S$ occurs positively in both of them and such that if $S \underset{\neq A^{n}}{ }$, then

$$
\varphi(\bar{x}, S) \Leftrightarrow \psi(\bar{x}, S)
$$

If $I_{\varphi}^{\xi}, I_{\psi}^{\zeta}$ are defined as in Section 1B, then for each $\xi$,

$$
I_{\varphi}^{\xi}=I_{\psi}^{\xi}
$$

so that both $\varphi$ and $\psi$ build up the same set $I_{\varphi}=I_{\psi}$.

Proof is immediate by induction on $\xi$, taking cases on whether

$$
I_{\varphi}^{<\xi}=A^{n} \quad \text { or } \quad I_{\varphi}^{<\xi} \underset{\neq}{\subsetneq} A^{n} .
$$

The lemma implies that in studying the induction determined by some $\varphi(\bar{x}, S)$ we may always assume that for all $\bar{x}, \varphi\left(\bar{x}, A^{n}\right)$ is true; if not take

$$
\psi(\bar{x}, S) \equiv \varphi(\bar{x}, S) \vee\left(\forall \bar{x}^{\prime}\right)\left[\bar{x}^{\prime} \in S\right],
$$

and then by Lemma 2A. 1 for each ordinal $\xi$,

$$
I_{\varphi}^{\xi}=I_{\psi}^{\xi},
$$

so that $\psi$ determines the same induction as $\varphi$.
2A.2. Stage Comparison Theorem. Let $\varphi(\bar{x}, S), \psi(\bar{y}, T)$ be formulas in the language of an infinite structure $\mathfrak{A}$, respectively positive in $S, T$. Define the relations $\leqslant_{\varphi, \psi}^{*},<_{\varphi, \psi}^{*} b y$

$$
\begin{aligned}
& \bar{x} \leqslant_{\varphi, \psi}^{*} \bar{y} \Leftrightarrow \bar{x} \in I_{\varphi} \&\left[\bar{y} \notin I_{\psi} \vee|\bar{x}|_{\varphi} \leqslant|\bar{y}|_{\psi}\right] \\
& \bar{x}<_{\varphi, \psi}^{*} \bar{y} \Leftrightarrow \bar{x} \in I_{\varphi} \&\left[\bar{y} \notin I_{\psi} \vee|\bar{x}|_{\varphi}<|\bar{y}|_{\psi}\right] .
\end{aligned}
$$

Then both $\leqslant_{\varphi, \psi}^{*}$ and $<_{\varphi, \psi}^{*}$ are fixed points of the structure $\mathfrak{Y}$.
Proof. It is convenient to extend the stage assigning functions by setting

$$
\begin{aligned}
|\bar{x}|_{\varphi} & =|A|^{+} \quad \text { if } \bar{x} \notin I_{\varphi}, \\
|\bar{y}|_{\psi} & =|A|^{+} \text {if } \bar{y} \notin I_{\psi}
\end{aligned}
$$

so that

$$
\bar{x} \in I_{\varphi} \Leftrightarrow|\bar{x}|_{\varphi}<|A|^{+} ; \quad \bar{y} \in I_{\psi} \Leftrightarrow|\bar{y}|_{\psi}<|A|^{+}
$$

We then have very simple definitions for the relations $\leqslant^{*}=\leqslant_{\varphi, \psi}^{*},<^{*}=$ $<_{\varphi, \psi}^{*}$,

$$
\begin{aligned}
& \bar{x} \leqslant * \bar{y} \Leftrightarrow \bar{x} \in I_{\varphi} \&|\bar{x}|_{\varphi} \leqslant|\bar{y}|_{\psi} \\
& \bar{x}<^{*} \bar{y} \Leftrightarrow|\bar{x}|_{\varphi}<|\bar{y}|_{\psi} .
\end{aligned}
$$

Assuming that $S$ is $n$-ary and $T$ is $m$-ary, we may assume without loss of generality that for all $\bar{x}, \bar{y}$,

$$
\varphi\left(\bar{x}, A^{n}\right), \psi\left(\bar{y}, A^{m}\right)
$$

are true, by Lemma 2A.1.
Notice first that

$$
\begin{equation*}
\bar{x} \leqslant{ }^{*} \bar{y} \Leftrightarrow \varphi\left(\bar{x},\left\{\bar{x}^{\prime}:\left|\bar{x}^{\prime}\right|_{\varphi}<|\bar{y}|_{\psi}\right\}\right) \tag{1}
\end{equation*}
$$

this is immediate from the definitions.

A less obvious equivalence which perhaps requires checking is

$$
\begin{equation*}
|\bar{y}|_{\varphi} \leqslant|\bar{x}|_{\varphi} \Leftrightarrow \psi\left(\bar{y},\left\{\bar{y}^{\prime}: \neg\left(\bar{x} \leqslant * \bar{y}^{\prime}\right)\right\}\right) . \tag{2}
\end{equation*}
$$

To see this, take cases on whether $\bar{x} \in I_{\varphi}$ or not. If $\bar{x} \notin I_{\varphi}$, then the left-hand side is automatically true and $\left\{\bar{y}^{\prime}: \neg\left(\bar{x} \leqslant{ }^{*} \bar{y}^{\prime}\right)\right\}=A^{m}$, so that the right-hand side is also true by the assumption $\psi\left(\bar{y}, A^{m}\right)$. If $\bar{x} \in I_{\varphi}$ and $|\bar{x}|_{\varphi}=\xi$, then clearly

$$
\begin{aligned}
|\bar{y}|_{\psi} \leqslant \xi & \Leftrightarrow \psi\left(\bar{y},\left\{\bar{y}^{\prime}:\left|\bar{y}^{\prime}\right|_{\psi}<\xi\right\}\right) \\
& \Leftrightarrow \psi\left(\bar{y},\left\{\bar{y}^{\prime}: \neg\left(\xi \leqslant\left|\bar{y}^{\prime}\right|_{\psi}\right)\right\}\right) \\
& \Leftrightarrow \psi\left(\bar{y},\left\{\bar{y}^{\prime}: \neg\left(\bar{x} \leqslant * \bar{y}^{\prime}\right)\right\}\right) .
\end{aligned}
$$

We now use (1) and (2) to get a formula $\chi$ whose fixed point will be $\leqslant^{*}$ :

$$
\begin{aligned}
\bar{x} \leqslant * \bar{y} & \Leftrightarrow \varphi\left(x,\left\{\bar{x}^{\prime}:\left|\bar{x}^{\prime}\right|_{\varphi}<|\bar{y}|_{\psi}\right\}\right) \\
& \Leftrightarrow \varphi\left(\bar{x},\left\{\bar{x}^{\prime}: \neg\left(|\bar{y}|_{\psi} \leqslant\left|\bar{x}^{\prime}\right|_{\varphi}\right)\right\}\right) \\
& \Leftrightarrow \varphi\left(\bar{x},\left\{\bar{x}^{\prime}: \neg \psi\left(\bar{y},\left\{\bar{y}^{\prime}: \neg\left(\bar{x}^{\prime} \leqslant * \bar{y}^{\prime}\right)\right\}\right)\right\}\right)
\end{aligned}
$$

It is easy to see that there is a formula

$$
\chi \equiv \chi(\bar{x}, \bar{y}, U)
$$

in which $U$ occurs positively such that

$$
\chi(\bar{x}, \bar{y}, U) \Leftrightarrow \varphi\left(\bar{x},\left\{\bar{x}^{\prime}: \neg \psi\left(\bar{y},\left\{\bar{y}^{\prime}: \neg U\left(\bar{x}^{\prime}, \bar{y}^{\prime}\right)\right\}\right)\right\}\right) ;
$$

just push the negation sign in $\neg \psi\left(\bar{y},\left\{\bar{y}^{\prime}: \neg U\left(\bar{x}^{\prime}, \bar{y}^{\prime}\right)\right\}\right)$ through all the quantifiers and connectives (using lower predicate calculus rules) until it applies only to prime formulas and then replace each $\neg \neg U\left(\bar{x}^{\prime}, \bar{y}^{\prime}\right)$ by $U\left(\bar{x}^{\prime}, \bar{y}^{\prime}\right)$. Then the computation above proves that

$$
\bar{x} \leqslant * \bar{y} \Leftrightarrow \chi(\bar{x}, \bar{y}, \leqslant *),
$$

so that $\leqslant^{*}$ is a fixed point of $\chi$ and hence

$$
I_{\chi} \subseteq \leqslant^{*}
$$

i.e.

$$
(\bar{x}, \bar{y}) \in I_{\chi} \Rightarrow \bar{x} \leqslant * \bar{y}
$$

We now complete the proof by showing

$$
\begin{equation*}
\bar{x} \leqslant * y \Rightarrow(\bar{x}, \bar{y}) \in I_{\chi} \tag{3}
\end{equation*}
$$

Proof of (3) is by transfinite induction on $|\bar{x}|_{\varphi}$. Assume $\bar{x} \leqslant^{*} \bar{y}$ and $\neg(\bar{x}, \bar{y}) \in I_{\chi}$, or equivalently

$$
\neg \chi\left(\bar{x}, \bar{y}, I_{\chi}\right),
$$

i.e.

$$
\begin{equation*}
\neg \varphi\left(\bar{x},\left\{\bar{x}^{\prime}: \neg \psi\left(\bar{y},\left\{\bar{y}^{\prime}: \neg\left(\bar{x}^{\prime}, \bar{y}^{\prime}\right) \in I_{\chi}\right\}\right)\right\}\right) . \tag{4}
\end{equation*}
$$

Since $\bar{x} \leqslant * \bar{y}$, we have in particular $\bar{x} \in I_{\varphi}$, i.e. with $\bar{\xi}=|\bar{x}|_{\varphi}$

$$
\begin{equation*}
\varphi\left(\bar{x}, I_{\varphi}^{<\xi}\right) . \tag{5}
\end{equation*}
$$

Since $\varphi(\bar{x}, S)$ is monotone in $S$, (4) and (5) imply that there must be some $\bar{x}^{\prime} \in I_{\varphi}^{<\zeta}$ such that

$$
\begin{equation*}
\psi\left(\bar{y},\left\{\bar{y}^{\prime}: \neg\left(\bar{x}^{\prime}, \bar{y}^{\prime}\right) \in I_{x}\right\}\right) ; \tag{6}
\end{equation*}
$$

otherwise

$$
I_{\varphi}^{<\xi} \subseteq\left\{\bar{x}^{\prime}: \neg \psi\left(\bar{y},\left\{\bar{y}^{\prime}: \neg\left(\bar{x}^{\prime}, \bar{y}^{\prime}\right) \in I_{\chi}\right\}\right)\right\},
$$

and then (5) implies the negation of (4). For this fixed $\bar{x}^{\prime}$ we have

$$
\left|\bar{x}^{\prime}\right|_{\varphi}<|\bar{x}|_{\varphi},
$$

so by induction hypothesis for all $\bar{y}^{\prime}$,

$$
\bar{x}^{\prime} \leqslant \bar{y}^{\prime} \Rightarrow\left(\bar{x}^{\prime}, \bar{y}^{\prime}\right) \in I_{x},
$$

i.e.

$$
\neg\left(\bar{x}^{\prime}, \bar{y}^{\prime}\right) \in I_{x} \Rightarrow \neg\left(\bar{x}^{\prime} \leqslant * \bar{y}^{\prime}\right) .
$$

Hence the monotonicity of $\psi(y, T)$ in $T$ and (6) imply

$$
\psi\left(\bar{y},\left\{\bar{y}^{\prime}: \neg\left(\bar{x}^{\prime} \leqslant{ }^{*} \bar{y}^{\prime}\right)\right\}\right),
$$

which by (2) yields

$$
|\bar{y}|_{\psi} \leqslant\left|\bar{x}^{\prime}\right|_{\varphi}<|\bar{x}|_{\varphi},
$$

contradicting the hypothesis $\bar{x} \leqslant * \bar{y}$.
The construction of some $\chi^{\prime}$ such that

$$
\bar{x}<_{\varphi, \psi}^{*} \bar{y} \Leftrightarrow(\bar{x}, \bar{y}) \in I_{x^{\prime}}
$$

is similar and we omit it.

## 2B. Closure ordinals and the Closure Theorem

If $\varphi \equiv \varphi(\bar{x}, S)$ is $S$-positive in the language with relation and individual constants from some infinite set $A$, we let $\|\varphi\|$ be the closure ordinal of the monotone operator defined by $\varphi$, i.e.

$$
\begin{aligned}
\|\varphi\| & =\text { least } \xi \text { such that } I_{\varphi}^{\xi}=I_{\varphi}^{<\xi} \\
& =\text { supremum }\left\{|\bar{x}|_{\varphi}+1: \bar{x} \in I_{\varphi}\right\} .
\end{aligned}
$$

For given relations $Q_{1}, \ldots, Q_{m}$ on $A$, we let
$\kappa\left(A, Q_{1}, \ldots, Q_{m}\right)=$ supremum $\{\|\varphi\|:$ the only relation constants in $\varphi$ are $=, Q_{1}, \ldots, Q_{m}$, and $Q_{1}$, $\ldots, Q_{m}$ occur positively $\}$,
and finally for a structure $\mathfrak{A}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ we define the (closure) ordinal of $\mathfrak{A}$ by

$$
\begin{aligned}
\kappa^{\mathfrak{2 1}} & =\kappa\left(A, R_{1}, \neg R_{1}, \ldots, R_{l}, \neg R_{l}\right) \\
& =\text { supremum }\{\|\varphi\|: \varphi \text { is } S \text {-positive in the language of } \mathfrak{A}\} .
\end{aligned}
$$

The chief result of this section is that a fixed point $I_{\varphi}$ is hyperelementary on $\mathfrak{A}$ if and only if $\|\varphi\|<\kappa^{\mathfrak{2}}$, i.e. if and only if the induction determined by $\varphi$ closes before the ordinal of the structure.

Let us first put down an immediate corollary of the Stage Comparison Theorem which is very basic.

2B.1. Theorem. Let $\varphi(\bar{x}, S)$ be $S$-positive in the language of an infinite structure $\mathfrak{A l}$. For each $\lambda<\kappa^{\mathfrak{A}}$, the set $I_{\varphi}^{\lambda}$ is hyperelementary on $\mathfrak{A}$. In particular, if $\|\varphi\|<\kappa^{\mathfrak{Q}}$, then $I_{\varphi}$ is hyperelementary on $\mathfrak{A}$.

Proof. If $\lambda<\kappa^{21}$, then by definition there is some $\psi \equiv \psi(\bar{y}, T)$ in the language of $\mathfrak{Q l}$ and a fixed $\bar{y}^{*}$ such that

$$
\bar{y}^{*} \in I_{\psi}^{\lambda}-I_{\psi}^{<\lambda} .
$$

Applying the Stage Comparison Theorem to $\varphi$ and $\psi$ we have

$$
\bar{x} \in I_{\varphi}^{\lambda} \Leftrightarrow \bar{x} \leqslant_{\varphi, \psi}^{*} \bar{y}^{*},
$$

and since $\leqslant_{\varphi, \psi}^{*}$ is inductive so is $I_{\varphi}^{\lambda}$. Also

$$
\bar{x} \in I_{\varphi}^{\lambda} \Leftrightarrow \neg\left(\bar{y}^{*}<_{\psi, \varphi}^{*} \bar{x}\right)
$$

and since $<_{\varphi, \psi}^{*}$ is inductive, $I_{\varphi}^{\lambda}$ is coinductive.
The second statement follows by noticing that for each $\varphi$,

$$
I_{\varphi}=I_{\varphi}^{\|\varphi\|}
$$

To obtain stronger corollaries of the Stage Comparison Theorem we first read an estimate on the closure ordinals of formulas off the Combination Lemma 1C.2.

2B.2. Theorem. Let $A$ be an infinite set, $Q, Q_{1}, \ldots, Q_{m}$ relations on $A$, suppose $Q$ is inductive in $Q_{1}, \ldots, Q_{m}$ and $Q, Q_{1}, \ldots, Q_{m}, T$ all occur positively in the formula

$$
\varphi(\bar{x}, Q, T) \equiv \varphi\left(\bar{x},=, Q, Q_{1}, \ldots, Q_{m}, T\right)
$$

Then

$$
\|\varphi\| \leqslant \kappa\left(A, Q_{1}, \ldots, Q_{m}\right)
$$

i.e. the closure ordinal of $\varphi$ is majorized by the closure ordinal of some formula in which only $=, Q_{1}, \ldots, Q_{m}$ occur, and all except $=$ occur positively.

Proof. Since $Q$ is inductive in $Q_{1}, \ldots, Q_{m}$, there is some

$$
\psi \equiv \psi(\bar{u}, \bar{y}, S)
$$

with only positive occurrences of $Q_{1}, \ldots, Q_{m}, S$ and constants $\bar{a}$ such that

$$
Q(\bar{y}) \Leftrightarrow(\bar{a}, \bar{y}) \in I_{\psi} .
$$

Take $\chi \equiv \chi(t, \bar{u}, \bar{y}, \bar{x}, U)$ as in the Combination Lemma 1C.2. It is obvious that $Q_{1}, \ldots, Q_{m}$ occur positively in $\chi$, so it will be enough to prove that

$$
\|\varphi\| \leqslant\|\chi\| .
$$

For this again it is enough to verify that

$$
\bar{x} \in I_{\varphi} \Rightarrow(\exists \eta<\|\chi\|)\left[\bar{x} \in I_{\varphi}^{\eta}\right] .
$$

Now, if $\bar{x} \in I_{\varphi}$, then by (3) of 1 C .2 we have $\left(c_{1}, \bar{u}^{*}, \bar{y}^{*}, \bar{x}\right) \in I_{\chi}$, so for some $\eta<\|\chi\|,\left(c_{1}, \bar{u}^{*}, \bar{y}^{*}, \bar{x}\right) \in I_{\chi}^{\eta}$, hence by (2) of $1 \mathrm{C} .2, \bar{x} \in I_{\varphi}^{\eta}$.

From this it follows that the ordinal of a structure does not increase if we add hyperelementary relations to the structure.

2B.3. Corollary. Let $\mathfrak{A}$ be an infinite structure, $Q_{1}, \ldots, Q_{m}$ inductive relations on $\mathfrak{N}$. If $\varphi\left(\bar{x}, Q_{1}, \ldots, Q_{m}, S\right)$ is $S$-positive in the language of $\left(\mathfrak{A}, Q_{1}\right.$, $\ldots, Q_{m}$ ) and $Q_{1}, \ldots, Q_{m}$ occur positively in $\varphi$, then

$$
\|\varphi\| \leqslant \kappa^{29}
$$

If $Q_{1}, \ldots, Q_{m}$ are hyperelementary on $\mathfrak{N}$, then

$$
\kappa^{\left(\mathfrak{A}, Q_{1}, \ldots, Q_{m}\right)}=\kappa^{\mathfrak{U}}
$$

Proof. Letting $\mathfrak{A}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ and taking $m=2$ for simplicity, we have directly by Theorem 2B.2,

$$
\begin{aligned}
\|\varphi\| & \leqslant \kappa\left(A, R_{1}, \neg R_{1}, \ldots, R_{l}, \neg R_{l}, Q_{1}, Q_{2}\right) \\
& \leqslant \kappa\left(A, R_{1}, \neg R_{1}, \ldots, R_{l}, \neg R_{l}, Q_{1}\right) \\
& \leqslant \kappa\left(A, R_{1}, \neg R_{1}, \ldots, R_{l}, \neg R_{l}\right)=\kappa^{2}
\end{aligned}
$$

The second assertion follows immediately.

We now prove the main result of this section.
2B.4. Closure Theorem. Let $\varphi(\bar{x}, S)$ be an $S$-positive formula in the language of an infinite structure $\mathfrak{H}$. The fixed point $I_{\varphi}$ is hyperelementary on $\mathfrak{A}$ if and only if the closure ordinal of $\varphi$ is smaller than the ordinal of $\mathfrak{A},\|\varphi\|<\kappa^{\mathfrak{A}}$.

Proof. That $I_{\varphi}$ is hyperelementary if $\|\varphi\|<\kappa=\kappa^{2}$ was proved in Theorem 2B.1. Towards proving the converse, assume that $I_{\varphi}$ is hyperelementary, let $c_{0} \neq c_{1}$ be distinct elements of $A$ and put

$$
\begin{aligned}
\psi(t, \bar{x}, T) & \equiv\left[t=c_{0} \& \varphi\left(\bar{x},\left\{\bar{x}^{\prime}: T\left(c_{0}, \bar{x}^{\prime}\right)\right\}\right)\right] \\
& \vee\left[t=c_{1} \&\left(\forall \bar{x}^{\prime}\right)\left[\bar{x}^{\prime} \in I_{\varphi} \Rightarrow T\left(c_{0}, \bar{x}^{\prime}\right)\right]\right] .
\end{aligned}
$$

The formula $\psi$ is in the language of $\left(\mathscr{A}, \neg I_{\varphi}\right)$ and $\neg I_{\varphi}$ occurs positively in $\psi$ and $\neg I_{\varphi}$ is inductive on $\mathfrak{A}$, so by Corollary 2B.3,

$$
\|\psi\| \leqslant \kappa
$$

and it will be enough to prove that $\|\varphi\|+1 \leqslant\|\psi\|$.
A trivial induction on $\xi$ shows that

$$
\bar{x} \in I_{\varphi}^{\xi} \Leftrightarrow\left(c_{0}, \bar{x}\right) \in I_{\psi}^{\xi}
$$

so taking $\lambda=\|\varphi\|$, we have

$$
\left(c_{0}, \bar{x}\right) \in I_{\psi}^{\lambda} \Leftrightarrow \bar{x} \in I_{\varphi}
$$

On the other hand, for each $\xi<\lambda$ there is some $\bar{x} \in I_{\varphi}$ so that $\bar{x} \notin I_{\varphi}^{<\xi}$, i.e. $\left(c_{0}, \bar{x}\right) \notin I_{\psi}^{<\xi}$. The definition of $\psi$ then implies that for any $\bar{x}$,

$$
\left(c_{1}, \bar{x}\right) \in I_{\psi}^{\lambda}-I_{\psi}^{<\lambda}
$$

so that $\|\psi\| \geqslant \lambda+1$; in fact $\|\psi\|=\lambda+1$.
We end this section by computing several alternative characterizations of the ordinal $\kappa^{98}$ which suggest that it is indeed an ordinal naturally associated with the structure $\mathfrak{H}$.

Recall that if $R$ is a binary relation, i.e. a set of pairs, then the field of $R$ is defined by

$$
\text { Field }(R)=\{\bar{x}:(\exists \bar{y})(\bar{x}, \bar{y}) \in R \vee(\exists \bar{y})(\bar{y}, \bar{x}) \in R\}
$$

We call $R$ wellfounded if each nonempty subset of the field of $R$ has an $R$ minimal element

$$
S \subseteq \operatorname{Field}(R) \& S \neq \emptyset \Rightarrow(\exists \bar{x} \in S)(\forall \bar{y} \in S) \neg(\bar{y}, \bar{x}) \in R .
$$

Thus for wellfounded $R, \neg(x, x) \in R$, i.e. $R$ is strict. In the context of studying wellfounded relations we will use symbols like " $<$ " " $<$ " to name binary relations and write

$$
\bar{x} \prec \bar{y} \text { for }(\bar{x}, \bar{y}) \in \prec,
$$

but there is no implication that $\prec$ must be transitive or have any of the other properties of strict linear orderings.

If $\prec$ is wellfounded, then there is a unique rank function

$$
\rho^{\prec}: \text { Field }(\prec) \rightarrow \lambda
$$

mapping Field $(<)$ onto an ordinal $\lambda$ and satisfying

$$
\rho^{\prec}(\bar{x})=\operatorname{supremum~}\left\{\rho^{\prec}(\bar{y})+1: \bar{y} \prec \bar{x}\right\},
$$

where as usual

$$
\text { supremum }(\emptyset)=0
$$

The range $\lambda$ of $\rho^{\prec}$ is the rank of $\prec$,

$$
\operatorname{rank}(\prec)=\operatorname{supremum}\left\{\rho^{\prec}(\bar{x})+1: \bar{x} \in \text { Field }(\prec)\right\} .
$$

A very special class of wellfounded relations consists of those which are completely determined by their rank function. We call $\prec$ a prewellordering if it is wellfounded and if

$$
\bar{x} \prec \bar{y} \Leftrightarrow x, \bar{y} \in \operatorname{Field}(\prec) \& \rho^{\prec}(\bar{x})<\rho^{\prec}(\bar{y}) .
$$

Thus a prewellordering with field some set $P$ is determined by starting with a function

$$
\sigma: P \rightarrow \lambda
$$

mapping $P$ onto some ordinal $\lambda$ and putting

$$
\bar{x}<\bar{y} \Leftrightarrow \bar{x}, \bar{y} \in P \& \sigma(\bar{x})<\sigma(\bar{y})
$$

for this $\prec$ we then have

$$
\sigma=\rho^{\prec}
$$

If $\prec$ is a binary relation on the set $A^{n}$ of all $n$-tuples from the space of some structure $\mathfrak{N}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$, we call $<$ inductive, coinductive or hyperelementary according as the $2 n$-ary relation $\bar{x}<\bar{y}$ on $A$ is inductive, coinductive or hyperelementary.

2B.5. Theorem. Let $\mathfrak{M}$ be an infinite structure with ordinal $\kappa=\kappa^{\mathfrak{2}}$. Then

$$
\begin{aligned}
& \kappa=\operatorname{supremum}\{\operatorname{rank}(<): \prec \text { is a hyperelementary prewellordering } \\
& \text { on some } A^{n} \text { \} } \\
& =\operatorname{supremum}\{\operatorname{rank}(<):<\text { is a hyperelementary wellfounded relation } \\
& \text { on some } A^{\mathrm{n}} \text { \} } \\
& =\text { supremum }\{\operatorname{rank}(<):<\text { is a coinductive wellfounded relation } \\
& \text { on some } \left.A^{n}\right\} \text {. }
\end{aligned}
$$

Moreover, none of these three suprema is attained.

Proof. It is immediate from the definitions that it will be sufficient to prove the following two assertions:
(i) If $\varphi(\bar{x}, S)$ is $S$-positive in the language of $\mathfrak{M}$ and $\bar{x}^{*} \in I_{\varphi}$, then there is a hyperelementary prewellordering of rank $\left|\bar{x}^{*}\right|_{\varphi}+1$.
(ii) If $<$ is a coinductive wellfounded relation on some $A^{n}$, then $\operatorname{rank}(<) \leqslant$ $\kappa^{\text {nin }}$.

Proof of (i). For fixed $\bar{x}^{*} \in I_{\varphi}$, put

$$
\bar{x}_{1} \prec \bar{x}_{2} \Leftrightarrow \bar{x}_{1}, \bar{x}_{2} \in I_{\varphi} \&\left|\bar{x}_{1}\right|_{\varphi}<\left|\bar{x}_{2}\right|_{\varphi} \&\left|\bar{x}_{2}\right|_{\varphi} \leqslant\left|\bar{x}^{*}\right|_{\varphi} .
$$

Clearly $\prec$ is a prewellordering of rank $\left|\bar{x}^{*}\right|_{\varphi}+1$. That it is hyperelementary follows by an application of the Stage Comparison Theorem just like that in the proof of Theorem 2B.1.

Proof of (ii). As in the example of Section 1B, put

$$
\varphi(\bar{x}, S) \equiv(\forall \bar{y})[\bar{y} \prec \bar{x} \Rightarrow \bar{y} \in S] .
$$

This formula is $S$-positive in the language of $(\mathfrak{H}, \prec)$ and $\neg<=A^{2 n}-<$ occurs positively in it, so by Corollary 2B.3,

$$
\|\varphi\| \leqslant \kappa^{\mathrm{n}} .
$$

On the other hand a trivial induction on $\xi$ shows that

$$
\bar{x} \in I_{\varphi}^{\xi} \Leftrightarrow \bar{x} \notin \text { Field }(\prec) \vee \rho^{\prec}(\bar{x}) \leqslant \xi,
$$

i.e.

$$
\begin{gathered}
I_{\varphi}=A^{n} \\
\bar{x} \in \operatorname{Field}(\prec) \Rightarrow|\bar{x}|_{\varphi}=\rho^{\prec}(\bar{x}) .
\end{gathered}
$$

Hence

$$
\begin{aligned}
\|\varphi\| & =\operatorname{supremum}\left\{|\bar{x}|_{\varphi}+1: \bar{x} \in I_{\varphi}\right\} \\
& \geqq \operatorname{supremum}\left\{\rho^{\prec}(\bar{x})+1: \bar{x} \in \operatorname{Field}(\prec)\right\} \\
& =\operatorname{rank}(\prec) .
\end{aligned}
$$

To prove that these suprema are not attained, for each wellfounded relation $<$ on $A^{n}$ let $c_{0}, c_{1}$ be distinct objects of $A$ and define the relation $\prec^{\prime}$ on $A^{n+1}$ by

$$
\begin{aligned}
(t, \bar{x}) \prec^{\prime}(s, \bar{y}) & \Leftrightarrow\left[t=c_{0} \& s=c_{0} \& \bar{x} \prec \bar{y}\right] \\
& \vee\left[t=c_{0} \& s=c_{1} \& \bar{x} \in \text { Field }(<)\right] .
\end{aligned}
$$

It is immediate that $<^{\prime}$ is also wellfounded, that $\operatorname{rank}\left(\prec^{\prime}\right)=\operatorname{rank}(<)+1$, that $\prec^{\prime}$ is a prewellordering if $\prec$ is, and that $\prec '$ is hyperelementary, inductive
or coinductive accordingly as $<$ is hyperelementary, inductive or coinductive. Thus for each candidate for the supremum in each of the three cases in the theorem there is another candidate with greater rank, so the suprema are not attained.

A trivial corollary of Theorem 2B. 5 is that $\kappa^{\mathfrak{g r}}$ is always a limit ordinal.
We will see later that for most interesting structures (those that are "acceptable"), $\kappa^{\mathfrak{M}}=\|\varphi\|$ for some $S$-positive formula in the language of $\mathfrak{A}$.

## Exercises for Chapter 2

2.1. Prove that if $\lambda$ is an infinite ordinal such that

$$
\sum_{v<\lambda}(v+v+1)=\lambda
$$

then the structure $\lambda=\langle\lambda, \leqslant\rangle$ admits a hyperelementary pair.
Hint: Consider the Gödel wellordering on pairs,

$$
\begin{aligned}
(\xi, \eta)<\left(\xi^{\prime}, \eta^{\prime}\right) & \Leftrightarrow \operatorname{maximum}\{\xi, \eta\}<\operatorname{maximum}\left\{\xi^{\prime}, \eta^{\prime}\right\} \\
& \vee\left[\operatorname{maximum}\{\xi, \eta\}=\operatorname{maximum}\left\{\xi^{\prime}, \eta^{\prime}\right\} \& \xi<\xi^{\prime}\right] \\
& \vee\left[\operatorname{maximum}\{\xi, \eta\}=\operatorname{maximum}\left\{\xi^{\prime}, \eta^{\prime}\right\} \& \xi=\xi^{\prime} \& \eta<\eta^{\prime}\right] .
\end{aligned}
$$

2.2. Prove that for every infinite ordinal $\lambda$ the structure $\lambda$ admits a hyperelementary pair; use Exercise 1.7 to infer that $\lambda$ admits a hyperelementary coding scheme.
2.3. Suppose $\prec_{1}, \prec_{2}$ are hyperelementary (on $\mathfrak{H}$ ) wellorderings with fields $B_{1} \subseteq A^{n}, B_{2} \subseteq A^{m}$ such that there is an order preserving map of $\prec_{1}$ into $\prec_{2}$. Prove that there is a hyperelementary order preserving map of $\prec_{1}$ into $\prec_{2}$.
2.4. Let $P(s, t, \bar{x})$ be hyperelementary on the infinite structure $\mathfrak{Q}$. Prove that the relation

$$
R(\bar{x}) \Leftrightarrow\{(s, t): P(s, t, \bar{x})\} \text { is wellfounded }
$$

is inductive on $\mathfrak{A}$.
2.5. Prove that if $\mathfrak{H}$ is infinite and $\lambda<\kappa^{2 \mu}$, then for each $n, \lambda^{n}<\kappa^{\mathscr{M}}$ (ordinal exponentiation).
2.6. For infinite $\mathfrak{H}$, prove that there exist inductive nonhyperelementary relations on $\mathfrak{A l}$ if and only if there is some $S$-positive formula $\varphi(\bar{x}, S)$ such that $\|\varphi\|=\kappa^{2 r}$.
2.7. Prove that $\mathfrak{N}$ admits a hyperelementary coding scheme if and only if $\kappa^{2 g}>\omega$ and there exists a hyperelementary one-to-one function $f: A \times A \rightarrow A$.

For each infinite ordinal $\lambda$, let

$$
\hat{\lambda}^{\left({ }^{\prime}\right)}=\kappa^{\langle\lambda, \leqslant\rangle}
$$

be the ordinal of the structure $\lambda=\langle\lambda, \leqslant\rangle$. The traditional notation for the case $\lambda=\omega$ is

$$
\omega_{1}=\omega^{\left({ }^{\prime}\right)}
$$

2.8. Prove that if $\mathfrak{A}$ is infinite and $\lambda<\kappa^{\mathfrak{2}}$, then $\lambda^{(\prime)} \leqslant \kappa^{\mathfrak{A}}$.

## CHAPTER 3

## STRUCTURE THEORY FOR INDUCTIVE RELATIONS

The Stage Comparison Theorem is stated so that it is directly applicable to the study of fixed points and stages. In order to derive from it consequences about arbitrary inductive relations which need not be fixed points, it is convenient to reformulate it somewhat. We derive in Section 3A the Prewellordering Theorem and then we use it in the remainder of the chapter to develop a fairly rich structure theory for the class of inductive relations on an infinite structure.

The astute reader will notice that in a couple of spots the proofs can be shortened by direct appeals to the Stage Comparison Theorem. We have attempted to use only the Prewellordering Theorem and the closure properties of inductive relations, whenever possible, partly for reasons of elegance but more significantly because these methods generalize directly to the study of other classes of relations. The extra effort will pay off in Chapter 9.

## 3A. Inductive norms and the Prewellordering Theorem

A norm on a set $P$ is a function

$$
\sigma: P \rightarrow \lambda
$$

which maps $P$ onto some ordinal $\lambda$, the length or rank of $\sigma$. According to the discussion in Section 2B, an ordinal valued function $\sigma$ with domain $P$ is a norm if and only if it is the rank function of some prewellordering on $P$.

Each norm $\sigma: P \rightarrow \lambda$ naturally resolves its domain $P$ into a $\lambda$-sequence of sets,

$$
P=\bigcup_{\xi<\lambda} P_{\sigma}^{\xi}
$$

where for each $\xi<\lambda$,

$$
\begin{aligned}
P_{\sigma}^{\xi} & =\{\bar{x} \in P: \sigma(\bar{x}) \leqslant \xi\} \\
& =\text { the } \xi^{\text {th }} \text { resolvent of } P \text { relative to } \sigma .
\end{aligned}
$$

If $P$ is a relation on some infinite structure $\mathfrak{A}$, it is natural and useful to study those norms for which this resolution is "uniformly hyperelementary" on $\mathfrak{A}$. The following precise notion turns out to be the most interesting.

A norm $\sigma: P \rightarrow \lambda$ is inductive (on $\mathfrak{A l}$ ) if there exist relations $J_{\sigma}(\bar{x}, \bar{y}), \breve{J}_{\sigma}(\bar{x}, \bar{y})$ such that:
(1) $J_{\sigma}$ is inductive and $J_{\sigma}$ is coinductive.
(2) If $\bar{y} \in P$, then $(\forall \bar{x})\left\{[\bar{x} \in P \& \sigma(\bar{x}) \leqslant \sigma(\bar{y})] \Leftrightarrow J_{\sigma}(\bar{x}, \bar{y}) \Leftrightarrow J_{\sigma}(\bar{x}, \bar{y})\right\}$.

The resolvents of an inductive norm are hyperelementary, since for each $\xi<\lambda$, picking some $\bar{y}_{0}$ with $\sigma\left(\bar{y}_{0}\right)=\xi$ we have

$$
\begin{aligned}
\bar{x} \in P_{\sigma}^{\xi} & \Leftrightarrow J_{\sigma}\left(\bar{x}, \bar{y}_{0}\right) \\
& \Leftrightarrow \breve{J}_{\sigma}\left(\bar{x}, \bar{y}_{0}\right) .
\end{aligned}
$$

But the more important and useful part of the definition is the uniformity with which we can write down hyperelementary definitions for the resolvents.

There is an alternative characterization of inductive norms which is also very useful. For any $\sigma: P \rightarrow \lambda$, put

$$
\begin{align*}
& \bar{x} \leqslant_{\sigma}^{*} \bar{y} \Leftrightarrow \bar{x} \in P \&[\bar{y} \notin P \vee \sigma(\bar{x}) \leqslant \sigma(\bar{y})]  \tag{3}\\
& \bar{x}<_{\sigma}^{*} \bar{y} \Leftrightarrow \bar{x} \in P \&[\bar{y} \notin P \vee \sigma(\bar{x})<\sigma(\bar{y})] . \tag{4}
\end{align*}
$$

3A.1. Theorem. Let $P$ be an inductive relation on an infinite structure $\mathfrak{Y}$. A norm $\sigma: P \rightarrow \lambda$ is inductive if and only if both $\leqslant_{\sigma}^{*},<_{\sigma}^{*}$ are inductive.

Proof. If $J_{\sigma}, \breve{J}_{\sigma}$ satisfy (1) and (2), we have

$$
\begin{aligned}
& \bar{x} \leqslant_{\sigma}^{*} \bar{y} \Leftrightarrow \bar{x} \in P \&\left[J_{\sigma}(\bar{x}, \bar{y}) \vee \neg \breve{J}_{\sigma}(\bar{y}, \bar{x})\right], \\
& \bar{x}<_{\sigma}^{*} \bar{y} \Leftrightarrow \bar{x} \in P \& \neg J_{\sigma}(\bar{y}, \bar{x}) .
\end{aligned}
$$

On the other hand, if $\leqslant_{\sigma}^{*},<_{\sigma}^{*}$ are inductive, we can take

$$
\begin{align*}
& J_{\sigma}(\bar{x}, \bar{y}) \Leftrightarrow \bar{x} \leqslant_{\sigma}^{*} \bar{y}  \tag{5}\\
& J_{\sigma}(\bar{x}, \bar{y}) \Leftrightarrow \neg\left(\bar{y}<_{\sigma}^{*} \bar{x}\right) . \tag{6}
\end{align*}
$$

The last two equivalences of the proof are one reason why the characterization of inductive norms via $\leqslant_{\sigma}^{*},<_{\sigma}^{*}$ is more useful-it is easier to define suitable $J_{\sigma}, J_{\sigma}$ from $\leqslant_{\sigma}^{*},<_{\sigma}^{*}$ than vice versa. We will tend to work with these relations in computations. They are also particularly suited for seeing immediately an important corollary of the Stage Comparison Theorem 2A.1.

3A.2. Theorem. Let $\mathfrak{H}$ be an infinite structure, $\varphi \equiv \varphi(\bar{x}, S)$ an $S$-positive formula in the language of $\mathfrak{A}$. The stage-assigning function

$$
|\bar{x}|_{\varphi}=\text { least } \xi \text { such that } \bar{x} \in I_{\varphi} \quad\left(\bar{x} \in I_{\varphi}\right)
$$

is an inductive norm on $I_{\varphi}$.

Proof. Taking $\varphi \equiv \psi$ in the Stage Comparison Theorem 2A. 1 and letting

$$
\sigma(\bar{x})=|\bar{x}|_{\varphi} \quad\left(\bar{x} \in I_{\varphi}\right)
$$

it is immediate from the definitions that

$$
\begin{aligned}
& \bar{x} \leqslant_{\sigma}^{*} \bar{y} \Leftrightarrow \bar{x} \leqslant_{\varphi, \varphi}^{*} \bar{y}, \\
& \bar{x}<_{\sigma}^{*} \bar{y} \Leftrightarrow \bar{x}<_{\varphi, \varphi}^{*} \bar{y} .
\end{aligned}
$$

The result follows by the Stage Comparison Theorem 2A.1, where we proved that both $\leqslant_{\varphi, \varphi}^{*}$ and $<_{\varphi, \varphi}^{*}$ are inductive.

3A.3. Prewellordering Theorem. Every inductive relation on an infinite structure admits an inductive norm.

## Proof. Suppose

$$
\bar{x} \in P \Leftrightarrow(\bar{a}, \bar{x}) \in I_{\varphi},
$$

where $\varphi \equiv \varphi(\bar{x}, S)$ is $S$-positive in the language of the structure and $\bar{a}=$ $a_{1}, \ldots, a_{k}$ is a sequence of constants. We know that $\left.\right|_{\varphi}$ is an inductive norm on $I_{\varphi}$, so we would like to put

$$
\sigma(\bar{x})=|\bar{a}, \bar{x}|_{\varphi} \quad(\bar{x} \in P) .
$$

The trouble is that if we define $\sigma$ in this way, it need not be onto an ordinal, so we must "collapse" first the values of $\left|\left.\right|_{\varphi}\right.$ on $\{(\bar{a}, \bar{x}): \bar{x} \in P\}$.

Suppose || $\left.\right|_{\varphi}$ maps $I_{\varphi}$ onto $\lambda$. Put

$$
\mathscr{C}=\left\{|\bar{a}, \bar{x}|_{\varphi}: \bar{x} \in P\right\} ;
$$

now $\mathscr{C} \subseteq \lambda$, so there is a unique order preserving map

$$
\rho: \mathscr{C} \rightarrow \lambda^{\prime}
$$

mapping $\mathscr{C}$ onto an ordinal $\lambda^{\prime} \leqslant \lambda$. The function $\sigma$ given by

$$
\sigma(\bar{x})=\rho\left(|\bar{a}, \bar{x}|_{\varphi}\right)
$$

is clearly a norm on $P$ of length $\lambda^{\prime}$. It is inductive, since obviously

$$
\begin{align*}
& \bar{x} \leqslant \leqslant_{\sigma}^{*} \bar{y} \Leftrightarrow(\bar{a}, \bar{x}) \leqslant_{\varphi, \varphi}^{*}(\bar{a}, \bar{y}), \\
& \bar{x}<_{\sigma}^{*} \bar{y} \Leftrightarrow(\bar{a}, \bar{x})<_{\varphi, \varphi}^{*}(\bar{a}, \bar{y}) .
\end{align*}
$$

There will be many consequences of the Prewellordering Theorem in the remainder of this chapter, but here are two of the simplest ones.

3A.4. Reduction Theorem. Let $P, Q$ be inductive n-ary relations on an infinite structure $\mathfrak{Q}$. There exist inductive n-ary relations $P_{1}, Q_{1}$ such that

$$
\begin{aligned}
P_{1} \subseteq P, & \quad Q_{1} \subseteq Q \\
P \cup Q & =P_{1} \cup Q_{1} \\
P_{1} \cap Q_{1} & =\emptyset
\end{aligned}
$$

(See Fig. 3.1.)


Fig. 3.1. Reduction.
Proof. Let $c_{0}, c_{1}$ be distinct elements of $A$ and put

$$
R(y, \bar{x}) \Leftrightarrow\left[y=c_{0} \& P(\bar{x})\right] \vee\left[y=c_{1} \& Q(\bar{x})\right] .
$$

Clearly $R$ is inductive, so let $\sigma$ be an inductive norm on $R$.
Put

$$
\begin{aligned}
& \bar{x} \in P_{1} \Leftrightarrow\left(c_{0}, \bar{x}\right) \leqslant_{\sigma}^{*}\left(c_{1}, \bar{x}\right), \\
& \bar{x} \in Q_{1} \Leftrightarrow\left(c_{1}, \bar{x}\right)<_{\sigma}^{*}\left(c_{0}, \bar{x}\right)
\end{aligned}
$$

it is trivial to check that $P_{1}, Q_{1}$ have the required properties.
3A.5. Separation Theorem. Let $P, Q$ be disjoint coinductive n-ary relations on an infinite structure $\mathfrak{M}$. There exists a hyperelementary relation $R$ which separates $P$ from $Q$, i.e.

$$
P \subseteq R, \quad Q \cap R=0
$$

(See Fig. 3.2).


Fig. 3.2. Separation.

Proof. Let $A^{n}-P_{1}, A^{n}-Q_{1}$ reduce $A^{n}-P, A^{n}-Q$ by 3 A.4, i.e. $A^{n}-P_{1}$, $A^{n}-Q_{1}$ are inductive and

$$
\begin{aligned}
& A^{n}-P_{1} \subseteq A^{n}-P, \quad A^{n}-Q_{1} \subseteq A^{n}-Q \\
&\left(A^{n}-P\right) \cup\left(A^{n}-Q\right)=\left(A^{n}-P_{1}\right) \cup\left(A^{n}-Q_{1}\right) \\
&\left(A^{n}-P_{1}\right) \cap\left(A^{n}-Q_{1}\right)=\emptyset
\end{aligned}
$$

De Morgan's laws and the hypothesis $P \cap Q=\emptyset$ turn these relationships to

$$
\begin{gather*}
P \subseteq P_{1}, \quad Q \subseteq Q_{1} \\
P \cap Q=\emptyset=P_{1} \cap Q_{1} \\
P_{1} \cup Q_{1}=A^{n}
\end{gather*}
$$

so we can take $R=P_{1}$.

## 3B. Making hypere!ementary selections

The results in this section show that in certain cases we can find a nonempty hyperelementary subset of some inductive set, and we can do so "uniformly" in the parameters present. Such results are often called uniformization or selection theorems.

3B.1. Hyperelementary Selection Theorem. Suppose $P(\bar{x}, \bar{y})$ is an inductive relation on an infinite structure. There are inductive relations $P^{*}(\bar{x}, \bar{y})$, $P^{* *}(\bar{x}, \bar{y})$ such that

$$
\begin{equation*}
P^{*} \subseteq P \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
(\exists \bar{y}) P(\bar{x}, \bar{y}) \Rightarrow(\exists \bar{y}) P^{*}(\bar{x}, \bar{y}), \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
(\exists \bar{y}) P(\bar{x}, \bar{y}) \Rightarrow(\forall \bar{y})\left[P^{*}(\bar{x}, \bar{y}) \Leftrightarrow \neg P^{* *}(\bar{x}, \bar{y})\right] . \tag{3}
\end{equation*}
$$

(See Fig. 3.3.)


Fig. 3.3. Uniformization by a set with hyperelementary sections.

Proof. Let $\sigma$ be an inductive norm on $P$ and put

$$
P^{*}(\bar{x}, \bar{y}) \Leftrightarrow P(\bar{x}, \bar{y}) \&\left(\forall \bar{y}^{\prime}\right)\left[P\left(\bar{x}, \bar{y}^{\prime}\right) \Rightarrow \sigma(\bar{x}, \bar{y}) \leqslant \sigma\left(\bar{x}, \bar{y}^{\prime}\right)\right] .
$$

Now (1) and (2) are obvious and that $P^{*}$ is inductive follows from

$$
P^{*}(\bar{x}, \bar{y}) \Leftrightarrow\left(\forall \bar{y}^{\prime}\right)\left[(\bar{x}, \bar{y}) \leqslant \leqslant_{\sigma}^{*}\left(\bar{x}, \bar{y}^{\prime}\right)\right] .
$$

We can prove (3) easily with

$$
P^{* *}(\bar{x}, \bar{y}) \Leftrightarrow\left(\exists \bar{y}^{\prime}\right)\left[\left(\bar{x}, \bar{y}^{\prime}\right)<_{\sigma}^{*}(\bar{x}, \bar{y})\right] .
$$

To see what this means, consider the projection of $P$,

$$
\operatorname{proj}(P)=\{\bar{x}:(\exists \bar{y}) P(\bar{x}, \bar{y})\} .
$$

The theorem asserts that if $P(\bar{x}, \bar{y})$ is inductive, then we can find an inductive $P^{*} \subseteq P$ with the same projection and such that for each $\bar{x}$ in the common projection, the section $\left\{\bar{y}: P^{*}(\bar{x}, \bar{y})\right\}$ is hyperelementary-and uniformly in $\bar{x}$. We state separately the immediate corollaries that look more like selection principles.

3B.2. Corollary. Let $P(\bar{x}, \bar{y})$ be inductive on the infinite structure $\mathfrak{q}=$ $\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$, let $B \subseteq A^{n}$ be hyperelementary. If $(\forall \bar{x} \in B)(\exists \bar{y}) P(\bar{x}, \bar{y})$, then there exists a hyperelementary $P^{*} \subseteq P$ such that $(\forall \bar{x} \in B)(\exists \bar{y}) P^{*}(\bar{x}, \bar{y})$.

Proof. Apply the theorem to

$$
P^{\prime}(\bar{x}, \bar{y}) \Leftrightarrow \bar{x} \in B \& P(\bar{x}, \bar{y}) .
$$

3B.3. Corollary. Let $P(\bar{x}, \bar{y})$ be inductive on an infinite structure $\mathfrak{A}$, suppose that $B \subseteq A^{\boldsymbol{m}}$ is hyperelementary and admits a hyperelementary wellordering. Then

$$
\begin{gathered}
(\forall \bar{x})(\exists \bar{y} \in B) P(\bar{x}, \bar{y}) \Rightarrow(\exists f)\left[f: A^{n} \rightarrow B, f\right. \text { is hyperelementary and } \\
(\forall \bar{x}) P(\bar{x}, f(\bar{x}))] .
\end{gathered}
$$

(See Fig. 3.4.)


Fig. 3.4. Uniformization by a function.

Proof. Choose a hyperelementary $P^{*}$ by Corollary 3B. 2 such that $P^{*} \subseteq P$, $(\forall \tilde{x})(\exists \bar{y})\left[\bar{y} \in B \& P^{*}(\bar{x}, \bar{y})\right]$ and then put

$$
(\bar{x}, \bar{y}) \in f \Leftrightarrow P^{*}(\bar{x}, \bar{y}) \&\left(\forall \bar{y}^{\prime}\right)\left[\bar{y}^{\prime} \prec \bar{y} \Rightarrow \neg P^{*}\left(\bar{x}, \bar{y}^{\prime}\right)\right],
$$

where $\prec$ is the assumed hyperelementary wellordering of $B$.
We now apply these selection principles to the comparison of wellfounded relations. The main theorem is a bit technical in the most general version that we prove, but this is the statement with widest applicability.

3B.4. Rank Comparison Theorem. Let $\mathfrak{A}$ be an infinite structure, $\prec_{1} a$ coinductive wellfounded relation on $A^{n}, \prec_{2}$ an inductive wellfounded relation on $A^{m}$. There exists an inductive $P \subseteq A^{n+m}$ such that

$$
\bar{x} \in \operatorname{Field}\left(\prec_{1}\right) \Rightarrow(\forall \bar{y})\left\{P(\bar{x}, \bar{y}) \Leftrightarrow\left[\bar{y} \in \text { Field }^{\prime}\left(\prec_{2}\right) \& \rho^{\alpha_{1}(\bar{x})} \leqslant \rho^{\alpha_{2}}(\bar{y})\right]\right\} .
$$

Proof. Put
$\varphi(\bar{x}, \bar{y}, S) \Leftrightarrow \bar{y} \in \operatorname{Field}\left(<_{2}\right) \&\left(\forall \bar{x}^{\prime}\right)\left\{\bar{x}^{\prime} \prec_{1} \bar{x} \Rightarrow\left(\exists \bar{y}^{\prime}\right)\left[\bar{y}^{\prime} \prec_{2} \bar{y} \& S\left(\bar{x}^{\prime}, \bar{y}^{\prime}\right)\right]\right\}$.
Clearly $\varphi$ is $S$-positive and we will prove that for any $\bar{x}$ in Field $\left(\prec_{1}\right)$ and all $\bar{y}$,

$$
\begin{equation*}
(\bar{x}, \bar{y}) \in I_{\varphi} \Leftrightarrow \bar{y} \in \operatorname{Field}\left(<_{2}\right) \& \rho^{<_{1}}(\bar{x}) \leqslant \rho^{\alpha_{2}}(\bar{y}) . \tag{*}
\end{equation*}
$$

This will complete the proof since the relations $A^{n}-\prec_{1}, \prec_{2}$ occur positively in $\varphi$, so $I_{\varphi}$ is inductive in $A^{n}-\prec_{1}, \prec_{2}$ and hence inductive on $\mathfrak{H}$ by the Transitivity Theorem 1C.2.
Proof of direction $(\Rightarrow)$ of $\left(^{*}\right)$ is by induction on $\rho^{\prec 1}(\bar{x})$. Assume for some $\bar{y}$ that $(\bar{x}, \bar{y}) \in I_{\varphi}$. Then clearly $\bar{y} \in \operatorname{Field}\left(<_{2}\right)$. By the definition of $I_{\varphi}$ and the induction hypothesis,

$$
\left(\forall \bar{x}^{\prime}\right)\left\{\bar{x}^{\prime} \prec_{1} \bar{x} \Rightarrow\left(\exists \bar{y}^{\prime}\right)\left[\bar{y}^{\prime} \prec_{2} \bar{y} \& \rho^{\alpha_{1}}\left(\bar{x}^{\prime}\right) \leqslant \rho^{\alpha^{2}}\left(\bar{y}^{\prime}\right)\right]\right\} ;
$$

thus

$$
\begin{aligned}
\rho^{\swarrow_{1}(\bar{x})} & =\operatorname{supremum}\left\{\rho^{\prec_{1}}\left(\bar{x}^{\prime}\right)+1: \bar{x}^{\prime} \prec_{1} \bar{x}\right\} \\
& \leqslant \operatorname{supremum}\left\{\rho^{\left.\alpha_{2}\left(\bar{y}^{\prime}\right)+1: \bar{y}^{\prime} \prec_{2} \bar{y}\right\}=\rho^{\alpha_{2}}(\bar{y}) .}\right.
\end{aligned}
$$

Proof of direction $(\leftrightarrow)$ of $\left({ }^{*}\right)$ is again by induction on $\rho^{{ }^{1}}(\bar{x})$. Assuming
 tion of rank,

$$
\left(\forall \bar{x}^{\prime}\right)\left\{\bar{x}^{\prime} \prec_{1} \bar{x} \Rightarrow\left(\exists \bar{y}^{\prime}\right)\left[\bar{y}^{\prime} \prec_{2} \bar{y} \& \rho^{\prec_{1}\left(\bar{x}^{\prime}\right)} \leqslant \rho^{\left.\prec_{2}\left(\bar{y}^{\prime}\right)\right]}\right]\right\}
$$

which by induction hypothesis gives

$$
\left(\forall \bar{x}^{\prime}\right)\left\{\bar{x}^{\prime} \prec_{1} \bar{x} \Rightarrow\left(\exists \bar{y}^{\prime}\right)\left[\bar{y}^{\prime} \prec_{2} \bar{y} \&\left(\bar{x}^{\prime}, \bar{y}^{\prime}\right) \in I_{\varphi}\right\}\right\}
$$

which implies $(\bar{x}, \bar{y}) \in I_{\varphi}$.

## 3C. The Boundedness and Covering Theorems

The first of these results is the correct extension of the Closure Theorem 2B. 4 to all inductive relations (not just the fixed points). The second has both a clear geometrical meaning and wide applicability.

3C.1. Boundedness Theorem. Let $P$ be an inductive relation on some infinite structure $\mathfrak{A}$ with ordinal $\kappa=\kappa^{\mathfrak{2}}$, let $\sigma: P \rightarrow \lambda$ be an inductive norm on $P$. Then:
(1) $\lambda \leqslant \kappa$.
(2) $\lambda<\kappa \Leftrightarrow P$ is hyperelementary on $\mathfrak{A}$.

Proof. To prove (1), for each $\bar{y} \in P$ consider the prewellordering $<_{y}$ defined by

$$
\bar{x}_{1} \prec \bar{y} \bar{x}_{1} \Leftrightarrow \bar{x}_{1}, \bar{x}_{2} \in P \& \sigma\left(\bar{x}_{1}\right)<\sigma\left(\bar{x}_{2}\right) \& \sigma\left(\bar{x}_{2}\right)<\sigma(\bar{y}) .
$$

Clearly $\operatorname{rank}\left(\prec_{\bar{y}}\right)=\sigma(\bar{y})$, except for the trivial case $\sigma(\bar{y})=1$ which is irrelevant to the argument since $\kappa>1$. Also $<_{\bar{y}}$ is hyperelementary, since easily

$$
\begin{aligned}
\bar{x}_{1} \prec_{\bar{y}} \bar{x}_{2} & \Leftrightarrow \bar{x}_{1}<_{\sigma}^{*} \bar{x}_{2} \& \bar{x}_{2}<_{\sigma}^{*} \bar{y} \\
& \Leftrightarrow \neg\left(\bar{y} \leqslant \leqslant_{\sigma}^{*} \bar{x}_{2}\right) \& \neg\left(\bar{x}_{2} \leqslant_{\sigma}^{*} \bar{x}_{1}\right) .
\end{aligned}
$$

Thus by Theorem 2B. 5 for each $\bar{y}, \sigma(\bar{y})<\kappa$, hence $\lambda \leqslant \kappa$.
Proof of direction $(\Leftarrow)$ of (2). Put

$$
\bar{x}_{1} \prec \bar{x}_{2} \Leftrightarrow \bar{x}_{1}, \bar{x}_{2} \in P \& \sigma\left(\bar{x}_{1}\right)<\sigma\left(\bar{x}_{2}\right) .
$$

As before, $<$ is a hyperelementary prewellordering with $\operatorname{rank}(<)=\lambda$, so by 2B.5, $\lambda<\kappa$.

Proof of direction $(\Rightarrow)$ of (2). Choose a hyperelementary wellfounded relation $<$ on $A^{m}$ with $\operatorname{rank}(<)>\lambda$, pick a fixed $\bar{y}_{0} \in$ Field $(<)$ such that $\rho^{\prec}\left(\bar{y}_{0}\right)=\lambda$ and put

$$
R_{1}(\bar{y}, \bar{x}) \Leftrightarrow\left[\bar{y} \prec \bar{y}_{0} \& \bar{x} \in P \& \rho^{\prec}(\bar{y}) \leqslant \rho(\bar{x})\right] .
$$

Now

$$
\sigma(\bar{x})=\rho^{\alpha_{2}}(\bar{x})
$$

if we take for $<_{2}$ the inductive prewellordering

$$
\begin{aligned}
\bar{x}_{1} \prec_{2} \bar{x}_{2} & \Leftrightarrow \bar{x}_{1}, \bar{x}_{2} \in P \& \sigma\left(\bar{x}_{1}\right)<\sigma\left(\bar{x}_{2}\right) \\
& \Leftrightarrow \bar{x}_{2} \in P \& \bar{x}_{1}<{ }_{\sigma}^{*} \bar{x}_{2}
\end{aligned}
$$

hence 3B. 4 applies and $R_{1}$ agrees with some inductive $R(\bar{y}, \bar{x})$ whenever $\bar{y} \prec \bar{y}_{0}$. By hypothesis,

$$
\left(\forall \bar{y} \prec \bar{y}_{0}\right)(\exists \bar{x}) R(\bar{y}, \bar{x}),
$$

so by Corollary 3B. 2 there is a hyperelementary $R^{*} \subseteq R$ such that

$$
\left(\forall \bar{y} \prec \bar{y}_{o}\right)(\exists \bar{x}) R^{*}(\bar{y}, \bar{x}) .
$$

It is now immediate that

$$
\begin{aligned}
P(\bar{x}) & \Leftrightarrow(\exists \bar{y})\left(\exists \bar{x}^{\prime}\right)\left[\bar{y}<\bar{y}_{0} \& R^{*}\left(\bar{y}, \bar{x}^{\prime}\right) \& \sigma(\bar{x}) \leqslant \sigma\left(\bar{x}^{\prime}\right)\right] \\
& \Leftrightarrow(\exists \bar{y})\left(\exists \bar{x}^{\prime}\right)\left[\bar{y}<\bar{y}_{0} \& R^{*}\left(\bar{y}, \bar{x}^{\prime}\right) \& \neg\left(\bar{x}^{\prime}<{ }_{\sigma}^{*} \bar{x}\right)\right]
\end{aligned}
$$

which implies that $P$ is coinductive, hence hyperelementary.
The Boundedness Theorem is a direct generalization of the Closure Theorem 2B.4, since by Theorem 3A. 2 the stage-assigning function $\left.\right|_{\varphi}$ is an inductive norm on the fixed point $I_{\varphi}$.

3C.2. Covering Theorem. Let $P$ be an n-ary inductive relation on some infinite structure with ordinal $\kappa=\kappa^{21}$, let $\sigma: P \rightarrow \lambda$ be an inductive norm on $P$, let $Q$ be a coinductive m-ary relation and assume that

$$
f: A^{m} \rightarrow A^{n}
$$

is a hyperelementary function such that $f[Q] \subseteq P$. Then there exists some $\xi<k$ such that

$$
\bar{y} \in Q \Rightarrow \sigma(f(\bar{y})) \leqslant \xi
$$

Proof. If $P$ is hyperelementary, then $\lambda<\kappa$ by 3C. 1 and we can take $\xi=\lambda$. If $P$ is not coinductive and all the hypotheses held but the conclusion failed, we would have

$$
\begin{aligned}
\bar{x} \in P & \Leftrightarrow(\exists \bar{y})[\bar{y} \in Q \& \sigma(\bar{x}) \leqslant \sigma(f(\bar{y}))] \\
& \Leftrightarrow(\exists \bar{y})\left[\bar{y} \in Q \& \neg\left(f(\bar{y})<_{\sigma}^{*} \bar{x}\right)\right]
\end{aligned}
$$

which implies that $P$ is coinductive, contrary to hypothesis. (See Fig. 3.5.) $\dagger$


Fig. 3.5.

Using the notation of resolvents relative to $\sigma$ that we introduced in the beginning of Section 3A, the Covering Theorem asserts that if a hyperelementary function $f$ maps a coinductive set $Q$ into $P$, then $f[Q]$ is wholly contained in one of the resolvents. We have stated this in the most general case suitable for applications, but it is worth putting down explicitly the special case when $f$ is the identity.

3C.3. Theorem. Let $P$ be an inductive relation on some infinite structure $\mathfrak{H}$ with ordinal $\kappa=\kappa^{2}$, let $\sigma: P \rightarrow \lambda$ be an inductive norm on $P$ with resolvents

$$
P_{\sigma}^{\xi}=\{\bar{x}: \bar{x} \in P \& \sigma(\bar{x}) \leqslant \xi\}, \quad \xi<\kappa .
$$

Then every coinductive subset of $P$ is wholly contained in some resolvent $P_{\sigma}^{\xi} \cdot \dashv$

## 3D. Expanding a structure by an inductive relation

If $P$ is hyperelementary on $\mathfrak{N}$, then the expanded structure $(\mathfrak{A}, P)$ has the same inductive relations and the same closure ordinal as $\mathfrak{A}$. What happens if we expand $\mathfrak{A}$ by an inductive relation which is not hyperelementary? Spector [1955] proved two very pretty and useful theorems about this situation. His proofs were about $\mathbb{N}$, but they adapt easily to the abstract case.

3D.1. Theorem. If $P, Q$ are inductive, nonhyperelementary relations on the infinite structure $\mathfrak{H}$, then the expanded structures ( $\mathfrak{A l}, P),(\mathfrak{A}, Q)$ have the same inductive relations; in particular, $P$ is hyperelementary on $(\mathfrak{H}, Q$ ) and $Q$ is hyperelementary on ( $\mathcal{A}, P$ ).

Proor. It will be enough to prove the last assertion. From it we get that $(\mathfrak{A}, Q)$ has the same inductive relations as $(\mathscr{A}, Q, P)$ by Theorem 1D. 2 and symmetrically that ( $\mathfrak{H}, P$ ) has the same inductive relations as ( $\mathfrak{H}, P, Q$ ), which proves the first assertion.

Suppose then that

$$
\begin{aligned}
& P(\bar{x}) \Leftrightarrow(\bar{a}, \bar{x}) \in I_{\varphi}, \\
& Q(\bar{y}) \Leftrightarrow(\bar{b}, \bar{y}) \in I_{\psi}
\end{aligned}
$$

and that $Q$ is not hyperelementary. The Boundedness Theorem 3C. 1 implies immediately that

$$
\text { supremum }\left\{|\bar{b}, \bar{y}|_{\psi}: Q(\bar{y})\right\}=\kappa^{21},
$$

since from the contrary hypothesis we can easily construct an inductive norm on $Q$ of rank less than $\kappa^{21}$. Hence

$$
\begin{aligned}
P(\bar{x}) & \Leftrightarrow(\exists \bar{y})\left[Q(\bar{y}) \&|\bar{a}, \bar{x}|_{\varphi} \leqslant|\bar{b}, \bar{y}|_{\psi}\right] \\
& \Leftrightarrow(\exists \bar{y})\left[Q(\bar{y}) \& \neg(\bar{b}, \bar{y})<_{\psi, \varphi}^{*}(\bar{a}, \bar{x})\right]
\end{aligned}
$$

which proves $P$ coinductive on ( $\mathcal{A}, Q$ ) by the Stage Comparison Theorem 2A.2. Since $P$ is inductive on $\mathfrak{H}$ and hence inductive on $(\mathfrak{A}, Q$ ), this completes the proof.

The second result says something about the ordinal of an expansion by an arbitrary relation.

3D.2. Theorem. Let $Q$ be inductive, nonhyperelementary on the infinite structure $\mathfrak{V}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$, let $P$ be an arbitrary relation on $A$. Then

$$
Q \text { is hyperelementary on }(\mathfrak{U}, P) \Leftrightarrow \kappa^{\mathscr{U}}<\kappa^{(\Theta, P)} \text {. }
$$

Proof. Assume first that $\kappa^{\mathfrak{M 1}}<\kappa^{(2, P)}$. If $\varphi(\bar{x}, S)$ is $S$-positive in the language of $\mathfrak{Q l}$, then $\|\varphi\| \leqslant \kappa^{\mathfrak{M}}<\kappa^{(2, P)}$. Since $\varphi$ is also in the language of $(\mathfrak{M}, P)$, the Closure Theorem 2B. 4 implies that $I_{\varphi}$ is hyperelementary on ( $\mathscr{U}, P$ ). Thus every fixed point of $\mathfrak{Y}$ is hyperelementary on ( $\mathfrak{l l}, P$ ), hence every inductive relation on $\mathfrak{H}$ is hyperelementary on ( $\mathfrak{H}, P$ ).

Conversely, if $Q$ is hyperelementary on $(\mathfrak{A}, P)$, then every inductive relation on $\mathfrak{Y}$ is hyperelementary on $(\mathscr{U}, P)$ by Theorem 3D. 1 and the Transitivity Theorem 1C.3, and in particular every fixed point $I_{\varphi}$ of $\mathfrak{H}$ is hyperelementary on ( $\mathcal{H}, P$ ). By the Closure Theorem again, this means that for each $S$-positive $\varphi(x, S)$ in the language of $\mathfrak{H}$ we have $\|\varphi\|<\kappa^{(\mathscr{2}, P)}$. Now there must be some $\varphi$ such that $\|\varphi\|=\kappa^{2}$, or else every fixed point and hence every inductive relation on $\mathfrak{H}$ is hyperelementary, contradicting the fact that $Q$ is not; choosing such a $\varphi$, we have $\kappa^{\mathfrak{M}}=\|\varphi\|<\kappa^{(\mathfrak{M}, P)}$.

## 3E. Generalization of the theory to richer languages

The theory of the first three chapters can be generalized directly to languages richer than the first order predicate calculus we have been studying. Consider the following two important examples, where in each case we allow the equality symbol $=$ and arbitrary constants from a fixed infinite set $A$.
(1) The language $\mathscr{L}_{\omega_{1}, \omega}^{A}$ which admits countable conjunctions and disjunctions, with constants from $A$ and individual and relation variables ranging over $A$. More generally, we can take the richer classical languages $\mathscr{L}_{\boldsymbol{x}, \lambda}^{A}$ interpreted over $A$ or the finer Barwise languages $\mathscr{L}_{M}^{A}$, one for each admissible set $M$. (For the definitions of these notions see Keisler [1971](122.).)
(2) The language $\mathscr{L}^{A}(\mathrm{Q})$ which extends $\mathscr{L}^{A}$ by a unary quantifier Q and its dual $Q^{\cup}$, so that if $\varphi$ is a formula, so are

$$
(\mathrm{Q} x) \varphi, \quad\left(\mathrm{Q}^{\cup} x\right) \varphi .
$$

We interpret Q by any nontrivial, monotone collection of subsets of $A$, i.e.

$$
\begin{gathered}
\emptyset \subsetneq \mathrm{Q} \varsubsetneqq \operatorname{Power}(A), \\
S \in \mathrm{Q} \& S \subseteq T \Rightarrow T \in \mathrm{Q} .
\end{gathered}
$$

This extends the definition of truth for this language by the clauses

$$
\begin{aligned}
& (\mathrm{Q} x) \varphi \text { is true if }\{x: \varphi(x)\} \in \mathrm{Q} \\
& \left(\mathrm{Q}^{\cup} x\right) \text { is true }
\end{aligned} \begin{aligned}
& \neg(\mathrm{Q} x) \neg \varphi \text { is true } \\
& \Leftrightarrow A-\{x: \neg \varphi\} \notin \mathrm{Q}
\end{aligned}
$$

More generally, we may adjoin a monotone quantifier $Q$ to any of the languages described in (1) or (2) and take, e.g., $\mathscr{L}_{\omega_{1}, \omega}^{A}(\mathrm{Q})$ or $\mathscr{L}_{M}^{A}(\mathrm{Q})$. Particular Q's which have been studied include

$$
\begin{aligned}
& \mathrm{Q}=\{S \subseteq A: S \text { is uncountable }\} \\
& \mathrm{Q}=\{S \subseteq A:|S|=|A|\}
\end{aligned}
$$

For more information about these languages see Keisler [1970](49.).
There is a natural interpretation of the formulas in all these languages over the set $A$. The languages have symbols for $\neg, \&, \vee, \exists, \vee$ and extend $\mathscr{L}^{A}$. For each of them we can give a precise definition of the notion
the relation symbol $S$ occurs positively in $\varphi(S)$,
so that if this holds, then

$$
\varphi(S) \& S \subseteq S^{\prime} \Rightarrow \varphi\left(S^{\prime}\right)
$$

Thus if $\varphi \equiv \varphi(\bar{x}, S)$ is a formula with $x_{1}, \ldots, x_{n}$ the only free variables and $S$ the only ( $n$-ary) relation variable and if $S$ occurs positively in $\varphi$, we can define the stages $I_{\varphi}^{\xi}$ and the set $I_{\varphi}$ built up by $\varphi$ exactly as we did in Section 1B.

Let $\mathscr{L}$ be any of these languages and let $R, Q_{1}, \ldots, Q_{m}$ be relations on $A$. We call $R$ positive $\mathscr{L}$-inductive in $Q_{1}, \ldots, Q_{m}$ if there is an $S$-positive $\varphi(\bar{u}, \bar{x}, S)$ in $\mathscr{L}$ and constants $\bar{a}$ such that

$$
R(\bar{x}) \Leftrightarrow(\bar{a}, \bar{x}) \in I_{\varphi} .
$$

For a structure $\mathfrak{g l}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ with domain $A$ we define the positive $\mathscr{L}$-inductive and the hyper- $\mathscr{L}$-definable relations from this relative notion exactly as we did in Section 1D.

With these definitions and the obvious generalizations of the other concepts we have defined, all the results of the first three chapters extend with the same proofs. (In Theorem 1D. 3 we must define $\mathscr{L}-\Pi_{1}^{1}$ relations using $\mathscr{L}$-definable relations in the matrix.)

All one needs do is to substitute "positive $\mathscr{L}$-inductive" for "inductive" in all the definitions and proofs.

A further generalization can be obtained if we notice that the only property of positive formulas we have used up till now is monotonicity. Letting again $\mathscr{L}$ be $\mathscr{L}^{A}$ or any of the languages in (1), (2), and for a fixed structure $\mathfrak{A}=$ $\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$, let us say that the relation variable $S$ occurs monotonically in $\varphi(S)$ relative to $\mathfrak{W}$ if in the natural interpretation on $\mathfrak{N}$,

$$
\varphi(S) \& S \subseteq S^{\prime} \Rightarrow \varphi\left(S^{\prime}\right)
$$

We can use formulas $\varphi(\bar{x}, S)$ with monotone occurrences of $S$ to build sets $I_{\varphi}$ and then we can define the notion
$R$ is monotone- $\mathscr{L}$-inductive on $\mathfrak{H}$
in the obvious way. Again with this definition, all the results of the first three chapters extend with the same proofs.

The reason we have restricted ourselves to positive formulas in this book will become obvious in the next chapter and still more obvious in Chapter 5. The relation between the syntactical notion of positivity and the semantical notion of monotonicity is interesting but very little is known about it. (See Exercises 1.14 and 8.8.)

It should be pointed out that the generalization of the results we have proved so far to monotone inductive definability and to positive inductive definability relative to infinitary languages depends on the Aczel-Kunen version of the proof of the key Stage Comparison Theorem 2A.2. My own version of this proof depended on the results about positive formulas in the next chapter and yielded direct extensions of the theory only for the (syntactically) finitary languages in (2) above.

There are many other natural notions of inductive definability for which the theory of the first three chapters does not extend directly. For example, take all $S$-positive $\Sigma_{1}^{1}$ formulas $\varphi(\bar{x}, S)$ in the language of a structure $\mathfrak{A}$ and use these to define fixed points and positive $\Sigma_{1}$-inductive relations. Our proof of the Stage Comparison Theorem 2A. 2 does not extend to this case, because it defines $\leqslant_{\varphi, \psi}^{*}$ by an induction that has more quantifier alterations than either $\varphi$ or $\psi$. The notions of inductive definability that usually arise in recursion theory are often restricted in a like manner. Still other notions involve nonmonotone inductions which we have not even defined here-in any case our proofs in both the Transitivity Theorem 1C. 2 and the Stage Comparison Theorem 2A. 2 depend heavily on monotonicity. Recently there have been some very exciting results about nonmonotone inductions, e.g. see Richter [1971](122.), Aczel and Richter [1972], [1973](200.), Aanderaa [1973](200.).

It is often the case that when the proofs we gave here fail to extend to some more general notion of inductive definability, the results we have proved are still true. One would guess that almost any reasonable notion of inductive definability will satisfy appropriate versions of the very elementary structure properties we have been studying in these first three chapters.

## Exercises for Chapter 3

3.1. Let $R(\bar{x})$ be a $\Pi_{1}^{1}$ relation on $\mathbb{N}$. Prove that there is an elementary $P(u, v, \bar{x})$ such that:
(a) For each $\bar{x},\{(u, v): P(u, v, \bar{x})\}$ is a linear ordering.
(b) $R(\bar{x}) \Leftrightarrow\{(u, v): P(u, v, \bar{x})\}$ is a wellordering.

Hint: Use the representation of (1.12) and in the notation of that problem put

$$
\begin{aligned}
P(u, v, \bar{x}) \Leftrightarrow & \text { for suitable } u_{1}, \ldots, u_{m}, v_{1}, \ldots, v_{k} \\
& u=\left\langle u_{1}, \ldots, u_{m}\right\rangle \& v=\left\langle v_{1}, \ldots, v_{k}\right\rangle \\
& \& \neg \psi(u, \bar{x}) \& \neg \psi(v, \bar{x}) \\
& \&\left\{\left[u_{1}<v_{1}\right]\right. \\
& \vee\left[u_{1}=v_{1} \& u_{2}<v_{2}\right] \\
& \vee \ldots \\
& \left.\vee\left[u_{1}=v_{1} \& u_{2}=v_{2} \& \ldots \& u_{k}=v_{k} \& m>k\right]\right\} .
\end{aligned}
$$

3.2. Using the representation in Exercise 3.1 for a $\Pi_{1}^{1}$ relation on $\mathbb{N}$, put $\sigma(\bar{x})=$ order type of $\{(u, v): P(u, v, \bar{x})\} \quad$ if $\bar{x} \in R$.
Prove that $\sigma$ is an inductive norm on $R$.
Hint. Use Exercise 3.1 and the obvious way of comparing wellorderings. -1

This is the classical easy proof for the Prewellordering Theorem on $\mathbb{N}$. We will see in Chapter 8 that it cannot be extended to many other structures.
3.3. Suppose $<_{1},<_{2}$ are hyperelementary wellfounded relations on the infinite structure $\mathfrak{H}$ such that $\operatorname{rank}\left(<_{1}\right) \leqslant \operatorname{rank}\left(<_{2}\right)$. Prove that the relation

$$
P(\bar{x}, \bar{y}) \Leftrightarrow \bar{x} \in \operatorname{Field}\left(\prec_{1}\right) \& \bar{y} \in \operatorname{Field}\left(\prec_{2}\right) \& \rho^{\prec_{1}}(\bar{x})=\rho^{\prec_{2}}(\bar{y})
$$

is hyperelementary.
We will use the following convenient notation in the next two problems: if $R \subseteq A^{n} \times A^{n}$, put

$$
\operatorname{rank}(R)= \begin{cases}\operatorname{rank}(R) & \text { if } R \text { is wellfounded }, \\ |A|^{+} & \text {if } R \text { is not wellfounded } .\end{cases}
$$

For infinite $A$, clearly
$R$ is wellfounded $\Leftrightarrow \operatorname{rank}(R)<|A|^{+}$.
3.4. Let $P_{1}\left(\bar{u}_{1}, \bar{v}_{1}, \bar{x}_{1}\right), P_{2}\left(\bar{u}_{2}, \bar{v}_{2}, \bar{x}_{2}\right)$ be hyperelementary relations on the infinite structure $\mathfrak{Q}$. Prove that the relations

$$
\begin{aligned}
& Q\left(\bar{x}_{1}, \bar{x}_{2}\right) \Leftrightarrow\left\{\left(\bar{u}_{1}, \bar{v}_{1}\right): P_{1}\left(\bar{u}_{1}, \bar{v}_{1}, \bar{x}_{1}\right)\right\} \text { is wellfounded } \\
& \& \operatorname{rank}\left(\left\{\left(\bar{u}_{1}, \bar{v}_{1}\right): P\left(\bar{u}_{1}, \bar{v}_{1}, \bar{x}_{1}\right)\right\}\right) \\
& \leqslant \operatorname{rank}\left(\left\{\left(\bar{u}_{2}, \bar{v}_{2}\right): P_{2}\left(\bar{u}_{2}, \bar{v}_{2}, \bar{x}_{2}\right)\right\}\right), \\
& R\left(\bar{x}_{1}, \bar{x}_{2}\right) \Leftrightarrow\left\{\left(\bar{u}_{1}, \bar{v}_{1}\right): P_{1}\left(\bar{u}_{1}, \bar{v}_{1}, \bar{x}_{1}\right)\right\} \text { is wellfounded } \\
& \& \operatorname{rank}\left(\left\{\left(\bar{u}_{1}, \bar{v}_{1}\right): P_{1}\left(\bar{u}_{1}, \bar{v}_{1}, \bar{x}_{1}\right)\right\}\right) \\
&<\operatorname{rank}\left(\left\{\left(\bar{u}_{2}, \bar{v}_{2}\right): P_{2}\left(\bar{u}_{2}, \bar{v}_{2}, \bar{x}_{2}\right)\right\}\right)
\end{aligned}
$$

are inductive.
3.5. Prove that if $P(\bar{u}, \bar{v}, \bar{x})$ is hyperelementary on the infinite structure $\mathfrak{H}$ and $\xi<\kappa^{\mathfrak{I}}$, then the relation

$$
Q(\bar{x}) \Leftrightarrow \operatorname{rank}(\{(\bar{u}, \bar{v}): P(\bar{u}, \bar{v}, \bar{x})\}) \leqslant \xi
$$

is hyperelementary.
3.6. Let $\varphi(\bar{x}, S)$ be an $S$-positive formula in the language over an infinite set $A$. Prove that the set $I_{\varphi}$ built up by $\varphi$ is the unique relation $P$ which admits a norm $\sigma: P \rightarrow \lambda$ such that for every $\bar{x}$,

$$
\bar{x} \in P \Leftrightarrow \varphi\left(\bar{x},\left\{\bar{y}: \bar{y}<_{\pi}^{*} \bar{x}\right\}\right) .
$$

## CHAPTER 4

## GAMES AND GAME QUANTLFIERS

We establish here a basic connection between positive inductive definitions and open, infinite games. This is useful conceptually for the new insight that it brings into inductive definability, but it will also prove a powerful technical tool.

## 4A. Interpreting quantifier strings via games

Suppose $R$ is an $n$-ary relation on some set $A$ and

$$
\bar{Q}=Q_{1}, Q_{2}, \ldots, Q_{n}
$$

is a string of $n$ quantifiers, i.e. each $Q_{i}$ is $\exists$ or $\forall$. With $\bar{Q}$ and $R$ we associate the two person perfect information game $G(\bar{Q}, R)$, described as follows. There are two players, call them $(\exists)$ and $(\forall)$ and a run of the game consists of their choosing a sequence $x_{1}, \ldots, x_{n}$ of elements of $A$. For each $i, 1 \leqslant i \leqslant n$, $x_{i}$ is chosen by $(\exists)$ if $\mathrm{Q}_{i}=\exists$ and $x_{i}$ is chosen by $(\forall)$ if $\mathrm{Q}_{i}=\forall$. The game is one of perfect information in that the player who chooses $x_{i}$ is allowed to see $x_{1}, \ldots, x_{i-1}$ before he makes his move. At the end of the run, ( $\exists$ ) wins if $R\left(x_{1}, \ldots, x_{n}\right)$ and $(\forall)$ wins if $\neg R\left(x_{1}, \ldots, x_{n}\right)$.

A winning strategy for one of the players is a systematic way of playing which will produce a win for that player in every run of the game. More precisely, a strategy for player $(Q)(Q=\exists$ or $Q=\forall)$ is a set

$$
\mathscr{S}=\left\{f_{i}: \mathrm{Q}_{i}=\mathrm{Q}\right\}
$$

of functions, one for each $i$ at which it is (Q)'s turn to play and such that $f_{i}$ has $i-1$ arguments. (A function of 0 arguments is simply an element of $A$.) The player (Q) follows strategy $\mathscr{S}$ if he plays

$$
x_{i}=f_{i}\left(x_{1}, \ldots, x_{i-1}\right)
$$

for each $i$ such that $\mathrm{Q}_{i}=\mathrm{Q}$. We call $\mathscr{S}$ a winning strategy for $(\mathrm{Q})$ if $(\mathrm{Q})$ wins every run in which he follows $\mathscr{S}$.

For example, if

$$
\bar{Q}=\exists, \forall, \forall, \exists,
$$

then a winning strategy for $\exists$ is any pair $f_{1} \in A, f_{4}: A \times A \times A \rightarrow A$ such that

$$
\left(\forall x_{2}\right)\left(\forall x_{3}\right) R\left(f_{1}, x_{2}, x_{3}, f_{4}\left(f_{1}, x_{2}, x_{3}\right)\right)
$$

i.e. any pair of Skolem functions for the assertion

$$
(\bar{Q} \bar{x}) R(\bar{x}) \Leftrightarrow\left(\exists x_{1}\right)\left(\forall x_{2}\right)\left(\forall x_{3}\right)\left(\exists x_{4}\right) R\left(x_{1}, x_{2}, x_{3}, x_{4}\right) .
$$

This is true for an arbitrary string $\overline{\mathrm{Q}}$ and an arbitrary relation $R$, so that in fact

$$
\begin{aligned}
(\overline{\mathrm{Q}} \bar{x}) R(\bar{x}) & \Leftrightarrow\left(\mathrm{Q}_{1} x_{1}\right) \ldots\left(\mathrm{Q}_{n} x_{n}\right) R\left(x_{1}, \ldots, x_{n}\right) \\
& \Leftrightarrow(\exists) \text { has a winning strategy in } G(\overline{\mathrm{Q}, R)} \\
& \Leftrightarrow(\exists) \text { wins } G(\overline{\mathrm{Q}}, R) .
\end{aligned}
$$

Notice the distinction between winning a run of $G(\bar{Q}, R)$ and winning $G(\overline{\mathrm{Q}}, R)$, i.e. having a winning strategy in $G(\overline{\mathrm{Q}}, R)$.

One nice thing about this interpretation of truth for assertions in prenex form is that it works equally well for infinite strings of quantifiers. If

$$
\bar{Q}=Q_{0}, Q_{1}, \ldots, Q_{i}, \ldots
$$

is any infinite string and $R \subseteq{ }^{\omega} A$ is any relation of infinitely many arguments on $A$, we may define the game $G(\bar{Q}, R)$ exactly as before, only now it is an infinite game: a run of it produces an infinite sequence $f=\left(x_{0}, x_{1}, \ldots\right.$, $x_{i}, \ldots$ ) and ( $\exists$ ) wins the run precisely if $R(f)$. Strategies are defined exactly as in the finite case, except of course that $\left\{i: Q_{i}=Q\right\}$ may be infinite. And as before,

$$
\begin{aligned}
(\overline{\mathrm{Q}} f) R(f) & \Leftrightarrow\left\{\left(\mathrm{Q}_{0} x_{0}\right)\left(\mathrm{Q}_{1} x_{1}\right) \ldots\left(\mathrm{Q}_{i} x_{i}\right) \ldots\right\} R\left(x_{0}, x_{1}, \ldots, x_{i}, \ldots\right) \\
& \Leftrightarrow(\exists) \text { wins } G(\overline{\mathrm{Q}}, R)
\end{aligned}
$$

this can be taken as the definition of truth for assertions in prenex form with an infinite prefix, or it can be easily verified if another definition is given, e.g. via Skolem functions.

Infinite strings of quantifiers and their game-theoretic interpretation have been studied in Henkin [1961](54.) and Keisler [1965](162.). The advantage of considering such games is that they often provide a direct and intuitive understanding of complicated arguments involving strings of quantifiers, whether infinite or finite. As a simple example, consider the equivalence

$$
\begin{array}{r}
\left(\mathrm{Q}_{0} x_{0}\right) \ldots\left(\mathrm{Q}_{n-1} x_{n-1}\right)\left\{\left(\mathrm{Q}_{n} x_{n}\right)\left(\mathrm{Q}_{n+1} x_{n+1}\right) \ldots\right\} R\left(x_{0}, x_{1}, \ldots, x_{n}, x_{n+1}, \ldots\right) \\
\Leftrightarrow\left\{\left(\mathrm{Q}_{0} x_{0}\right)\left(\mathrm{Q}_{1} x_{1}\right) \ldots\left(\mathrm{Q}_{n} x_{n}\right) \ldots\right\} \quad R\left(x_{0}, x_{1}, \ldots, x_{n}, x_{n+1}, \ldots\right)
\end{array}
$$

which asserts that our interpretation of quantification by infinite strings
allows for absorption of finite strings at the beginning. The left-hand side means that ( $\exists$ ) wins the game

$$
G\left(\mathrm{Q}_{0}, \ldots, \mathrm{Q}_{n-1}, P\right)
$$

determined by the string $\mathrm{Q}_{0}, \mathrm{Q}_{1}, \ldots, \mathrm{Q}_{n-1}$ and the relation

$$
P\left(x_{0}, x_{1}, \ldots, x_{n-1}\right) \Leftrightarrow\left\{\left(\mathrm{Q}_{n} x_{n}\right)\left(\mathrm{Q}_{n+1} x_{n+1}\right) \ldots\right\} R\left(x_{0}, x_{1}, \ldots, x_{n}, x_{n+1}, \ldots\right)
$$

while the right-hand side means that $(\exists)$ wins the game

$$
G(\bar{Q}, R)
$$

determined by the string $\bar{Q}=\mathrm{Q}_{0}, \mathrm{Q}_{1}, \ldots, \mathrm{Q}_{n}, \mathrm{Q}_{n+1}, \ldots$ and the relation $R$. Assume the left-hand side; now ( $\exists$ ) can win $G(\overline{\mathrm{Q}}, R)$ by playing first to win $G\left(\mathrm{Q}_{0}, \ldots, \mathrm{Q}_{n-1}, P\right)$ and once $x_{0}, x_{1}, \ldots, x_{n-1}$ have been played, then playing to win the game that insures $P\left(x_{0}, x_{1}, \ldots, x_{n-1}\right)$ is true. Similarly, if the right-hand side is true, then ( $\exists$ ) can win $G\left(\mathrm{Q}_{0}, \ldots, \mathrm{Q}_{n-1}, P\right)$ simply by playing to win $G(\mathbb{Q}, R)$ for the first $n$ moves; because once $x_{0}, x_{1}, \ldots, x_{n-1}$ have been determined in this way, then ( $\exists$ ) can go on to play and insure that $R\left(x_{0}\right.$, $\left.x_{1}, \ldots, x_{n}, x_{n+1}, \ldots\right)$ holds, which means precisely that $P\left(x_{0}, x_{1}, \ldots, x_{n-1}\right)$ is true.

A similar but much simpler argument shows that if $P\left(y_{1}, \ldots, y_{m}\right)$, $R\left(y_{1}, \ldots, y_{m}, x_{0}, x_{1}, x_{2}, \ldots\right)$ are relations on $A$, the first $m$-ary, the second of infinitely many variables, then

$$
\begin{aligned}
& P\left(y_{1}, \ldots, y_{m}\right) \&\left\{\left(\mathrm{Q}_{0} x_{0}\right)\left(\mathrm{Q}_{1} x_{1}\right) \ldots\right\} R\left(y_{1}, \ldots, y_{m}, x_{0}, x_{1}, \ldots\right) \\
& \quad \Leftrightarrow\left\{\left(\mathrm{Q}_{0} x_{0}\right)\left(\mathrm{Q}_{1} x_{1}\right) \ldots\right\}\left[P\left(y_{1}, \ldots, y_{m}\right) \& R\left(y_{1}, \ldots, y_{m}, x_{0}, x_{1}, \ldots\right)\right]
\end{aligned}
$$

and similarly for disjunction,

$$
\begin{aligned}
& P\left(y_{1}, \ldots, y_{m}\right) \vee\left\{\left(\mathrm{Q}_{0} x_{0}\right)\left(\mathrm{Q}_{1} x_{1}\right) \ldots\right\} R\left(y_{1}, \ldots, y_{m}, x_{0}, x_{1}, \ldots\right) \\
& \quad \Leftrightarrow\left\{\left(\mathrm{Q}_{0} x_{0}\right)\left(\mathrm{Q}_{1} x_{1}\right) \ldots\right\}\left[P\left(y_{1}, \ldots, y_{m}\right) \vee R\left(y_{1}, \ldots, y_{m}, x_{0}, x_{1}, \ldots\right)\right]
\end{aligned}
$$

These simple facts suggest that we can treat infinite strings formally much as we manipulate finite strings. We will often use these properties tacitly, often with a vague reference to "ordinary logic".

We must be careful though, because not all formal rules that are obeyed by finite strings hold also for the infinite ones. The main exception is the transformation which allows us to push the negation sign through a string,

$$
\neg(\forall x)(\exists y) R(x, y) \Leftrightarrow(\exists x)(\forall y) \neg R(x, y) .
$$

We now look into this a bit more carefully.
The dual of a finite or infinite string

$$
\bar{Q}=Q_{0}, Q_{1}, \ldots, Q_{i}, \ldots
$$

is defined by

$$
\bar{Q}^{\cup}=Q_{\Delta}^{u}, Q_{1}^{u}, \ldots, Q_{i}^{u}, \ldots
$$

where

$$
\exists^{u}=\forall, \quad \forall^{u}=\exists
$$

From the interpretation we have immediately
$(\forall)$ wins $G(\overline{\mathrm{Q}}, R) \Leftrightarrow(\exists)$ wins $G(\overline{\mathrm{Q}} \cup, \neg R)$,
$(\exists)$ wins $G(\overline{\mathrm{Q}}, R) \Leftrightarrow(\forall)$ wins $G(\overline{\mathrm{Q}} \cup, \neg R)$.
Hence if either $(\forall)$ or $(\exists)$ wins $G(\overline{\mathrm{Q}}, R)$, we have

$$
\begin{aligned}
\neg(\overline{\mathrm{Q}} f) R(f) & \Leftrightarrow(\exists) \text { does not win } G(\overline{\mathrm{Q}}, R) \\
& \Leftrightarrow(\forall) \text { wins } G(\overline{\mathrm{Q}}, R) \\
& \Leftrightarrow(\exists) \text { wins } G(\overline{\mathrm{Q}} \cup \neg \neg) \\
& \Leftrightarrow(\overline{\mathrm{Q}} \cup f) \neg R(f),
\end{aligned}
$$

i.e. we can push the negation through a string of quantifiers by changing the string to its dual.

If $\bar{Q}$ is a finite string, then surely either $(\bar{Q} \bar{x}) R(\bar{x})$ or $\left(\bar{Q}^{\cup} \bar{x}\right) \neg R(\bar{x})$ by ordinary logic, so that either ( $\exists$ ) or $(\forall)$ wins $G(\overline{\mathrm{Q}}, R)$. This is not true for all infinite strings and all $R$ as is shown in Gale and Stewart [1953], but it does hold in the important special cases of open or closed $R$.

An infinitary relation $R \subseteq{ }^{\omega} A$ is open if for suitably chosen $R_{0}, R_{1}, \ldots$, $R_{i}, \ldots$,

$$
\begin{aligned}
R\left(x_{0}, x_{1}, \ldots, x_{i}, \ldots\right) & \Leftrightarrow R_{0}\left(x_{0}\right) \vee R_{1}\left(x_{0}, x_{1}\right) \vee \ldots \vee R_{i}\left(x_{0}, x_{1}, \ldots, x_{i}\right) \vee \ldots \\
& \Leftrightarrow \vee_{i \in \omega} R_{i}\left(x_{0}, \ldots, x_{i}\right)
\end{aligned}
$$

i.e. $R$ can be written as an infinite disjunction of finitary relations. Similarly, $R \subseteq \subseteq^{\omega} A$ is closed if it can be written as an infinite conjunction of finitary relations,

$$
\begin{aligned}
R\left(x_{0}, x_{1}, \ldots, x_{i}, \ldots\right) & \Leftrightarrow R_{0}\left(x_{0}\right) \& R_{1}\left(x_{0}, x_{1}\right) \& \ldots \& R_{i}\left(x_{0}, x_{1}, \ldots, x_{1}\right) \& \ldots \\
& \Leftrightarrow \wedge_{i \in \omega} R_{i}\left(x_{0}, \ldots, x_{i}\right)
\end{aligned}
$$

4A.1. Gale-Stewart Theorem. If $R \subseteq{ }^{\omega} A$ is either open or closed and $\bar{Q}=Q_{0}, Q_{1}, \ldots, Q_{i}, \ldots$ is an infinite string of quantifiers, then either ( $\exists$ ) or $(\forall)$ wins $G(\overline{\mathrm{Q}}, R)$ and hence

$$
\neg(\overline{\mathrm{Q}} f) R(f) \Leftrightarrow(\overline{\mathrm{Q}} \cup f) \neg R(f)
$$

Proof. It is enough to consider the case of open $R$; because if $R$ is closed, then $\neg R$ is open and hence either $(\exists)$ or $(\forall)$ wins $G\left(\bar{Q}^{\cup}, \neg R\right)$, i.e. either $(\forall)$ or $(\exists)$ wins $G(\overline{\mathrm{Q}}, R)$. Assume then that

$$
R\left(x_{0}, x_{1}, \ldots\right) \Leftrightarrow R_{0}\left(x_{0}\right) \vee R_{1}\left(x_{0}, x_{1}\right) \vee \ldots
$$

and

$$
\begin{equation*}
\neg\left\{\left(\mathrm{Q}_{0} x_{0}\right)\left(\mathrm{Q}_{1} x_{1}\right) \ldots\right\}\left[R_{0}\left(x_{0}\right) \vee R_{1}\left(x_{0}, x_{1}\right) \vee \ldots\right] \tag{1}
\end{equation*}
$$

i.e. ( $\exists$ ) has no winning strategy in $G(\overline{\mathrm{Q}}, R)$. We will describe informally a strategy for $(\forall)$ so that at each step $i$ of the game, when $x_{0}, x_{1}, \ldots, x_{i}$ have been determined,

$$
\begin{equation*}
\neg R_{0}\left(x_{0}\right), \neg R_{1}\left(x_{0}, x_{1}\right), \ldots, \neg R_{i}\left(x_{0}, x_{1}, \ldots, x_{i}\right) \tag{2}
\end{equation*}
$$

(3) $i$

$$
\begin{aligned}
\neg\left\{\left(\mathrm{Q}_{i+1} x_{i+1}\right)\left(\mathrm{Q}_{i+2} x_{i+2}\right) \ldots\right\} & {\left[R_{i+1}\left(x_{0}, \ldots, x_{i+1}\right)\right.} \\
& \left.\vee R_{i+2}\left(x_{0}, \ldots, x_{i+2}\right) \vee \ldots\right]
\end{aligned}
$$

To start the game, we can pull out the first quantifier from (1), $\neg\left(\mathrm{Q}_{0} x_{0}\right)\left\{\left(\mathrm{Q}_{1} x_{1}\right)\left(\mathrm{Q}_{2} x_{2}\right) \ldots\right\}\left[R_{0}\left(x_{0}\right) \vee R_{1}\left(x_{0}, x_{1}\right) \vee R_{2}\left(x_{0}, x_{1}, x_{2}\right) \vee \ldots\right]$, whence we get by ordinary logic
$\left(\mathrm{Q}_{0}^{\cup} x_{0}\right) \neg\left\{\left(\mathrm{Q}_{1} x_{1}\right)\left(\mathrm{Q}_{2} x_{2}\right) \ldots\right\}\left[R_{0}\left(x_{0}\right) \vee R_{1}\left(x_{0}, x_{1}\right) \vee R_{2}\left(x_{0}, x_{1}, x_{2}\right) \vee \ldots\right]$.
If $Q_{0}=\exists$, then $Q_{0}^{U}=\forall$, so no matter which $x_{0}(\exists)$ picks we have
(4) $\neg\left\{\left(\mathrm{Q}_{1} x_{1}\right)\left(\mathrm{Q}_{2} x_{2}\right) \ldots\right\}\left[R_{0}\left(x_{0}\right) \vee R_{1}\left(x_{0}, x_{1}\right) \vee R_{2}\left(x_{0}, x_{1}, x_{2}\right) \vee \ldots\right]$.

If $Q_{0}=\forall$, then $Q_{0}^{U}=\exists$, so $(\forall)$ can play some $x_{0}$ so that (4) holds. Hence at step 0 of the game we have (4), which by ordinary logic implies

$$
\begin{aligned}
& \qquad \neg R_{0}\left(x_{0}\right), \\
& \neg\left\{\left(\mathrm{Q}_{1} x_{1}\right)\left(\mathrm{Q}_{2} x_{2}\right) \ldots\right\}\left[R_{1}\left(x_{0}, x_{1}\right) \vee R_{2}\left(x_{0}, x_{1}, x_{2}\right) \vee \ldots\right],
\end{aligned}
$$

i.e. precisely (2) $)_{0},(3)_{0}$.

The argument is similar for arbitrary $i$. Assuming (2) $)_{i}$, (3) $)_{i}$, either $Q_{i+1}=\exists$ and then no matter which $x_{i+1}$ is picked (2) $)_{i+1}$, (3) $)_{i+1}$ hold, or $\mathrm{Q}_{i+1}=\forall$ and then $(\forall)$ can pick some $x_{i+1}$ so (2) $)_{i+1}$, (3) $)_{i+1}$ hold. At the end of the run all (2) $i_{i}$ hold, which implies that $(\forall)$ has won.

## 4B. A canonical form for positive formulas

The key to the connection between positive inductive definitions and open games is the following simple result of predicate logic.

4B.1. CANONICAL FORM FOR POSItive formulas. Let $\varphi(S)$ be an $S$-positive formula in the language $\mathscr{L}^{A}$ over a set $A$, where $S$ is $n$-ary. Then there is a quantifier free formula

$$
\theta(\bar{z}, \bar{u}) \equiv \theta\left(z_{1}, \ldots, z_{m}, u_{1}, \ldots, u_{n}\right)
$$

with free variables $\bar{z}, \bar{u}$ and the free variables of $\varphi$, and a string

$$
\bar{Q}=Q_{1}, \ldots, Q_{m}
$$

of quantifiers, such that whenever $S \underset{\neq}{\subsetneq} A^{n}$,

$$
\begin{gathered}
\varphi(S) \Leftrightarrow\left(\mathrm{Q}_{1} z_{1}\right) \ldots\left(\mathrm{Q}_{m} z_{m}\right)\left(\forall u_{1}\right) \ldots\left(\forall u_{n}\right)\left[\theta\left(z_{1}, \ldots, z_{m}, u_{1}, \ldots, u_{n}\right)\right. \\
\left.\vee S\left(u_{1}, \ldots, u_{n}\right)\right]
\end{gathered}
$$

in abbreviated form, for $S \underset{\neq}{\subset} A^{n}$,

$$
\begin{equation*}
\varphi(S) \Leftrightarrow(\bar{Q} \bar{z})(\forall \bar{u})[\theta(\bar{z}, \bar{u}) \vee S(\bar{u})] . \tag{*}
\end{equation*}
$$

Proof is by induction on the definition of formulas in which $S$ occurs positively.

Case 1: $S$ does not occur in $\varphi$. Then for $S \neq A^{\mathrm{n}}$,

$$
\varphi \Leftrightarrow[\varphi \vee(\forall \bar{u}) S(\bar{u})]
$$

from which we get $\left({ }^{*}\right)$ by putting $\varphi$ in prenex normal form and bringing all the quantifiers in its prefix and then $(\forall \bar{u})$ to the front.

Case 2: $\varphi(S) \equiv S(\bar{t})$. Then

$$
\varphi(S) \Leftrightarrow(\forall \bar{u})[\bar{u} \neq \bar{t} \vee S(\bar{u})] .
$$

Case 3: $\varphi(S) \equiv(\mathrm{Q} x) \psi(x, S)$, where $\mathrm{Q}=\exists$ or $\mathrm{Q}=\forall$. By induction hypothesis there is some $\theta$ and some $\bar{Q}$ so that if $S \underset{\neq A^{n} \text {, then }}{ }$

$$
\psi(x, S) \Leftrightarrow(\overline{\mathrm{Q}} \bar{z})(\forall \bar{u})[\theta(x, \bar{z}, \bar{u}) \vee S(\bar{u})],
$$

from which

$$
\varphi(S) \Leftrightarrow(\mathrm{Q} x)(\overline{\mathrm{Q}} \bar{z})(\forall \bar{u})[\theta(x, \bar{z}, \bar{u}) \vee S(\bar{u})]
$$

follows immediately.
Case 4: $\varphi(S) \equiv \varphi_{1}(S) \& \varphi_{2}(S)$ or $\varphi(S) \equiv \varphi_{1}(S) \vee \varphi_{2}(S)$. By induction hypothesis there are $\theta_{1}, \theta_{2}, \bar{Q}_{1}, \bar{Q}_{2}$ such that

$$
\begin{aligned}
& \varphi_{1}(S) \Leftrightarrow\left(\overline{\mathrm{Q}}_{1} \bar{z}_{1}\right)\left(\forall \bar{u}_{1}\right)\left[\theta_{1}\left(\bar{z}_{1}, \bar{u}_{1}\right) \vee S\left(\bar{u}_{1}\right)\right], \\
& \varphi_{2}(S) \Leftrightarrow\left(\overline{\mathrm{Q}}_{2} \bar{z}_{2}\right)\left(\forall \bar{u}_{2}\right)\left[\theta_{2}\left(\bar{z}_{2}, \bar{u}_{2}\right) \vee S\left(\bar{u}_{2}\right)\right],
\end{aligned}
$$

for $S_{\neq}^{\underset{\neq}{n}} A^{n}$, where we may assume that all the variables in the list $\bar{z}_{1}, \bar{z}_{2}$, $\bar{u}_{1}, \bar{u}_{2}$ are distinct.

The case for conjunction is trivial, since for $S \underset{\neq}{\subset} A^{n}$ we clearly have

$$
\varphi_{1}(S) \& \varphi_{2}(S) \Leftrightarrow\left(\bar{Q}_{1} \bar{z}_{1}\right)\left(\overline{\mathrm{Q}}_{2} \bar{z}_{2}\right)(\forall \tilde{u})\left\{\left[\theta_{1}\left(\bar{z}_{1}, \bar{u}\right) \& \theta_{2}\left(\bar{z}_{2}, \bar{u}\right)\right] \vee S(\bar{u})\right\}
$$

For the case of disjunction, first verify by direct inspection that if $S \varsubsetneqq A^{n}$, then

$$
S\left(\bar{u}_{1}\right) \vee S\left(\bar{u}_{2}\right) \Leftrightarrow(\exists \bar{z})(\forall \bar{u})\left\{\left[\left(\bar{z}=\bar{u}_{1} \vee \bar{z}=\bar{u}_{2}\right) \& \bar{z} \neq \bar{u}\right] \vee S(\bar{u})\right\} ;
$$

here $\bar{z}, \ddot{u}$ are fresh lists of variables of length $n$. Now take $\theta\left(\bar{z}, \bar{z}_{1}, \bar{u}_{1}, \bar{z}_{2}, \bar{u}_{2}, \bar{u}\right) \Leftrightarrow \theta_{1}\left(\bar{z}_{1}, \bar{u}_{1}\right) \vee \theta_{2}\left(\bar{z}_{2}, \bar{u}_{2}\right) \vee\left[\left(\bar{z}=\bar{u}_{1} \vee \bar{z}=\bar{u}_{2}\right) \& \bar{z} \neq \bar{u}\right]$ and verify directly that for $S \neq A^{n}$,

$$
\begin{gathered}
\varphi_{1}(S) \vee \varphi_{2}(S) \Leftrightarrow\left(\bar{Q}_{1} \bar{z}_{1}\right)\left(\bar{Q}_{2} \bar{z}_{2}\right)\left(\forall \bar{u}_{1}\right)\left(\forall \bar{u}_{2}\right)(\exists \bar{z})(\forall \bar{u})\left[\theta\left(\bar{z}, \bar{z}_{1}, \bar{u}_{1}, \bar{z}_{2}, \bar{u}_{2}, \bar{u}\right)\right. \\
\vee S(\bar{u})] .
\end{gathered}
$$

The restriction in equivalence ( ${ }^{*}$ ) to $S \underset{\neq A^{n}}{ }$ is essential, since the right-hand side is automatically true if $S=A^{n}$ while the left-hand side may be false, e.g. if $\varphi(S)$ is a false formula in which $S$ does not occur. However, Lemma 2A. 1 implies that for the purpose of studying the induction determined by a formula $\varphi(\bar{x}, S)$ we may as well assume that $\varphi\left(\bar{x}, A^{n}\right)$ is true, in which case $\varphi(\bar{x}, S)$ is equivalent to a formula in canonical positive form for all $S$.

## 4C. Explicit formulas for inductive relations

4C.1. Theorem. Let A be an infinite set and

$$
\varphi(\bar{x}, S) \equiv(\overline{\mathrm{Q}} \bar{z})(\forall \bar{u})[\theta(\bar{x}, \bar{z}, \bar{u}) \vee S(\bar{u})]
$$

a formula in the language $\mathscr{L}^{A}$ over $A$, where $\bar{x}=x_{1}, \ldots, x_{n}, \bar{z}=z_{1}, \ldots, z_{m}$, $\bar{u}=\bar{u}_{1}, \ldots, u_{n}, S$ is an $n$-ary relation symbol and $\mathrm{Q}=\mathrm{Q}_{1}, \ldots, \mathrm{Q}_{m}$ is a string of $m$ quantifiers, let $I_{\varphi}$ be the relation built up by $\varphi$. Then

$$
\begin{array}{r}
\bar{x} \in I_{\varphi} \Leftrightarrow\left\{\left(\bar{Q} \bar{z}_{1}\right)\left(\forall \bar{u}_{1}\right)\left(\bar{Q} \bar{z}_{2}\right)\left(\forall \bar{u}_{2}\right) \ldots\right\}\left[\theta\left(\bar{x}, \bar{z}_{1}, \bar{u}_{1}\right) \vee \theta\left(\bar{u}_{1}, \bar{z}_{2}, \bar{u}_{2}\right)\right.  \tag{1}\\
\\
\left.\vee \theta\left(\bar{u}_{2}, \bar{z}_{3}, \bar{u}_{3}\right) \vee \ldots\right] .
\end{array}
$$

Proof. We first prove direction $(\leftrightarrows)$ of (1) by showing its contrapositive, $\bar{x} \notin I_{\varphi} \Rightarrow \neg\left\{\left(\bar{Q} \bar{z}_{1}\right)\left(\forall \bar{u}_{1}\right)\left(\overline{\mathrm{z}} \bar{z}_{2}\right)\left(\forall \bar{u}_{2}\right) \ldots\right\}\left[\theta\left(\bar{x}, \bar{z}_{1}, \bar{u}_{1}\right) \vee \theta\left(\bar{u}_{1}, \bar{z}_{2}, \bar{u}_{2}\right) \vee \ldots\right]$.

For this it will be sufficient to assume $\bar{x} \notin I_{\varphi}$ and then describe a winning strategy for $(\forall)$ in the game determined by the right-hand side of (1), call it $G$.

Since $I_{\varphi}$ is a fixed point of the operator defined by $\varphi(\bar{x}, S)$, we have

$$
\bar{x} \in I_{\varphi} \Leftrightarrow \varphi\left(\bar{x}, I_{\varphi}\right),
$$

so taking negations and using the canonical form for $\varphi(\bar{x}, S)$,

$$
\begin{equation*}
\bar{x} \notin I_{\varphi} \Leftrightarrow\left(\bar{Q}^{\cup} \bar{z}\right)(\exists \bar{u})\left[\neg \theta(\bar{x}, \bar{z}, \bar{u}) \& \bar{u} \notin I_{\varphi}\right] . \tag{2}
\end{equation*}
$$

Now by assumption the right-hand side of (2) holds, so ( $\exists$ ) has a winning strategy for the finite game determined by it. Let $(\forall)$ play by this strategy in $G$ until $\bar{z}_{1}, \bar{u}_{1}$ are determined. We then have

$$
\neg \theta\left(\bar{x}, \bar{z}_{1}, \bar{u}_{1}\right) \& \bar{u}_{1} \notin I_{\varphi},
$$

so the right-hand side of (2) holds with $\bar{x}=\bar{u}_{1}$ and ( $V$ ) can play again following ( $\exists$ )'s winning strategy in this game until $\bar{z}_{2}, \bar{u}_{2}$ are determined so that

$$
\neg \theta\left(\bar{u}_{1}, \bar{z}_{2}, \bar{u}_{2}\right) \& \bar{u}_{2} \notin I_{\varphi} .
$$

It is clear that if $(\forall)$ continues to play in this manner by the strategies guaranteed to him by (2), he will insure that

$$
\neg \theta\left(\bar{x}, \bar{z}_{1}, \bar{u}_{1}\right) \& \neg \theta\left(\bar{u}_{1}, \bar{z}_{2}, \bar{u}_{2}\right) \& \neg \theta\left(\bar{u}_{2}, \bar{z}_{3}, \bar{u}_{3}\right) \& \ldots
$$

and hence win $G$.
Putting

$$
R(\bar{x}) \Leftrightarrow\left\{\left(\overline{\mathrm{Q}} \bar{z}_{1}\right)\left(\forall \bar{u}_{1}\right)\left(\overline{\mathrm{Q}} \bar{z}_{2}\right)\left(\forall \bar{u}_{2}\right) \ldots\right\}\left[\theta\left(\bar{x}, \bar{z}_{1}, \bar{u}_{1}\right) \vee \theta\left(\bar{u}_{1}, \bar{z}_{2}, \bar{u}_{2}\right) \vee \ldots\right],
$$

we have now shown that

$$
\begin{equation*}
R \subseteq I_{\varphi} \tag{3}
\end{equation*}
$$

To complete the proof it will be enough to verify that $R$ is a fixed point of $\varphi(\bar{x}, S)$, since $I_{\varphi}$ is the least fixed point of $\varphi(\bar{x}, S)$, so that we will then also have $I_{\varphi} \subseteq R$. We compute:

$$
\begin{aligned}
\varphi(\bar{x}, R) & \Leftrightarrow(\overline{\mathrm{Q}} \bar{z})(\forall \bar{u})[\theta(\bar{x}, \bar{z}, \bar{u}) \vee R(\bar{u})] \\
& \Leftrightarrow(\overline{\mathrm{Q}} \bar{z})(\forall \bar{u})\left[\theta ( \overline { x } , \overline { z } , \overline { u } ) \vee \{ ( \overline { \mathrm { Q } } \overline { z } _ { 1 } ) ( \forall \overline { u } _ { 1 } ) \ldots \} \left[\theta\left(\bar{u}, \bar{z}_{1}, \bar{u}_{1}\right)\right.\right. \\
& \left.\left.\vee \theta\left(\bar{u}_{1}, \bar{z}_{2}, \bar{u}_{2}\right) \vee \ldots\right]\right] \\
& \Leftrightarrow(\overline{\mathrm{Q}} \bar{z})(\forall \bar{u})\left[\left\{\left(\overline{\mathrm{Q}} \bar{z}_{1}\right)\left(\forall \bar{u}_{1}\right) \ldots\right\}\left[\theta(\bar{x}, \bar{z}, \bar{u}) \vee \theta\left(\bar{u}, \bar{z}_{1}, \bar{u}_{1}\right) \vee \ldots\right]\right] \\
& \Leftrightarrow\left\{\left(\overline{\left.\mathrm{Q} \bar{z})(\forall \bar{u})\left(\overline{\mathrm{Q}} \bar{z}_{1}\right)\left(\forall \bar{u}_{1}\right) \ldots\right\}\left[\theta(\bar{x}, \bar{z}, \bar{u}) \vee \theta\left(\bar{u}, \bar{z}_{1}, \bar{u}_{1}\right) \vee \ldots\right]}\right.\right. \\
& \Leftrightarrow R(\bar{x}),
\end{aligned}
$$

where the last two steps are by the trivial logical properties of infinite quantifier strings which we discussed in Section 4A.

As an immediate corollary of this theorem we get an elegant characterization of inductive relations on a structure.

Recall that $P$ is a fixed point on $\mathfrak{H}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ if there is some $S$-positive formula $\varphi(\bar{x}, S)$ in the language of $\mathfrak{A l}$ such that $P=I_{\varphi}$.

4C.2. Fixed Point Normal Form Theorem. A relation $P$ on an infinite structure $\mathfrak{H}$ is a fixed point if and only if there is a formula

$$
\theta(\bar{x}, \bar{z}, \bar{u})=\theta\left(x_{1}, \ldots, x_{n}, z_{1}, \ldots, z_{m}, u_{1}, \ldots, u_{n}\right)
$$

in the language of $\mathfrak{A}$ and a string of quantifiers

$$
\bar{Q}=Q_{1}, \ldots, Q_{m}
$$

such that
( $\left.^{*}\right) \quad P(\bar{x}) \Leftrightarrow\left\{\left(\overline{\mathrm{Q}} \bar{z}_{1}\right)\left(\forall \bar{u}_{1}\right)\left(\overline{\mathrm{Q}} \bar{z}_{2}\right)\left(\forall \bar{u}_{2}\right) \ldots\right\}\left[\theta\left(\bar{x}, \bar{z}_{1}, \bar{u}_{1}\right) \vee \theta\left(\bar{u}_{1}, \bar{z}_{2}, \bar{u}_{2}\right) \vee \ldots\right]$

$$
\Leftrightarrow\left\{\left(\overline{\mathrm{z}} \bar{z}_{1}\right)\left(\forall \bar{u}_{1}\right)\left(\mathrm{Q} \bar{z}_{2}\right)\left(\forall \bar{u}_{2}\right) \ldots\right\}\left[\theta\left(\bar{x}, \bar{z}_{1}, \bar{u}_{1}\right) \vee \vee_{i \geqslant 1} \theta\left(\bar{u}_{i}, \bar{z}_{i+1}, \bar{u}_{i+1}\right)\right] .
$$

In fact, every fixed point satisfies (*) with a quantifier free $\theta$.
Proof. If $P$ is a fixed point, then $P=I_{\varphi}$ and we can assume by 4 B .1 and the Stage Comparison Theorem 2A. 1 that

$$
\begin{equation*}
\varphi(\bar{x}, S) \Leftrightarrow(\bar{Q} \bar{z})(\forall \bar{u})[\theta(\bar{x}, \bar{z}, \bar{u}) \vee S(\bar{u})] \tag{4}
\end{equation*}
$$

for some quantifier free $\theta$, from which $\left(^{*}\right)$ follows by 4C.1. On the other hand, if $\left(^{*}\right)$ holds with any $\theta$, then we can take $\varphi(\bar{x}, S)$ to be defined by (4) and (*) follows again by Theorem 4C.1.

The result of course gives immediately a normal form for inductive relations which is a bit more complicated than that for fixed points.

These normal forms are in terms of infinite formulas, but we should emphasize the regularity of the infinite strings of quantifiers and the infinite disjunctions involved. Looking at $\left(^{*}\right)$, the infinite string is repeating, i.e. of the form

$$
\bar{Q}, \forall^{n}, \bar{Q}, \forall^{n}, \bar{Q}, \forall^{n}, \ldots
$$

where $\bar{Q}$ is a string of length $m$ and $\forall^{n}=\forall \forall \ldots \forall$ ( $n$ times). The matrix is an infinite disjunction of substitution instances of the same elementary formula, the substitutions themselves being of an obvious regular pattern. It is this canonical form of the infinitary expression in (*) which allows us to prove that any $P$ thus defined is a fixed point.

## Exercises for Chapter 4

4.1. Prove that every $\Pi_{1}^{1}$ relation $P(\bar{x})$ on the structure $\mathbb{N}$ satisfies

$$
P(\bar{x}) \Leftrightarrow\left\{\left(\overline{\mathrm{Q}} \bar{z}_{1}\right)\left(\forall \bar{y}_{1}\right)\left(\overline{\mathrm{z}} \bar{z}_{2}\right)\left(\forall \bar{y}_{2}\right) \ldots\right\}\left[\theta\left(\bar{a}, \bar{x}, \bar{z}_{1}, \bar{y}_{1}\right) \vee \theta\left(\bar{y}_{1}, \bar{z}_{2}, \bar{y}_{2}\right) \vee \ldots\right]
$$

with a string $\bar{Q}=\mathrm{Q}_{1}, \ldots, \mathrm{Q}_{m}$ of quantifiers, a sequence $\bar{a}=a_{1}, \ldots, a_{k}$ of integers and a quantifier free formula

$$
\theta(\bar{u}, \bar{z}, \bar{y}) \Leftrightarrow \theta\left(u_{1}, \ldots, u_{l}, z_{1}, \ldots, z_{m}, y_{1}, \ldots, y_{l}\right)
$$

built up only from the symbols $=, \leqslant$ and variables.
4.2. Let $\lambda$ be an infinite cardinal, let

$$
F: \lambda \rightarrow L_{\lambda}
$$

be some canonical mapping of $\lambda$ onto the sets constructible before $\lambda$, e.g. the function $F$ in Gödel [1940]. Prove that the relation

$$
P(\eta, \xi) \Leftrightarrow F(\eta) \in F(\xi)
$$

is inductive on $\lambda=\langle\lambda, \leqslant\rangle$. (You will need a bit of set theory to do this.) $\dashv$
4.3. Prove that if $x$ is a set of ordinals, then $x$ is constructible $\Leftrightarrow(\exists \lambda)[x$ is hyperelementary on $\langle\lambda, \leqslant\rangle]$.

If $f: A \rightarrow A$ and $a \in A$, put
$\operatorname{Orbit}(f, a)=\{a, f(a), f(f(a)), f(f(f(a))), \ldots\}$.
4.4. Prove that if $f: A \rightarrow A$ is hyperelementary on $\mathfrak{H}=\left\langle A, R_{1}, \ldots, R_{k}\right\rangle$, then for each $a \in A$ the set $\operatorname{Orbit}(f, a)$ is inductive.

We outline the proofs of some simple model theoretic facts which will be useful for the construction of examples and counterexamples.

A type on $x$ over a structure $\mathfrak{H}$ is a collection $\Phi$ of formulas in the language of $\mathfrak{H}$ such that every formula $\varphi \equiv \varphi(x)$ in $\Phi$ has no free variables, except perhaps $x$. We say that $\Phi$ is finitely satisfiable in $\mathfrak{H}$ if for every finite set $\varphi_{1}, \ldots, \varphi_{n}$ of formulas in $\Phi$ there is some $c$ in $A$ so that

$$
\varphi_{1}(c) \& \varphi_{2}(c) \& \ldots \& \varphi_{n}(c)
$$

is true. We say that $\Phi$ is realized in $\mathfrak{V}$ if there is a fixed $c$ in $A$ such that $\varphi(c)$ is true for every $\varphi(x)$ in $\Phi$.

If $\mathscr{T}$ is a collection of types over $\mathfrak{N}$, we call $\mathfrak{N} \mathscr{T}$-saturated if every type in $\mathscr{T}$ which is finitely satisfiable is realized. This is the interesting and useful notion. For example, $\mathfrak{Y}$ is $\aleph_{0}$-saturated if $\mathfrak{U}$ is $\mathscr{T}$-saturated with

$$
\begin{gathered}
\Phi \in \mathscr{T} \Leftrightarrow \text { there are fixed constants } a_{1}, \ldots, a_{k} \text { such that the constants } \\
\text { in every } \varphi \in \Phi \text { are among } a_{1}, \ldots, a_{k} .
\end{gathered}
$$

There are many theorems on the existence of saturated models, but for our purpose two simple ones will suffice.
4.5. Let $f: A>\rightarrow A$ be a permutation on $A$ (one-to-one, onto function) such that for each $a \in A$ both $\operatorname{Orbit}(f, a)$ and $\operatorname{Orbit}\left(f^{-1}, a\right)$ are infinite and there are infinitely many distinct orbits. Prove that the structure $\mathfrak{A}=\left\langle A, G_{f}\right\rangle$ is $\aleph_{0}$-saturated, where

$$
G_{f}(x, y) \Leftrightarrow y=f(x)
$$

Hint: Use the Compactness Theorem to prove that if $a_{1}, \ldots, a_{k}$ are the only constants in $\varphi\left(x, a_{1}, \ldots, a_{k}\right)$ and $\left\{x: \varphi\left(x, a_{1}, \ldots, a_{k}\right)\right\}$ contains infinitely many members of $\operatorname{Orbit}\left(f, a_{i}\right) \cup \operatorname{Orbit}\left(f^{-1}, a_{i}\right)$, then for every $b$ not in $\operatorname{Orbit}\left(f, a_{j}\right) \cup \operatorname{Orbit}\left(f^{-1}, a_{j}\right), j=1, \ldots, k$, we have $\operatorname{Orbit}(f, b) \cup \operatorname{Orbit}\left(f^{-1}, b\right)$ $\subseteq\left\{x: \varphi\left(x, a_{1}, \ldots, a_{k}\right)\right\}$.

A collection of formulas $\Psi$ is a pretype on $x, v_{1}, \ldots, v_{k}$ over $\mathfrak{A}$ if every formula $\varphi$ in $\Psi$ has its free variables among $x, v_{1}, \ldots, v_{k}$. For each $a_{1}, \ldots, a_{k}$ in $A, \Psi$ then defines the type

$$
\Psi^{a_{1}, \ldots, a_{k}}=\left\{\varphi\left(x, a_{1}, \ldots, a_{k}\right): \varphi\left(x, v_{1}, \ldots, v_{k}\right) \in \Psi\right\}
$$

If $\mathscr{K}$ is a collection of pretypes in the language of $\mathfrak{N}$, then the collection of types generated by $\mathscr{K}$ is defined by

$$
\begin{gathered}
\mathscr{K}(\mathfrak{H})=\left\{\Psi^{a_{1}, \ldots, a_{k}}: \Psi \text { is a pretype in } \mathscr{K} \text { on } x, v_{1}, \ldots, v_{k}\right. \text { and } \\
\left.a_{1}, \ldots, a_{k} \in A\right\} .
\end{gathered}
$$

4.6. Let $\mathfrak{A}$ be a countable structure and $\mathscr{K}$ a countable collection of pretypes on $\mathfrak{A}$. Prove that there is a countable elementary extension $\mathfrak{B}$ of $\mathfrak{A}$ which is $\mathscr{K}(\mathfrak{B})$-saturated.

Hint: Use the Henkin-type argument of adding witnesses for the proof of the Completeness Theorem to obtain a complete theory which extends the theory of $\mathfrak{H}$ and defines the needed structure.

We now come to the result which ties up these ideas with inductive definitions.
4.7. Prove that there is a fixed countable collection $\mathscr{K}$ of pretypes in the language with relation constants $R_{1}, \ldots, R_{l}$ and no individual constants such that whenever $\mathfrak{A}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ is $\mathscr{K}(\mathfrak{H})$-saturated, then for every $S$-positive $\varphi(\vec{x}, S)$ in the language of $\mathfrak{A}$,

$$
I_{\varphi}=\bigcup_{n \in \omega} I_{\varphi}^{n}
$$

If we put $\varphi$ in canonical form,

$$
\varphi(\bar{x}, S) \Leftrightarrow(\overline{\mathrm{Q}} \bar{z})(\forall \bar{u})[\theta(\bar{x}, \bar{z}, \bar{u}) \vee u \in S],
$$

the above equation becomes

$$
\begin{align*}
x \in I_{\varphi} & \Leftrightarrow\left(\mathrm{Q} \bar{z}_{1}\right)\left(\forall \bar{u}_{1}\right) \theta\left(\bar{x}, \bar{z}_{1}, \bar{u}_{1}\right)  \tag{}\\
& \vee\left(\overline{\mathrm{Q}} \bar{z}_{1}\right)\left(\forall \bar{u}_{1}\right)\left(\mathrm{Q} \bar{z}_{2}\right)\left(\forall \bar{u}_{2}\right)\left[\theta\left(\bar{x}, \bar{z}_{1}, \bar{u}_{1}\right) \vee \theta\left(\bar{u}_{1}, \bar{z}_{2}, \bar{u}_{2}\right)\right] \\
& \vee \ldots
\end{align*}
$$

(Keisler [1965](162.).)

Hint: Prove first that ( ${ }^{*}$ ) holds if $\mathfrak{Q}$ is $\aleph_{0}$-saturated and then check your proof to see how many types you actually needed realized.

We will call $\mathfrak{A}$ induction saturated if it is $\mathscr{K}(\mathscr{2})$-saturated with some $\mathscr{K}$ satisfying problem 4.6. Clearly $\aleph_{0}$-saturated structures are induction saturated.
4.8. Prove that there is a countable structure $\mathfrak{A}$ such that every hyperelementary relation on $\mathfrak{G}$ is elementary but there are nonelementary inductive relations on $\mathfrak{Y}$.

Hint: Use an induction saturated structure.
4.9. Let $G$ be a group, $a_{1}, \ldots, a_{k} \in G$ and let $\left[a_{1}, \ldots, a_{k}\right]$ be the subgroup generated by $a_{1}, \ldots, a_{k}$. Prove that $\left[a_{1}, \ldots, a_{k}\right]$ is inductive in the structure $\langle G, P\rangle$, where

$$
P(x, y, z) \Leftrightarrow z=x \cdot y .
$$

Give examples of infinite groups where $\left[a_{1}, \ldots, a_{k}\right]$ is always hyperelementary and where $\left[a_{1}, \ldots, a_{k}\right]$ need not be hyperelementary.
4.10. Let $F$ be an algebraically closed field, $a_{1}, \ldots, a_{k} \in F$ and let $\left[a_{1}, \ldots, a_{k}\right]$ be the smallest algebraically closed subfield of $F$ containing $a_{1}, \ldots, a_{k}$. Prove that $\left[a_{1}, \ldots, a_{k}\right]$ is inductive in the obvious field structure of $F$. Give examples where $\left[a_{1}, \ldots, a_{k}\right]$ is always hyperelementary and where $\left[a_{1}, \ldots, a_{k}\right]$ need not be hyperelementary.

In these two examples from algebra the inductions in question close at $\omega$. The next problem gives a natural and useful example of an inductive definition in group theory which in general will not close at $\omega$. It is due to K. J. Barwise.
4.11. A $p$-group is an abelian group $G$ in which every element has order some power $p^{n}$ of the prime number $p$. We call $G$ divisible if for every $x$ there is some $y$ such that $p y=x$. Every $p$-group has a largest divisible subgroup $H$; show that this $H$ is coinductive in the natural group structure $\langle G, P\rangle$, but not in general hyperelementary.

The natural coinductive definition of the largest divisible subgroup plays a central role in the study of $p$-groups-e.g. see Kaplansky [1954].

## CHAPTER 5

## ACCEPTABLE STRUCTURES

The first four chapters just about cover all that is known now about positive elementary inductive definability on completely arbitrary structures. In order to prove some of the deeper and more interesting results of the theory, we must restrict ourselves to structures that satisfy certain definability conditions. For example, it is possible that every inductive set on $\mathfrak{A}$ is elementary (see Exercise 1.15) and hence we must place restrictions on $\mathfrak{H}$ to ensure the existence of nontrivial inductive sets.

The useful hypothesis seems to be that we can code finite sequences from $A$ by single elements of $A$ so that both the coding and decoding functions are elementary. We introduce here acceptable structures where this can be done and prove that in such structures there exist nontrivial hyperelementary sets as well as "universal" inductive relations.

Some of the ideas of this chapter have been introduced in the exercises at the end of Chapter 1.

## 5A. Coding schemes

A coding scheme for a set $A$ is a triple
such that:
(1) $\quad N^{\mathscr{C}} \subseteq A, \leqslant^{\mathscr{C}}$ is an ordering on $N^{\mathscr{C}}$ and the structure $\left\langle N^{\mathscr{C}}, \leqslant^{\mathscr{C}}\right\rangle$ is isomorphic to the integers $\{0,1,2, \ldots\}$ with their usual ordering,
(2) $\left\rangle^{\mathscr{C}}\right.$ is a one-to-one function mapping the set $\bigcup_{n \geqslant 0} A^{n}$ of all finite sequences from $A$ into $A$.

In the second condition we include the empty sequence in the domain of $\left\rangle^{\mathscr{E}}\right.$, as the only sequence of length 0 , i.e. $A^{0}=\{\emptyset\}$.

With each coding scheme there are naturally associated the following decoding relations and functions:
(3) $\quad \operatorname{Seq}^{\mathbb{E}}(x) \Leftrightarrow$ for some $x_{1}, \ldots, x_{n}, x=\left\langle x_{1}, \ldots, x_{n}\right\rangle^{\mathscr{B}}$ (where the case $x=\langle\emptyset\rangle^{\mathscr{C}}$ of the code of the empty sequence is covered by the convention that $x_{1}, \ldots, x_{n}=\emptyset$ if $n=0$ ).

$$
\operatorname{lh}^{\mathscr{C}}(x)= \begin{cases}0 & \text { if } \neg \operatorname{Seq}(x)  \tag{4}\\ n & \text { if } \operatorname{Seq}^{\mathscr{E}}(x) \& x=\left\langle x_{1}, \ldots, x_{n}\right\rangle^{\mathscr{C}}\end{cases}
$$

Here $l h^{\mathscr{C}}$ maps $A$ into $N^{\mathscr{C}}$, so that $0,1, \ldots$ are the elements of $N^{\mathscr{C}}$ which correspond to the integers $0,1, \ldots$ under the unique isomorphism of $\left\langle N^{\mathscr{C}}, \leqslant^{\mathscr{C}}\right\rangle$ with the integers.

$$
q^{\mathscr{E}}(x, i)=(x)_{i}^{\mathscr{E}}= \begin{cases}x_{i} & \text { if for some } x_{1}, \ldots, x_{n}  \tag{5}\\ \quad x=\left\langle x_{1}, \ldots, x_{n}\right\rangle^{\mathscr{C}} \text { and } 1 \leqslant i \leqslant n \\ 0 & \text { otherwise } .\end{cases}
$$

We call the coding scheme $\mathscr{C}$ elementary (or hyperelementary) on a structure $\mathfrak{N L}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ if the relations and functions $N^{\mathbb{8}}, \leqslant^{8}, S e q^{\mathbb{8}}, l h^{8}, q^{\mathbb{C}}$ are all elementary (or hyperelementary). It follows then that each of the functions

$$
p_{n}^{\mathscr{C}}\left(x_{1}, \ldots, x_{n}\right)=\left\langle x_{1}, \ldots, x_{n}\right\rangle
$$

is elementary or hyperelementary accordingly, since

$$
\begin{aligned}
p_{n}^{\mathscr{C}}\left(x_{1}, \ldots, x_{n}\right)=u \Leftrightarrow & \operatorname{Seq}^{\mathscr{E}}(u) \& l h^{\mathscr{C}}(u)=n \\
& \& q^{\mathscr{G}}(u, 1)=x_{1} \& \ldots \& q^{\mathscr{E}}(u, n)=x_{n} .
\end{aligned}
$$

We call $\mathfrak{H}$ acceptable if it admits an elementary coding scheme.
in practice we will be working with a fixed coding scheme in a given situation and we will not bother to put in the superscripts in the objects $N, \leqslant,\langle \rangle$, $S e q, l h, q$. It is, however, a sticky technical point that some of the definitions and results we will state for acceptable structures make explicit reference to a particular coding scheme, while others are coding free, i.e. they only depend (for their proof) on the availability of some elementary coding scheme. It is sometimes important to keep this clearly in mind.

Relative to a fixed coding scheme we have the obvious successor function on $N$,

$$
s(n)=n+1=m \Leftrightarrow[n<m \&(\forall i<m)(i \leqslant n)],
$$

which is of course elementary if $\mathscr{C}$ is elementary. One of the nice things about acceptable structures is that functions defined by recursion on $N$ are elementary.

5A.1. Theorem. Let 9 be an acceptable structure, let $\mathscr{C}$ be a fixed elementary coding scheme on $\mathfrak{M}$, let $g: A^{n} \rightarrow A, h: A^{n+2} \rightarrow A$ be elementary functions and define $f: A^{n+1} \rightarrow A$ by the following recursion on $N$ :

$$
\begin{aligned}
f(t, \bar{x}) & =0 \quad \text { if } t \notin N, \\
f(0, \bar{x}) & =g(\bar{x}) \\
f(k+1, \bar{x}) & =h(f(k, \bar{x}), k, \bar{x}) .
\end{aligned}
$$

Then $f$ is elementary.

Proof. Check that

$$
\begin{aligned}
& f(k, \bar{x})=z \Leftrightarrow[k \notin N \& z=0] \\
& \vee(\exists w)\left\{(w)_{1}=g(\bar{x}) \&(\forall i<k)\left[(w)_{i+2}=h\left((w)_{i+1}, i, \bar{x}\right)\right]\right. \\
& \left.\&(w)_{k+1}=z\right\}
\end{aligned}
$$

where the abbreviations are obvious. This implies trivially that $f$ is elementary.

It follows easily from this that all recursive functions on $N$ to $N$ are elementary, and then that all arithmetical relations and functions on $N$ are elementary, where these notions are relative to a fixed elementary coding scheme on an acceptable structure. We will not need these facts in their full generality, but we will use them in simple specific cases without apology, e.g. to assert that addition or multiplication is elementary.

We have already mentioned in the exercises of Chapter 1 that the structures $\mathbb{N}$ and $\mathbb{R}$ of arithmetic and analysis are acceptable. There are many other interesting structures, however, which are not acceptable, e.g.

$$
\aleph_{1}=\left\langle\aleph_{1}, \leqslant\right\rangle
$$

But all of these are almost acceptable, in the sense that there is a finite list $R_{1}^{\prime}, \ldots, R_{m}^{\prime}$ of hyperelementary relations such that $\mathfrak{I}^{\prime}=\left(\mathfrak{A}, R_{1}^{\prime}, \ldots, R_{m}^{\prime}\right)$ is acceptable. We know then that the expanded structure $\mathfrak{Y}^{\prime}$ has the same inductive and hyperelementary relations as $\mathfrak{N}$, it has the same closure ordinal, and for all practical purposes we can substitute $\mathfrak{I}^{\prime}$ for $\mathfrak{A}$ in studying inductive definability on $\mathfrak{A l}$. We leave these results for the exercises since they are not hard, but some of them are very important for the applications of the theory.

## 5B. Satisfaction is hyperelementary

We code here the formulas of the language of an acceptable structure, using a fixed coding scheme, and we show that the satisfaction relation is hyperelementary but not elementary.

Suppose then that $\mathscr{C}$ is an elementary coding scheme on $\mathfrak{H}=\left\langle A, R_{1}, \ldots\right.$, $\left.R_{l}\right\rangle$, where for $1 \leqslant i \leqslant l, R_{i}$ is $n_{i}$-ary. Recall that the language of $\mathfrak{H}$ has a constant $c$ for each $c \in A$. Let us assume for definiteness and simplicity that the variables of the languages are $v_{1}, v_{2}, \ldots$ and that the only logical symbols are $\neg, \&, \exists$, the others being abbreviations.

To each variable $v_{i}$ we assign $\langle 0, i\rangle$ as code and to each constant $c$ we assign $\langle 1, c\rangle$ as code. In symbols,

$$
\begin{aligned}
{ }^{\mathrm{r}} v_{i}{ }^{\mathrm{r}} & =\langle 0, i\rangle \\
{ }^{\mathrm{r}} \mathrm{c}^{\mathrm{r}} & =\left\langle 1, c^{\prime}\right\rangle
\end{aligned}
$$

For the prime formulas, put

$$
\begin{aligned}
{ }^{\top} R_{i}\left(t_{1}, \ldots, t_{n_{i}}\right)^{\top} & =\left\langle 2, i,{ }^{\mathrm{r}} t_{1}{ }^{\top}, \ldots, \mathrm{r}_{t_{n_{i}}}\right\rangle \quad(1 \leqslant i \leqslant l) \\
{ }^{\mathrm{r}} t=s^{1} & =\left\langle 3,{ }^{\mathrm{r}} t^{\top},{ }^{\mathrm{r}} s^{\top}\right\rangle .
\end{aligned}
$$

Finally, for more complicated formulas we proceed by induction,

$$
\begin{aligned}
\mathbf{r} \neg \varphi^{\top} & =\left\langle 4,{ }^{r} \varphi^{\top}\right\rangle \\
{ }^{\ulcorner } \varphi \& \psi^{\mathbf{r}} & =\left\langle 5,{ }^{\mathrm{r}} \varphi,^{\mathrm{r}} \psi^{\top}\right\rangle, \\
{ }^{r}\left(\exists v_{i}\right) \varphi^{\top} & =\left\langle 6, i,{ }^{r} \varphi^{\top}\right\rangle
\end{aligned}
$$

Of course these definitions are relative to the fixed scheme $\mathscr{C}$, but we will indicate this (by a subscript) only when we need to emphasize it.

5B.1. Lemma. Let $\mathscr{C}$ be a fixed elementary coding scheme on the acceptable structure $\mathfrak{A}$, put
$\mathrm{Fml}^{\mathscr{C}}(a) \Leftrightarrow a$ is the code of some formula.
Then $\mathrm{Fml}^{\mathscr{C}}$ is elementary.
Proof. It is easy to verify that
$\operatorname{PrFml}(a) \Leftrightarrow a$ is the code of some prime formula is elementary. We then have by the usual analysis of induction,

$$
\begin{aligned}
\operatorname{Fml}(a) \Leftrightarrow(\exists w)(\exists k)\left\{(w)_{k+1}\right. & =a \\
\&(\forall j \leqslant & k)\left[\operatorname{PrFml}\left((w)_{j+1}\right)\right. \\
& \vee(\exists m<j)\left[(w)_{j+1}=\left\langle 4,(w)_{m+1}\right\rangle\right] \\
& \vee(\exists m<j)(\exists n<j)\left[(w)_{j+1}=\left\langle 5,(w)_{m+1},(w)_{n+1}\right\rangle\right] \\
& \left.\left.\vee(\exists i)(\exists m<j)\left[(w)_{j+1}=\left\langle 6, i+1,(w)_{m+1}\right\rangle\right]\right]\right\} . \quad \dashv
\end{aligned}
$$

Recall that

$$
x_{1}, x_{2}, x_{3}, \ldots \vDash \varphi
$$

means that $\varphi$ is true if we interpret $v_{1}$ by $x_{1}, v_{2}$ by $x_{2}$, etc.
5B.2. THEOREM. Let $\mathscr{C}$ be a fixed elementary coding scheme on the acceptable structure $\mathfrak{H}$, put

Sat ${ }^{\mathscr{E}}(a, x) \Leftrightarrow a$ is the code of some formula $\varphi \& \operatorname{Seq}(x)$ and

$$
(x)_{1},(x)_{2}, \ldots,(x)_{l h(x)}, 0,0, \ldots \vDash \varphi .
$$

Then Sat ${ }^{\mathscr{E}}$ is hyperelementary but not elementary.

Proof. Put
$\operatorname{Val}(a, x, t) \Leftrightarrow a$ is the code of some formula $\varphi$ and $\operatorname{Seq}(x)$ and

$$
\left\{\left[t=0 \&(x)_{1}^{\prime},(x)_{2}^{\prime}, \ldots \vDash \varphi\right] \vee\left[t=1 \&(x)_{1}^{\prime},(x)_{2}^{\prime}, \ldots \vDash \neg \varphi\right]\right\}
$$

where we have used the convenient notation

$$
(x)_{i}^{\prime}= \begin{cases}(x)_{i} \text { if } i \leqslant \ln (x), \\ 0 & \text { if } i>\ln (x) .\end{cases}
$$

We will prove that Val is inductive. From this the theorem follows immediately, since

$$
\begin{aligned}
\operatorname{Sat}(a, x) & \Leftrightarrow \operatorname{Val}(a, x, 0) \\
& \Leftrightarrow \operatorname{Fml}(a) \& \neg \operatorname{Val}(a, x, 1)
\end{aligned}
$$

It is easy (though tedious) to verify that the relation

$$
\begin{aligned}
\operatorname{PrVal}(a, x, t) \leftrightarrow & a \text { is the code of some prime formula } \varphi \text { and } \\
& \left\{\left[\left((x)_{1}^{\prime},(x)_{2}^{\prime}, \ldots \vDash \varphi\right) \& t=0\right]\right. \\
& \left.\vee\left[\left((x)_{1}^{\prime},(x)_{2}^{\prime}, \ldots \vDash \neg \varphi\right) \& t=1\right]\right\}
\end{aligned}
$$

is elementary. We will omit this computation.
Put

$$
\begin{aligned}
\chi(a, x, t, S) \Leftrightarrow & F m l(a) \&\{\operatorname{PrVal}(a, x, t) \\
& \vee\left[a=\left\langle 4,(a)_{2}\right\rangle \& S\left((a)_{2}, x, 1\right) \& t=0\right] \\
& \vee\left[a=\left\langle 4,(a)_{2}\right\rangle \& S\left((a)_{2}, x, 0\right) \& t=1\right] \\
& \vee\left[a=\left\langle 5,(a)_{2},(a)_{3}\right\rangle \& S\left((a)_{2}, x, 0\right) \& S\left((a)_{3}, x, 0\right) \& t=0\right] \\
\vee & {\left[a=\left\langle 5,(a)_{2},(a)_{3}\right\rangle \&\left[S\left((a)_{2}, x, 1\right) \vee S\left((a)_{3}, x, 1\right)\right] \& t=1\right] } \\
\vee & {\left[a=\left\langle 6,(a)_{2},(a)_{3}\right\rangle\right.} \\
& \left.\&(\exists y)\left[\left(\forall i \neq(a)_{2}\right)\left[(y)_{i}^{\prime}=(x)_{i}^{\prime}\right] \& S\left((a)_{3}, y, 0\right)\right] \& t=0\right] \\
\vee & {\left[a=\left\langle 6,(a)_{2},(a)_{3}\right\rangle\right.} \\
& \left.\left.\&(\forall y)\left[\left(\forall i \neq(a)_{2}\right)\left[(y)_{i}^{\prime}=(x)_{i}^{\prime}\right] \Rightarrow S\left((a)_{3}, y, 1\right)\right] \& t=1\right]\right\} .
\end{aligned}
$$

Clearly $\chi$ is $S$-positive in the language of $\mathfrak{A}$. It is easy to check

$$
(a, x, t) \in I_{x}^{\xi} \Rightarrow \operatorname{Val}(a, x, t)
$$

by induction on $\xi$, and

$$
\operatorname{Val}(a, x, t) \Rightarrow(a, x, t) \in I_{x}
$$

by induction on the complexity of the formula that $a$ codes.

To see that Sat is not elementary, consider the relation

$$
R(x) \Leftrightarrow \neg \operatorname{Sat}(x,\langle x\rangle) ;
$$

if Sat were elementary, $R$ would be elementary, so letting $a$ be the code of some formula $\varphi$ which defines $R$ with the free variable $v_{1}$, we would have for all $x$

$$
R(x) \Leftrightarrow \operatorname{Sat}(a,\langle x\rangle)
$$

which is absurd for $x=a$.
From this we get immediately:
5B.3. Corollary. If $\mathfrak{A}$ is an acceptable structure, then there exists a relation on $\mathfrak{A}$ which is hyperelementary but not elementary.

This is a coding-free result, i.e. its statement does not refer to any coding scheme for the structure.

## 5C. The quantifier $G$

Let $\mathscr{C}$ be a fixed coding scheme on the acceptable structure $\mathfrak{U}=\left\langle A, R_{1}\right.$, $\left.\ldots, R_{l}\right\rangle$ and for each $n+1$-ary relation $R(z, \bar{x})$ on $A$ put
(*) $\quad\left(G^{\ell} z\right) R(z, \bar{x}) \Leftrightarrow\left\{\left(\forall s_{1}\right)\left(\exists t_{1}\right)\left(\forall s_{2}\right)\left(\exists t_{2}\right) \ldots\right\}\left[R(\langle\emptyset\rangle, \bar{x}) \vee R\left(\left\langle s_{1}, t_{1}\right\rangle, \bar{x}\right)\right.$

$$
\left.\vee R\left(\left\langle s_{1}, t_{1}, s_{2}, t_{2}\right\rangle, \bar{x}\right) \vee \ldots\right]
$$

$$
\Leftrightarrow\left\{\left(\forall s_{1}\right)\left(\exists t_{1}\right)\left(\forall s_{2}\right)\left(\exists t_{2}\right) \ldots\right\}
$$

$$
\vee_{m \in \omega} R\left(\left\langle s_{1}, t_{1}, \ldots, s_{m}, t_{m}\right\rangle, \bar{x}\right) .
$$

This defines a quantifier $G=G^{\mathscr{G}}$ which is associated with the structure $\mathfrak{q}$ and the coding scheme $\mathscr{C}$. We proceed to show that if $\mathscr{C}$ is elementary on $\mathfrak{A}$, then the inductive relations are precisely those of the form $(\mathrm{Gz}) R(z, \bar{x})$ with $R$ elementary.

5C.1. Theorem. Let $\mathscr{C}$ be an elementary coding scheme on $\mathfrak{Q}=\left\langle A, R_{1}, \ldots\right.$, $\left.R_{l}\right\rangle$, let $R \subseteq A^{n+1}$ be elementary, put

$$
\begin{aligned}
P(\bar{x}) & \Leftrightarrow(G z) R(z, \bar{x}) \\
& \Leftrightarrow\left\{\left(\forall s_{1}\right)\left(\exists t_{1}\right)\left(\forall s_{2}\right)\left(\exists t_{2}\right) \ldots\right\} \vee_{m \in \omega} R\left(\left\langle s_{1}, t_{1}, \ldots, s_{m}, t_{m}\right\rangle, \bar{x}\right) .
\end{aligned}
$$

Then $P$ is inductive.

Proof. Choose $\varphi$ so that
$\varphi(w, \bar{x}, S) \Leftrightarrow \operatorname{Seq}(w) \&[\operatorname{lh}(w)$ is even $] \&\left\{R(w, \bar{x}) \vee(\forall s)(\exists t) S\left(w^{\wedge}\langle s, t\rangle, \bar{x}\right)\right\}$, where $w^{n} u$ is the obvious concatenation function,

$$
\begin{aligned}
z=w^{\cap} u \Leftrightarrow & \operatorname{Seq}(w) \& \operatorname{Seq}(u) \& \operatorname{Seq}(z) \& \operatorname{lh}(z)=\operatorname{lh}(w)+\operatorname{lh}(u) \\
& \&(\forall i<\operatorname{lh}(w))\left[(z)_{i+1}=(w)_{i+1}\right] \\
& \&(\forall i<\operatorname{lh}(w)+\operatorname{lh}(u))\left[\operatorname{lh}(w) \leqslant i \Rightarrow(z)_{i+1}=(u)_{i-\ln (w)+1}\right] .
\end{aligned}
$$

We will prove

$$
\begin{equation*}
(\mathrm{G} z) R(z, \bar{x}) \Leftrightarrow(\langle\emptyset\rangle, \bar{x}) \in I_{\varphi} \tag{1}
\end{equation*}
$$

in two steps.
Step 1: $\left(\left\langle s_{1}, t_{1}, \ldots, s_{k}, t_{k}\right\rangle, \bar{x}\right) \in I_{\varphi}^{\xi}$

$$
\Rightarrow\left\{\left(\forall s_{k+1}\right)\left(\exists t_{k+1}\right) \ldots\right\} \vee_{m \in \omega} R\left(\left\langle s_{1}, t_{1}, \ldots, s_{k+m}, t_{k+m}\right\rangle, \bar{x}\right)
$$

Proof is by induction on $\xi$. The hypothesis gives

$$
\begin{align*}
& R\left(\left\langle s_{1}, t_{1}, \ldots, s_{k}, t_{k}\right\rangle, \bar{x}\right)  \tag{2}\\
& \quad \vee\left(\forall s_{k+1}\right)\left(\exists t_{k+1}\right)\left(\left\langle s_{1}, t_{1}, \ldots, s_{k+1}, t_{k+1}\right\rangle, \bar{x}\right) \in \bigcup_{\eta<\xi} I_{\varphi}
\end{align*}
$$

which by the induction hypothesis and ordinary logic yields

$$
\begin{aligned}
\left(\forall s_{k+1}\right)\left(\exists t_{k+1}\right)\left\{\left(\forall s_{k+2}\right)\left(\exists t_{k+2}\right) \ldots\right\} & {\left[R\left(\left\langle s_{1}, t_{1}, \ldots, s_{k}, t_{k}\right\rangle, \bar{x}\right)\right.} \\
& \left.\vee \vee_{m \in \omega} R\left(\left\langle s_{1}, t_{1}, \ldots, s_{k+1+m}, t_{k+1+m}\right\rangle, \bar{x}\right)\right]
\end{aligned}
$$

which in turn gives the right-hand side of Step 1 by absorbing $\left(\forall s_{k+1}\right)\left(\exists t_{k+1}\right)$ into the infinite string.

Now taking $k=0$ in Step 1 we get

$$
\begin{equation*}
(\langle\emptyset\rangle, \bar{x}) \in I_{\varphi} \Rightarrow(\mathrm{G} z) R(z, \bar{x}) \tag{3}
\end{equation*}
$$

which is half of the equivalence (1).
Step 2: $(\langle 0\rangle, \bar{x}) \notin I_{\varphi} \Rightarrow \neg(G z) R(z, \bar{x})$.
Proof. We show that if $(\langle\emptyset\rangle, \bar{x}) \notin I_{\varphi}$, then $(\forall)$ wins the game determined by $(\mathrm{G} z) R(z, \bar{x})$, i.e. ( $\exists$ ) wins the game determined by

$$
\left\{\left(\exists s_{1}\right)\left(\forall t_{1}\right)\left(\exists s_{2}\right)\left(\forall t_{2}\right) \ldots\right\} \wedge_{m} \neg R\left(\left\langle s_{1}, t_{1}, \ldots, s_{m}, t_{m}\right\rangle, \bar{x}\right)
$$

Since $(\langle\emptyset\rangle, \bar{x}) \notin I_{\varphi}$, we have $\neg \varphi\left(\langle\phi\rangle, \bar{x}, I_{\varphi}\right)$, which immediately implies

$$
\neg R(\langle\emptyset\rangle, \bar{x}) \&\left(\exists s_{1}\right)\left(\forall t_{1}\right)\left(\left\langle s_{1}, t_{1}\right\rangle, \bar{x}\right) \notin I_{\varphi}
$$

Let ( $\exists$ ) play some $s_{1}$ such that

$$
\left(\forall t_{1}\right)\left(\left\langle s_{1}, t_{1}\right\rangle, \bar{x}\right) \notin I_{\varphi} .
$$

For any $t_{1}$ that ( $\forall$ ) plays, we have $\left(\left\langle s_{1}, t_{1}\right\rangle, \bar{x}\right) \notin I_{\varphi}$, so again $\neg \varphi\left(\left\langle s_{1}, t_{1}\right\rangle\right.$, $\left.\bar{x}, I_{\varphi}\right)$, hence

$$
\neg R\left(\left\langle s_{1}, t_{1}\right\rangle, \bar{x}\right) \&\left(\exists s_{2}\right)\left(\forall t_{2}\right)\left(\left\langle s_{1}, t_{1}, s_{2}, t_{2}\right\rangle, \bar{x}\right) \notin I_{\varphi} .
$$

Now let ( $\exists$ ) play some $s_{2}$ such that

$$
\left(\forall t_{2}\right)\left(\left\langle s_{1}, t_{1}, s_{2}, t_{2}\right\rangle, \bar{x}\right) \notin I_{\varphi}
$$

etc. Clearly $(\exists)$ will win by this strategy.
5C.2. Theorem. Let $\mathscr{C}$ be an elementary coding scheme on $\mathfrak{A}$, let $P \subseteq A^{n}$ be inductive. Then there exists an elementary $R \subseteq A^{n+1}$ such that

$$
P(\bar{x}) \Leftrightarrow(G z) R(z, \bar{x})
$$

Proof. Assume first that $P$ is a fixed point. By 4 C .2 we know that there is an elementary $\theta(\bar{x}, \bar{z}, \bar{y})$ and a finite string $\bar{Q}$ so that
$P(\bar{x}) \Leftrightarrow\left\{\left(\overline{\mathrm{Q}} \bar{z}_{1}\right)\left(\forall \bar{y}_{1}\right)\left(\overline{\mathrm{Q}} \bar{z}_{2}\right)\left(\forall \bar{y}_{2}\right) \ldots\right\}\left[\theta\left(\bar{x}, \bar{z}_{1}, \bar{y}_{1}\right) \vee \vee_{m=1}^{\infty} \theta\left(\bar{y}_{m}, \bar{z}_{m+1}, \bar{y}_{m+1}\right)\right]$.
By adding extraneous quantifiers we can assume that $\bar{Q}$ is alternating of even length starting with $\forall$, i.e.

$$
\begin{aligned}
P(\bar{x}) \Leftrightarrow & \left\{\left(\forall u_{1}\right)\left(\exists v_{1}\right) \ldots\left(\forall u_{t}\right)\left(\exists v_{t}\right)\left(\forall y_{1}\right) \ldots\left(\forall y_{n}\right)\left(\forall u_{t+1}\right)\left(\exists v_{t+1}\right) \ldots\right. \\
& \left.\left(\forall u_{2 t}\right)\left(\exists v_{2 t}\right) \ldots\right\}\left[\theta\left(\bar{x}, u_{1}, v_{1}, \ldots, u_{t}, v_{t}, y_{1}, \ldots, y_{n}\right) \vee \vee_{m=1}^{\infty} \ldots\right] .
\end{aligned}
$$

Now the obvious idea is to introduce $n$ vacuous quantifiers in each of the blocks of the form ( $\forall \bar{y}_{m}$ ) so that the string becomes alternating, like that in the definition of $G$, and then check what happens to the matrix. What does happen is that we can take

$$
R(z, \bar{x}) \Leftrightarrow \operatorname{Seq}(z) \&(\exists i)\left\{\operatorname{lh}(z)=(i+1)(2 t+2 n) \&\left[R_{1}(i, z, \bar{x}) \vee R_{2}(i, z, \bar{x})\right]\right\}
$$

where

$$
\begin{gathered}
R_{1}(i, z, \bar{x}) \Leftrightarrow i=0 \& \theta\left(\bar{x},(z)_{1},(z)_{2}, \ldots,(z)_{2 t},(z)_{2 t+1},(z)_{2 t+3}, \ldots,(z)_{2 t+2 n-1}\right), \\
R_{2}(i, z, \bar{x}) \Leftrightarrow i>0 \& \theta\left((z)_{2 i t+2(i-1) n+1},(z)_{2 i t+2(i-1) n+3}, \ldots,(z)_{2 i t+2 i n-1},\right. \\
(z)_{2 i t+2 i n+1},(z)_{2 i t+2 i n+2}, \ldots,(z)_{2 i t+2 i n+2 t}, \\
\left.(z)_{2 i t+2 i n+2 t+1},(z)_{2 i t+2 i n+2 t+3}, \ldots,(z)_{2 i t+2 i n+2 t+2 n-1}\right),
\end{gathered}
$$

and then verify immediately as soon as we manage to read this formula that

$$
P(\bar{x}) \Leftrightarrow(\mathrm{G} z) R(z, \bar{x})
$$

with this $R$. We leave the verification as an exercise.
If $P$ is not a fixed point, then

$$
P(\bar{x}) \Leftrightarrow Q(\bar{a}, \bar{x})
$$

with $Q$ a fixed point and fixed constants $\bar{a}$, hence

$$
P(\bar{x}) \Leftrightarrow(\mathrm{G} z) R(z, \bar{a}, \bar{x})
$$

with $R$ elementary, so that if

$$
R^{*}(z, \bar{x}) \Leftrightarrow R(z, \bar{a}, \bar{x})
$$

then

$$
P(\bar{x}) \Leftrightarrow(\mathrm{G} z) R^{*}(z, \bar{x})
$$

A relation $P$ is called $G_{1}$ if it satisfies

$$
P(\bar{x}) \Leftrightarrow(G z) R(z, \bar{x})
$$

with an elementary $R$ and $G=G^{\mathscr{C}}$ for some elementary coding scheme $\mathscr{C}$. Thus the two theorems of this section assert that on an acceptable structure the $G_{1}$ relations are precisely the inductive relations. It will turn out that this version of 5C. 2 is not only elegant but also very useful.

The quantifier $G^{v}$ dual to $G$ is naturally defined by

$$
\begin{aligned}
(G \cup z) R(z, \bar{x}) & \Leftrightarrow\left\{\left(\exists s_{1}\right)\left(\forall t_{1}\right)\left(\exists s_{2}\right)\left(\forall t_{2}\right) \ldots\right\} \wedge_{m \in \omega} R\left(\left\langle s_{1}, t_{1}, \ldots, s_{m}, t_{m}\right\rangle, \bar{x}\right) \\
& \Leftrightarrow \neg(G z) \neg R(z, \bar{x}) .
\end{aligned}
$$

Then the coinductive relations on an acceptable structure are precisely the $G_{1}^{\cup}$ relations, where $G_{1}^{\cup}$ is defined relative to any elementary coding scheme. The hyperelementary relations are those which are both $G_{1}$ and $G_{1}^{u}$, i.e. $G_{1} \cap G_{1}^{\cup}$.

## 5D. Parametrizations and universal sets

If $G \subseteq \mathscr{X} \times \mathscr{Y}$, then for each $x \in \mathscr{X}$ we define the $x$-section of $G$ by

$$
G_{x}=\{y \in \mathscr{Y}:(x, y) \in \mathscr{X}\}
$$

(See Fig. 5.1.)


Fig. 5.1.

We say that $\boldsymbol{G}$ parametrizes a collection $\mathscr{F}$ of subsets of $\mathscr{Y}$ if

$$
\mathscr{F}=\left\{G_{\boldsymbol{x}}: x \in \mathscr{X}\right\} ;
$$

in this case $\mathscr{X}$ is often called the domain of $G$ and we call $G$ an $\mathscr{X}$-parametrization of $\mathscr{F}$.

It is a very common problem in many areas of mathematics to search for "nice" parametrizations of interesting classes of sets. We solve this problem here for the elementary, hyperelementary and inductive relations on an acceptable structure.

5D.1. Theorem. Let $\mathfrak{H}$ be an acceptable structure. For each $n \geqslant 1$, there is a hyperelementary $E^{n} \subseteq A^{n+1}$ which parametrizes the elementary $n$-ary relations on $\mathfrak{H}$; i.e., if $R \subseteq A^{n}$, then

$$
R \text { is elementary } \Leftrightarrow \text { for some } a \in A, R=E_{a}^{n}=\left\{\bar{x} \in A^{n}:(a, \bar{x}) \in E^{n}\right\} .
$$

Proof. Let $\mathscr{C}$ be a fixed elementary coding scheme for $\mathfrak{H}$ and put

$$
E^{n}(a, \bar{x}) \Leftrightarrow \operatorname{Sat}^{\mathscr{E}}(a,\langle\bar{x}\rangle)
$$

Now for each fixed $a$, the section $E_{a}^{n}$ is elementary, since either $a$ does not code a formula and $E_{a}^{n}=\emptyset$ or $a$ codes some formula $\varphi\left(v_{1}, \ldots, v_{m}\right)$ whose free variables are among $v_{1}, \ldots, v_{m}$ and

$$
\begin{aligned}
\bar{x} \in E_{a}^{n} \Leftrightarrow(a, \bar{x}) \in E^{n} & \Leftrightarrow \operatorname{Sat}^{\mathscr{Q}}(a,\langle\bar{x}\rangle) \\
& \Leftrightarrow \varphi\left((\langle\bar{x}\rangle)_{1}^{\prime},(\langle\bar{x}\rangle)_{2}^{\prime}, \ldots,(\langle\bar{x}\rangle)_{m}^{\prime}\right) .
\end{aligned}
$$

On the other hand, if $R(\bar{x})$ is elementary, we can take $a$ to be the code of some $\varphi\left(v_{1}, \ldots, v_{n}\right)$ which defines $R$ with free variables $v_{1}, \ldots, v_{n}$ and we have

$$
R(\bar{x}) \Leftrightarrow \operatorname{Sat}(a,\langle\bar{x}\rangle) \Leftrightarrow E^{n}(a, \bar{x}) \Leftrightarrow E_{a}^{n}(\bar{x})
$$

We can consider this result as a coding-free version of the fact that $S a t^{\mathscr{E}}$ is hyperelementary, no matter which elementary coding scheme $\mathscr{C}$ we choose.

It is easier to parametrize the inductive sets before we go to the hyperelementary case.

5D.2. Parametrization Theorem (for inductive relations). Let $\mathfrak{M}$ be an acceptable structure. For each $n \geqslant 1$ there is an inductive $U^{n} \subseteq A^{n+1}$ which parametrizes the inductive n-ary relations on $\mathfrak{H}$.

Proof. Choose hyperelementary $E^{n} \subseteq A^{n+1}$ which parametrize the elementary relations by 5D.1 and set

$$
U^{n}(a, \bar{x}) \Leftrightarrow(\mathrm{G} z) E^{n+1}(a, z, \bar{x})
$$

where of course $G$ is defined relative to some elementary coding scheme $\mathscr{C}$.

Now the coding scheme $\mathscr{C}$ is elementary on the structure ( $\mathscr{A}, E^{n+1}$ ), hence $U^{n}$ is inductive on $\mathfrak{H}$ by Theorem 1D.2. On the other hand, if $P$ is inductive on $\mathfrak{H}$, then

$$
P(\bar{x}) \Leftrightarrow(G z) R(z, \bar{x})
$$

for some elementary $R$ by 4C.2, hence for some fixed $a \in A$,

$$
P(\bar{x}) \Leftrightarrow(\mathrm{G} z) E^{n+1}(a, z, \bar{x}) \Leftrightarrow U^{n}(a, \bar{x}) .
$$

The relations $U^{n}$ that satisfy this theorem are called universal inductive sets. The idea is that $U^{n}$ is inductive and every $n$-ary inductive relation is "reducible" to it.

5D.3. Corollary. Let $\mathfrak{A}$ be acceptable, let $U^{n} \subseteq A^{n+1}$ be a universal inductive set; then $U^{n}$ is not hyperelementary, so in particular not every inductive relation on $\mathfrak{A}$ is hyperelementary.

Proof. Put

$$
P\left(x_{1}, \ldots, x_{n}\right) \Leftrightarrow \neg U^{n}\left(x_{1}, x_{1}, x_{2}, \ldots, x_{n}\right)
$$

If $U^{n}$ were hyperelementary, then $P$ would be inductive, so that for some $a$

$$
P\left(x_{1}, \ldots, x_{n}\right) \Leftrightarrow U^{n}\left(a, x_{1}, \ldots, x_{n}\right)
$$

which is absurd if $x_{1}=a$.
The construction of parametrizations for the hyperelementary relations is a bit more complicated, partly because we want a very strong result. The key tool is the Covering Theorem 3C.2.

5D.4. Parametrization Theorem (for hyperelementary relations). Let $\mathfrak{A}$ be acceptable. For each $n \geqslant 1$ there is an inductive $H^{n} \subseteq A^{n+1}$ which parametrizes the n-ary hyperelementary relations on $\mathfrak{A}$. Moreover, there is an inductive, non-hyperelementary set $I^{n} \subseteq A$ and a coinductive $\breve{H}^{n} \subseteq A^{n+1}$, such that:
(i) If $R \subseteq A^{n}$ is hyperelementary, then $R=H_{a}^{n}$ for some $a \in I^{n}$.
(ii) If $a \in I^{n}$, then $H_{a}^{n}=\breve{H}_{a}^{n}$.

Proof. For simplicity we assume $n=1$, the general case being only a notational variant. Let $U^{1} \subseteq A^{2}$ be a universal inductive set, let $\sigma: U^{1} \rightarrow \kappa$ be an inductive norm on $U^{1}$ by 4 A .3 , and let $\leqslant{ }_{\sigma}^{*},<_{\sigma}^{*}$ be the inductive relations associated with $\sigma$ in Section 4A. Put

$$
\begin{aligned}
I^{1}(a) & \Leftrightarrow U^{1}\left((a)_{1},(a)_{2}\right), \\
H^{1}(a, x) & \Leftrightarrow I^{1}(a) \&\left((a)_{3}, x\right) \leqslant_{\sigma}^{*}\left((a)_{1},(a)_{2}\right), \\
\breve{H}^{1}(a, x) & \Leftrightarrow \neg\left[\left((a)_{1},(a)_{2}\right)<_{\sigma}^{*}\left((a)_{3}, x\right)\right] .
\end{aligned}
$$

It is immediate that $I^{1}$ and $H^{1}$ are inductive, that $I^{1}$ is not hyperelementary by 5D. 3 and that $\breve{H}^{1}$ is coinductive.

For every $a$, either $\neg I^{1}(a)$ and $H_{a}^{1}=\emptyset$ or $I^{1}(a)$ and in this case

$$
\begin{aligned}
H_{a}^{1}(x) & \Leftrightarrow \sigma\left((a)_{3}, x\right) \leqslant \sigma\left((a)_{1},(a)_{2}\right) \\
& \Leftrightarrow\left((a)_{3}, x\right) \leqslant_{\sigma}^{*}\left((a)_{1},(a)_{2}\right) \\
& \Leftrightarrow \neg\left[\left((a)_{1},(a)_{2}\right)<_{\sigma}^{*}\left((a)_{3}, x\right)\right] \\
& \Leftrightarrow \breve{H}_{a}^{1}(x) .
\end{aligned}
$$

This proves that each $H_{a}^{1}$ is hyperelementary and it also proves (ii).
To complete the proof it will be enough to prove (i), so let $R \subseteq A$ be a hyperelementary set. Since $R$ is in particular inductive and $U^{1}$ is universal, there is a fixed $b$ such that for all $x$,

$$
R(x) \Leftrightarrow U^{1}(b, x)
$$

Now the function

$$
f(x)=(b, x)
$$

is elementary, so the Covering Theorem 3C. 2 applies and there must exist some $(c, d) \in U^{1}$ such that

$$
R(x) \Rightarrow \sigma(b, x) \leqslant \sigma(c, d)
$$

Put

$$
a=\langle c, d, b\rangle
$$

now

$$
\begin{align*}
H_{a}^{1}(x) & \Leftrightarrow U^{1}(c, d) \&(b, x) \leqslant \leqslant_{\sigma}^{*}(c, d) \\
& \Leftrightarrow U^{1}(b, x) \\
& \Leftrightarrow R(x)
\end{align*}
$$

The coinductive set $\breve{H}^{n}$ together with $H^{n}$ give a hyperelementary definition of $H_{a}^{n}$, "uniformly" for $a \in I^{n}$.

## Exercises for Chapter 5

5.1. Prove that a structure $\mathfrak{H}=\left\langle A, R_{1}, \ldots, R_{i}\right\rangle$ is acceptable if and only if $\mathfrak{H}$ has an elementary copy of $\omega, \mathfrak{M}$ admits an elementary pair and the class of elementary functions on $\mathfrak{Y}$ is closed under definition by primitive recursion on the copy of $\omega$ (see Exercise 1.4).
5.2. Let $G=G^{\mathscr{C}}$ be the game quantifier associated with a coding scheme $\mathscr{C}$ on the structure $\mathfrak{A}$. Prove the following formal properties of $G$ :

$$
\begin{aligned}
&(\mathrm{G} x) P(x) \&(\mathrm{G} y) Q(y) \Leftrightarrow(\mathrm{G} x)(\mathrm{G} y)[P(x) \& Q(y)], \\
&(\mathrm{G} x) P(x) \vee(\mathrm{G} y) Q(y) \Leftrightarrow(\mathrm{G} x)(\mathrm{G} y)[P(x) \vee Q(y)], \\
&(\forall x) P(x) \Leftrightarrow(\mathrm{G} x) P\left((x)_{1}\right), \\
&(\exists x) P(x) \Leftrightarrow(\mathrm{G} x) P\left((x)_{2}\right), \\
&(\mathrm{G} x)(\mathrm{G} y) P(x, y) \Leftrightarrow(\mathrm{G} x)\{(\exists m \leqslant \operatorname{lh}(z))[m \text { is even } \\
&\left.\left.\& P\left(\left\langle(z)_{1}, \ldots,(z)_{m}\right\rangle,\left\langle(z)_{m+1}, \ldots,(z)_{\ln (z)}\right\rangle\right)\right]\right\} .
\end{aligned}
$$

Put

$$
(S x) P(x) \Leftrightarrow\left\{\left(\forall x_{1}\right)\left(\forall x_{2}\right) \ldots\right\} \vee_{k} P\left(\left\langle x_{1}, x_{2}, \ldots, x_{k}\right\rangle\right)
$$

and prove

$$
(S x) P(x) \Leftrightarrow(G x) P\left(\left\langle\left(x_{1}\right),(x)_{3}, \ldots,(x)_{\ln (x)-1}\right\rangle\right) .
$$

5.3. Prove that if $\mathfrak{H}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ is acceptable, then there exist disjoint inductive subsets $P, Q$ of $A$ which cannot be separated by a hyperelementary $R$, i.e. there is no hyperelementary $R$ such that $P \subseteq R, Q \cap R$ $=\emptyset$. (Inseparability Theorem.)

Hint: Take $P=\left\{a:\left((a)_{1}, a\right) \in U^{1}\right\}, Q=\left\{a:\left((a)_{2}, a\right) \in U^{1}\right\}$ and then reduce $P$ and $Q$ by 3A.4, where $U^{1}$ is a universal inductive set.

If $\Sigma$ is a set of finite sequences (of any length) from $A$ and $\mathscr{C}$ is a coding scheme on $A$, put

$$
\langle\Sigma\rangle^{\mathscr{C}}=\left\{\left\langle x_{1}, \ldots, x_{n}\right\rangle^{\mathscr{C}}:\left(x_{1}, \ldots, x_{n}\right) \in \Sigma\right\}
$$

5.4. Prove that if $\mathscr{C}_{1}, \mathscr{C}_{2}$ are elementary coding schemes on $\mathfrak{A}$ and $\Sigma$ is a set of finite sequences on $A$, then $\langle\Sigma\rangle^{\mathscr{C}_{1}}$ is elementary if and only if $\langle\Sigma\rangle^{\mathscr{C}_{2}}$ is elementary.

Given $\mathfrak{A l}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$, let us call $\mathfrak{B}=\left\langle B, P_{1}, \ldots, P_{m}\right\rangle$ an acceptable extension of $\mathfrak{A}$ if $\mathfrak{B}$ is acceptable, $A \subseteq B$ and $A, R_{1}, \ldots, R_{l}$ are all hyperelementary on $\mathfrak{B}$. It is easy to characterize the relations on $A$ which are inductive on every acceptable extension of $\mathfrak{Y}$ in the following manner.

Choose some object $0 \notin A$ and a pairing function so that neither 0 nor any element of $A$ is a pair, i.e. a set $B \supseteq A \cup\{0\}$ and a one-to-one function

$$
p: B \times B \rightarrow B
$$

such that $0 \notin p[B \times B], A \cap p[B \times B]=\emptyset$. Let $A^{*}$ be the closure of $A \cup\{0\}$
under $p$, i.e. $A^{*}$ is the smallest set containing $A \cup\{0\}$ and closed under $p$. We associate an element $n^{*}$ of $A^{*}$ with each integer $n$ by the induction

$$
\begin{aligned}
0^{*} & =0 \\
(n+1)^{*} & =p\left(n^{*}, 0\right)
\end{aligned}
$$

and we put

$$
N^{*}=\left\{0^{*}, 1^{*}, 2^{*}, \ldots\right\}
$$

Let

$$
\mathfrak{I}^{*}=\left\langle A^{*}, A, R_{1}, \ldots, R_{l}, N^{*}, G_{p}\right\rangle
$$

where $G_{p}$ is the graph of the pairing function $p$,

$$
(x, y, z) \in G_{p} \Leftrightarrow p(x, y)=z
$$

5.5. Prove that for each infinite $\mathfrak{H}$, the structure $\mathfrak{I}^{*}$ admits a hyperelementary coding scheme. Moreover, a relation $R$ on $A$ is inductive on $\mathfrak{A}^{*}$ if and only if $R$ is inductive on every acceptable extension of $\mathfrak{A}$.

Hint: It will be enough to show that every acceptable extension of $\mathfrak{H}$ contains a hyperelementary copy of $\mathfrak{i}^{*}$.

The problem implies in particular that if $\mathfrak{P}$ is acceptable, then a relation $R$ on $A$ is inductive on $\mathfrak{H}$ if and only if it is inductive on $\mathfrak{Q}^{*}$.

In the papers Moschovakis [1969a], [1969b], [1969c] we took the point of view that in constructing inductive definitions on a structure $\mathfrak{A}$ we should be allowed to quantify over finite sequences of $A$, or (what comes to the same thing) we should be free to use the first order language over $\mathfrak{A} *$. Thus a relation on $A$ is semihyperprojective on $\mathfrak{P}$ in the terminology of [1969b] if and only if it is inductive on $\mathfrak{I f}^{*}$ in the present terminology. This was a reasonable approach from the recursion theoretic point of view and it leads to the same class of relations for acceptable structures by Exercise 5.4. Our approach here is more suited to comparing explicit with inductive definability on arbitrary structures and it is, of course, more general.
5.6. Give an example of an infinite structure $\mathfrak{Y}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ and a set $P \subseteq A$ which is hyperelementary on $\mathfrak{A}^{*}$ but not inductive on $\mathfrak{A}$.

## CHAPTER 6

## INDUCTIVE SECOND ORDER RELATIONS

We have been studying ordinary relations of finitely many arguments on some fixed set $A$, i.e. subsets of $A^{n}$, for some $n$. Even if these are our ultimate objects of interest, their study naturally leads to certain collections of sets, or more generally second order relations (with relation arguments). For example, take a fixed structure $\mathfrak{H}$ and consider the class
$\mathscr{H} \mathscr{E}^{1}(\mathfrak{H})=\{S \subseteq A: S$ is hyperelementary on $\mathfrak{M}$.
We will see that with the proper definition, $\mathscr{H} \mathscr{E}^{1}(\mathfrak{1})$ is an inductive class of sets (if $\mathfrak{U}$ is acceptable) and that this fact is useful in understanding the structure of hyperelementary relations on $\mathfrak{H}$. Another interesting relation on binary relations is wellfoundedness,
$\mathscr{W} \mathscr{F}^{1}(X) \Leftrightarrow X$ is a wellfounded binary relation on $A ;$
this too will be inductive.
The definition of inductive relations of relations depends on the simple but important method of relativization. We will give it in Section 6A, where we will also look at some examples. In Section 6B we prove some basic transitivity and substitutivity results about inductive second order relations and in Section 6C we review the theory we have developed and establish that practically all the results extend directly to this wider class of relations. In Section 6D we study the class $\mathscr{H} \mathscr{E}^{1}(\mathfrak{H})$ for acceptable $\mathfrak{A}$.

## 6A. Relativization of inductive definitions; examples

We introduce a new crop of variables over finitary relations,

$$
X, Y, Z, X_{1}, Y_{1}, Z_{1}, \ldots
$$

In a given context each of these will vary over the $n$-ary relations over some set $A$. As before, barred letters name sequences,

$$
\bar{Y}=Y_{1}, \ldots, Y_{k},
$$

where of course we allow $k=0$ so that $\bar{Y}$ is the empty sequence.

Suppose $\mathscr{P}(\bar{x}, \bar{Y})$ is a second order relation over some set $A$. A formula $\varphi \equiv \varphi(\bar{x}, \bar{Y})$ in the language $\mathscr{L}^{A}$ (see Section 1B) defines $\mathscr{P}$ if $\bar{x}, \bar{Y}$ are the only free variables of $\varphi$ and

$$
\begin{equation*}
\mathscr{P}(\bar{x}, \bar{Y}) \Leftrightarrow \varphi(\bar{x}, \bar{Y}) . \tag{1}
\end{equation*}
$$

If all the relation constants in $\varphi$ are among the relations of a structure $\mathfrak{A}=$ $\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$, we then call $\mathscr{P}$ elementary on $\mathfrak{V}$.

For example, the following second order relations are elementary:

$$
\begin{aligned}
\mathscr{P}(x, Y) & \Leftrightarrow Y(x), \\
\mathscr{R}(X, Y) & \Leftrightarrow X \subseteq Y \Leftrightarrow(\forall t)[t \in X \Rightarrow t \in Y] \\
\mathscr{Q}(X) & \Leftrightarrow R_{1} \cap X=\emptyset \Leftrightarrow(\forall t)\left[t \notin R_{1} \vee t \notin X\right],
\end{aligned}
$$

where in the last example $R_{1}$ is one of the relations in the structure $\mathfrak{A}=$ $\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$.

This is the simplest example of relativization-the term is used because we obtain a new object, a relation of relations, by considering as variable (relativizing) objects which up until now we have always kept fixed, i.e. some of the relation symbols in $\varphi$.

We now define inductive second order relations by carrying this relativization process through the stages of the induction.

Suppose then that

$$
\varphi \equiv \varphi(\bar{x}, \bar{Y}, S) \equiv \varphi\left(x_{1}, \ldots, x_{n}, Y_{1}, \ldots, Y_{k}, S,=, Q_{1}, \ldots, Q_{m}\right)
$$

is a formula in the language $\mathscr{L}^{A}$ over a set $A$, where $Q_{1}, \ldots, Q_{m}$ are relation constants, $Y_{1}, \ldots, Y_{k}$ relation variables, $S$ is $n$-ary and occurs positively. To each ordinal $\xi$ and each sequence $\bar{Y}$ of relations we assign the set $I_{\varphi}^{\xi}(\bar{Y})$ by the induction

$$
I_{\varphi}^{\xi}(\bar{Y})=\left\{\bar{x}: \varphi\left(\bar{x}, \bar{Y}, \bigcup_{\eta<\xi} I_{\varphi}^{\eta}(\bar{Y})\right\},\right.
$$

and we put

$$
\begin{aligned}
I_{\varphi}^{<\xi}(\bar{Y}) & =\bigcup_{\eta<\xi} I_{\varphi}^{\eta}(\bar{Y}), \\
I_{\varphi}(\bar{Y}) & =\bigcup_{\xi} I_{\varphi}^{\xi}(\bar{Y}) .
\end{aligned}
$$

Of course each $I_{\varphi}^{\xi}(\bar{Y})$ depends on $\xi, \bar{Y}$ and $Q_{1}, \ldots, Q_{m}$, but we choose to regard $Q_{1}, \ldots, Q_{m}$ as held constant for the discussion and $Y_{1}, \ldots, Y_{k}$ as variable.

Each $I_{\varphi}^{\xi}(\bar{Y})$ is an $n$-ary relation on $A$. We obtain a second order relation on $A$ for each $\xi$ by putting

$$
\begin{aligned}
\mathscr{I}_{\varphi}^{\xi} & =\left\{(\bar{x}, \bar{Y}): \bar{x} \in I_{\varphi}^{\xi}(\bar{Y})\right\} \\
\mathscr{I}_{\varphi}^{<\xi} & =U_{\eta<\xi} \sigma_{\varphi}^{\eta} \\
\mathscr{F}_{\varphi} & =U_{\xi} \mathscr{I}_{\varphi}^{\xi} .
\end{aligned}
$$

We call $\mathscr{P}(\bar{x}, \bar{Y})$ inductive in $Q_{1}, \ldots, Q_{m}$ if there is a formula

$$
\varphi \equiv \varphi\left(\bar{u}, \bar{x}, \bar{Y}, S,=, Q_{1}, \ldots, Q_{m}\right)
$$

in which $S, Q_{1}, \ldots, Q_{m}$ occur positively and constants $\bar{a}$ from $A$ such that

$$
\begin{aligned}
\mathscr{P}(\bar{x}, \bar{Y}) & \Leftrightarrow(\bar{a}, \bar{x}, \bar{Y}) \in \mathscr{I}_{\varphi} \\
& \Leftrightarrow(\bar{a}, \bar{x}) \in I_{\varphi}(\bar{Y}) .
\end{aligned}
$$

Suppose $\mathfrak{A}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ is an infinite structure. A second order relation $\mathscr{P}(\bar{x}, \bar{Y})$ is a fixed point of $\mathfrak{A}$ if there is an $S$-positive formula $\varphi(\bar{x}, \bar{Y}, S)$ in the language of $\mathfrak{A}$ (i.e. with relation constants among $=, R_{1}, \ldots, R_{i}$ ) such that $\mathscr{P}=\mathscr{I}_{\varphi}$. We call $\mathscr{P}$ inductive on $\mathfrak{A}$ if there is a fixed point $\mathscr{I}_{\varphi}$ and constants $\bar{a}$ such that

$$
\mathscr{P}(\bar{x}, \bar{Y}) \Leftrightarrow(\bar{a}, \bar{x}, \bar{Y}) \in \mathscr{F}_{\varphi},
$$

i.e. if $\mathscr{P}$ is inductive in $R_{1}, \neg R_{1}, \ldots, R_{l}, \neg R_{l}$. We call $\mathscr{P}$ coinductive if $\neg \mathscr{P}$ is inductive and we call $\mathscr{P}$ hyperelementary if it is both inductive and coinductive.

A common and succinct way of summarizing the relativization process involved here is to say that $\mathscr{P}(\bar{x}, \bar{Y})$ is inductive if for each $\bar{Y}$ the relation

$$
P_{\bar{Y}}(\bar{x}) \Leftrightarrow \mathscr{P}(\bar{x}, \bar{Y})
$$

is inductive and uniformly in $\bar{Y}$. "Uniformly" simply means that all the relations $P_{\bar{Y}}$ are defined inductively by the same $S$-positive formula $\varphi$, in which $\bar{Y}$ occur as parameters. This picture becomes a bit blurred if the relation $\mathscr{P}$ has only relation arguments, as each $P_{\bar{Y}}$ is then a constant !

Consider first some important and nontrivial examples.
6A.1. Theorem. The class $\mathscr{W} \mathscr{F}^{1}$ of wellfounded binary relations on an infinite structure $\mathfrak{H}$ is inductive.

Proof. Letting $Y$ vary over binary relations on $A$, choose distinct elements $c_{0}, c_{1}$ of $A$ and choose $\varphi$ so that

$$
\begin{aligned}
\varphi(t, x, Y, S) & \Leftrightarrow\left\{t=c_{0} \&(\forall y)\left[(y, x) \in Y \Rightarrow\left(c_{0}, y\right) \in S\right]\right\} \\
& \vee\left\{t=c_{1} \&(\forall y)\left[y \in \text { Field }(Y) \Rightarrow\left(c_{0}, y\right) \in S\right] \& x=c_{1}\right\} .
\end{aligned}
$$

Here of course

$$
y \in \operatorname{Field}(Y) \Leftrightarrow(\exists z)[(y, z) \in Y \vee(z, y) \in Y] .
$$

We now claim that

$$
\begin{align*}
Y \in \mathscr{W} \mathscr{F}^{1} & \Leftrightarrow\left(c_{1}, c_{1}\right) \in I_{\varphi}(Y)  \tag{*}\\
& \Leftrightarrow\left(c_{1}, c_{1}, Y\right) \in \mathscr{I}_{\varphi},
\end{align*}
$$

so that $\mathscr{W} \mathscr{F}^{1}$ is inductive.

Proof of direction $(\Rightarrow)$ of $\left({ }^{*}\right)$. Let $\rho=\rho^{Y}$ be the rank function of $Y$. An easy transfinite induction on $\rho(x)$ proves that

$$
x \in \operatorname{Field}(Y) \Rightarrow\left(c_{0}, x\right) \in I_{\varphi}(Y),
$$

so that eventually for some ordinal $\lambda$ we have

$$
y \in \operatorname{Field}(Y) \Rightarrow\left(c_{0}, y\right) \in I_{\varphi}^{\lambda}(Y) .
$$

Now by the definition of $\varphi$ we have $\left(c_{1}, c_{1}\right) \in I_{\varphi}^{\lambda+1}(Y)$.
Proof of direction $(\leftarrow)$ of ( ${ }^{*}$ ). Since $\left(c_{1}, c_{1}\right) \in I_{\varphi}(Y)$, by definition we have $\varphi\left(c_{1}, c_{1}, Y, I_{\varphi}(Y)\right)$, i.e.

$$
(\forall y)\left[y \in \operatorname{Field}(Y) \Rightarrow\left(c_{0}, y\right) \in I_{\varphi}(Y)\right] .
$$

This induces a norm on $\operatorname{Field}(Y)$ by

$$
\sigma(y)=\text { least } \xi \text { such that }\left(c_{0}, y\right) \in I_{\varphi}^{\xi}(Y) \quad(y \in \text { Field }(Y)) .
$$

To show that $Y$ is wellfounded, it will be enough to prove

$$
(y, x) \in Y \Rightarrow \sigma(y)<\sigma(x) ;
$$

but this is evident, since if $\sigma(x)=\xi$, we have $\left(c_{0}, x\right) \in I_{\varphi}^{\xi}(Y)$, hence $\varphi\left(c_{0}, x\right.$, $\left.Y, I_{\varphi}^{<\xi}(Y)\right)$, hence by the definition of $\varphi$,

$$
\left(\forall y^{\prime}\right)\left[\left(y^{\prime}, x\right) \in Y \Rightarrow\left(c_{0}, y^{\prime}\right) \in I_{\varphi}^{<\zeta}(Y)\right],
$$

which implies $\sigma(y)<\xi=\sigma(x)$.
This proof is rather typical of many arguments about inductive second order relations. Notice that $Y$ was carried along as a parameter throughout the proof.

Another interesting and typically inductive class of sets is that corresponding to the game quantifier $G$ on an acceptable structure.

6A.2. Theorem. Let $\mathscr{C}$ be an elementary coding scheme on the structure $\mathfrak{Y}$, put

$$
\mathrm{G}^{\mathscr{G}}=\left\{X \subseteq A:\left\{\left(\forall s_{1}\right)\left(\exists t_{1}\right) \ldots\right\} \vee_{m \in \omega}\left[\left\langle s_{1}, t_{1}, \ldots, s_{m}, t_{m}\right\rangle \in X\right]\right\},
$$

where $\left\rangle\right.$ is the tuple-coding of $\mathscr{C}$. Then $G^{\mathscr{8}}$ is an inductive class.
Proof. Choose $\varphi$ so that

$$
\begin{aligned}
\varphi(w, X, S) \Leftrightarrow & S e q(w) \&[l h(w) \text { is even }] \\
& \&\left[w \in X \vee(\forall s)(\exists t)\left[w^{\wedge}\langle s, t\rangle \in S\right]\right]
\end{aligned}
$$

as in the proof of Theorem 5C.1. It is now simple to prove by the method of that proof that

$$
\begin{align*}
X \in \mathrm{G}^{\mathscr{C}} & \Leftrightarrow\langle\emptyset\rangle \in I_{\varphi}(X) \\
& \Leftrightarrow(\langle\emptyset\rangle, X) \in \mathscr{I}_{\varphi}, \tag{4}
\end{align*}
$$

so that $G^{\mathscr{C}}$ is inductive.

## 6B. Transitivity, substitutivity and positive induction completeness

We give here some basic results about second order inductive relations whose proofs depend on combining inductions, as in the Combination Lemma 1C. 2 and the Transitivity Theorem 1C.3. First comes a direct relativization of that result.

6B.1. Transitivity Theorem. Let $A$ be an infinite set, $Q, Q_{1}, \ldots, Q_{m}$ relations on $A$, and $\mathscr{R}$ a second order relation on $A$. If $\mathscr{R}$ is inductive in $Q, Q_{1}$, $\ldots, Q_{m}$ and $Q$ is inductive in $Q_{1}, \ldots, Q_{m}$, then $\mathscr{R}$ is inductive in $Q_{1}, \ldots, Q_{m}$.

Proof. By the hypothesis there are formulas

$$
\begin{aligned}
\psi & \equiv \psi(\bar{u}, \bar{y}, T) \equiv \psi\left(\bar{u}, \bar{y},=, Q_{1}, \ldots, Q_{m}, T\right) \\
\varphi & \equiv \varphi(\bar{v}, \bar{x}, \bar{Y}, Q, S) \equiv \varphi\left(\bar{v}, \bar{x}, \bar{Y},=, Q, Q_{1}, \ldots, Q_{m}, S\right)
\end{aligned}
$$

in which $Q, Q_{1}, \ldots, Q_{m}, T, S$ occur positively, and constants $\bar{b}, \bar{a}$ such that

$$
\begin{aligned}
\bar{y} \in Q & \Leftrightarrow(\bar{b}, \bar{y}) \in I_{\psi} \\
(\bar{x}, \bar{Y}) \in \mathscr{R} & \Leftrightarrow(\bar{a}, \bar{x}, \bar{Y}) \in \mathscr{I}_{\varphi} \Leftrightarrow(\bar{a}, \bar{x}) \in I_{\varphi}(\bar{Y}) .
\end{aligned}
$$

Let $\chi$ be the formula that is assigned to $\varphi$ and $\psi$ by the Combination Lemma 1C.2. There are various constants in $\chi$, but $Q_{1}, \ldots, Q_{m}$ occur positively in $\chi$ and

$$
\chi \equiv \chi(t, \bar{u}, \bar{y}, \bar{v}, \bar{x}, \bar{Y}, U)
$$

has the variables $t, \bar{u}, \bar{y}, \bar{v}, \bar{x}, \bar{Y}$. By (5) of 1 C .2 , for each $\bar{Y}$,

$$
(\bar{v}, \bar{x}) \in I_{\varphi}(\bar{Y}) \Leftrightarrow\left(c_{1}, \bar{u}^{*}, \bar{y}^{*}, \bar{v}, \bar{x}\right) \in I_{x}(\bar{Y})
$$

Hence

$$
(\bar{x}, \bar{Y}) \in \mathscr{R} \Leftrightarrow(\bar{a}, \bar{x}, \bar{Y}) \in \mathscr{I}_{\varphi} \Leftrightarrow\left(c_{1}, \bar{u}^{*}, \bar{y}^{*}, \bar{a}, \bar{x}, \bar{Y}\right) \in \mathscr{I}_{x},
$$

and $\mathscr{R}$ is inductive in $Q_{1}, \ldots, Q_{m}$.
This is the most obvious way to relativize the proof of 1C. 2 and obtain a result about second order relations. But there are other ways of looking
at that proof which lead to substitution theorems, of particular interest for second order relations.

Suppose $\mathscr{R}(\bar{x}, Z, \bar{Y})$ is inductive in $Q_{1}, \ldots, Q_{m}$, where $Z$ varies over $j$-ary relations on $A$. We say that $\mathscr{R}$ depends positively on $Z$ if there is a formula

$$
\begin{equation*}
\varphi(\bar{u}, \bar{x}, Z, \bar{Y}, S)=\varphi\left(\bar{u}, \bar{x}, Z, \bar{Y}, S,=, Q_{1}, \ldots, Q_{m}\right) \tag{1}
\end{equation*}
$$

in which $Z, S, Q_{1}, \ldots, Q_{m}$ all occur positively and constants $\bar{a}$ such that

$$
\begin{equation*}
\mathscr{R}(\bar{x}, Z, \bar{Y}) \Leftrightarrow(\bar{a}, \bar{x}, Z, \bar{Y}) \in \mathscr{I}_{\varphi} . \tag{2}
\end{equation*}
$$

It would be more proper linguistically to say that " $\mathscr{R}$ depends positively on its first (or $n^{\text {th }}$ ) relation argument," but no confusion will be caused by this slight abuse of syntactical terminology.

The idea is that we can substitute inductive relations for the variables on which $\mathscr{R}$ depends positively and the result is still inductive. In order to get the most mileage out of this idea we prove a simple representation theorem which allows us to deal with "negative" or even arbitrary dependence.

6B.2. Theorem. Suppose $\mathscr{R}(\bar{x}, Z, \bar{Y})$ is inductive in fixed relations $Q_{1}, \ldots, Q_{m}$ on an infinite set $A$. There exists a relation $\mathscr{R}^{\dagger}\left(\bar{x}, Z_{1}, Z_{2}, \bar{Y}\right)$, positively dependent on $Z_{1}, Z_{2}$ and inductive in $Q_{1}, \ldots, Q_{m}$, such that

$$
\begin{aligned}
\mathscr{R}(\bar{x}, Z, \bar{Y}) & \Leftrightarrow \mathscr{R}^{\dagger}(\bar{x}, Z, \neg Z, \bar{Y}) \\
& \Leftrightarrow \mathscr{R}^{\dagger}(\bar{x}, Z,\{\bar{y}: \bar{y} \notin Z\}, \bar{Y}) .
\end{aligned}
$$

Proof. We first assign to each formula $\varphi(Z)$ and variable $Z$ a formula $\varphi^{\dagger}\left(Z_{1}, Z_{2}\right)$ in which $Z_{1}, Z_{2}$ both occur positively and such that

$$
\varphi(Z) \Leftrightarrow \varphi^{\dagger}(Z, \neg Z)
$$

we do this by pushing the negation sign $\neg$ through all the logical symbols until it applies only to prime formulas and then replacing each $Z(\bar{t})$ by $Z_{1}(\bar{t})$ and each $\neg Z(\bar{t})$ by $Z_{2}(\bar{t})$. If

$$
\varphi(Z) \equiv \varphi(\bar{x}, Z, S)
$$

is $S$-positive, it follows by a trivial induction on $\xi$ that

$$
\bar{x} \in I_{\varphi}(Z) \Leftrightarrow \bar{x} \in I_{\varphi \dagger}(Z, \neg Z)
$$

Hence ii

$$
\mathscr{R}(\bar{x}, Z, \bar{Y}) \Leftrightarrow(\bar{a}, \bar{x}, Z, \bar{Y}) \in \mathscr{I}_{\varphi}
$$

is inductive in $Q_{1}, \ldots, Q_{m}$, we can take

$$
\mathscr{R}^{\dagger}\left(\bar{x}, Z_{1}, Z_{2}, \bar{Y}\right) \Leftrightarrow\left(\bar{a}, \bar{x}, Z_{1}, Z_{2}, \bar{Y}\right) \in \mathscr{I}_{\varphi \dagger}
$$

and we have the desired equivalence.

6B.3. Substitution Theorem. Suppose $\mathscr{R}(\bar{x}, Z, \bar{Y}), \mathscr{Z}(\bar{y}, \bar{x}, \bar{Y})$ are second order relations on the infinite set $A$, where $Z$ varies over $j$-ary relations and $\bar{y}$ varies over $j$-tuples, consider the substitution

$$
\mathscr{P}(\bar{x}, \bar{Y}) \Leftarrow \mathscr{R}(\bar{x},\{\bar{y}: \mathscr{Q}(\bar{y}, \bar{x}, \bar{Y})\}, \bar{Y}) .
$$

If $\mathscr{R}, \mathscr{P}$ are inductive in $Q_{1}, \ldots, Q_{m}$ on $A$ and $\mathscr{R}$ depends positively on $Z$, then $\mathscr{P}$ is inductive in $Q_{1}, \ldots, Q_{m}$.

If $\mathscr{R}$ is inductive in $Q_{1}, \ldots, Q_{m}$ on $A$ and $\mathscr{2}$ is hyperelementary in $Q_{1}, \ldots$, $Q_{m}$, then $\mathscr{R}$ is inductive in $Q_{1}, \ldots, Q_{m}$.

Proof. It is convenient to first prove the following slightly differentlooking substitution rule.

Lemma. If $\mathscr{Q}(\bar{z}, \bar{y}, \bar{Y}), \mathscr{R}(\bar{x}, Z, \bar{Y})$ are inductive in $Q_{1}, \ldots, Q_{m}$ and $\mathscr{R}$ depends positively on $Z$, and if $\mathscr{P}$ is defined by

$$
\mathscr{P}(\bar{z}, \bar{x}, \bar{Y}) \Leftrightarrow \mathscr{R}(\bar{x},\{\bar{y}: \mathscr{Q}(\bar{z}, \bar{y}, \bar{Y})\}, \bar{Y}),
$$

then $\mathscr{P}$ is inductive in $Q_{1}, \ldots, Q_{m}$.
Proof. By hypothesis there are formulas

$$
\begin{aligned}
& \psi \equiv \psi(\bar{u}, \bar{z}, \bar{y}, \bar{Y}, S) \\
& \varphi \equiv \varphi(\bar{v}, \bar{x}, Z, \bar{Y}, T)
\end{aligned}
$$

and constants $\bar{b}, \bar{c}$ such that

$$
\begin{aligned}
\mathscr{Q}(\bar{z}, \bar{y}, \bar{Y}) & \Leftrightarrow(\bar{b}, \bar{z}, \bar{y}) \in I_{\psi}(\bar{Y}) \\
\mathscr{R}(\bar{x}, Z, \bar{Y}) & \Leftrightarrow(\bar{c}, \bar{x}) \in I_{\varphi}(Z, \bar{Y})
\end{aligned}
$$

The proof hinges on the observation that we can relativize the proof of the Combination Lemma 1C. 2 not only by adding relation variables throughout, but also by considering both the relation $Q$ and the constants $\bar{a}$ as variables. Substitute then throughout the proof of 1C.2,

$$
\begin{gathered}
Z \text { for } Q \\
\bar{b}, \bar{z} \text { for } \bar{a}
\end{gathered}
$$

We get a formula

$$
\chi \equiv \chi(t, \bar{u}, \bar{z}, \bar{y}, \bar{v}, \bar{x}, \bar{Y}, U)
$$

with several additional constants in which $Q_{1}, \ldots, Q_{m}$ occur positively and which has the following property: for each fixed $\bar{z}, \bar{Y}$, if

$$
Q_{\bar{z}, \bar{Y}(\bar{y})} \Leftrightarrow(\bar{b}, \bar{z}, \bar{y}) \in I_{\psi}(\bar{Y})
$$

then

$$
(\bar{v}, \bar{x}) \in I_{\varphi}\left(Q_{\bar{z}, \bar{Y}}, \bar{Y}\right) \Leftrightarrow\left(c_{1}, \bar{u}^{*}, \bar{z}^{*}, \bar{y}^{*}, \bar{v}, \bar{x}\right) \in I_{\chi}(\bar{Y})
$$

Taking $\bar{v}=\bar{c}$, we get

$$
\mathscr{R}\left(\bar{x}, Q_{\bar{z}}, \bar{y}, \bar{Y}\right) \Leftrightarrow\left(c_{1}, \bar{u}^{*}, \bar{z}^{*}, \bar{y}^{*}, \bar{c}, \bar{x}, \bar{Y}\right) \in \mathscr{I}_{x},
$$

which completes the proof of the lemma, since

$$
\begin{aligned}
\mathscr{P}(\bar{z}, \bar{x}, \bar{Y}) & \Leftrightarrow \mathscr{R}(\bar{x},\{\bar{y}: Q(\bar{z}, \bar{y}, \bar{Y})\}, \bar{Y}) \\
& \Leftrightarrow \mathscr{R}\left(\bar{x},\left\{\bar{y}:(\bar{b}, \bar{z}, \bar{y}) \in I_{\psi}(\bar{Y})\right\}, \bar{Y}\right) \\
& \Leftrightarrow \mathscr{R}\left(\bar{x}, Q_{\bar{z}, \bar{y}}, \bar{Y}\right) .
\end{aligned}
$$

The first assertion of the theorem follows easily from the lemma by verifying directly from the definition that if $\mathscr{2}(\bar{y}, \bar{x}, \bar{Y})$ is inductive in $Q_{1}, \ldots$, $Q_{m}$, then so is $\mathscr{Q}^{\prime}(\bar{x}, \bar{y}, \bar{Y})$ defined by

$$
\mathscr{P}^{\prime}(\bar{x}, \bar{y}, \bar{Y}) \Leftrightarrow \mathscr{2}(\bar{y}, \bar{x}, \bar{Y})
$$

and that if $\mathscr{P}(\bar{z}, \bar{x}, \bar{Y})$ is inductive, then so is $\mathscr{P}^{\prime}(\bar{x}, \bar{Y})$ defined by

$$
\mathscr{P}^{\prime}(\bar{x}, \bar{Y}) \Leftrightarrow \mathscr{P}(\bar{x}, \bar{x}, \bar{Y}) .
$$

Both of these are trivial.
The second assertion follows from the first by an application of Theorem 6B.2. We have

$$
\mathscr{R}(\bar{x}, Z, \bar{Y}) \Leftrightarrow \mathscr{R}^{\dagger}(\bar{x}, Z, \neg Z, \bar{Y}) .
$$

Now by the first assertion,

$$
\mathscr{P}_{1}\left(\bar{x}, Z_{2}, \bar{Y}\right) \Leftrightarrow \mathscr{R}^{\dagger}\left(\bar{x},\{\bar{y}: \mathscr{Q}(\bar{y}, \bar{x}, \bar{Y})\}, Z_{2}, \bar{Y}\right)
$$

is inductive and by the first assertion once more, applied to $\neg \mathscr{Q}$,

$$
\begin{aligned}
\mathscr{P}_{2}(\bar{x}, \bar{Y}) & \Leftrightarrow \mathscr{P}_{1}(\bar{x},\{\bar{y}: \neg \mathscr{Q}(\bar{y}, \bar{x}, \bar{Y})\}, \bar{Y}) \\
& \Leftrightarrow \mathscr{R}^{\dagger}(\bar{x},\{\bar{y}: \mathscr{2}(\bar{y}, \bar{x}, \bar{Y})\},\{\bar{y}: \neg \mathscr{2}(\bar{y}, \bar{x}, \bar{Y})\}, \bar{Y})
\end{aligned}
$$

is also inductive. But trivially,

$$
\mathscr{P}_{2}(\bar{x}, \bar{Y}) \Leftrightarrow \mathscr{R}(\bar{x},\{\bar{y}: \mathscr{Q}(\bar{y}, \bar{x}, \vec{Y})\}) .
$$

This theorem of course applies to the special cases when $\mathscr{Q}$ has no relation arguments: If $\mathscr{R}(\bar{x}, Z, \bar{Y}), Q(\bar{y}, \bar{x})$ are incuctive in $Q_{1}, \ldots, Q_{m}$, and $\mathscr{R}$ depends positively on $Z$, then

$$
\mathscr{P}(\bar{x}, \bar{Y}) \Leftrightarrow \mathscr{R}(\bar{x},\{\bar{y}: Q(\bar{y}, \bar{x})\}, \bar{Y})
$$

is also inductive in $Q_{1}, \ldots, Q_{m}$. Similarly, if $Q(\bar{y})$ does not depend on the variables $\bar{x}$ and is inductive in $Q_{1}, \ldots, Q_{m}$ and if $\mathscr{R}(\bar{x}, Z, \bar{Y})$ is inductive in $Q_{1}, \ldots, Q_{m}$ and depends positively on $Z$, then

$$
\mathscr{P}(\bar{x}, \bar{Y}) \Leftrightarrow \mathscr{R}(\bar{x}, Q, \bar{Y})
$$

is inductive in $Q_{1}, \ldots, Q_{m}$.

For some applications it is not convenient to quote directly 6B.3, but we must combine it with Theorem 6B. 2 to prove that a particular complicated substitution leads to an inductive relation.

If $\mathscr{R}(\bar{x}, Z)$ is inductive in $Q_{1}, \ldots, Q_{m}$ and depends positively on $Z$ and if $\bar{x}$ varies over $n$-tuples and $Z$ over $n$-ary relations, we can define an operator

$$
\Gamma: \operatorname{Power}\left(A^{n}\right) \rightarrow \operatorname{Power}\left(A^{n}\right)
$$

by

$$
\Gamma(Z)=\{\bar{x}: \mathscr{R}(\bar{x}, Z)\} .
$$

Such operators are called positive, inductive in $Q_{1}, \ldots, Q_{m}$ and it is easy to verify that they are monotone. Our next result establishes that their fixed points are also inductive in $Q_{1}, \ldots, Q_{m}$. In recursion theoretic treatments of these matters, this result is called a Recursion Theorem, see Exercise 6.2. It is in truth a completeness result, since it shows that the monotone operators defined by positive, elementary inductions lead to no more fixed points than the positive elementary inductions themselves.

6B.4. Positive Induction Completeness Theorem. Let $Q_{1}, \ldots, Q_{m}$ be fixed relations on the infinite set $A$, let $\mathscr{R}(\bar{x}, Z)$ be inductive in $Q_{1}, \ldots, Q_{m}$ and positively dependent on $Z$, put

$$
\Gamma(Z)=\{\bar{x}: \mathscr{R}(\bar{x}, Z)\}
$$

Then $\Gamma$ is a monotone operator, the set $I_{\Gamma}$ built up by $\Gamma$ is inductive in $Q_{1}, \ldots, Q_{m}$ and the closure ordinal of $\Gamma$ is $\leqslant \kappa\left(A, Q_{1}, \ldots, Q_{m}\right)$.

Proof. By hypothesis there is a formula

$$
\varphi(\bar{u}, \bar{x}, Z, S) \equiv \varphi\left(\bar{u}, \bar{x}, Z, S,=, Q_{1}, \ldots, Q_{m}\right)
$$

in which $Z, S, Q_{1}, \ldots, Q_{m}$ all occur positively and constants $\bar{a}$ such that

$$
\bar{x} \in \Gamma(Z) \Leftrightarrow(\bar{a}, \bar{x}) \in I_{\varphi}(Z) .
$$

Let $I_{\Gamma}^{\xi}$ be the stages of $\Gamma$ as in Section 1A,

$$
\begin{aligned}
I_{\Gamma}^{\xi} & =\mathrm{I}^{\prime}\left(\bigcup_{\eta<\xi} I_{\Gamma}^{\eta}\right)=\left\{\bar{x}: \varphi\left(\bar{a}, \bar{x}, Z, \bigcup_{\eta<\xi} I_{\Gamma}^{\eta}\right)\right\} \\
I_{\Gamma}^{<\xi} & =\bigcup_{\eta<\xi} I_{\Gamma}^{\eta}
\end{aligned}
$$

Here of course, for any $Z$,

$$
\begin{aligned}
& I_{\varphi}^{\xi}(Z)=\left\{(\bar{u}, \bar{x}): \varphi\left(\bar{u}, \bar{x}, Z, I_{\varphi}^{<\xi}(Z)\right)\right\} \\
& I_{\varphi}(Z)=\bigcup_{\xi} I_{\varphi}^{\xi}(Z)
\end{aligned}
$$

It is worth pointing out that each $I_{\varphi}^{\zeta}$ is monotone as an operator on $Z$,

$$
Z_{1} \subseteq Z_{2} \Rightarrow I_{\varphi}^{\xi}\left(Z_{1}\right) \subseteq I_{\varphi}^{\xi}\left(Z_{2}\right)
$$

this is easily proved by induction on $\xi$, using the hypothesis that $Z$ occurs positively in $\varphi$.

Put now

$$
\psi(\bar{u}, \bar{x}, S) \Leftrightarrow \varphi\left(\bar{u}, \bar{x},\left\{\bar{x}^{\prime}:\left(\bar{a}, \bar{x}^{\prime}\right) \in S\right\}, S\right) .
$$

The theorem will follow easily from the following two steps.
Step 1: For every $\bar{u}, \bar{x}$,

$$
(\bar{u}, \bar{x}) \in I_{\psi}^{\xi} \Rightarrow(\bar{u}, \bar{x}) \in I_{\varphi}^{\xi}\left(I_{\Gamma}^{<\xi}\right)
$$

Proof of Step 1 is by transfinite induction on $\xi$. Assume the induction hypothesis and notice that for every $\zeta<\zeta$,

$$
\begin{aligned}
(\bar{a}, \bar{x}) \in I_{\psi}^{\zeta} & \Rightarrow(\bar{a}, \bar{x}) \in I_{\varphi}^{\zeta}\left(I_{\Gamma}^{<\zeta}\right) & & \text { (by ind. hyp.) } \\
& \Rightarrow(\bar{a}, \bar{x}) \in I_{\varphi}\left(I_{\Gamma}^{<\zeta}\right) & & \text { (by def. of } \left.I_{\varphi}(Z)\right) \\
& \Rightarrow \bar{x} \in I_{\Gamma}^{\zeta} & & \text { (by def. of } \left.I_{\Gamma}^{\zeta}\right) .
\end{aligned}
$$

Now compute:

$$
\begin{array}{rlrl}
(\bar{u}, \bar{x}) \in I_{\psi}^{\xi} & \Rightarrow \varphi\left(\bar{u}, \bar{x},\left\{\bar{x}^{\prime}:\left(\bar{a}, \bar{x}^{\prime}\right) \in I_{\psi}^{<\xi}\right\}, I_{\psi}^{<\zeta}\right) & & \text { (by def. of } \left.I_{\psi}^{\xi}\right) \\
& \Rightarrow \varphi\left(\bar{u}, \bar{x}, I_{\Gamma}^{<\xi}, I_{\psi}^{<\xi}\right) & & \text { (by the remark above } \\
& \Rightarrow \varphi\left(\bar{u}, \bar{x}, I_{\Gamma}^{<\xi}, \bigcup_{\eta<\xi} I_{\varphi}^{\eta}\left(I_{\Gamma}^{<\eta}\right)\right) & & \text { (by ind. monotonicity) } \\
& \begin{array}{ll}
\text { monotonicity) }
\end{array} \\
& \Rightarrow \varphi\left(\bar{u}, \bar{x}, I_{\Gamma}^{<\xi}, \bigcup_{\eta<\xi} I_{\varphi}^{\eta}\left(I_{\Gamma}^{<\xi}\right)\right) & & \text { (by monotonicity of } \\
& & \left.I_{\varphi}^{\eta}(Z) \text { in } Z\right) \\
& \Rightarrow(\bar{u}, \bar{x}) \in I_{\varphi}^{\xi}\left(I_{\Gamma}^{<\xi}\right) & & \text { (by def. of } \left.I_{\varphi}^{\xi}(Z)\right) .
\end{array}
$$

Step 2: For every $\bar{u}, \vec{x}$,

$$
(\bar{u}, \bar{x}) \in I_{\varphi}^{\xi}\left(\left\{\bar{x}^{\prime}:\left(\bar{a}, \bar{x}^{\prime}\right) \in I_{\psi}\right\}\right) \Rightarrow(\bar{u}, \bar{x}) \in I_{\psi}
$$

Proof of Step 2 is also by induction on $\xi$. Put for convenience

$$
J_{\psi}=\left\{\bar{x}^{\prime}:\left(\bar{a}, \bar{x}^{\prime}\right) \in I_{\psi}\right\}
$$

and compute:

$$
\begin{array}{rlrl}
(\bar{u}, \bar{x}) \in I_{\varphi p}^{\xi}\left(J_{\psi}\right) & \Rightarrow \varphi\left(\bar{u}, \bar{x}, J_{\psi}, I_{\varphi}^{<\xi}\left(J_{\psi}\right)\right) & & \\
& \Rightarrow \varphi\left(\bar{u}, \bar{x}, J_{\psi}, I_{\psi}\right) & & \text { (by def. of } \left.I_{\varphi}^{\xi}(Z)\right), \\
& & \text { monotonicity of } \varphi \text { in } S \text { ) } \\
& \Rightarrow \varphi\left(\bar{u}, \bar{x},\left\{\bar{x}^{\prime}:\left(\bar{a}, \bar{x}^{\prime}\right) \in I_{\psi}\right\}, I_{\psi}\right) & & \text { (by def. of } \left.J_{\psi}\right) \\
& \Rightarrow \psi\left(\bar{u}, \bar{x}, I_{\psi}\right) & & \text { (by def. of } \psi) \\
& \Rightarrow(\bar{u}, \bar{x}) \in I_{\psi} . & &
\end{array}
$$

Now by Step 1, using monotonicity repeatedly,

$$
\begin{aligned}
\bar{x} \in J_{\psi} & \Rightarrow(\bar{a}, \bar{x}) \in I_{\psi} \\
& \Rightarrow(\bar{a}, \bar{x}) \in I_{\psi}^{\xi}, \quad \text { for some } \xi, \\
& \Rightarrow(\bar{a}, \bar{x}) \in I_{\varphi}^{\xi}\left(I_{\Gamma}^{<\xi}\right) \\
& \Rightarrow(\bar{a}, \bar{x}) \in I_{\varphi}\left(I_{\Gamma}\right) \\
& \Rightarrow \bar{x} \in I_{\Gamma},
\end{aligned}
$$

and by Step 2

$$
\begin{aligned}
\bar{x} \in \Gamma\left(J_{\psi}\right) & \Rightarrow(\bar{a}, \bar{x}) \in I_{\varphi}\left(J_{\psi}\right) \\
& \Rightarrow(\bar{a}, \bar{x}) \in I_{\psi} \\
& \Rightarrow \bar{x} \in J_{\psi} ;
\end{aligned}
$$

i.e. $J_{\psi} \subseteq I_{\Gamma}$ and $\Gamma\left(J_{\psi}\right) \subseteq J_{\psi}$, so that $J_{\psi}=I_{\Gamma}$, and $I_{\Gamma}$ is therefore inductive in $Q_{1}, \ldots, Q_{m}$.

Also, if $\lambda=\|\psi\|$ is the closure ordinal of $\psi$, then the equation $I_{\Gamma}=J_{\psi}$ implies

$$
\begin{align*}
\bar{x} \in I_{\Gamma} & \Rightarrow(\bar{a}, \bar{x}) \in I_{\Psi}^{\xi}, \quad \text { for some } \xi<\lambda \\
& \Rightarrow(\bar{a}, \bar{x}) \in I_{\varphi}^{\xi}\left(I_{\Gamma}^{<\xi}\right)  \tag{byStep1}\\
& \Rightarrow(\bar{a}, \bar{x}) \in I_{\varphi}\left(I_{\Gamma}^{<\xi}\right) \\
& \Rightarrow \bar{x} \in I_{\Gamma}^{\xi},
\end{align*}
$$

so that the closure ordinal of $\Gamma$ is $\leqslant \lambda \leqslant \kappa\left(A, Q_{1}, \ldots, Q_{m}\right)$.
We now collect in one theorem the simple properties of inductive second order relations on an infinite structure. Proofs are immediate from the preceding results and the methods of Section 1D.

6B.5. Theorem. The class of inductive second order relations on an infinite structure $\mathfrak{A}$ is closed under the positive operations $\&, \vee, \exists, \forall$, it is closed under A-valued hyperelementary substitution

$$
\mathscr{P}(\bar{x}, \bar{Y}) \Leftrightarrow \mathscr{R}\left(f_{1}(\bar{x}, \bar{Y}), \ldots, f_{m}(\bar{x}, \bar{Y}), \bar{Y}\right)
$$

and it is closed under the operation of relation substitution

$$
\begin{equation*}
\mathscr{P}(\bar{x}, \bar{Y}) \Leftrightarrow \mathscr{R}(\bar{x},\{\bar{y}: \mathscr{Q}(\bar{y}, \bar{x}, \bar{Y})\}, \bar{Y}), \tag{*}
\end{equation*}
$$

whenever $\mathscr{R}(\bar{x}, Z, \bar{Y})$ depends positively on $Z$ or $\mathscr{Q}$ is hyperelementary.
The class of hyperelementary second order relations on $\mathfrak{Q}$ includes all elementary second order relations and is closed under all the elementary
operations $\neg, \&, \vee, \exists, \forall$ and $A$-valued hyperelementary substitution as well as (*).

If $Q_{1}, \ldots, Q_{m}$ are hyperelementary on $\mathfrak{H}$, then the structure $\left(\mathfrak{Q}, Q_{1}, \ldots, Q_{m}\right)$ has the same inductive second order relations as the structure $\mathfrak{A}$.

If $\mathscr{R}(\bar{x}, Z)$ is inductive on $\mathfrak{A l}$ and positively dependent on $Z$, then the operator

$$
\Gamma(Z)=\{\bar{x}: \mathscr{R}(\bar{x}, Z)\}
$$

is monotone, the set $I_{\Gamma}$ built up by it is inductive on $\mathfrak{A}$ and its closure ordinal is $\leqslant \kappa^{2 r}$.

Every inductive second order relation is $\Pi_{1}^{1}$ on $\mathfrak{M}$ and hence every hyperelementary second order relation is $\Delta_{1}^{1}$ on $\mathfrak{H}$.

Here of course $\Pi_{1}^{1}$ second order relations are those of the form

$$
\mathscr{P}(\bar{x}, \bar{Y}) \Leftrightarrow(\forall \bar{Z}) \mathscr{R}(\bar{x}, \bar{Y}, \bar{Z}),
$$

where $\mathscr{R}$ is elementary.

## 6C. Extension of the theory to second order relations

We list here versions for second order relations of the most significant theorems in Chapters 1-5. In most cases the old proofs work with very minor modifications (mostly notational) and we shall omit them.

If $(\bar{x}, \bar{Y}) \in \mathscr{I}_{\varphi}$ for some fixed point $\mathscr{I}_{\varphi}$, we naturally put

$$
\begin{aligned}
|\bar{x}, \bar{Y}|_{\varphi} & =\text { least } \xi \text { such that }(\bar{x}, \bar{Y}) \in \mathscr{I}_{\varphi}^{\xi} \\
& =\text { least } \xi \text { such that } \bar{x} \in I_{\varphi}^{\xi}(\bar{Y}) .
\end{aligned}
$$

Notice that if $\varphi(\bar{x}, \bar{Y}, S)$ is in the language of an infinite structure $\mathfrak{A}$ and $(\bar{x}, \bar{Y}) \in \mathscr{I}_{\varphi}$, then

$$
|\bar{x}, \bar{Y}|_{\varphi}<\kappa^{(\mathfrak{2}, \bar{Y})} .
$$

This is immediate from the definition, since for each fixed $\bar{Y}$ the sequence of stages $\left\{I_{\varphi}^{\xi}(\bar{Y})\right\}$ is defined by an ordinary first order induction on the structure ( ${ }^{\boldsymbol{I}}, \bar{Y}$ ).

The Stage Comparison Theorem follows exactly as before.
6C.1. Stage Comparison Theorem. Let $\varphi(\bar{x}, \bar{Y}, S), \psi(\bar{z}, \bar{W}, T)$ be formulas in the language of an infinite structure $\mathfrak{N}$, respectively positive in $S, T$. Define the relations $\leqslant_{\varphi, \psi}^{*},<_{\varphi, \psi}^{*}$ by

$$
\begin{aligned}
& (\bar{x}, \bar{Y}) \leqslant_{\varphi, \psi}^{*}(\bar{z}, \bar{W}) \Leftrightarrow(\bar{x}, \bar{Y}) \in \mathscr{I}_{\varphi} \&\left[(\bar{z}, \bar{W}) \notin \mathscr{I}_{\psi} \vee|\bar{x}, \bar{Y}|_{\varphi} \leqslant|\bar{z}, \bar{W}|_{\psi}\right] \\
& (\bar{x}, \bar{Y})<_{\varphi, \psi}^{*}(\bar{z}, \bar{W}) \Leftrightarrow(\bar{x}, \bar{Y}) \in \mathscr{I}_{\varphi} \&\left[(\bar{z}, \bar{W}) \notin \mathscr{I}_{\psi} \vee|\bar{x}, \bar{Y}|_{\varphi}<|\bar{z}, \bar{W}|_{\psi}\right] .
\end{aligned}
$$

Then both $\leqslant_{\varphi, \psi}^{*},<_{\varphi, \psi}^{*}$ are fixed points of the structure $\mathfrak{U}$.

From this we get immediately the extended version of Theorem 2B.1.
6C.2. Theorem. Let $\varphi(\bar{x}, \bar{Y}, S)$ be $S$-positive in the language of an infinite structure $\mathfrak{G}$. For each $\lambda<\kappa^{\mathfrak{N}}$, the set $\mathscr{\mathscr { }} \hat{\varphi}$ is hyperelementary on $\mathfrak{A l}$. In particular, if $\|\varphi\|<\kappa^{\mathfrak{2 r}}$, then $\mathscr{I}_{\varphi}$ is hyperelementary on $\mathfrak{Y}$.

Here

$$
\begin{aligned}
\|\varphi\| & =\text { least } \xi \text { such that } \mathscr{I}_{\varphi}^{\xi}=\bigcup_{\eta<\xi} \mathscr{I}_{\varphi}^{\eta}=\mathscr{I}_{\varphi}^{<\xi} \\
& =\text { supremum }\left\{|\bar{x}, \bar{Y}|_{\varphi}+1:(\bar{x}, \bar{Y}) \in \mathscr{I}_{\varphi}\right\} .
\end{aligned}
$$

The supremum in this definition of $\|\varphi\|$ is over a set of cardinality $2^{|2|}$ and we may very well have $\|\varphi\|=|\mathfrak{Q}|^{+}$. Thus for these second order inductions the Closure Theorem 2B. 4 may fail. It is worth stating as a theorem the existence of such examples since they will be useful later on.

6C.3. Theorem. There are structures $\mathfrak{A}$ in which the class $\mathscr{W}^{\mathscr{F}}{ }^{1}$ of wellfounded binary relations is elementary. On such structures there are formulas $\varphi(\bar{x}, \bar{Y}, S)$ such that $\mathscr{I}_{\varphi}$ is elementary but $\|\varphi\|=|\mathfrak{Q}|^{+}>\kappa^{\mathfrak{N}}$.

Proof. Take $\mathfrak{A}=\left\langle V, \in \uparrow V_{\lambda}\right\rangle$, where $\lambda$ is a limit ordinal with cofinality $(\lambda)$ $>\omega$ and $V_{\lambda}$ is the set of sets of rank less than $\lambda$. We then have

$$
\begin{aligned}
& Y \in \mathscr{W} \mathscr{F}^{1} \Leftrightarrow Y \text { has no infinite descending chains } \\
& \qquad(\forall f)\{[f \text { is a function \& Domain }(f)=\omega \\
& \\
& \quad \& \operatorname{Range}(f) \subseteq \operatorname{Field}(Y)] \rightarrow(\exists i)(f(i+1), f(i)) \notin Y\} .
\end{aligned}
$$

Following the idea of the proof of Theorem 6A.1, put

$$
\varphi(x, Y, S) \Leftrightarrow x \in \operatorname{Field}(Y) \&(\forall y)[(y, x) \in Y \Rightarrow y \in S] .
$$

It is easy to prove by induction on $\xi$ that
(*) $\quad(x, Y) \in \mathscr{I}_{\varphi}^{\xi} \Leftrightarrow x \in \operatorname{Field}(Y) \& Y \upharpoonright x$ is well founded of rank$\leqslant \xi$, where

$$
Y \upharpoonright x=\{(u, v) \in Y:(v, x) \in Y\} .
$$

From this it follows immediately that $\|\varphi\|=|\mathscr{P}|^{+}$. But if $\mathscr{W} \mathscr{F}^{1}$ is elementary on $\mathfrak{A}$, surely $\mathscr{I}_{\varphi}$ is elementary on $\mathfrak{A l}$,

$$
(x, Y) \in \mathscr{I}_{\varphi} \Leftrightarrow Y \upharpoonright x \text { is wellfounded. }
$$

We will prove later that the extended Closure Theorem for second order inductions does hold for countable, acceptable structures. This depends on the fact that for such structures all $\Pi_{1}^{1}$ relations are inductive, which fails for structures in which $\mathscr{W}^{\mathscr{F}^{1}}$ is elementary.

Going on to the structure results of Chapter 3, we call a norm

$$
\sigma: \mathscr{P} \rightarrow \lambda
$$

on a second order relation $\mathscr{P}$ inductive if there exist relations $\mathscr{F}_{\sigma}, \mathscr{J}_{\sigma}$, inductive and coinductive respectively such that

$$
\begin{aligned}
\mathscr{P}\left(\bar{x}^{\prime}, \bar{Y}^{\prime}\right) \Rightarrow(\forall \bar{x}, \bar{Y})\left\{\left[\mathscr{P}(\bar{x}, \bar{Y}) \& \sigma(\bar{x}, \bar{Y}) \leqslant \sigma\left(\bar{x}^{\prime}, \bar{Y}^{\prime}\right)\right]\right. & \Leftrightarrow \mathscr{I}_{\sigma}\left(\bar{x}, \bar{Y}, \bar{x}^{\prime}, \bar{Y}^{\prime}\right) \\
& \left.\Leftrightarrow \mathscr{\mathscr { F }}_{\sigma}\left(\bar{x}, \bar{Y}, \bar{x}^{\prime}, \bar{Y}^{\prime}\right)\right\}
\end{aligned}
$$

We associate with a norm $\sigma$ the relations $\leqslant_{\sigma}^{*},<_{\sigma}^{*}$ defined by

$$
\begin{aligned}
& (\bar{x}, \bar{Y}) \leqslant \sigma\left(\bar{x}^{\prime}, \bar{Y}^{\prime}\right) \Leftrightarrow \mathscr{P}(\bar{x}, \bar{Y}) \&\left[\neg \mathscr{P}\left(\bar{x}^{\prime}, \bar{Y}^{\prime}\right) \vee \sigma(\bar{x}, \bar{Y}) \leqslant \sigma\left(\bar{x}^{\prime}, \bar{Y}^{\prime}\right)\right] \\
& (\bar{x}, \bar{Y})<_{\sigma}^{*}\left(\bar{x}^{\prime}, \bar{Y}^{\prime}\right) \Leftrightarrow \mathscr{P}(\bar{x}, \bar{Y}) \&\left[\neg \mathscr{P}\left(\bar{x}^{\prime}, \bar{Y}^{\prime}\right) \vee \sigma(\bar{x}, \bar{Y})<\sigma\left(\bar{x}^{\prime}, \bar{Y}^{\prime}\right)\right] .
\end{aligned}
$$

The same proof as in Theorem 3A. 1 shows that if $\mathscr{P}$ is inductive, then a norm $\sigma$ on $\mathscr{P}$ is inductive if and only if $\leqslant_{\sigma}^{*},<_{\sigma}^{*}$ are inductive. Theorem 3A. 2 extends directly and leads immediately to the extended version of the Prewellordering Theorem.

6C.4. Prewellordering Theorem. Every inductive second order relation on an infinite structure $\mathfrak{A}$ admits an inductive norm.

The Reduction Theorem for inductive second order relations and the Separation Theorem for coinductive second order relations follow as in 3A.4, 3A. 5 and we will not bother to state them explicitly.

There are partial (but significant) extensions of 3B.1, 3B.2, 3B.3.

6C.5. Hyperelementary Selection Theorem. Suppose $\mathscr{P}(\bar{x}, \bar{Y}, \bar{z})$ is an inductive second order relation on an infinite structure $\mathfrak{A}$, where $\bar{z}$ varies over m-tuples from $A$. There are inductive relations $\mathscr{P}^{*}(\bar{x}, \bar{Y}, \bar{z}), \mathscr{P}^{* *}(\bar{x}, \bar{Y}, \bar{z})$ such that

$$
\begin{align*}
& \mathscr{P} * \subseteq \mathscr{P}  \tag{1}\\
& (\exists \bar{z}) \mathscr{P}(\bar{x}, \bar{Y}, \bar{z}) \Rightarrow(\exists \bar{z}) \mathscr{P} *(\bar{x}, \bar{Y}, \bar{z}),  \tag{2}\\
& (\exists \bar{z}) \mathscr{P}(\bar{x}, \bar{Y}, \bar{z}) \Rightarrow(\forall \bar{z})\left[\mathscr{P} *(\bar{x}, \bar{Y}, \bar{z}) \Leftrightarrow \neg \mathscr{P}^{* *}(\bar{x}, \bar{Y}, \bar{z})\right] . \tag{3}
\end{align*}
$$

In particular, if $\mathscr{P}(\bar{x}, \bar{Y}, \bar{z})$ is inductive and $(\forall \bar{x}, \bar{Y})(\exists \bar{z}) \mathscr{P}(\bar{x}, \bar{Y}, \bar{z})$, then there exists a hyperelementary $\mathscr{P}^{*} \subseteq \mathscr{P}$ such that $(\forall \bar{x}, \bar{Y})(\exists \bar{z}) \mathscr{P}^{*}(\bar{x}, \bar{Y}, \bar{z})$.

The reason why 3B. 1 does not extend to the case where $\bar{z}$ may vary over relations is that $\bar{z}$ is quantified in the proof of $3 B .1$.

The Rank Comparison Theorem 3B. 4 does not extend to wellfounded relations on sets because of a similar quantification over the field of the relations in the formula $\varphi$ of the proof.

The Boundedness and Covering Theorems also do not extend directly to second order relations since they are generalizations of the Closure Theorem.

The various extensions of the theory discussed in Section 3D relativize directly and yield extensions of the second order theory. No great ingenuity is needed for this.

From Chapter 4, it is worth putting down the relativized version of 4C.2.
6C.6. Fixed Point Normal Form Theorem. A second order relation $\mathscr{P}$ on an infinite structure $\mathfrak{A}$ is a fixed point if and only if there is an elementary formula $\theta(\bar{x}, \bar{Y}, \bar{z}, \bar{u})$ in the language of $\mathfrak{A}$ and a string of quantifiers $\bar{Q}$ such that

$$
\begin{align*}
\mathscr{P}(\bar{x}, \bar{Y}) \Leftrightarrow\left\{\left(\overline{\mathrm{z}} \bar{z}_{1}\right)\left(\forall \bar{u}_{1}\right)\left(\mathrm{Q} \bar{z}_{2}\right)\left(\forall \bar{u}_{2}\right) \ldots\right\} & {\left[\theta\left(\bar{x}, \bar{Y}, \bar{z}_{1}, \bar{u}_{1}\right)\right.}  \tag{*}\\
& \left.\vee \theta\left(\bar{u}_{1}, \bar{Y}, \bar{z}_{2}, \bar{u}_{2}\right) \vee \ldots\right] \\
\Leftrightarrow\left\{\left(\overline{\mathrm{z}} \bar{z}_{1}\right)\left(\forall \bar{u}_{1}\right)\left(\mathrm{Q} \bar{z}_{2}\right)\left(\forall \bar{u}_{2}\right) \ldots\right\} & {\left[\theta\left(\bar{x}, \bar{Y}, \bar{z}_{1}, \bar{u}_{1}\right)\right.} \\
& \left.\vee \vee_{i \geqslant 1} \theta\left(\bar{u}_{i}, \bar{Y}, \bar{z}_{i+1}, \bar{u}_{i+1}\right)\right] .
\end{align*}
$$

In fact, every fixed point on $\mathfrak{H}$ satisfies $\left(^{*}\right)$ with a quantifier free $\theta$.
Moreover, $\mathscr{P}$ depends positively on $Y_{j}$ if and only if $(*)$ holds with some $\theta(\bar{x}, \bar{Y}, \bar{z}, \bar{u})$ in which $Y_{j}$ occurs positively.

This again gives a normal form for inductive second order relations which we will not bother to put down.

Suppose now that $\mathfrak{H}$ is acceptable. The results of 5 A and $5 B$ extend trivially to second order relations and we will not bother to list them explicitly. It is worth, however, putting down the extensions of 5C.1, 5C. 2 and the Parametrization Theorems 5D.1, 5D.2.

6C.7. Theorem. Let $\mathscr{C}$ be an elementary coding scheme on $\mathfrak{A}$, let $G=G^{\mathscr{C}}$ be the game quantifier associated with $\mathscr{C}$ by $\left(^{*}\right)$ of 5 C . A second order relation $\mathscr{P}(\bar{x}, \bar{Y})$ is inductive on $\mathfrak{H}$ if and only if there is an elementary relation $\mathscr{R}(\bar{z}, \bar{x}, \bar{Y})$ such that

$$
\begin{align*}
\mathscr{P}(\bar{x}, \bar{Y}) & \Leftrightarrow(G z) \mathscr{R}(z, \bar{x}, \bar{Y})  \tag{}\\
& \Leftrightarrow\left\{\left(\forall s_{1}\right)\left(\exists t_{1}\right)\left(\forall s_{2}\right)\left(\exists t_{2}\right) \ldots\right\} \vee_{m \in \omega} \mathscr{R}\left(\left\langle s_{1}, t_{1}, \ldots, s_{m}, t_{m}\right\rangle, \bar{x}, \bar{Y}\right) .
\end{align*}
$$

Moreover, $\mathscr{P}$ depends positively on $Y_{j}$ if and only if $\left(^{*}\right)$ holds with some $\mathscr{R}(z, \bar{x}, \bar{Y})$ which is definable by a formula $\theta(z, \bar{x}, \bar{Y})$ in which $Y_{j}$ occurs positively.

If

$$
\mathscr{P}(\bar{x}, \bar{Y}) \Leftrightarrow \mathscr{P}\left(x_{1}, \ldots, x_{n}, Y_{1}, \ldots, Y_{k}\right)
$$

is a second order relation, where $Y_{j}$ is $r_{j}$-ary, we call the sequence

$$
v=\left(n, r_{1}, \ldots, r_{k}\right)
$$

the signature of $\mathscr{P}$; we then call $\mathscr{P} v$-ary. We also call $\left(r_{1}, \ldots, r_{k}\right)$ the signature of the sequence of variables $Y_{1}, \ldots, Y_{k}$.

6C.8. Theorem. Let $\mathfrak{A}$ be acceptable. For each signature $v=\left(n, r_{1}, \ldots, r_{k}\right)$ there is a hyperelementary relation $\mathscr{E}^{v}$ of signature $\left(n+1, r_{1}, \ldots, r_{k}\right)$ which parametrizes the elementary second order relations of signature $v$, i.e. for each $\mathscr{R}$ of signature $v$,
$\mathscr{R}$ is elementary $\Leftrightarrow$ for some $a \in A$,

$$
\mathscr{R}=\mathscr{E}_{a}^{v}=\left\{(\bar{x}, \bar{Y}):(a, \bar{x}, \bar{Y}) \in \mathscr{E}^{v}\right\}
$$

For each $v$, there is a universal inductive relation $\mathscr{U}^{v}$ of signature $\left(n+1, r_{1}\right.$, . . ., $r_{k}$ ), i.e. an inductive $\mathscr{U}^{v}$ such that for each $\mathscr{R}$ of signature $v$,
$\mathscr{R}$ is inductive $\Leftrightarrow$ for some $a \in A$,

$$
\mathscr{R}=\mathscr{U}_{a}^{v}=\left\{(\bar{x}, \bar{Y}):(a, \bar{x}, \bar{Y}) \in \mathscr{U}_{i}^{v}\right\} .
$$

Similarly, there is a universal $\Pi_{1}^{1}$ relation $\mathscr{P v}^{\text {v }}$ of signature $\left(n+1, r_{1}, \ldots, r_{k}\right)$ i.e. a $\Pi_{1}^{1}$ relation $\mathscr{P}^{v}$ such that for each $\mathscr{R}$ of signature $v$,
$\mathscr{R}$ is $\Pi_{1}^{1} \Leftrightarrow$ for some $a \in A$,

$$
\mathscr{R}=\mathscr{P}_{a}^{\nu}=\left\{(\bar{x}, \bar{Y}):(a, \bar{x}, \bar{Y}) \in \mathscr{P}^{v}\right\} .
$$

Proof is by direct relativization of the proofs of 5D. 1 and 5D.2. To define $\mathscr{E}^{v}$ for a signature $v=\left(n, r_{1}, \ldots, r_{k}\right)$, we look at the definition of $E^{n}$ as given in the proof of 5D. 2 relative to the structure ( $\mathfrak{A}, \bar{Y}$ ), for any fixed $\bar{Y}$ of signature $\left(r_{1}, \ldots, r_{k}\right)$, i.e. we put

$$
\mathscr{E}^{v}(a, \bar{x}, \bar{Y}) \Leftrightarrow \operatorname{Sat}^{\mathscr{E}}(a,\langle\bar{x}\rangle) \text { is true, for }(\mathfrak{A}, \bar{Y})
$$

Looking back to the inductive definition of $\operatorname{Sat}^{\mathscr{C}}$ in 5B.2, it is easy to see that it is uniform in the particular relations of the structure involved and depends only on the number of arguments they have, i.e. the signature of the sequence $R_{1}, \ldots, R_{l}, Y_{1}, \ldots, Y_{k}$, if $\mathfrak{H}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$. By this we mean that the formula $\chi$ in the proof of 5B. 2 written down for the structure ( $\mathfrak{A}, \bar{Y}$ ) will simply carry $\bar{Y}$ as parameters and hence

$$
\operatorname{Sat}^{\mathscr{C}}(a,\langle\bar{x}\rangle, \bar{Y}) \Leftrightarrow \operatorname{Sat}^{\mathscr{C}}(a,\langle\bar{x}\rangle) \text { holds for }(\mathfrak{Y}, \bar{Y})
$$

is hyperelementary and so is $\mathscr{E}^{v}$.

From this the result about $\mathscr{U}^{v}$ follows immediately as before, by using the quantifier $G$.

We can use the same method with the quantifier $\forall$ to get the result for $\Pi_{1}^{1}$ if we show that every $\Pi_{1}^{1}$ second order relation of signature $v$ is of the form

$$
(\forall Z) \mathscr{Q}(Z, \bar{x}, \bar{Y}),
$$

where $\mathscr{Q}$ is elementary and $Z$ varies over subsets of $A$, i.e. if we show how to reduce a prefix of the form

$$
\left(\forall Z_{1}\right)\left(\forall Z_{2}\right) \ldots\left(\forall Z_{m}\right),
$$

where $Z_{i}$ varies over $k_{i}$-ary relations to just $(\forall Z)$ keeping the matrix elementary. But this follows immediately from the equivalences

$$
\begin{gather*}
\left(\forall Z \subseteq A^{r}\right) \mathscr{Q}(Z) \Leftrightarrow(\forall Y \subseteq A) \mathscr{Q}\left(\left\{\left(t_{1}, \ldots, t_{r}\right):\left\langle t_{1}, \ldots, t_{r}\right\rangle \in Y\right\}\right), \\
(\forall X \subseteq A)(\forall Y \subseteq A) \mathscr{Q}(X, Y) \Leftrightarrow(\forall Z \subseteq A) \mathscr{Q}\left(\left\{t:\left\langle c_{0}, t\right\rangle \in Z\right\},\left\{t:\left\langle c_{1}, t\right\rangle \in Z\right\}\right) . \tag{4}
\end{gather*}
$$

A trivial relativization of the proof of 5D. 4 yields a version of that theorem which is uniform in relation parameters.

6C.9. Parametrization Theorem (for relatively hyperelementary relations). Let $\mathfrak{U}$ be acceptable. For each $v=\left(n, r_{1}, \ldots, r_{k}\right)$ there is an inductive second order relation

$$
\mathscr{H}^{v}(a, \bar{x}, \bar{Y}) \Leftrightarrow \mathscr{H}^{v}\left(a, x_{1}, \ldots, x_{n}, Y_{1}, \ldots, Y_{k}\right)
$$

such that for each $\bar{Y}$ the $n+1$-ary relation

$$
H^{v}(\bar{Y})=\left\{(a, \bar{x}):(a, \bar{x}, \bar{Y}) \in \mathscr{H}^{v}\right\}
$$

parametrizes the n-ary relations which are hyperelementary on ( $\mathcal{A}, \bar{Y}$ ). Moreover, there is an inductive $\mathscr{I}^{\nu}(a, \bar{Y})$ and a coinductive $\mathscr{H}^{v}(a, \bar{x}, \bar{Y})$ such that for all $\bar{Y}$ :
(i) If $R \subseteq A^{n}$ is hyperelementary on $(\mathfrak{H}, \bar{Y})$, then for some $a \in A$ such that $\mathscr{I}^{\nu}(a, \bar{Y})$,

$$
R(\bar{x}) \Leftrightarrow \mathscr{H}^{\nu}(a, \bar{x}, \bar{Y}) .
$$

(ii) If $\mathscr{I}^{v}(a, \bar{Y})$, then for every $\bar{x}$,

$$
\begin{equation*}
\mathscr{H}^{v}(a, \bar{x}, \bar{Y}) \Leftrightarrow \breve{\mathscr{H}}^{v}(a, \bar{x}, \bar{Y}) . \tag{4}
\end{equation*}
$$

The proof of 5D. 4 does not relativize to yield a parametrization of the second order hyperelementary relations because it depends on the Covering Theorem. There is, however, a representation theorem which appears weak
but can often substitute for a parametrization theorem in applications. Its proof depends on the following covering-type result.

6C.10. Theorem. Let $\mathfrak{A}$ be acceptable, let $\mathscr{U}^{v}$ be universal for the $v$-ary inductive relations on $\mathfrak{M}$, where $v=\left(n, r_{1}, \ldots, r_{k}\right)$ is a signature with $n \geqslant 1$, and suppose $\sigma: \mathscr{U}^{\nu} \rightarrow \lambda$ is an inductive norm on $\mathscr{U}^{\nu}$. If for some a the relation

$$
\mathscr{R}(\bar{x}, \bar{Y}) \Leftrightarrow(\bar{x}, \bar{Y}) \in \mathscr{U}_{a}^{v} \Leftrightarrow(a, \bar{x}, \bar{Y}) \in \mathscr{U}^{v}
$$

is hyperelementary, then there is a sequence of constants $c, \bar{x}^{*}$ such that for every $\bar{Y},\left(c, \bar{x}^{*}, \bar{Y}\right) \in \mathscr{U}^{\nu}$ and for every $\bar{x}, \bar{Y}$,

$$
\mathscr{R}(\bar{x}, \bar{Y}) \Leftrightarrow\left[(a, \bar{x}, \bar{Y}) \in \mathscr{U}^{v} \& \sigma(a, \bar{x}, \bar{Y}) \leqslant \sigma\left(c, \bar{x}^{*}, \bar{Y}\right)\right] .
$$

Proof. Put

$$
\begin{gathered}
\mathscr{Q}(\bar{x}, \bar{Y}) \Leftrightarrow\left(\exists \bar{x}^{\prime}\right)\left\{( a , \overline { x } ^ { \prime } , \overline { Y } ) \in \mathscr { U } ^ { v } \& \left[\left(x_{1}, \bar{x}, \bar{Y}\right) \in \mathscr{U}^{v}\right.\right. \\
\left.\left.\& \sigma\left(x_{1}, \bar{x}, \bar{Y}\right)<\sigma\left(a, \bar{x}^{\prime}, \bar{Y}\right)\right]\right\} \\
\Leftrightarrow\left(\exists \bar{x}^{\prime}\right)\left\{\mathscr{R}\left(\bar{x}^{\prime}, \bar{Y}\right) \& \neg\left(a, \bar{x}^{\prime}, \bar{Y}\right) \leqslant{ }_{\sigma}^{*}\left(x_{1}, \bar{x}, \bar{Y}\right)\right\},
\end{gathered}
$$

where $\bar{x}=x_{1}, \ldots, x_{n}$. Since $\mathscr{R}$ is hyperelementary, $\mathscr{Q}$ is coinductive (in fact it is hyperelementary), hence there is a fixed $c$ such that

$$
\mathscr{Q}(\bar{x}, \bar{Y}) \Leftrightarrow(c, \bar{x}, \bar{Y}) \notin \mathscr{U}^{v}
$$

Now choose $\bar{x}^{*}=x_{1}^{*}, \ldots, x_{n}^{*}$ so that $x_{1}^{*}=c$.
We prove that for every $\bar{Y},\left(c, \bar{x}^{*}, \bar{Y}\right) \in \mathscr{U}^{v}$ by contradiction. If not, then by the choice of $c$ we would have $\mathscr{Q}\left(\bar{x}^{*}, \bar{Y}\right)$ and this implies immediately that $\left(c, \bar{x}^{*}, \bar{Y}\right) \in \mathscr{U}^{\nu}$ contrary to hypothesis.

Now that we know $\left(c, \bar{x}^{*}, \bar{Y}\right) \in \mathscr{U}{ }^{v}$, we have $\neg \mathscr{Q}\left(\bar{x}^{*}, \bar{Y}\right)$ by the choice of $c$, and this means

$$
\left(\forall \bar{x}^{\prime}\right)\left[\left(a, \bar{x}^{\prime}, \bar{Y}\right) \in \mathscr{U}^{\nu} \Rightarrow \sigma\left(a, \bar{x}^{\prime}, \bar{Y}\right) \leqslant \sigma\left(c, \bar{x}^{*}, \bar{Y}\right)\right]
$$

which is what we wanted to show.

The result can be considered as a Uniform Covering Theorem in the following sense. Suppose $\mathscr{R}$ is hyperelementary, $\mathscr{U}$ is inductive but not hyperelementary, $\sigma$ is an inductive norm on $\mathscr{U}$ and $f(\bar{x})$ is a hyperelementary function such that

$$
(\bar{x}, \bar{Y}) \in \mathscr{R} \Rightarrow(f(\bar{x}), \bar{Y}) \in \mathscr{U} .
$$

The Covering Theorem 3C. 2 easily implies in these circumstances that for each $\bar{Y}$ such that $\{\bar{u}: \mathscr{U}(\bar{u}, \bar{Y})\}$ is not hyperelementary on ( $\mathfrak{Q}, \bar{Y}$ ), there exists some $\overline{\boldsymbol{c}} \overline{\bar{y}}$ such that

$$
(\bar{x}, \bar{Y}) \in \mathscr{R} \Rightarrow \sigma(f(\bar{x}), \bar{Y}) \leqslant \sigma(\bar{c} \bar{Y}, \bar{Y}) .
$$

Now Theorem 6C. 10 says that in the special case when $\mathscr{U}$ is universal inductive and

$$
f(\bar{x})=(a, \bar{x}),
$$

we can find a single $\bar{c}$, independent of $\bar{Y}$, such that

$$
(\bar{x}, \bar{Y}) \in \mathscr{R} \Rightarrow \sigma(f(\bar{x}), \bar{Y}) \leqslant \sigma(\bar{c}, \bar{Y}) .
$$

6C.11. Theorem. Let $\mathfrak{A}$ be an acceptable structure and $\mathscr{U}$ a universal inductive set for inductive second order relations of signature ( $n+1, r_{1}, \ldots, r_{k}$ ), let $\sigma$ be an inductive norm on $\mathscr{U}$. A relation $\mathscr{R}(\bar{x}, \bar{Y})$ of signature $v=\left(n, r_{1}, \ldots\right.$, $r_{k}$ ) is hyperelementary on $\mathfrak{A}$ if and only if there exist constants $a_{1}, a_{2}, c_{1}, c_{2}, \bar{x}^{*}$ such that

$$
\text { for all } \bar{Y},\left(c_{1}, c_{2}, \bar{x}^{*}, \bar{Y}\right) \in \mathscr{U}
$$

and

$$
\begin{aligned}
\mathscr{R}(\bar{x}, \bar{Y}) & \Leftrightarrow\left(a_{1}, a_{2}, \bar{x}, \bar{Y}\right) \in \mathscr{U} \\
& \Leftrightarrow\left\{\left(a_{1}, a_{2}, \bar{x}, \bar{Y}\right) \in \mathscr{U} \& \sigma\left(a_{1}, a_{2}, \bar{x}, \bar{Y}\right) \leqslant \sigma\left(c_{1}, c_{2}, \bar{x}^{*}, \bar{Y}\right)\right\} .
\end{aligned}
$$

Proof. Pick some $a_{2}$ and put

$$
\mathscr{R}^{\prime}(t, \bar{x}, \bar{Y}) \Leftrightarrow t=a_{2} \& \mathscr{R}(\bar{x}, \bar{Y}),
$$

choose $a_{1}$ so that

$$
\mathscr{R}^{\prime}(t, \bar{x}, \bar{Y}) \Leftrightarrow\left(a_{1}, t, \bar{x}, \bar{Y}\right) \in \mathscr{U}
$$

and apply Theorem 6C.10. This proves the "only if" part, the "if" part being Theorem 6C.3.

## 6D. The class of hyperelementary relations

We collect in this section some interesting structure properties of the class of hyperelementary relations on an acceptable structure which involve inductive second order relations in their statements or proofs. Some of these are "the easy halves" of deeper and harder results that we will establish in the next chapter.

The key tool is the following computation estimate which for the case $\mathfrak{H}=\mathbb{N}$ is due to Kleene [1959a].

For each $m \geqslant 1$, put

$$
\begin{aligned}
\mathscr{H} \mathscr{E}^{m}(\mathfrak{H}) & =\left\{Y \subseteq A^{m}: Y \text { is hyperelementary on } \mathfrak{G}\right\}, \\
\mathscr{H} \mathscr{E}(\mathfrak{A}) & =\bigcup_{m} \mathscr{H} \mathscr{E}^{m}(\mathfrak{H}),
\end{aligned}
$$

where we will simply write $\mathscr{H} \mathscr{E}^{m}$ or $\mathscr{H} \mathscr{E}$ when $\mathfrak{A}$ is clearly determined by the context.

6D.1. Theorem. Suppose

$$
\mathscr{P}(Z, \bar{x}, \bar{Y}) \Leftrightarrow \mathscr{P}\left(Z, \bar{x}, Y_{1}, \ldots, Y_{k}\right)
$$

is inductive on the acceptable structure $\mathfrak{A}$, where $Z$ varies over the m-ary relations on $\mathfrak{M}$, let $j \leqslant k$ and put

$$
\mathscr{R}(\bar{x}, \bar{Y}) \Leftrightarrow(\exists Z)\left[Z \in \mathscr{H} \mathscr{E}\left(\mathscr{A}, Y_{1}, \ldots, Y_{j}\right) \& \mathscr{P}(Z, \bar{x}, \bar{Y})\right]
$$

Then $\mathscr{R}$ is inductive on $\mathfrak{N}$.
Proof. Letting $v=\left(m, r_{1}, \ldots, r_{j}\right)$, by the Parametrization Theorem 6C. 9 we have

$$
\begin{aligned}
\mathscr{R}(\bar{x}, \bar{Y}) \Leftrightarrow(\exists a) & \left\{\left(a, Y_{1}, \ldots, Y_{j}\right) \in \mathscr{I}^{v}\right. \\
& \left.\& \mathscr{P}\left(\left\{\bar{u}:\left(a, \bar{u}, Y_{1}, \ldots, Y_{j}\right) \in \mathscr{H}^{v}\right\}, \bar{x}, \bar{Y}\right)\right\} .
\end{aligned}
$$

By 6 B .2 there is an inductive $\mathscr{P}^{\dagger}\left(Z_{1}, Z_{2}, \bar{x}, \bar{Y}\right)$, positively dependent on $Z_{1}, Z_{2}$, such that

$$
\mathscr{P}(Z, \bar{x}, \bar{Y}) \Leftrightarrow \mathscr{P}^{\dagger}(Z, \neg Z, \bar{x}, \bar{Y}) ;
$$

using 6C. 9 again,

$$
\begin{aligned}
& \mathscr{R}(\bar{x}, \bar{Y}) \Leftrightarrow(\exists a)\left\{\left(a, Y_{1}, \ldots, Y_{j}\right) \in \mathscr{I}^{v}\right. \\
& \& \mathscr{P}^{\dagger}\left(\left\{\bar{u}:\left(a, \bar{u}, Y_{1}, \ldots, Y_{j}\right) \in \mathscr{H}^{v}\right\},\right. \\
& \left.\left.\quad\left\{\bar{u}:\left(a, \bar{u}, Y_{1}, \ldots, Y_{j}\right) \notin \breve{\mathscr{H}}^{v}\right\}, \bar{x}, \bar{Y}\right)\right\},
\end{aligned}
$$

so that $\mathscr{R}$ is inductive by the Substitution Theorem 6B.3.
Of course, in the case $j=0$ the result says that the relation

$$
\mathscr{R}(\bar{x}, \bar{Y}) \Leftrightarrow(\exists Z \in \mathscr{H} \mathscr{E}) \mathscr{P}(Z, \bar{x}, \bar{Y})
$$

is inductive and we only need appeal to 5D. 4 for the proof.
From this follows immediately:
6D.2. Theorem. If $\mathfrak{H}$ is acceptable, then the class

$$
\mathscr{H} \mathscr{E}^{o m}(\mathfrak{A})=\left\{X \subseteq A^{m}: X \text { is hyperelementary, m-ary }\right\}
$$

is inductive.

Proof. Take

$$
\mathscr{P}(Z, X) \Leftrightarrow Z=X
$$

and notice that

$$
X \in \mathscr{H} \mathscr{E} \Leftrightarrow(\exists Z \in \mathscr{H} \mathscr{E}) \mathscr{P}(Z, X)
$$

Theorem 6D. 1 is already interesting in the special case when $\mathscr{P}$ is elementary. One of its consequences is that if

$$
R(\bar{x}) \Leftrightarrow(\exists Z \in \mathscr{H} \mathscr{E}) \mathscr{P}(Z, \bar{x})
$$

with elementary $\mathscr{P}$, then $R$ is inductive. In the next chapter we will prove that in fact every inductive $R$ can be represented in this form.

6D.3. Collection Theorem. Let $\mathscr{P}(t, Z, \bar{x})$ be inductive on the acceptable structure $\mathfrak{H}$, where $Z$ varies over m-ary relations on $A$; then
$\left(^{*}\right) \quad(\forall t)\left(\exists Z \in \mathscr{H} \mathscr{E}^{m}\right) \mathscr{P}(t, Z, \bar{x}) \Leftrightarrow\left(\exists Z \in \mathscr{H} \mathscr{E}^{m+1}\right)(\forall t)(\exists a) \mathscr{P}\left(t, Z_{a}, \bar{x}\right)$.
Proof. The implication from right to left is trivial, so assume the left-hand side of (*) for a fixed $\bar{x}$. By the Parametrization Theorem 5D. 4 we know that

$$
\begin{equation*}
(\forall t)(\exists a)\left\{a \in I^{m} \& \mathscr{P}\left(t, H_{a}^{m}, \bar{x}\right)\right\}, \tag{2}
\end{equation*}
$$

using the notation of 5D.4. Keeping $\bar{x}$ fixed, put

$$
\begin{equation*}
R(t, a) \Leftrightarrow a \in I^{m} \& \mathscr{P}\left(t, H_{a}^{m}, \bar{x}\right) . \tag{3}
\end{equation*}
$$

We first verify easily that $R$ is inductive, as in the proof of 6D.1: choose an inductive $\mathscr{P}^{\dagger}\left(t, Z_{1}, Z_{2}, \bar{x}\right)$, positively dependent on $Z_{1}, Z_{2}$ and such that

$$
\mathscr{P}(t, Z, \bar{x}) \Leftrightarrow \mathscr{P}^{\dagger}(t, Z, \neg Z, \bar{x}),
$$

and then apply the Substitution Theorem 6B. 3 and the obvious equivalence

$$
R(t, a) \Leftrightarrow a \in I^{m} \& \mathscr{P}^{\dagger}\left(t,\left\{s: H^{m}(a, s)\right\},\left\{s: \neg \breve{H}^{m}(a, s)\right\}, \bar{x}\right) .
$$

We know from (2) that $(\forall t)(\exists a) R(t, a)$, hence by the Hyperelementary Selection Theorem 3B. 2 there is a hyperelementary $R^{*}$ such that

$$
\begin{equation*}
R^{*} \subseteq R, \quad(\forall t)(\exists a) R^{*}(t, a) \tag{4}
\end{equation*}
$$

Put

$$
B=\left\{a:(\exists t) R^{*}(t, a)\right\} ;
$$

$B$ is hyperelementary and by the definition of $R, B \subseteq I^{m}$. Moreover, $(\forall t)(\exists a) R^{*}(t, a)$, hence by the definition of $B$ and the fact that $R^{*} \subseteq R$,

$$
\begin{equation*}
(\forall t)(\exists a)\left\{a \in B \& \mathscr{P}\left(t, H_{a}^{m}, \bar{x}\right)\right\} . \tag{5}
\end{equation*}
$$

We now put

$$
\begin{aligned}
(a, \bar{y}) \in Z & \Leftrightarrow a \in B \& H^{m}(a, \bar{y}) \\
& \Leftrightarrow a \in B \& \breve{H}^{m}(a, \bar{y})
\end{aligned}
$$

$Z$ is evidently hyperelementary and (5) implies trivially that $(\forall t)(\exists a) \mathscr{P}\left(t, Z_{a}, \bar{x}\right)$.

Some of the most important consequences of the last three theorems can be summarized neatly in terms of models for theories in the second order language over a structure $\mathfrak{N}$. We can consider a collection $\mathscr{F}$ of relations on $A$ as a structure for interpreting second order formulas over $\mathfrak{A}$ in the natural way, i.e. by interpreting the relation variables in the formulas as ranging over $\mathscr{F}$ (rather than over all the relations on $A$ ).

The schema of $\Sigma_{1}$-Collection on the structure $\mathfrak{A l}$ is the class of all formulas of the form
$\left(\Sigma_{1}^{1}\right.$-Coll $) \quad(\forall \bar{t})(\exists Z) \varphi(\bar{t}, Z, \bar{Y}) \Leftrightarrow(\exists W)(\forall \bar{t})(\exists a) \varphi\left(\bar{t}, W_{a}, \bar{Y}\right)$
where $\varphi$ is in the first order language over the structure $\mathfrak{A}$, with no relation quantifiers. Similarly, the schema of $\Delta_{1}^{1}$-Comprehension on $\mathfrak{A}$ is the class of all formulas of the form

$$
\begin{aligned}
\left(\Delta_{1}^{1}-\operatorname{Comp}\right) \quad(\forall \bar{x})\left\{\left(\exists Z_{1}\right) \varphi\left(\bar{x}, Z_{1}, \bar{Y}\right)\right. & \left.\Leftrightarrow\left(\forall Z_{2}\right) \psi\left(\bar{x}, Z_{2}, \bar{Y}\right)\right\} \\
& \Rightarrow(\exists W)(\forall \bar{x})\left[\bar{x} \in W \Leftrightarrow\left(\exists Z_{1}\right) \varphi\left(\bar{x}, Z_{1}, \bar{Y}\right)\right]
\end{aligned}
$$

where again $\varphi, \psi$ are in the first order language over $\mathfrak{H}$. A class $\mathscr{F}$ of relations on A satisfies $\Sigma_{1}^{1}$-Collection on 9 if all the formulas $\Sigma_{1}^{1}$-Coll are true when the variables $\bar{Y}$ are given values in $\mathscr{F}$ and the set quantifiers are interpreted as ranging over $\mathscr{F}$. Similarly for $\Delta_{1}^{1}$-Comprehension on $\mathfrak{A}$.

6D.4. Theorem. If $\mathfrak{H}$ is an acceptable structure, then $\mathscr{H} \mathscr{E}(\mathfrak{H})$ is a model of both $\Sigma_{1}^{1}$-Collection and $\Delta_{1}^{1}$-Comprehension.

Proof. Take $\Sigma_{1}$-Collection first. We must show that if $\bar{Y}=Y_{1}, \ldots, Y_{k}$ are hyperelementary on $\mathfrak{N}$, then

$$
(\forall \bar{t})(\exists Z \in \mathscr{H} \mathscr{E}) \varphi(\bar{t}, Z, \bar{x}, \bar{Y}) \Leftrightarrow(\exists Z \in \mathscr{H} \mathscr{E})(\forall \bar{t})(\exists a) \varphi\left(\bar{t}, Z_{a}, \bar{x}, \bar{Y}\right) ;
$$

but this is an immediate consequence of the Collection Theorem, if we put

$$
\mathscr{P}(\bar{t}, Z, \bar{x}) \Leftrightarrow \varphi(\bar{t}, Z, \bar{x}, \bar{Y})
$$

and notice that $\mathscr{P}$ is hyperelementary by 6B.5.
For $\Delta_{1}^{1}$-Comprehension, assume the hypothesis, i.e. that $\bar{Y}$ are hyperelementary and for all $\bar{x}$,

$$
\left(\exists Z_{1} \in \mathscr{H} \mathscr{E}\right) \varphi\left(\bar{x}, Z_{1}, \bar{Y}\right) \Leftrightarrow\left(\forall Z_{2} \in \mathscr{H} \mathscr{E}\right) \psi\left(\bar{x}, Z_{2}, \bar{Y}\right)
$$

and put

$$
R(\bar{x}) \Leftrightarrow\left(\exists Z_{1} \in \mathscr{H} \mathscr{E}\right) \varphi\left(\bar{x}, Z_{1}, \bar{Y}\right) .
$$

Now 6D.1 implies immediately that $R$ is both inductive and coinductive, hence the conclusion.

## Exercises for Chapter 6

6.1. Let $X$ vary over $A^{2 n}$ and $Y$ vary over $A^{2 m}$. Prove that there are relations $\mathscr{P}(X, Y), \mathscr{Q}(X, Y)$, inductive and coinductive, respectively, such that whenever $Y$ is wellfounded,
$X$ is wellfounded \& $\operatorname{rank}(X) \leqslant \operatorname{rank}(Y) \Leftrightarrow \mathscr{P}(X, Y)$

$$
\Leftrightarrow \mathscr{2}(X, Y)
$$

6.2. Let

$$
G(f, \bar{x})=G\left(f, x_{1}, \ldots, x_{n}\right)
$$

be a partial function with arguments $n$-ary partial functions and $n$-tuples from $A$ and values in $A$. We call $G$ positive inductive on $\mathfrak{H}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ if there is an inductive relation $\mathscr{R}(Z, \bar{x}, y)$, positively dependent on $Z$, such that for every partial function $f$,

$$
G(f, \bar{x})=y \Leftrightarrow \mathscr{R}\left(G_{f}, \bar{x}, y\right),
$$

where $G_{f}$ is the graph of $f$.
Prove that each positive inductive $G(f, \bar{x})$ is monotone, i.e.

$$
\left[f_{1} \subseteq f_{2} \& G\left(f_{1}, \bar{x}\right)=y\right] \Rightarrow G\left(f_{2}, \bar{x}\right)=y
$$

and that it has a least fixed point, i.e. a partial function $f^{*}$ such that

$$
\begin{gathered}
(\forall \bar{x})\left[G\left(f^{*}, \bar{x}\right)=f^{*}(\bar{x})\right] \\
(\forall \bar{x})[G(f, \bar{x})=f(\bar{x})] \Rightarrow f^{*} \subseteq f
\end{gathered}
$$

Prove that this least fixed point $f^{*}$ has inductive graph. (The First Recursion Theorem for positive inductive definability.)
6.3. Suppose $<$ is a wellfounded relation with field some $B \subseteq A^{n}$ which is hyperelementary on $\mathfrak{N}$, let $f(\bar{x}, \bar{z})$ be a function defined for $\bar{x} \in B$ with values in some $A^{m}$ such that for some inductive relation $\mathscr{R}$,

$$
f(\bar{x}, \bar{z})=\bar{y} \Leftrightarrow \mathscr{R}\left(\left\{\left(\bar{x}^{\prime}, \bar{z}^{\prime}, f\left(\bar{x}^{\prime}, \bar{z}^{\prime}\right)\right): \bar{x}^{\prime} \prec \bar{x}\right\}, \bar{x}, \bar{z}, \bar{y}\right) .
$$

Prove that $f$ is hyperelementary.
6.4. Suppose $<$ is a wellfounded relation with field some $B \subseteq A^{n}$ which is hyperelementary on $\mathfrak{Q}$, let $f(\bar{x}, \bar{z})$ be a function defined for $\bar{x} \in B$ with values subsets of some $A^{m}$ and such that for some hyperelementary $\mathscr{R}$,

$$
\bar{y} \in f(\bar{x}, \bar{z}) \Leftrightarrow \mathscr{R}\left(\left\{\left(\bar{x}^{\prime}, \bar{z}^{\prime}, \bar{y}^{\prime}\right): \bar{x}^{\prime} \prec \bar{x} \& \bar{y}^{\prime} \in f\left(\bar{x}^{\prime}, \bar{z}^{\prime}\right)\right\}, \bar{x}, \bar{z}, \bar{y}\right) .
$$

Prove that each $f(\bar{x}, \bar{z})$ is hyperelementary and that the relation

$$
\bar{y} \in f(\bar{x}, \bar{z})
$$

is hyperelementary.
6.5. Suppose $\mathfrak{A}$ is acceptable, $\mathscr{R}(X, Y)$ is inductive with $X, Y$ varying over $n$-ary relations and $X_{0}$ is a fixed hyperelementary $n$-ary relation. Prove that

$$
\begin{aligned}
& (\forall X \in \mathscr{H} \mathscr{E})(\exists Y \in \mathscr{H} \mathscr{E}) \mathscr{R}(X, Y) \\
& \quad \Rightarrow(\exists W \in \mathscr{H} \mathscr{E})\left\{W_{\langle 0,0\rangle}=X_{0} \&(\forall n)(\forall a)(\forall b) \mathscr{R}\left(W_{\langle n, a\rangle}, W_{\langle n+1, b\rangle}\right)\right\} .
\end{aligned}
$$

(Dependent Collection Theorem.)

## CHAPTER 7

## SECOND ORDER CHARACTERIZATIONS

In the last section of Chapter 6 we showed that the class $\mathscr{H} \mathscr{E}(9)$ of hyperelementary relations on an acceptable structure $\mathfrak{H}$ satisfies certain properties which are formally expressible in the second order language over $\mathfrak{M}$. We show here that these results can be turned around to give elegant, model theoretic representation theorems and characterizations of the inductive and hyperelementary relations. Except for the trivial, folklore observations of Section 7A, the theorems of this chapter are essentially from Moschovakis [1969b], [1969c] and they extend to all acceptable structures work of Spector [1960], Gandy [1960], Kreisel [1961](54.) and particularly Kleene [1959a] for the structure of arithmetic $\mathbb{N}$. The proofs, however, are from a very different point of view than that of Moschovakis [1969b], [1969c] and the classical work, the main new ingredient being the systematic exploitation of the game theoretic ideas introduced in Chapter 4.

## 7A. Inductive and $\boldsymbol{\Sigma}_{1}^{1}$ relations

We have already observed that inductive relations are $\Pi_{1}^{1}$ and we will show in Chapter 8 that on countable acceptable structures the converse holds. On certain uncountable structures, however, it may be that inductive relations are also $\Sigma_{1}^{1}$ and in this case Theorem 6 C .8 easily implies that not all $\Pi_{1}^{1}$ relations are inductive. The key computation is in the next easy result.

For $n \geqslant 1$, let $Y$ vary over $2 n$-ary relations on $A$ (which we view as binary relations on $A^{n}$ ) and put
$\mathscr{W} \mathscr{F}^{n}(Y) \Leftrightarrow Y$ is wellfounded.
The proof of 6A. 1 easily extends to show that on an infinite $\mathfrak{V l}$ each $\mathscr{W} \mathscr{F}^{n}$ is an inductive class of relations.

7A.1. Theorem. If $\varphi(\bar{x}, S)$ is $S$-positive in the language of an infinite structure $\mathfrak{A}$, where $\bar{x}$ varies over n-tuples and $S$ over n-ary relations, then there is an elementary formula $\theta(Y, \bar{x})$ such that

$$
\begin{aligned}
\bar{x} \in I_{\varphi} & \Leftrightarrow(\exists Y)\left\{\mathscr{W} \mathscr{F}^{n}(Y) \& \theta(Y, \bar{x})\right\} \\
& \Leftrightarrow(\exists Y)\left\{Y \in \mathscr{H} \mathscr{E}(\mathscr{H}) \& \mathscr{W} \mathscr{F}^{n}(Y) \& \theta(Y, \bar{x})\right\} .
\end{aligned}
$$

Proof. Put
$\theta(Y, \bar{x}) \Leftrightarrow \bar{x} \in \operatorname{Field}(Y) \&(\forall \bar{z})\left[\bar{z} \in \operatorname{Field}(Y) \Rightarrow \varphi\left(\bar{z},\left\{\bar{x}^{\prime}:\left(\bar{x}^{\prime}, \bar{z}\right) \in Y\right\}\right)\right]$.
To prove

$$
\bar{x} \in I_{\varphi} \Rightarrow(\exists Y)\left\{Y \in \mathscr{H} \mathscr{E}(\mathscr{H}) \& \mathscr{W} \mathscr{F}^{n}(Y) \& \theta(Y, \bar{x})\right\}
$$

we take

$$
Y=\left\{\left(\bar{x}_{1}, \bar{x}_{2}\right): \bar{x}_{1}, \bar{x}_{2} \in I_{\varphi} \&\left|\bar{x}_{1}\right|_{\varphi}<\left|\bar{x}_{2}\right|_{\varphi} \leqslant|\bar{x}|_{\varphi}\right\}
$$

and apply the Stage Comparison Theorem 2A.2.
To prove

$$
\mathscr{W} \mathscr{F}^{n}(Y) \& \theta(Y, \bar{x}) \Rightarrow \bar{x} \in I_{\varphi},
$$

we verify by an easy transfinite induction on $\rho^{Y}(\bar{z})(=$ the rank of $\bar{z}$ for $\bar{z} \in \operatorname{Field}(Y))$ that

$$
\bar{z} \in \operatorname{Field}(Y) \Rightarrow \bar{z} \in I_{\varphi} .
$$

From this and the version of 6 A .1 for $\mathscr{W} \mathscr{F}^{n}$, all $n \geqslant 1$, we get immediately:
7A.2. Theorem. The relations $\mathscr{W}_{\mathscr{F}^{n}}$ on an infinite structure $\mathfrak{Y}$ are $\Sigma_{1}^{1}$ if and only if all inductive relations on $\mathfrak{H}$ are $\Sigma_{1}$.

Theorem 6C. 3 constructs examples of such structures.

## 7B. Quasistrategies

Recall from Section 4A that a game is determined by an infinite string

$$
\begin{equation*}
\bar{Q}=Q_{0}, Q_{1}, Q_{2}, \ldots \tag{1}
\end{equation*}
$$

of quantifiers and a relation $R(f)$ on infinite sequences on the relevant set $A$. Moreover, the game is open if

$$
\begin{equation*}
R\left(x_{0}, x_{1}, x_{2}, \ldots\right) \Leftrightarrow \vee_{i} R_{i}\left(x_{0}, \ldots, x_{i}\right) \tag{2}
\end{equation*}
$$

and the game is closed if

$$
\begin{equation*}
R\left(x_{0}, x_{1}, x_{2}, \ldots\right) \Leftrightarrow \wedge_{i} R_{i}\left(x_{0}, \ldots, x_{i}\right) \tag{3}
\end{equation*}
$$

for suitable finitary relations $R_{0}, R_{1}, R_{2}, \ldots$
Suppose $\mathfrak{H}$ is acceptable and $\mathscr{C}$ is a fixed elementary coding scheme on $\mathfrak{H}$. We call an open or closed game $G=G(\bar{Q}, R)$ elementary (or hyperelementary) if (1) and (2) or (3) hold with a string $\overline{\mathrm{Q}}$ and relations $R_{0}, R_{1}, R_{2}, \ldots$ such that the function

$$
q_{\mathrm{Q}}(i)= \begin{cases}0 & \text { if } \mathrm{Q}_{i}=\exists \\ 1 & \text { if } \mathrm{Q}_{i}=\forall\end{cases}
$$

and the relation

$$
R_{G}(z) \Leftrightarrow \operatorname{Seq}(z) \&(\exists i)\left[\operatorname{lh}(z)=i+1 \& R_{i}\left((z)_{1},(z)_{2}, \ldots,(z)_{i+1}\right)\right]
$$

are elementary (or hyperelementary). It is easy to verify that this notion is independent of the particular elementary coding scheme chosen to define it, see Exercise 5.4.

If $G$ is an elementary game on $\mathfrak{A}$ and we know that ( $\exists$ ) wins $G$, it is natural to ask whether ( $\exists$ ) has a definable (in particular hyperelementary) winning strategy. It may be the case that this fails, even though ( $\exists$ ) can clearly win in a more or less trivial manner-this is roughly because ( $\exists$ ) must choose each time one move out of many equally good moves and he may lack a definable choice function for $\mathfrak{A}$, see Exercise 7.2. It is more natural to reformulate the question whether ( $\exists$ ) can win definably in the context of quasistrategies, multiple-valued strategies which avoid the issue of choices.

A quasistrategy $\Sigma$ for $(\exists)$ in the game $G(\overline{\mathrm{Q}}, R)$ is a set of finite sequences such that
$\left(^{*}\right)\left\{\begin{array}{l}\emptyset \in \Sigma, \\ \text { if } \mathrm{Q}_{i}=\exists \text { and }\left(x_{0}, \ldots, x_{i-1}\right) \in \Sigma, \text { then }(\exists x)\left(x_{0}, \ldots, x_{i-1}, x\right) \in \Sigma, \\ \text { if } \mathrm{Q}_{i}=\forall \text { and }\left(x_{0}, \ldots, x_{i-1}\right) \in \Sigma, \text { then }(\forall x)\left(x_{0}, \ldots, x_{i-1}, x\right) \in \Sigma .\end{array}\right.$
We call $\Sigma$ winning for $(\exists)$ if for all $f: \omega \rightarrow A$,

$$
(\forall i)[(f(0), f(1), \ldots, f(i)) \in \Sigma] \Rightarrow R(f)
$$

Quasistrategies and winning quasistrategies for ( $\forall$ ) are defined in the obvious dual manner. The idea is that a winning quasistrategy gives the player some good moves each time it is his turn, perhaps more than one of them. If he plays one of the good moves each time (and he must make choices to do this), then he is certain to win.

7B.1. Theorem. Let $G=G(\bar{Q}, R)$ be a game on some set A. Player ( $\exists$ ) wins $G$ if and only if $(\mathcal{Z})$ has a winning quasistrategy for $G$, and similarly for $(\forall)$.

Proof. If ( $\exists$ ) wins $G$, let

$$
\mathscr{S}=\left\{f_{i}: \mathrm{Q}_{i}=\exists\right\}
$$

be a winning strategy for ( $\exists$ ) in the notation of Section 4A and put

$$
\Sigma=\left\{\left(x_{0}, x_{1}, \ldots, x_{n}\right): \text { if } i \leqslant n \text { and } \mathrm{Q}_{i}=\exists \text {, then } x_{i}=f_{i}\left(x_{0}, \ldots, x_{i-1}\right)\right\}
$$

It is trivial to verify that $\Sigma$ is a winning quasistrategy for $(\exists)$.

Conversely, suppose $\Sigma$ is a winning quasistrategy for ( $\exists$ ) and let

$$
h: \operatorname{Power}(A)-\{\emptyset\} \rightarrow A
$$

be a choice function which assigns to each nonempty subset of $A$ one of its elements,

$$
X \subseteq A \& X \neq \emptyset \Rightarrow h(X) \in X
$$

We define a sequence of functions $f_{i}$, one for each $i$, such that $\mathrm{Q}_{i}=\exists$ using the choice function,

$$
f_{i}\left(x_{0}, \ldots, x_{i-1}\right)=h\left(\left\{t:\left(x_{0}, x_{1}, \ldots, x_{i-1}, t\right) \in \Sigma\right\}\right)
$$

and it is trivial to verify that $\left\{f_{i}: \mathrm{Q}_{i}=\exists\right\}$ is a winning strategy for ( $\exists$ ). $\quad \dagger$
To measure the definability of a quasistrategy $\Sigma$ relative to a coding scheme $\mathscr{C}$, we put

$$
\langle\Sigma\rangle^{\mathscr{C}}=\left\{\left\langle x_{1}, \ldots, x_{n}\right\rangle:\left(x_{1}, \ldots, x_{n}\right) \in \Sigma\right\} .
$$

We call $\Sigma$ elementary, hyperelementary, inductive or coinductive according as $\langle\Sigma\rangle^{\mathscr{C}}$ is, where $\mathscr{C}$ is any elementary coding scheme. As with games, those notions are independent of the particular elementary coding scheme $\mathscr{C}$ used to define them, see Exercise 5.4.

7B.2. THEOREM. If ( $\exists$ ) wins a closed hyperelementary game on an acceptable structure $\mathfrak{U}$, then $(\exists)$ has a coinductive winning quasistrategy.

Proof. If the game is $G=G(\overline{\mathrm{Q}}, R)$ with

$$
\begin{gathered}
\overline{\mathrm{Q}}=\mathrm{Q}_{0}, \mathrm{Q}_{1}, \mathrm{Q}_{2}, \ldots \\
R\left(x_{0}, x_{1}, x_{2}, \ldots\right) \Leftrightarrow \wedge_{i} R_{i}\left(x_{0}, \ldots, x_{i}\right)
\end{gathered}
$$

we clearly want to put

$$
\Sigma=\{\emptyset\} \cup\left\{\left(x_{0}, \ldots, x_{n}\right):\left\{\left(\mathrm{Q}_{n+1} x_{n+1}\right)\left(\mathrm{Q}_{n+2} x_{n+2}\right) \ldots\right\} \wedge_{i} R_{i}\left(x_{0}, \ldots, x_{i}\right)\right\}
$$

To see that this is a coinductive quasistrategy, put

$$
\begin{aligned}
\varphi(x, S) \Leftrightarrow \operatorname{Seq}(x) \&\left\{\neg R_{G}(x)\right. & \vee\left[q_{\bar{Q}}(\operatorname{ll}(x))=0 \&(\forall t)\left[x^{\wedge}\langle t\rangle \in S\right]\right] \\
& \left.\vee\left[q_{\bar{Q}}(\ln (x))=1 \&(\exists t)\left[x^{\wedge}\langle t\rangle \in S\right]\right]\right\} .
\end{aligned}
$$

It is now very easy to show by the customary game-theoretic argument that

$$
\left\langle x_{0}, \ldots, x_{n}\right\rangle \in I_{\varphi} \Leftrightarrow\left\{\left(\mathrm{Q}_{n+1} x_{n+1}\right)\left(\mathrm{Q}_{n+2} x_{n+2}\right) \ldots\right\} \wedge_{i} R_{i}\left(x_{0}, \ldots, x_{i}\right)
$$

so that

$$
\langle\Sigma\rangle=\{0\} \cup \neg I_{\varphi}
$$

and $\Sigma$ is coinductive.

We will see in the exercises that this is the best possible for closed hyperelementary games, but that if $(\exists)$ wins an open hyperelementary game, then $(\exists)$ has a hyperelementary winning quasistrategy.

The next result is easy, but it is very useful for the applications of closed games that we give in this chapter.

7B.3. Theorem. Let $\mathbb{Q}=Q_{0}, Q_{1}, \ldots$ be an infinite string of quantifiers such that the function $q_{\overline{\mathrm{Q}}}$ describing it is elementary on a structure $\mathfrak{\mathfrak { U }}$, let $\mathscr{C}$ be an elementary coding scheme on $\mathfrak{\mathfrak { V }}$, let $R(x, \bar{y})$ be elementary and for each $\bar{y}$ define the closed game

$$
G_{\bar{y}}=G\left(\overline{\mathrm{Q}}, R_{\bar{y}}\right),
$$

where

$$
R_{\bar{y}}\left(x_{0}, x_{1}, \ldots\right) \Leftrightarrow \wedge_{i} R\left(\left\langle x_{0}, \ldots, x_{i}\right\rangle, \bar{y}\right)
$$

Then the second order relation

$$
\mathscr{P}(X, \bar{y}) \Leftrightarrow X=\langle\Sigma\rangle, \text { for some quasistrategy } \Sigma, \text { winning for }(\exists) \text { in } G_{\tilde{y}}
$$

is elementary. Hence the relation

$$
Q(\bar{y}) \Leftrightarrow(\exists) \text { wins } G_{\bar{y}}
$$

is $\Sigma_{1}^{1}$.
Proof. We compute:

$$
\begin{align*}
\mathscr{P}(X, \bar{y}) & \Leftrightarrow(\forall x)[x \in X \Rightarrow \operatorname{Seq}(x)] \\
& \&\langle\emptyset\rangle \in X \\
& \&(\forall x)\left[\left(x \in X \& q_{\bar{Q}}(\ln (x))=0\right) \Rightarrow(\exists t)\left[x^{\wedge}\langle t\rangle \in X\right]\right] \\
& \&(\forall x)\left[\left(x \in X \& q_{\overline{\mathrm{Q}}}(\operatorname{lh}(x))=1\right) \Rightarrow(\forall t)\left[x^{\cap}\langle t\rangle \in X\right]\right] \\
& \&(\forall x)[x \in X \Rightarrow R(x, \bar{y})] .
\end{align*}
$$

Again we will see in the exercises that this result fails for open games.
It is worth putting down explicitly a useful, immediate corollary of Theorems 7B. 2 and 7B.3. For $\mathfrak{A}=\mathbb{N}$ this is due to Kleene.

7B.4. Theorem. If $R(\bar{x})$ is a coinductive relation on an acceptable structure $\mathfrak{M}$, then there exists an elementary $\mathscr{P}(Y, \bar{x})$ such that

$$
\begin{aligned}
R(\bar{x}) & \Leftrightarrow(\exists Y) \mathscr{P}(Y, \bar{x}) \\
& \Leftrightarrow(\exists Y)\{Y \text { is coinductive } \& \mathscr{P}(Y, \bar{x})\} .
\end{aligned}
$$

Proof. By the Normal Form Theorem 5C.2, if $R(\bar{x})$ is coinductive, then there is an elementary $P(\bar{z}, \bar{x})$ such that

$$
\begin{aligned}
R(\bar{x}) & \Leftrightarrow\left(G \cup_{z}\right) P(z, \bar{x}) \\
& \Leftrightarrow\left\{\left(\exists s_{1}\right)\left(\forall t_{1}\right) \ldots\right\}(\forall i) P\left(\left\langle s_{1}, t_{1}, \ldots, s_{i}, t_{i}\right\rangle, \bar{x}\right) .
\end{aligned}
$$

One easily constructs a $P^{*}(z, \bar{x})$ such that with the elementary string

$$
\bar{Q}=\exists, \forall, \exists, \ldots
$$

we have in the notation of 7 B .3 ,

$$
R(\bar{x}) \Leftrightarrow(\exists) \text { wins the closed game } G\left(\overline{\mathrm{Q}}, P_{x}^{*}\right)
$$

By 7B. 3 then, we have an elementary $\mathscr{P}(Y, \bar{x})$ such that

$$
\mathscr{P}(Y, \bar{x}) \Leftrightarrow Y \text { codes a winning quasistrategy for }(\exists) \text { in } G\left(\bar{Q}, P_{\bar{x}}^{*}\right)
$$

Hence

$$
R(\bar{x}) \Leftrightarrow(\exists Y) \mathscr{P}(Y, \bar{x}),
$$

and by 7B.2,

$$
R(\bar{x}) \Leftrightarrow(\exists Y)\{Y \text { is coinductive } \& \mathscr{P}(Y, \bar{x})\} .
$$

## 7C. The Second Stage Comparison Theorem

The result of this section is the key computational estimate of the chapter. It is essentially the same as Lemma 17 of Moschovakis [1969c], where the proof is quite different.

Going back to the notation of the Stage Comparison Theorem 2A.2, suppose $\varphi(\bar{x}, S), \psi(\bar{y}, T)$ are respectively $S$ and $T$ positive in the language of some structure $\mathfrak{N}$. For each $\xi<\kappa=\kappa^{24}$, put

$$
\begin{equation*}
(\bar{x}, \bar{y}) \in H_{\varphi, \psi}^{\xi} \Leftrightarrow \bar{x} \in I_{\varphi} \& \bar{y} \in I_{\psi} \&|\bar{x}|_{\varphi} \leqslant|\bar{y}|_{\psi} \leqslant \xi . \tag{1}
\end{equation*}
$$

The relation $H_{\varphi, \psi}^{\xi}$ is the restriction of the relation $\leqslant{ }_{\varphi, \psi}^{*}$ to those $\bar{x}, \bar{y}$ with ordinals $|\bar{x}|_{\varphi},|\bar{y}|_{\psi}$ no greater than $\xi$. We let

$$
\begin{equation*}
\bar{H}_{\varphi, \psi}^{\xi}=\left\langle H_{\varphi, \psi}^{\xi}, H_{\varphi, \varphi}^{\xi}, H_{\psi, \varphi}^{\xi}, H_{\psi, \psi}^{\xi}\right\rangle \tag{2}
\end{equation*}
$$

be the quadruple of these relations that come by considering all ordered pairs from the doubleton $\{\varphi, \psi\}$.

Notice that many complicated relations involving the ordinals $|\bar{x}|_{\varphi},|\bar{y}|_{\psi}$ are elementary in the expanded structure $\left(\mathfrak{H}, \bar{H}_{\varphi, \psi}^{\xi}\right)$. E.g., if $\xi<\|\varphi\|$, then

$$
\bar{x} \in I_{\varphi} \&|\bar{x}|_{\varphi}<\xi \Leftrightarrow\left(\exists \bar{x}^{\prime}\right)\left[\left(\bar{x}, \bar{x}^{\prime}\right) \in H_{\varphi, \varphi}^{\xi} \& \neg\left(\bar{x}^{\prime}, \bar{x}\right) \in H_{\varphi, \varphi}^{\xi}\right] .
$$

When the structure $\mathfrak{q}$ is fixed, we call a relation $P$ elementary in $\bar{H}_{\varphi, \psi}^{\xi}$ if $P$ is elementary on ( $\mathfrak{N}, \bar{H}_{\varphi, \psi}^{\xi}$ ).

7C.1. Second Stage Comparison Theorem. Let $\varphi(\bar{x}, S), \psi(\bar{y}, T)$ be formulas in the language of an acceptable structure $\mathfrak{A}$ which are respectively positive in $S$, $T$, let

$$
\bar{H}^{\xi}=\bar{H}_{\varphi, \psi}^{\xi}
$$

be the quadruple of relations assigned to each $\xi<\kappa=\kappa^{\mathfrak{n}}$ by (1) and (2) above.
There is an elementary second order relation $\mathscr{P}(Z, \bar{x}, \bar{y})$ such that

$$
\begin{align*}
\bar{y}<_{\psi, \varphi}^{*} \bar{x} & \Rightarrow(\forall Z) \neg \mathscr{P}(Z, \bar{x}, \bar{y}),  \tag{3}\\
\bar{x} \leqslant_{\varphi, \psi}^{*} \bar{y} \&|\bar{x}|_{\varphi}=\xi & \Rightarrow(\exists Z)\left\{Z \text { is elementary in } \bar{H}^{\xi} \& \mathscr{P}(Z, \bar{x}, \bar{y})\right\} . \tag{4}
\end{align*}
$$

Similarly, there is an elementary second order relation $\mathscr{2}(Z, \bar{x}, \bar{y})$ such that

$$
\begin{equation*}
\bar{y} \leqslant \leqslant_{\psi, \varphi}^{*} \bar{x} \Rightarrow(\forall Z) \neg \mathscr{2}(Z, \bar{x}, \bar{y}), \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
\bar{x}<_{\varphi, \psi}^{*} \bar{y} \& \mid \bar{x}_{\varphi}=\xi \Rightarrow(\exists Z)\left\{Z \text { is elementary in } \bar{H}^{\xi} \& \mathscr{Q}(Z, \bar{x}, \bar{y})\right\} . \tag{6}
\end{equation*}
$$

Moreover, for each $\xi<\kappa$ the relations in the quadruple $\bar{H}^{\xi}$ are hyperelementary on $\mathfrak{A}$, so that we also have

$$
\begin{align*}
& \bar{x} \leqslant{ }_{\varphi, \psi}^{*} \bar{y} \Rightarrow(\exists Z \in \mathscr{H} \mathscr{E}) \mathscr{P}(Z, \bar{x}, \bar{y}),  \tag{7}\\
& \bar{x}<_{\varphi, \psi}^{*} \bar{y} \Rightarrow(\exists Z \in \mathscr{H} \mathscr{E}) \mathscr{2}(Z, \bar{x}, \bar{y}) . \tag{8}
\end{align*}
$$

Proof. Let us first dispense with the last part of the theorem, which follows trivially from the first Stage Comparison Theorem 2A.2. If $\xi<\kappa$, choose some $\chi$ and some $\bar{z}^{*} \in I_{\chi}$ such that $\left|\bar{z}^{*}\right|_{\chi}=\xi$ and notice that

$$
(\bar{x}, \bar{y}) \in H_{\varphi, \psi}^{\zeta} \Leftrightarrow \bar{y} \leqslant \leqslant_{\psi, \chi}^{*} \bar{z}^{*} \& \bar{x} \leqslant \leqslant_{\varphi, \psi}^{*} \bar{y} ;
$$

now two applications of 2 A .2 imply easily that $H_{\varphi, \psi}^{\xi}$ is hyperelementary.
We proceed to define $\mathscr{P}$ and prove (3), (4), the second part of the theorem having a very similar proof.

The idea is to assign to each $\bar{x}, \bar{y}$ a closed game $G(\bar{x}, \bar{y})$ and put

$$
\begin{aligned}
\mathscr{P}(Z, \bar{x}, \bar{y}) \Leftrightarrow & Z=\langle\Sigma\rangle \text { for some quasistrategy } \Sigma \text { which is winning for }(\exists) \\
& \text { in } G(\bar{x}, \bar{y}) .
\end{aligned}
$$

We will have to show that

$$
G(\bar{x}, \bar{y})=G\left(\overline{\mathrm{Q}}, R_{\bar{x}, \bar{y}}\right)
$$

in the notation of 7B.3, for some elementary string $\bar{Q}$ and an elementary relation $R(z, \bar{x}, \bar{y})$ and also that

$$
\begin{align*}
& \bar{y}<{ }_{\psi, \varphi}^{*} \bar{x} \Rightarrow(\forall) \text { wins } G(\bar{x}, \bar{y}),  \tag{7}\\
& \bar{x} \leqslant_{\varphi, \psi}^{*} \bar{y} \&|\bar{x}|^{\varphi}=\xi \Rightarrow(\exists) \text { has a winning quasistrategy in } G(\bar{x}, \bar{y})  \tag{8}\\
& \text { which is elementary in } \bar{H}^{\xi} .
\end{align*}
$$

In view of the game theoretic analysis of fixed points in Chapter 4, we must have done something similar in the proof of the Stage Comparison Theorem 2A.2. Because to prove that $\bar{x} \leqslant{ }_{\varphi, \psi}^{*} \bar{y}$ is a fixed point means precisely to associate with each $\bar{x}, \bar{y}$ an open game $G^{*}(\bar{x}, \bar{y})$ such that

$$
\begin{equation*}
\bar{x} \leqslant \leqslant_{\varphi, \psi}^{*} \bar{y} \Leftrightarrow(\exists) \text { wins } G^{*}(\bar{x}, \bar{y}) \tag{9}
\end{equation*}
$$

Notice that (9) cannot hold with (canonically assigned) closed games $G^{*}(\bar{x}, \bar{y})$, because it would imply that $\leqslant_{\varphi, \psi}^{*}$ is coinductive, which in general it is not. Instead we will prove implications (7), (8), which together are a bit weaker than equivalence (9), except that we can find a simple bound for the complexity of the winning quasistrategy in (8).

We may assume that $\varphi, \psi$ are in canonical form,

$$
\begin{aligned}
& \varphi(\bar{x}, S) \equiv(\overline{\mathrm{Q}} \bar{z})(\forall \bar{u})[\theta(\bar{x}, \bar{z}, \bar{u}) \vee S(\bar{u})], \\
& \psi(\bar{y}, T) \equiv(\overline{\mathrm{P}} \bar{w})(\forall \bar{v})[\tau(\bar{y}, \bar{w}, \bar{v}) \vee T(\bar{v})] .
\end{aligned}
$$

Take $G(\bar{x}, \bar{y})$ to be the closed game corresponding to the infinitary formula

$$
\begin{align*}
& \left\{\left(\overline{\mathrm{Q}} \bar{z}_{1}\right)\left(\forall \bar{u}_{1}\right)\left(\overline{\mathrm{P}} \cup \bar{w}_{1}\right)\left(\exists \bar{v}_{1}\right)\left(\overline{\mathrm{Q}} \bar{z}_{2}\right)\left(\forall \bar{u}_{2}\right)\left(\overline{\mathrm{P}} \bar{w}_{2}\right)\left(\exists \bar{v}_{2}\right) \ldots\right\}  \tag{10}\\
& \wedge_{k \in \omega}\left[\neg \tau\left(\bar{v}_{k}, \bar{w}_{k+1}, \bar{v}_{k+1}\right) \vee \vee \vee_{i \leqslant k} \theta\left(\bar{u}_{i}, \bar{z}_{i+1}, \bar{u}_{i+1}\right)\right],
\end{align*}
$$

where we have used the notation convention

$$
\bar{u}_{0}=\bar{x}, \quad \bar{v}_{0}=\bar{y}
$$

This means that we define $G(\bar{x}, \bar{y})$ so that

$$
(\exists) \text { wins } G(\bar{x}, \bar{y}) \Leftrightarrow(10) \text { is true. }
$$

To motivate this game, recall the normal forms for the fixed points $I_{\varphi}, I_{\psi}$ :

$$
\begin{aligned}
& \bar{x} \in I_{\varphi} \Leftrightarrow\left\{\left(\overline{\mathrm{Q}} \bar{z}_{1}\right)\left(\forall \bar{u}_{1}\right)\left(\overline{\mathrm{Q}} \bar{z}_{2}\right)\left(\forall \bar{u}_{2}\right) \ldots\right\} \vee_{i} \theta\left(\bar{u}_{i}, \bar{z}_{i+1}, \bar{u}_{i+1}\right), \\
& \bar{y} \in I_{\psi} \Leftrightarrow\left\{\left(\overline{\mathrm{P}}_{1}\right)\left(\forall \bar{u}_{1}\right)\left(\overline{\mathrm{P}}_{2}\right)\left(\forall \bar{v}_{2}\right) \ldots\right\} \vee_{k} \tau\left(\bar{v}_{k}, \bar{w}_{k+1}, \bar{v}_{k+1}\right),
\end{aligned}
$$

where again $\bar{u}_{0}=\bar{x}, \bar{v}_{0}=\bar{y}$. Let $G(\bar{x}), G(\bar{y})$ be the open games determined by these formulas. We can think of $G(\bar{x}, \bar{y})$ as a closed combination of these two games played by players $X, Y$ as follows. First $X, Y$ play in $G(\bar{x})$, with $X$ making the moves of $(\exists)$ and $Y$ making the moves of $(\forall)$ until $\bar{z}_{1}, \bar{u}_{1}$ are determined; then they play in $G(\bar{y})$ with $X$ making the moves of $(\forall)$ and $Y$ making the moves of $(\exists)$ until $\bar{w}_{1}, \bar{v}_{1}$ are determined; then they go back to $G(\bar{x})$ and play similarly until $\bar{z}_{2}, \bar{u}_{2}$ are determined, etc. Since $G(\bar{x})$ and $G(\bar{y})$ are open games, if the player making ( $\exists$ )'s moves in one of them wins, we know this at a finite stage of the game. Now $X$ wins the combined game $G(\bar{x}, \bar{y})$ if either he wins $G(\bar{y})$, where he makes $(\forall)$ 's moves, or if he wins $G(\bar{x})$ no later than the stage at which he loses $G(\bar{y})$.

There is a rather obvious modification of this idea which yields an open combination $G^{*}(\bar{x}, \bar{y})$ of $G(\bar{x})$ and $G(\bar{y})$, where $X$ wins if he actually wins $G(\bar{x})$, and no later than any stage at which he loses $G(\bar{y})$. This is the $G^{*}(\bar{x}, \bar{y})$ for which the exact equivalence (9) holds, see Exercise 7.6. Here we are interested in a closed game, so we can apply 7B.3, and we are also interested in estimating the complexity of the winning quasistrategies-the fact that we lack the full force of the exact equivalence (9) can be circumvented in the applications at the expense of some technical complications.

It is easy to see that the infinite string $\bar{Q}^{*}$ in (10) is elementary and that $G(\bar{x}, \bar{y})=G\left(\overline{\mathrm{Q}}^{*}, R_{\bar{x}, \bar{y}}\right)$ in the notation of 7 B .3 for some elementary relation $R$. All that is needed is a routine computation coding these games in terms of a fixed elementary coding scheme on $\mathfrak{A r}$. It remains to prove (7) and (8).

Proof of (7). Although it is not necessary to take cases for this proof, it will help understand the game if we first consider the possibility

$$
\bar{y} \in I_{\psi} \& \bar{x} \notin I_{\varphi}
$$

now the hypothesis of (7) holds, so we must show that $(\forall)$ wins $G(\bar{x}, \bar{y})$. Using the canonical expressions for $I_{\varphi}, I_{\psi}$, it is obvious that $(\forall)$ can play in this case so that on the one hand

$$
V_{k} \tau\left(\bar{v}_{k}, \bar{w}_{k+1}, \bar{v}_{k+1}\right)
$$

since $\bar{y}=\bar{v}_{0} \in I_{\psi}$, and on the other hand

$$
\wedge_{i} \neg \theta\left(\bar{u}_{i}, \bar{z}_{i+1}, \bar{u}_{i+1}\right)
$$

since $\bar{x}=\bar{u}_{0} \notin I_{\varphi}$. This play will surely win $G(\bar{x}, \bar{y})$ for $(\forall)$.
The other possibility, if the hypothesis of (7) holds, is that

$$
\bar{x} \in I_{\varphi}, \quad \bar{y} \in I_{\psi}, \quad|\bar{y}|_{\psi}<|\bar{x}|_{\varphi} .
$$

We will utilize the following two equivalences which hold for every ordinal $\xi \leqslant \kappa$ and every $\bar{u}$ :

$$
\begin{align*}
& |\bar{u}|_{\varphi} \leqslant \xi \Leftrightarrow(\bar{Q} \bar{z})\left(\forall \bar{u}^{\prime}\right)\left[\theta\left(\bar{u}, \bar{z}, \bar{u}^{\prime}\right) \vee\left|\bar{u}^{\prime}\right|_{\varphi}<\xi\right]  \tag{11}\\
& |\bar{u}|_{\varphi}>\xi \Leftrightarrow\left(\mathrm{Q}^{\prime} \bar{z}\right)\left(\exists \bar{u}^{\prime}\right)\left[\neg \theta\left(\bar{u}, \bar{z}, \bar{u}^{\prime}\right) \& \xi \leqslant\left|\bar{u}^{\prime}\right|_{\varphi}\right] . \tag{12}
\end{align*}
$$

The first is immediate by the definition of $|\bar{u}|_{\varphi}$ and the second follows by taking negations. Let $(11)_{\psi},(12)_{\psi}$ be the corresponding equivalences for $\psi$.

Assume towards a contradiction that ( $\exists$ ) wins $G(\bar{x}, \bar{y})$, consider a run of this game where ( $\exists$ ) plays to win and $(\forall)$ plays as follows.

Let

$$
\xi_{0}=|\bar{y}|_{\psi} .
$$

Since $\xi_{0}<|\bar{x}|_{\varphi}$, we have

$$
\left(\bar{Q}^{\cup} \bar{z}_{1}\right)\left(\exists \bar{u}_{1}\right)\left[\neg \theta\left(\bar{x}, \bar{z}_{1}, \bar{u}_{1}\right) \& \xi_{0} \leqslant\left|\bar{u}_{1}\right|_{\varphi}\right]
$$

by $(12)_{\varphi}$ and $(\forall)$ can play in $G(\bar{x}, \bar{y})$ so that when $\bar{z}_{1}, \bar{u}_{1}$ are determined we have

$$
\begin{equation*}
\neg \theta\left(\bar{x}, \bar{z}_{1}, \bar{u}_{1}\right) \& \xi_{0} \leqslant\left|\bar{u}_{1}\right|_{\varphi} \tag{13}
\end{equation*}
$$

Also $|\bar{y}|_{\psi} \leqslant \xi_{0}$, so by $(11)_{\psi}$,

$$
\left(\bar{P} \bar{w}_{1}\right)\left(\forall \bar{v}_{1}\right)\left[\tau\left(\bar{y}, \bar{w}_{1}, \bar{v}_{1}\right) \vee\left|\bar{v}_{1}\right|_{\psi}<\xi_{0}\right]
$$

so $(\forall)$ can continue playing until $\bar{w}_{1}, \bar{v}_{1}$ are determined and we have

$$
\begin{equation*}
\tau\left(\bar{y}, \bar{w}_{1}, \bar{v}_{1}\right) \vee\left|\bar{v}_{1}\right|_{\psi}<\xi_{0} . \tag{14}
\end{equation*}
$$

Since $(\exists)$ is playing to win, we also know that at this stage

$$
\begin{equation*}
\neg \tau\left(\bar{y}, \bar{w}_{1}, \bar{v}_{1}\right) \vee \theta\left(\bar{x}, \bar{z}_{1}, \bar{u}_{1}\right) \tag{15}
\end{equation*}
$$

Clearly (13), (14) and (15) yield

$$
\neg \theta\left(\bar{x}, \bar{z}_{1}, \bar{u}_{1}\right), \quad \neg \tau\left(\bar{y}, \bar{w}_{1}, \bar{v}_{1}\right), \quad\left|\bar{v}_{1}\right|_{\psi}<\xi_{0} \leqslant\left|\bar{u}_{1}\right|_{\varphi}
$$

Put

$$
\xi_{1}=\left|\bar{v}_{1}\right|_{\psi}<\xi_{0}
$$

and repeat the argument, substituting $\bar{u}_{1}$ for $\bar{x}$ and $\bar{v}_{1}$ for $\bar{y}$. After $\bar{z}_{2}, \bar{u}_{2}, \bar{w}_{2}, \bar{v}_{2}$ are determined we will again have

$$
\neg \theta\left(\bar{u}_{1}, \bar{z}_{2}, \bar{u}_{2}\right), \quad \neg \tau\left(\bar{v}_{1}, \bar{w}_{2}, \bar{v}_{2}\right), \quad\left|\bar{v}_{2}\right|_{\psi}<\xi_{1} \leqslant\left|\bar{u}_{2}\right|_{\varphi},
$$

and we can put

$$
\xi_{2}=\left|\bar{v}_{2}\right|_{\psi}<\xi_{1}
$$

and continue repeating indefinitely. The process yields an infinite descending sequence $\xi_{0}>\xi_{1}>\ldots$ of ordinals, which is absurd.

Proof of (8). We assume that

$$
\bar{x} \leqslant_{\varphi, \psi}^{*} \bar{y} \&|\bar{x}|_{\varphi}=\xi
$$

and we describe informally how ( $\exists$ ) can win $G(\bar{x}, \bar{y})$. Afterwards we will argue that the quasistrategy we are defining is elementary in $\bar{H}^{\xi}$.

Since $|\bar{x}|_{\varphi} \leqslant \xi$, the right-hand side of (11) $\varphi$ holds with $\bar{u}=\bar{x}$ and ( $\exists$ ) can play to produce $\bar{z}_{1}, \bar{u}_{1}$ and insure that

$$
\begin{equation*}
\theta\left(\bar{x}, \bar{z}_{1}, \bar{u}_{1}\right) \vee\left|\bar{u}_{1}\right|_{\varphi}<\xi . \tag{16}
\end{equation*}
$$

If the first conjunct holds, he can continue playing trivially since he has already won the game-i.e. no matter what $\bar{z}_{i}, \bar{u}_{i}, \bar{w}_{i}, \bar{v}_{i}$ are played after that, $\theta\left(\bar{x}, \bar{z}_{1}, \bar{u}_{1}\right)$ insures that the matrix of formula (10) will be true.

If the second disjunct of (16) holds, we know

$$
\left|\bar{u}_{1}\right|_{\varphi}<|\bar{y}|_{\psi}
$$

so taking $\xi=\left|\bar{u}_{1}\right|_{\varphi}$ in $(12)_{\psi},(\exists)$ can continue to play so that $\bar{w}_{1}, \bar{v}_{1}$ are produced and

$$
\begin{equation*}
\neg \tau\left(\bar{y}, \bar{w}_{1}, \bar{v}_{1}\right) \&\left|\bar{u}_{1}\right|_{\varphi} \leqslant\left|\bar{v}_{1}\right|_{\psi} \tag{17}
\end{equation*}
$$

Now we are in a situation exactly as in the beginning of the game. We have $\bar{u}_{1}, \bar{v}_{1}$ determined and by (16) and (17) easily

$$
\begin{aligned}
& \bar{u}_{1} \leqslant{ }_{\varphi, \psi}^{*} \bar{v}_{1} \&\left|\bar{u}_{1}\right|_{\varphi}=\xi_{1}<\xi \\
& \neg \theta\left(\bar{x}, \bar{z}_{1}, \bar{u}_{1}\right), \quad \neg \tau\left(\bar{y}, \bar{w}_{1}, \bar{v}_{1}\right) .
\end{aligned}
$$

The same method can be followed by ( $\exists$ ), until he produces $\bar{z}_{2}, \bar{u}_{2}$ such that $\theta\left(\bar{u}_{1}, \bar{z}_{2}, \bar{u}_{2}\right)$ and he can play trivially from then on, or he goes on to get $\bar{w}_{2}, \bar{v}_{2}$ so that $\neg \tau\left(\bar{v}_{1}, \bar{w}_{2}, \bar{v}_{2}\right)$ and

$$
\bar{u}_{2} \leqslant_{\varphi, \psi}^{*} \bar{v}_{2} \&\left|\bar{u}_{2}\right|_{\varphi}=\xi_{2}<\xi_{1}
$$

Continuing in this manner, $(\exists)$ eventually reaches a point from which he can win by playing trivially, since otherwise he will be defining an infinite decreasing sequence

$$
\xi>\xi_{1}>\xi_{2} \ldots
$$

of ordinals.
Let $\Sigma$ be the quasistrategy for ( $\exists$ ) described above and consider the first part of $\Sigma$ which produces $\bar{z}_{1}, \bar{u}_{1}$. This came out of $(11)_{\varphi}$, i.e. for this part ( $\exists$ ) was simply trying to win the finite game determined by

$$
\left(\overline{\mathrm{Q}} \bar{z}_{1}\right)\left(\forall \bar{u}_{1}\right)\left[\theta\left(\bar{x}, \bar{z}_{1}, \bar{u}_{1}\right) \vee\left|\bar{u}_{1}\right|_{\varphi}<\xi\right] .
$$

This finite game is easily elementary in $\bar{H}^{\xi}$ and surely ( $\exists$ ) can win it by following a quasistrategy which is elementary in $\bar{H}^{\xi}$. For example, if $\overline{\mathbb{Q}}=\exists, \forall, \exists$, so that the assertion looks like

$$
(\exists s)(\forall t)(\exists r)\left(\forall \bar{u}_{1}\right)\left[\theta\left(\bar{x}, s, t, r, \bar{u}_{1}\right) \vee\left|\bar{u}_{1}\right|_{\varphi}<\xi\right],
$$

such a quasistrategy is given by

$$
\begin{aligned}
& \{\emptyset\} \\
\cup & \left\{(s):(\forall t)(\exists r)\left(\forall \bar{u}_{1}\right)\left[\theta\left(\bar{x}, s, t, r, \bar{u}_{1}\right) \vee\left|\bar{u}_{1}\right|_{\varphi}<\xi\right]\right\} \\
\cup & \left\{(s, t):(\exists r)\left(\forall \bar{u}_{1}\right)\left[\theta\left(\bar{x}, s, t, r, \bar{u}_{1}\right) \vee\left|\bar{u}_{1}\right|_{\varphi}<\xi\right]\right\} \\
\cup & \left\{(s, t, r):\left(\forall \bar{u}_{1}\right)\left[\theta\left(\bar{x}, s, t, r, \bar{u}_{1}\right) \vee\left|\bar{u}_{1}\right|_{\varphi}<\xi\right]\right\} \\
\cup & \ldots \\
\cup & \left\{\left(s, t, r, \bar{u}_{1}\right): \theta\left(\bar{x}, s, t, r, \bar{u}_{1}\right) \vee\left|\bar{u}_{1}\right|_{\varphi}<\xi\right\} .
\end{aligned}
$$

The idea is that ( $\exists$ ) each time can play any move from which he can go on to win, and the set of all possible moves is elementary in $\bar{H}^{\xi}$.

Having won this first part of the game, ( $\exists$ ) asks if the first or second disjunct of (16) holds. This is an elementary in $\bar{H}^{\xi}$ question, and then it leads him into either a trivial game or another finite game determined by (12), which is also elementary in $\bar{H}^{\xi}$.
To actually put down a definition of ( $\Sigma$ ) (relative to a coding scheme) which is elementary in $\bar{H}^{\xi}$ requires a very messy formula, because to check whether $\left\langle s_{0}, s_{1}, \ldots, s_{n}\right\rangle \in \Sigma$ we must split up $s_{0}, s_{1}, \ldots, s_{n}$ into a sequence of blocks $\bar{z}_{1}, \bar{u}_{1}, \bar{w}_{1}, \bar{v}_{1} \ldots$ with a tail left, and then put down the conditions guaranteeing that at each point of this sequence ( $(3)$ is on a winning quasistrategy for the appropriate finite game determined by $(11)_{\varphi}$ or $(12)_{\psi}$. But it is clear that some formula in the language of $\left(\mathfrak{A}, \bar{H}^{\xi}\right)$ will do the trick, and we will omit the details.

It is clear from the proof of 7 C .1 (and the proof of 7B. 3 which we utilized) that the elementary formula defining $\mathscr{P}$ so that (3) and (4) hold was constructed explicitly from the given formulas $\varphi, \psi$ using only a fixed elementary coding scheme on the structure $\mathfrak{N}$. This means that we may allow relation variables in $\varphi, \psi$ and the same proof works, so we get the second order version of the theorem. Of course we need to relativize the definition of $\bar{H}_{\varphi, \psi}^{\xi}$.
Switching to the notation of the relativized Stage Comparison Theorem ${ }^{6 C} .1$, let $\varphi(\bar{x}, \bar{Y}, S), \psi(\bar{z}, \bar{W}, T)$ be respectively $S$ and $T$ positive in the language of a structure 9 . To each $\bar{Y}, \bar{W}$ and each $\xi<\kappa^{(2, \bar{Y}, \bar{W})}$ we assign the relation $H_{\varphi, \psi}^{\xi}(\bar{Y}, \bar{W})$ defined by

$$
\begin{equation*}
(\bar{x}, \bar{z}) \in H_{\varphi, \psi}^{\xi}(\bar{Y}, \bar{W}) \Leftrightarrow \bar{x} \in I_{\varphi}(\bar{Y}) \& \bar{z} \in I_{\psi}(\bar{W}) \&|\bar{x}, \bar{Y}|_{\varphi} \leqslant|\bar{z}, \bar{W}|_{\psi} \leqslant \xi . \tag{18}
\end{equation*}
$$

Put also

$$
\begin{equation*}
\bar{H}_{\varphi, \psi}^{\xi}(\bar{Y}, \bar{W})=\left\langle H_{\varphi, \psi}^{\xi}(\bar{Y}, \bar{W}), H_{\varphi, \varphi}^{\xi}(\bar{Y}, \bar{Y}), H_{\psi, \varphi}^{\xi}(\bar{W}, \bar{Y}), H_{\psi, \psi}^{\xi}(\bar{W}, \bar{W})\right\rangle . \tag{19}
\end{equation*}
$$

Extending the terminological conventions in the obvious way,

$$
\begin{aligned}
& Z \text { is elementary in } \bar{H}_{\varphi, \psi}^{\xi}(\bar{Y}, \bar{W}), \bar{Y}, \bar{W} \\
& \qquad Z \text { is elementary on }\left(\mathfrak{A}, \bar{H}_{\varphi, \psi \psi}^{\xi}(\bar{Y}, \bar{W}), \bar{Y}, \bar{W}\right) .
\end{aligned}
$$

7C.2. Second Stage Comparison Theorem (relativized). Let $\varphi(\bar{x}, \bar{Y}, S)$, $\psi(\bar{z}, \bar{W}, T)$ be formulas in the language of an acceptable structure $\mathfrak{Q}$ respectively positive in $S$, $T$, let $\bar{H}^{\xi}(\bar{Y}, \bar{W})$ be defined for each $\bar{Y}, \bar{W}$ and $\xi<\kappa^{(29, \bar{Y}, \bar{W})}$ by (18), (19) above.

There is an elementary second order relation $\mathscr{P}(Z, \bar{x}, \bar{Y}, \bar{z}, \bar{W})$ such that

$$
\begin{align*}
& (\bar{z}, \bar{W}) \in \mathscr{I}_{\psi} \&|\bar{z}, \bar{W}|_{\psi}<|\bar{x}, \bar{Y}|_{\varphi} \Rightarrow(\forall Z) \neg \mathscr{P}(Z, \bar{x}, \bar{Y}, \bar{z}, \bar{W}),  \tag{20}\\
& (\bar{x}, \bar{Y}) \in \mathscr{I}_{\varphi} \&|\bar{x}, \bar{Y}|_{\varphi}=\xi \leqslant|\bar{z}, \bar{W}|_{\psi}  \tag{21}\\
& \quad \Rightarrow(\exists Z)\left\{Z \text { is elementary in } \bar{H}_{\varphi, \psi}^{\xi}(\bar{Y}, \bar{W}), \bar{Y}, \bar{W} \& \mathscr{P}(Z, \bar{x}, \bar{Y}, \bar{z}, \bar{W})\right\} .
\end{align*}
$$

Similarly, there is an elementary second order relation $2(Z, \bar{x}, \bar{Y}, \bar{z}, \bar{W})$ such that

$$
\begin{align*}
& (\bar{z}, \bar{W}) \in \mathscr{I}_{\psi} \&|\bar{z}, \bar{W}|_{\psi} \leqslant|\bar{x}, \bar{Y}|_{\varphi} \Rightarrow(\forall Z) \neg \mathscr{Q}(Z, \bar{x}, \bar{Y}, \bar{z}, \bar{W})  \tag{22}\\
& (\bar{x}, \bar{Y}) \in \mathscr{I}_{\varphi} \&|\bar{x}, \bar{Y}|_{\varphi}=\xi<|\bar{z}, \bar{W}|_{\psi}  \tag{23}\\
& \quad \Rightarrow(\exists Z)\{Z \text { is elementary in } \bar{H} \\
& \quad \xi, \psi \\
& \hline Y \\
& , \bar{W}) \bar{Y}, \bar{W} \& \mathscr{2}(Z, \bar{x}, \bar{Y}, \bar{z}, \bar{W})\} .
\end{align*}
$$

Moreover, for each $\bar{Y}, \bar{W}$ and each $\xi<\kappa^{(2, \bar{Y}, \bar{W})}$ the relations in the quadruple $\bar{H}_{\varphi, \psi}^{\xi}(\bar{Y}, \bar{W})$ are hyperelementary on $(\mathfrak{H}, \bar{Y}, \bar{W})$, so that we also have

$$
\begin{align*}
(\bar{x}, \bar{Y}) \in \mathscr{I}_{\varphi} \&|\bar{x}, \bar{Y}|_{\varphi} \leqslant|\bar{z}, \bar{W}|_{\psi} \Rightarrow & (\exists Z)\{Z \text { is hyperelementary on }  \tag{24}\\
& (\mathfrak{H}, \bar{Y}, \bar{W}) \& \mathscr{P}(Z, \bar{x}, \bar{Y}, \bar{z}, \bar{W})\}, \\
(\bar{x}, \bar{Y}) \in \mathscr{I}_{\varphi} \&|\bar{x}, \bar{Y}|_{\varphi}<|\bar{z}, \bar{W}|_{\psi} \Rightarrow & (\exists Z)\{Z \text { is hyperelementary on }  \tag{25}\\
& (\mathfrak{A}, \bar{Y}, \bar{W}) \& \mathscr{Q}(Z, \bar{x}, \bar{Y}, \bar{z}, \bar{W})\} .
\end{align*}
$$

## 7D. The Abstract Spector-Gandy Theorem

Let $\mathfrak{A}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ be a structure, $R(\bar{x})$ a relation on $A, \mathscr{F}$ a collection of relations on $A . R$ will be called $\Sigma_{1}^{1}$-definable (on $\mathfrak{H}$ ) with range $\mathscr{F}$ if there exists an elementary second order relation $\mathscr{P}(Y, \bar{x})$ such that $Y$ ranges over subsets of $A$ and

$$
\begin{equation*}
R(\bar{x}) \Leftrightarrow(\exists Y \in \mathscr{F}) \mathscr{P}(Y, \bar{x}) . \tag{1}
\end{equation*}
$$

$R$ is called $\Sigma_{1}^{1}$-definable (on $\mathfrak{A}$ ) with basis $\mathscr{F}$ if there exists an elementary second order $\mathscr{P}(Y, \bar{x})$ such that

$$
\begin{equation*}
R(\bar{x}) \Leftrightarrow(\exists Y) \mathscr{P}(Y, \bar{x}) \Leftrightarrow(\exists Y \in \mathscr{F}) \mathscr{P}(Y, \bar{x}) \tag{2}
\end{equation*}
$$

If $R$ is $\Sigma_{1}^{1}$-definable with basis $\mathscr{F}$, then clearly $R$ is also $\Sigma_{1}$-definable with range $\mathscr{F}$. The converse need not hold, roughly because definitions of the form (1) allow us to utilize the structure of $\mathscr{F}$ and extract information from it. In particular, if $R$ is $\Sigma_{1}^{1}$-definable with basis $\mathscr{F}$, then $R$ is $\Sigma_{1}^{1}$ on $\mathfrak{H}$, no matter what $\mathscr{F}$ is; on the other hand every $R \subseteq A$ is $\Sigma_{1}^{1}$-definable with range

$$
\mathscr{F}_{R}=\{\{x\}: x \in R\}
$$

since clearly

$$
R(x) \Leftrightarrow(\exists Y \in \mathscr{F})[x \in Y]
$$

In this terminology the trivial Theorem 7A.l easily implies that if the class $\mathscr{W} \mathscr{F}^{1}$ of wellfounded binary relations is elementary on the acceptable structure $\mathfrak{H}$, then every inductive relation on $\mathfrak{A}$ is $\Sigma_{1}^{1}$-definable with basis $\mathscr{H} \mathscr{E}(\mathfrak{U})$. This result fails for countable acceptable structures. We prove in this section two weaker results which hold for all acceptable structures and
which are basic to the theory: that hyperelementary relations are $\Sigma_{1}^{1}$-definable with basis $\mathscr{H} \mathscr{E}$ and that inductive relations are $\Sigma_{1}^{1}$-definable with range $\mathscr{H} \mathscr{E}$.

Actually a stronger, relativized version of the first of these assertions holds and is easier to apply.

7D.1. Theorem. If $\mathscr{R}(\bar{x}, \bar{Y})$ is hyperelementary on an acceptable structure $\mathfrak{A}$, then there exists an elementary $\mathscr{P}(Z, \bar{x}, \bar{Y})$ such that

$$
\begin{align*}
\mathscr{R}(\bar{x}, \bar{Y}) & \Leftrightarrow(\exists Z) \mathscr{P}(Z, \bar{x}, \bar{Y})  \tag{3}\\
& \Leftrightarrow(\exists Z)\{Z \text { is hyperelementary on }(\mathscr{A}, \bar{Y}) \& \mathscr{P}(Z, \bar{x}, \bar{Y})\} .
\end{align*}
$$

In particular, every hyperelementary first order relation is $\Sigma_{1}^{1}$-definable with basis $\mathscr{H} \mathscr{E}$.

Proof. By Theorem 6C. 11 we know that if $\mathscr{R}(\bar{x}, \bar{Y})$ is hyperelementary, if $\mathscr{U}$ is a universal inductive set of the appropriate signature and if $\sigma$ is any inductive norm on $\mathscr{U}$, then there exist $a_{1}, a_{2}, c_{1}, c_{2}, \bar{x}^{*}$ such that for all $\bar{Y}$, $\left(c_{1}, c_{2}, \bar{x}^{*}, \bar{Y}\right) \in \mathscr{U}$, and

$$
\mathscr{R}(\bar{x}, \bar{Y}) \Leftrightarrow\left[\left(a_{1}, a_{2}, \bar{x}, \bar{Y}\right) \in \mathscr{U} \& \sigma\left(a_{1}, a_{2}, \bar{x}, \bar{Y}\right) \leqslant \sigma\left(c_{1}, c_{2}, \bar{x}^{*}, \bar{Y}\right)\right]
$$

Since $\mathscr{U}$ is inductive, there is a formula $\varphi$ and a constant $d$ such that

$$
(\bar{u}, \bar{Y}) \in \mathscr{U} \Leftrightarrow(d, \bar{u}, \bar{Y}) \in \mathscr{I}_{\varphi},
$$

and it is easy to verify (as in the proof of the Prewellordering Theorem 3A.3) that there is an inductive norm $\sigma$ on $\mathscr{U}$ such that

$$
\sigma\left(\bar{u}_{1}, \bar{Y}_{1}\right) \leqslant \sigma\left(\bar{u}_{2}, \bar{Y}_{2}\right) \Leftrightarrow\left|d, \bar{u}_{1}, \bar{Y}_{1}\right|_{\varphi} \leqslant\left|d, u_{2}, \bar{Y}_{2}\right|_{\varphi}
$$

Using this $\sigma$, we get the representation

$$
\begin{aligned}
\mathscr{R}(\bar{x}, \bar{Y}) & \Leftrightarrow\left[\left(d, a_{1}, a_{2}, \bar{x}, \bar{Y}\right) \in \mathscr{I}_{\varphi} \&\left|d, a_{1}, a_{2}, \bar{x}, \bar{Y}\right|_{\varphi} \leqslant\left|d, c_{1}, c_{2}, \bar{x}^{*}, \bar{Y}\right|_{\varphi}\right] \\
& \Leftrightarrow\left[(\bar{e}, \bar{x}, \bar{Y}) \in \mathscr{I}_{\varphi} \&|\bar{e}, \bar{x}, \bar{Y}|_{\varphi} \leqslant\left|\bar{f}, \bar{x}^{*}, \bar{Y}\right|_{\varphi}\right]
\end{aligned}
$$

after renaming the constants, where

$$
\begin{equation*}
(\forall \bar{Y})\left(\bar{f}, \bar{x}^{*}, \bar{Y}\right) \in \mathscr{I}_{\varphi} \tag{4}
\end{equation*}
$$

Now applying 7C. 2 with $\varphi \equiv \psi$ we obtain an elementary $\mathscr{P}^{\prime}$ such that by (24) of 7C.2,

$$
\begin{aligned}
\mathscr{R}(\bar{x}, \bar{Y}) \Rightarrow & (\exists Z)[Z \text { is hyperelementary on }(\mathfrak{H}, \bar{Y}) \\
& \left.\& \mathscr{P}^{\prime}\left(Z, \bar{e}, \bar{x}, \bar{Y}, \bar{f}, \bar{x}^{*}, \bar{Y}\right)\right] \\
\Rightarrow & (\exists Z)[Z \text { is hyperelementary on }(\mathscr{A}, \bar{Y}) \& \mathscr{P}(Z, \bar{x}, \bar{Y})]
\end{aligned}
$$

with $\mathscr{P}$ defined in the obvious way. On the other hand, by the contrapositive of (20) of 7 C .2 ,

$$
(\exists Z) \mathscr{P}(Z, \bar{x}, \bar{Y}) \Rightarrow\left[\left(\bar{f}, \bar{x}^{*}, \bar{Y}\right) \notin \mathscr{I}_{\varphi} \vee|\bar{e}, \bar{x}, \bar{Y}|_{\varphi} \leqslant\left|\bar{f}, \bar{x}^{*}, \bar{Y}\right|_{\varphi}\right] \Rightarrow \mathscr{R}(\bar{x}, \bar{Y})
$$

by (4).
We will see in the exercises that there is an almost trivial proof of this result for the structure $\mathbb{N}$ of arithmetic.

The second theorem of this section was first established for $\mathbb{N}$ by Spector [1960] and then by Gandy [1960]. The present abstract result is essentially Theorem 15 of Moschovakis [1969b].

7D.2. Abstract Spector-Gandy Theorem. A relation $R(\bar{x})$ is inductive on an acceptable structure $\mathfrak{A}$ if and only if it is $\Sigma_{1}^{1}$-definable with range $\mathscr{H}_{\mathscr{E}^{1}}(\mathfrak{A})$, i.e. if and only if there is some elementary second order $\mathscr{P}(Y, \bar{x})$ such that

$$
\begin{equation*}
R(\bar{x}) \Leftrightarrow(\exists Y \in \mathscr{H} \mathscr{E}) \mathscr{P}(Y, \bar{x}) . \tag{5}
\end{equation*}
$$

Proof. The "if" part is covered by Theorem 6D.1.
Assume then that

$$
R(\bar{x}) \Leftrightarrow(\bar{a}, \bar{x}) \in I_{\varphi}
$$

for some formula $\varphi(\bar{u}, \bar{x}, S)$ and constants $\bar{a}$; we must define an elementary $\mathscr{P}(Y, \bar{x})$ so that (5) holds.

By Theorem 6D.2, the class $\mathscr{H}_{E^{1}}$ of hyperelementary subsets of $A$ is inductive. It is conjectured that $\mathscr{H}_{\mathscr{E}}{ }^{1}$ is not coinductive, but we can only establish this for countable, acceptable $\mathfrak{A}$ at this time. So our proof will split into two cases, to cover the possibility that the natural conjecture is false and that for some $\mathfrak{A}, \mathscr{H}_{\mathscr{E}^{11}}$ might be hyperelementary.

Case 1: The class $\mathscr{H}_{\mathscr{E}^{1}}$ is not coinductive.
Proof in Case 1. Since $\mathscr{H} \mathscr{E}^{1}$ is inductive, there is some fixed $\psi(\bar{v}, Y, S)$ and constants $\bar{b}$ such that

$$
Y \in \mathscr{H} \mathscr{E} \Leftrightarrow(\overline{\mathscr{E}}, Y) \in \mathscr{I}_{\psi} .
$$

Theorem 6C. 3 implies that if $\kappa=\kappa^{41}$ is the ordinal of the structure, then

$$
\text { supremum }\left\{|b, Y|_{\psi}: Y \in \mathscr{H} \mathscr{E}\right\} \geqslant \kappa
$$

or else $\mathscr{H} \mathscr{E}$ would be hyperelementary. This means that

$$
\begin{equation*}
R(\bar{x}) \Rightarrow(\exists Y \in \mathscr{H} \mathscr{E})\left\{|\bar{a}, \bar{x}|_{\varphi} \leqslant|\bar{b}, \bar{Y}|_{\psi}\right\} . \tag{6}
\end{equation*}
$$

We apply the Second Stage Comparison Theorem 7C. 2 to the formulas $\varphi, \psi$ where the list $\bar{Y}$ of relation variables in $\varphi$ is empty and $\bar{W}=Y$. There is then an elementary $\mathscr{P}(Z, \bar{u}, \bar{x}, \bar{v}, \bar{Y})$ such that by (24)

$$
\begin{gather*}
(\bar{u}, \bar{x}) \in I_{\varphi} \&|\bar{u}, \bar{x}|_{\varphi} \leqslant|\bar{v}, \bar{Y}|_{\psi} \Rightarrow(\exists Z)\{Z \text { is hyperelementary on }(\mathfrak{H}, Y)  \tag{7}\\
\& \mathscr{P}(Z, \bar{u}, \bar{x}, \bar{v}, Y)\}
\end{gather*}
$$

and by the contrapositive of (20),

$$
\begin{equation*}
(\exists Z) \mathscr{P}(Z, \bar{u}, \bar{x}, \bar{v}, \bar{Y}) \Rightarrow(\bar{v}, Y) \notin \mathscr{I}_{\psi} \vee|\bar{u}, \bar{x}|_{\varphi} \leqslant|\bar{v}, Y|_{\psi} . \tag{8}
\end{equation*}
$$

We now claim that

$$
\begin{equation*}
R(\bar{x}) \Leftrightarrow(\exists Y \in \mathscr{H} \mathscr{E})(\exists Z \in \mathscr{H} \mathscr{E}) \mathscr{P}(Z, \bar{a}, \bar{x}, \bar{b}, Y) \tag{9}
\end{equation*}
$$

If $R(\bar{x})$, then there is some $Y \in \mathscr{H} \mathscr{E}$ such that $|\bar{a}, \bar{x}|_{\varphi} \leqslant|\bar{b}, Y|_{\psi}$ by (6), and for this $Y$, by (7) there is some $Z$ such that $\mathscr{P}(Z, \bar{a}, \bar{x}, \bar{b}, Y)$ and $Z$ is hyperelementary on ( $\mathscr{H}, Y$ ); but then this $Z$ must be hyperelementary, so the righthand side of (9) holds.

If the right-hand side of (9) holds, fix a hyperelementary $Y$ such that $(\exists Z) \mathscr{P}(Z, \bar{a}, \bar{x}, \bar{b}, Y)$ and apply (8). Since $(\bar{b}, Y) \in \mathscr{I}_{\psi}$, we must have $\left|\bar{a}, \bar{x}_{\varphi}\right| \leqslant$ $|\bar{b}, Y|_{\psi}$ which implies $(\bar{a}, \bar{x}) \in I_{\varphi}$, i.e. $R(\bar{x})$.

The theorem follows by contracting the set variables in (9). Choose $c_{0} \neq c_{1}$ and put

$$
\mathscr{P}^{\prime}(Y, \bar{x}) \Leftrightarrow \mathscr{P}\left(\left\{t:\left\langle c_{0}, t\right\rangle \in Y\right\}, \bar{a}, \bar{x}, \bar{b},\left\{t:\left\langle c_{1}, t\right\rangle \in Y\right\}\right) .
$$

Then $\mathscr{P}^{\prime}$ is elementary and easily
$(\exists Y \in \mathscr{H} \mathscr{E}) \mathscr{P}^{\prime}(Y, \bar{x}) \Leftrightarrow(\exists Y \in \mathscr{H} \mathscr{E})(\exists Z \in \mathscr{H} \mathscr{E}) \mathscr{P}(Z, \bar{a}, \bar{x}, \bar{b}, Y) \Leftrightarrow R(\bar{x})$.
Case 2: The class $\mathscr{H}_{\mathscr{E}}{ }^{1}$ is hyperelementary.
Proof in Case 2. In this case we will show that $R(\bar{x})$ is actually $\Sigma_{1}^{1}$-definable with basis $\mathscr{H} \mathscr{E}^{1}$.

Let $I^{1}$ be the inductive index set for $\mathscr{H} \mathscr{E}^{1}$ defined in the Parametrization Theorem 5D. 4 and choose a fixed $d_{0} \in I^{1}$. Put

$$
\begin{align*}
\mathscr{Q}(Y, d) & \Leftrightarrow\left[Y \notin \mathscr{H} \mathscr{E} \& d=d_{0}\right]  \tag{10}\\
& \vee\left[Y \in \mathscr{H} \mathscr{E} \& d \in I^{1} \& Y=H_{d}^{1}\right]
\end{align*}
$$

still using the notation of 5D.4. It is easy to verify that $\mathscr{2}(Y, d)$ is inductive, since

$$
\begin{array}{r}
d \in I^{1} \& Y=H_{d}^{1} \Leftrightarrow d \in I^{1} \&(\forall t)\left[t \in Y \Rightarrow H^{1}(d, t)\right] \\
\&(\forall t)\left[\breve{H}^{1}(d, t) \Rightarrow t \in Y\right],
\end{array}
$$

where $\breve{H}$ is chosen coinductive by 5D.4. On the other hand,

$$
(\forall Y)(\exists d) \mathscr{2}(Y, d),
$$

so by the Hyperelementary Selection Theorem 6C. 5 there is a hyperelementary Q $^{*}$ such that

$$
\begin{align*}
& \mathscr{Q}^{*}(Y, d) \Rightarrow \mathscr{Q}(Y, d),  \tag{11}\\
& (\forall Y)(\exists d) \mathscr{Q}^{*}(Y, d) \tag{12}
\end{align*}
$$

Since $I^{1}$ is inductive, there is a formula $\chi(\bar{w}, d, S)$ and constants $\bar{c}$ such that

$$
\begin{equation*}
d \in I^{1} \Leftrightarrow(\bar{c}, d) \in I_{\chi} \tag{13}
\end{equation*}
$$

We claim that for every $d$,

$$
\begin{equation*}
d \in I^{1} \Rightarrow(\exists Y \in \mathscr{H} \mathscr{E})\left(\exists d^{\prime}\right)\left\{\mathscr{Q}^{*}\left(Y, d^{\prime}\right) \&|\bar{c}, d|_{\chi} \leqslant\left|\bar{c}, d^{\prime}\right|_{\chi}\right\} \tag{14}
\end{equation*}
$$

To prove (14), notice that if it failed, then there would be a fixed $d^{*} \in I^{1}$ such that

$$
(\forall Y \in \mathscr{H} \mathscr{E})\left(\forall d^{\prime}\right)\left\{\mathscr{Q}^{*}\left(Y, d^{\prime}\right) \Rightarrow\left|\bar{c}, d^{\prime}\right|_{x}<\left|\bar{c}, d^{*}\right|_{\chi}\right\}
$$

which by the definition of 2 and (11), (12) implies

$$
\begin{equation*}
(\forall Y \in \mathscr{H} \mathscr{E})(\exists d)\left\{|\bar{c}, d|_{x}<\left|\bar{c}, d^{*}\right|_{x} \& Y=H_{d}^{1}\right\} \tag{15}
\end{equation*}
$$

This implies that the class $\mathscr{H} \mathscr{E}^{1}$ can be parametrized on the hyperelementary index set

$$
\left\{d:|\bar{c}, d|_{x}<\left|\bar{c}, d^{*}\right|_{\chi}\right\}
$$

which leads easily to a contradiction by the usual diagonal argument: the set

$$
Y=\left\{t:|\bar{c}, t|_{x}<\left|\bar{c}, d^{*}\right|_{x} \& t \notin H_{i}^{1}\right\}
$$

is hyperelementary but cannot be $H_{d}^{1}$ for any $d$ such that $|\bar{c}, d|_{\chi}<\left|\bar{c}, d^{*}\right|_{\chi}$, because then we would have

$$
d \in H_{d}^{1} \Leftrightarrow d \in Y \Leftrightarrow d \notin H_{d}^{1} .
$$

The assertion (14) is the key to the proof in this case. Using it we first establish that

$$
\begin{align*}
R(\bar{x}) & \Leftrightarrow(\exists Y)(\exists d)\left\{\mathscr{Q}^{*}(Y, d) \&|\bar{a}, \bar{x}|_{\varphi} \leqslant|\bar{c}, d|_{\chi}\right\}  \tag{16}\\
& \Leftrightarrow(\exists Y \in \mathscr{H} \mathscr{E})(\exists d)\left\{\mathscr{Q}^{*}(Y, d) \&|\bar{a}, \bar{x}|_{\varphi} \leqslant|\bar{c}, d|_{\chi}\right\}
\end{align*}
$$

First assume $R(\bar{x})$ and let $\xi=|\bar{a}, \bar{x}|_{\varphi}$. Since $I^{1}$ is not hyperelementary by 5D.4, supremum $\left\{|c, d|_{x}: d \in I^{1}\right\}=\kappa$ by 2 B .1 , hence by (14) there is some $Y \in \mathscr{H} \mathscr{E}$ and some $d^{\prime}$ such that $\mathscr{Q}^{*}\left(Y, d^{\prime}\right)$ and $\left|\bar{c}, d^{\prime}\right|_{x}>\xi$, which proves the right-hand side of (16).

On the other hand, if for some $Y, d$ we have $\mathscr{Q}^{*}(Y, d) \&|\bar{a}, \bar{x}|_{\varphi} \leqslant|\bar{c}, d|_{\chi}$, then $(\bar{c}, d) \in I_{\chi}$ and hence $(\bar{a}, \bar{x}) \in I_{\varphi}$, i.e. $R(\bar{x})$.

Having (16), we apply 7 D .1 to get an elementary $\mathscr{P}_{1}(Z, Y, d)$ such that

$$
\begin{align*}
\mathscr{Q}^{*}(Y, d) & \Leftrightarrow(\exists Z) \mathscr{P}_{1}(Z, Y, d)  \tag{17}\\
& \Leftrightarrow(\exists Z)\left\{Z \text { is hyperelementary on }(\mathfrak{H}, Y) \& \mathscr{P}_{1}(Z, Y, d)\right\}
\end{align*}
$$

and we apply 7C. 1 on the formulas $\varphi, \chi$ to get an elementary $\mathscr{P}_{2}(Z, \bar{u}, \bar{x}, \bar{w}, d)$ such that

$$
\begin{align*}
& (\bar{u}, \bar{x}) \in I_{\varphi} \&|\bar{u}, \bar{x}|_{\varphi} \leqslant|\bar{w}, d|_{\chi} \Rightarrow(\exists Z \in \mathscr{H} \mathscr{E}) \mathscr{P}_{2}(Z, \bar{u}, \bar{x}, \bar{w}, d),  \tag{18}\\
& (\exists Z) \mathscr{P}_{2}(Z, \bar{u}, \bar{x}, \bar{w}, d) \Rightarrow(\bar{w}, d) \notin I_{\chi} \vee|\bar{u}, \bar{x}|_{\varphi} \leqslant|\bar{w}, d|_{\chi} . \tag{19}
\end{align*}
$$

We now claim that

$$
\begin{align*}
& R(\bar{x}) \Rightarrow(\exists Y \in \mathscr{H} \mathscr{E})(\exists d)\left\{(\exists Z \in \mathscr{H} \mathscr{E}) \mathscr{P}_{1}(Z, Y, d)\right.  \tag{20}\\
&\left.\&(\exists Z \in \mathscr{H} \mathscr{E}) \mathscr{P}_{2}(Z, \bar{a}, \bar{x}, \bar{c}, d)\right\},
\end{align*}
$$

$$
\begin{equation*}
(\exists Y)(\exists d)\left\{(\exists Z) \mathscr{P}_{1}(Z, Y, d) \&(\exists Z) \mathscr{P}_{2}(Z, \bar{a}, \bar{x}, \bar{c}, d)\right\} \Rightarrow R(\bar{x}) \tag{21}
\end{equation*}
$$

Of these, (20) follows trivially from (16), (17) and (18). To prove (21), choose $Y, d$ so that the matrix of the hypothesis holds. From $(\exists Z) \mathscr{P}_{1}(Z, Y, d)$ and (17) we get $\mathscr{2}^{*}(Y, d)$ and hence that $d \in I^{1}$ by the definition of $\mathscr{2}$, so that $(\bar{c}, d) \in I_{\chi}$. From ( $\left.\exists Z\right)_{2}(Z, \bar{a}, \bar{x}, \bar{c}, d)$ and (19) we get $(\bar{c}, d) \notin I_{\chi} \vee|\bar{a}, \bar{x}|_{\varphi} \leqslant$ $|\bar{c}, d|_{\chi}$, so that we have altogether $\mathscr{Q}^{*}(Y, d) \&|\bar{a}, \bar{x}|_{\varphi} \leqslant|\bar{c}, d|_{\chi}$, i.e. $R(\bar{x})$ by (16).

To complete the proof we contract variables, i.e. we put

$$
\begin{gathered}
\mathscr{P}(Y, \bar{x}) \Leftrightarrow(\exists d)\left[\mathscr{P}_{1}\left(\left\{t:\left\langle c_{1}, t\right\rangle \in Y\right\},\left\{t:\left\langle c_{2}, t\right\rangle \in Y\right\}, d\right)\right. \\
\left.\& \mathscr{P}_{2}\left(\left\{t:\left\langle c_{3}, t\right\rangle \in Y\right\}, \bar{a}, \bar{x}, \bar{c}, d\right)\right]
\end{gathered}
$$

and we verify easily that

$$
R(\bar{x}) \Leftrightarrow(\exists Y) \mathscr{P}(Y, \bar{x}) \Leftrightarrow(\exists Y \in \mathscr{H} \mathscr{E}) \mathscr{P}(Y, \bar{x}) .
$$

## 7E. The hierarchy of hyperelementary sets

It is immediate from 7D. 1 and 6D. 1 that a relation $R(\bar{x})$ is hyperelementary on an acceptable structure $\mathfrak{H}$ if and only if it is $\Delta_{1}^{1}$-definable with basis $\mathscr{H} \mathscr{E}(\mathfrak{H})$, i.e. if and only if both $R$ and $\neg R$ are $\Sigma_{1}^{1}$-definable with basis $\mathscr{H} \mathscr{E}(\mathfrak{H})$. In this section we will impose a hierarchy on $\mathscr{H} \mathscr{E}(\mathscr{H})$ by showing that each hyperelementary relation is $\Delta_{1}^{1}$-definable with basis the class of previously constructed hyperelementary relations and previously constructed relations as parameters.

To make this precise, fix an acceptable structure $\mathfrak{A}$ and call a relation $R(\bar{x}) \Sigma_{1}^{1}$-definable with basis $\mathscr{F}$ and parameters from $\mathscr{F}$ if there is an elementary relation $\mathscr{P}\left(Z, \bar{x}, Y_{1}, \ldots, Y_{k}\right)$ and relations $Y_{1}, \ldots, Y_{k}$ in $\mathscr{F}$ such that

$$
\begin{aligned}
R(\bar{x}) & \Leftrightarrow(\exists Z) \mathscr{P}\left(Z, \bar{x}, Y_{1}, \ldots, Y_{k}\right) \\
& \Leftrightarrow(\exists Z \in \mathscr{F}) \mathscr{P}\left(Z, \bar{x}, Y_{1}, \ldots, Y_{k}\right) .
\end{aligned}
$$

Put
(1) $\Delta(\mathscr{F})=\left\{R: R\right.$ is $\Delta_{1}^{1}$-definable with basis $\mathscr{F}$ and parameters from $\left.\mathscr{F}\right\}$

$$
\begin{aligned}
=\{R: & \text { both } R \text { and } \neg R \text { are } \Sigma_{1} \text {-definable with basis } \mathscr{F} \text { and para- } \\
& \text { meters from } \mathscr{F}\} .
\end{aligned}
$$

Clearly $\Delta$ is a monotone operator on classes of relations, i.e.

$$
\mathscr{F}_{1} \subseteq \mathscr{F}_{2} \Rightarrow \Delta\left(\mathscr{F}_{1}\right) \subseteq \Delta\left(\mathscr{F}_{2}\right),
$$

and by $6 \mathrm{D} .1, \mathscr{H} \mathscr{E}$ is a fixed point of $\Delta$,

$$
\Delta(\mathscr{H} \mathscr{E})=\mathscr{H} \mathscr{E}
$$

To each ordinal $\xi$ we assign the $\xi^{\text {th }}$ stage of $\Delta$ by the induction
(2) $\quad \mathscr{D}^{0}=$ the class of elementary relations on $\mathfrak{A}$,
(3) $\mathscr{D}^{\xi}=\Delta\left(\bigcup_{\eta<\xi} \mathscr{D}^{\eta}\right)$, if $\xi>0$,
where the special case for $\xi=0$ is needed to get the induction started since the usual logical conventions imply that $\Delta(\emptyset)=\emptyset$.

The main result of this section is that the sequence $\left\{\mathscr{D}^{\xi}\right\}_{\xi<\kappa}$ of classes of relations on $A$ is properly increasing and closes at $\kappa$, i.e.

$$
\begin{equation*}
\mathscr{D}^{\kappa}=\bigcup_{\xi<\kappa} \mathscr{D}_{\xi}=\mathscr{H} \mathscr{E} \tag{4}
\end{equation*}
$$

where $\kappa=\kappa^{\mathscr{9}}$ is the ordinal of the structure $\mathfrak{A}$. In particular, $\mathscr{H} \mathscr{E}$ is the smallest (nonempty) fixed point of $\Delta$. In the next section we will apply this to get several elegant model theoretic characterizations of the class $\mathscr{H} \mathscr{E}$.

In Section 7 of Moschovakis [1969c] we argued that this result justifies identifying the hyperelementary relations on an acceptable structure $\mathfrak{A}$ with the predicatively definable relations on $\mathfrak{H}$, as we intuitively understand this notion. This is in analogy with Church's Thesis, the identification of the recursive relations on the structure $\mathbb{N}$ with the effectively decidable relations on $\mathbb{N}$, intuitively understood. The crux of the argument was that if a predicativist accepts every relation in some class $\mathscr{F}$, then he must also accept every relation in $\Delta(\mathscr{F})$, even if he does not understand the class $\mathscr{F}$ as a completed totality. The suggestion was not received very favourably by people who have worked on the foundational problems posed by the notion of predicative
definability; in particular see Feferman's review [1971](122.) of Moschovakis [1969c]. In any case, the present result gives a step-by-step construction of $\mathscr{H} \mathscr{E}$, where each of the steps is presumably simpler to understand than the construction of all of $\mathscr{H} \mathscr{E}$ in one move via inductive definitions. It would be interesting to find other natural operators which construct $\mathscr{H} \mathscr{E}$ like $\Delta$ but which may be accepted as more "predicative."

For the structure $\mathbb{N}$ of arithmetic the results of this section are in the pioneering paper Kleene [1959a]. Some similar results which also imply the chief corollaries in the next section were proved by Kreisel [1961](54.).

7E.1. Theorem. Let $\mathfrak{Q l}$ be an acceptable structure and let $\mathscr{D}^{\xi}$ be defined for each $\xi$ by (2), (3) above. Then

$$
\mathscr{D}^{\kappa}=\bigcup_{\xi<\kappa} \mathscr{D}^{\xi}=\mathscr{H} \mathscr{E}(\mathscr{H})
$$

where $\kappa=\kappa^{91}$ is the ordinal of $\mathfrak{A r}$.
Proof. An easy induction on $\xi$ (using 6D.1) shows that $\mathscr{D}^{\xi} \subseteq \mathscr{H} \mathscr{E}$, so it will be enough to prove that every hyperelementary relation occurs in some $\mathscr{D}^{\xi}$ with $\xi<\mathcal{K}$. The main tools are the Normal Form Theorem 5C. 2 for inductive relations on an acceptable structure in terms of the quantifier $G$ and the Second Stage Comparison Theorem 7C.1.

Let $P$ be any inductive set. By 5C. 2 there is an elementary $R(z, \bar{x})$ such that

$$
P(\bar{x}) \Leftrightarrow(G z) R(z, \bar{x}),
$$

where $G$ is defined relative to a fixed elementary coding scheme on $\mathscr{M}$. Put

$$
\begin{aligned}
\varphi(w, \bar{x}, S) & \Leftrightarrow\left[\operatorname{Seq}(w) \& \operatorname{lh}(w) \text { is even } \&\left[R(w, \bar{x}) \vee(\forall s) S\left(w^{\curvearrowleft}\langle s\rangle, \bar{x}\right)\right]\right] \\
& \vee\left[\operatorname{Seq}(w) \& \operatorname{lh}(w) \text { is odd } \&(\exists t) S\left(w^{\curvearrowleft}\langle t\rangle, \bar{x}\right)\right] .
\end{aligned}
$$

This is a different inductive analysis of the application of the quantifier $G$ than we gave in 5C.1, but it is very simple to modify that proof and show

$$
\begin{equation*}
(G z) R(z, \bar{x}) \Leftrightarrow(\langle\emptyset\rangle, \bar{x}) \in I_{\varphi} . \tag{5}
\end{equation*}
$$

For each $\xi<\kappa$, let $H_{\varphi}^{\xi}=H_{\varphi, \varphi}^{\xi}$ as we defined this relation in Section 7C, i.e.

$$
\left(w_{1}, \bar{x}_{1}, w_{2}, \bar{x}_{2}\right) \in H_{\varphi}^{\xi} \Leftrightarrow\left(w_{2}, \bar{x}_{2}\right) \in I_{\varphi}^{\xi} \&\left|w_{1}, \bar{x}_{1}\right|_{\varphi} \leqslant\left|w_{2}, \bar{x}_{2}\right|_{\varphi}
$$

We will prove:
(*) if $\xi=\lambda+m<\|\varphi\|$, where $\lambda=0$ or $\lambda$ is a limit ordinal, then $H_{\varphi}^{\zeta}$ is elementary on $(\mathfrak{H}, Q)$ for some $Q \in \mathscr{D}^{\lambda}$.

Before going to the proof of $\left({ }^{*}\right)$, let us show that it will establish the theorem. We apply (*) to the case that $P=U^{n}$ is a universal inductive set in the sense of 5 D .2 , so we know that $\|\varphi\|=\kappa$. If $R$ is hyperelementary, then for some $a$,

$$
R(\bar{x}) \Leftrightarrow(a, \bar{x}) \in U^{n},
$$

and the Covering Theorem 3C. 2 implies that for some $\xi<\kappa$,

$$
\begin{aligned}
R(\bar{x}) & \Leftrightarrow(\langle\emptyset\rangle, a, \bar{x}) \in I_{\varphi}^{\xi} \\
& \Leftrightarrow(\langle\emptyset\rangle, a, \bar{x},\langle\emptyset\rangle, a, \bar{x}) \in H_{\varphi}^{\xi}
\end{aligned}
$$

so by ( ${ }^{*}$ ), $R$ is elementary on ( $\mathcal{H}, Q$ ) with $Q$ in $\mathscr{D}^{\lambda}$ for some $\lambda \leqslant \xi$. But then $R \in \mathscr{D}^{\lambda+1}$.

Proof of $\left({ }^{*}\right)$ is by transfinite induction on $\xi$.
Case 1: $\xi=0$. In this case $H_{\varphi}^{0}$ is trivially elementary,

$$
\left(w_{1}, \bar{x}_{1}, w_{2}, \bar{x}_{2}\right) \in H_{\varphi}^{0} \Leftrightarrow \varphi\left(w_{2}, \bar{x}_{2}, \emptyset\right) \& \varphi\left(w_{1}, \bar{x}_{1}, \emptyset\right) .
$$

Case 2: $\xi=\lambda+m+1$ is a successor ordinal. We have by the definition

$$
\begin{aligned}
\left(w_{1}, \bar{x}_{1}, w_{2}, \bar{x}_{2}\right) \in H_{\varphi}^{\xi} & \Leftrightarrow\left[\left|w_{2}, \bar{x}_{2}\right|_{\varphi} \leqslant \lambda+m \& H_{\varphi}^{\lambda+m}\left(w_{1}, \bar{x}_{1}, w_{2}, \bar{x}_{2}\right)\right] \\
& \vee\left[\left|w_{2}, \bar{x}_{2}\right|_{\varphi}=\lambda+m+1 \&\left|w_{1}, \bar{x}_{1}\right|_{\varphi} \leqslant \lambda+m+1\right],
\end{aligned}
$$

where we can substitute successively

$$
\begin{aligned}
& \quad\left|w_{2}, \bar{x}_{2}\right|_{\varphi} \leqslant \lambda+m \Leftrightarrow H^{\lambda+m}\left(w_{2}, \bar{x}_{2}, w_{2}, \bar{x}_{2}\right), \\
& \left|w_{2}, \bar{x}_{2}\right|_{\varphi} \leqslant \lambda+m+1 \Leftrightarrow \varphi\left(w_{2}, \bar{x}_{2},\left\{(w, \bar{x}): H^{\lambda+m}(w, \bar{x}, w, \bar{x})\right\}\right), \\
& \left|w_{2}, \bar{x}_{2}\right|_{\varphi}=\lambda+m+1 \Leftrightarrow\left|w_{2}, \bar{x}_{2}\right|_{\varphi} \leqslant \lambda+m+1 \& \neg\left(\left|w_{2}, \bar{x}_{2}\right|_{\varphi} \leqslant \lambda+m\right), \\
& \left|w_{1}, \bar{x}_{1}\right|_{\varphi} \leqslant \lambda+m+1 \Leftrightarrow \varphi\left(w_{1}, \bar{x}_{1},\left\{(w, \bar{x}): H^{\lambda+m}(w, \bar{x}, w, \bar{x})\right\}\right) .
\end{aligned}
$$

Hence $H_{\varphi}^{\varphi}$ is elementary on ( $\mathfrak{A}, H_{\varphi}^{\lambda+m}$ ), and by the induction hypothesis it is elementary on $(\mathscr{H}, Q)$ for some $Q \in \mathscr{D}^{\lambda}$.

Case 3: $\xi=\lambda$ is limit. We know that

$$
\begin{equation*}
\lambda=\left|w^{*}, \bar{x}^{*}\right|_{\varphi} \tag{6}
\end{equation*}
$$

for some $\left(w^{*}, \bar{x}^{*}\right) \in P$. Now the structure of the formula $\varphi$ is such that we must have
because the only other possibilities for $\varphi\left(w^{*}, \bar{x}^{*}, \bigcup_{\xi<\lambda} I_{\varphi}^{\xi}\right)$ to hold are that either $R\left(w^{*}, \bar{x}^{*}\right)$, in which case $\left|w^{*}, \bar{x}^{*}\right|_{\varphi}=0$, or $\operatorname{lh}\left(w^{*}\right)$ is odd \& $(\exists t)\left[\left(w^{*}\langle t\rangle\right.\right.$, $\left.\left.\bar{x}^{*}\right) \in \bigcup_{\xi<\lambda} I_{\varphi}^{\xi}\right]$ from which it follows immediately that for some $\xi<\lambda$, $\left|w^{*}, \bar{x}^{*}\right|_{\varphi}=\xi+1<\lambda$.

This is where we use the very special form of $\varphi$. The assertions (6) and (7) yield

$$
\begin{equation*}
(\forall s)\left[\left|w^{*} \cap\langle s\rangle, \bar{x}^{*}\right|_{\varphi}<\lambda\right], \tag{8}
\end{equation*}
$$

$$
\begin{equation*}
\lambda=\operatorname{supremum}\left\{\left|w^{* n}\langle s\rangle, \bar{x}^{*}\right|_{\varphi}: s \in A\right\}, \tag{9}
\end{equation*}
$$

so that we have a uniform way of "assigning codes" to an unbounded subset of the limit ordinal $\lambda$. Put

$$
\begin{equation*}
Q\left(w_{1}, \bar{x}_{1}, w_{2}, \bar{x}_{2}, s\right) \Leftrightarrow\left|w_{1}, \bar{x}_{1}\right|_{\varphi} \leqslant\left|w_{2}, \bar{x}_{2}\right|_{\varphi} \&\left|w_{2}, \bar{x}_{2}\right|_{\varphi} \leqslant\left|w^{*} \cap\langle s\rangle, \bar{x}^{*}\right|_{\varphi} \tag{10}
\end{equation*}
$$

We aim to show that this $Q$ is in $\mathscr{D}^{\lambda}$, and from this it will be easy to complete the proof.

The Stage Comparison Theorem 7C. 1 with $\psi \equiv \varphi$ guarantees an elementary $\mathscr{P}\left(Z, w_{1}, \bar{x}_{1}, w_{2}, \bar{x}_{2}\right)$ such that the following two implications hold:

$$
\begin{align*}
& \left(w_{1}, \bar{x}_{1}\right) \in I_{\varphi} \&\left|w_{1}, \bar{x}_{1}\right|_{\varphi}=\xi \leqslant\left|w_{2}, \bar{x}_{2}\right|_{\varphi}  \tag{11}\\
& \quad \Rightarrow(\exists Z)\left\{Z \text { is elementary on }\left(\mathfrak{A}, H^{\xi}\right) \& \mathscr{P}\left(Z, w_{1}, \bar{x}_{1}, w_{2}, \bar{x}_{2}\right)\right] \tag{12}
\end{align*}
$$

We claim that

$$
\begin{align*}
Q\left(w_{1}, \bar{x}_{1}, w_{2}, \bar{x}_{2}, s\right) \Rightarrow & (\exists Z)\left[Z \in \bigcup_{\xi<\lambda} \mathscr{D}^{\xi} \& \mathscr{P}\left(Z, w_{1}, \bar{x}_{1}, w_{2}, \bar{x}_{2}\right)\right]  \tag{13}\\
& \&(\exists Z)\left[Z \in \bigcup_{\xi<\lambda} \mathscr{D}^{\xi} \& \mathscr{P}\left(Z, w_{2}, \vec{x}_{2}, w^{* \cap}\langle s\rangle, \bar{x}^{*}\right)\right]
\end{align*}
$$

this is obvious from (10), (11), and the induction hypothesis which guarantees that

$$
\xi<\lambda \& Z \text { is elementary on }\left(\mathscr{A}, H^{\xi}\right) \Rightarrow Z \in \mathscr{D}^{\xi+1}
$$

Also,

$$
\begin{align*}
&(\exists Z) \mathscr{P}\left(Z, w_{1}, \bar{x}_{1}, w_{2}, \bar{x}_{2}\right) \&(\exists Z) \mathscr{P}\left(Z, w_{2}, \bar{x}_{2}, w^{* n}\langle s\rangle, \bar{x}^{*}\right)  \tag{14}\\
& \Rightarrow Q\left(w_{1}, \bar{x}_{1}, w_{2}, \bar{x}_{2}\right) ;
\end{align*}
$$

this is because the second conjunct in the hypothesis with (12) and (8) yields $\left|w_{2}, \bar{x}_{2}\right|_{\varphi} \leqslant\left|w^{*}\langle s\rangle, \bar{x}^{*}\right|_{\varphi}$ and then the first conjunct in the hypothesis with this yields $\left|w_{1}, \bar{x}_{1}\right|_{\varphi} \leqslant\left|w_{2}, \bar{x}_{2}\right|_{\varphi}$.

From (13) it follows that with $c_{0} \neq c_{1}$,

$$
\begin{array}{r}
Q\left(w_{1}, \bar{x}_{1}, w_{2}, \bar{x}_{2}, s\right) \Rightarrow\left(\exists Z \in \bigcup_{\xi<\lambda} \mathscr{D}^{5}\right)\left[\mathscr{P}\left(\left\{t:\left\langle c_{0}, t\right\rangle \in Z\right\}, w_{1}, \bar{x}_{1}, w_{2}, \bar{x}_{2}\right)\right. \\
\left.\& \mathscr{P}\left(\left\{t:\left\langle c_{1}, t\right\rangle \in Z\right\}, w_{1}, \bar{x}_{2}, w^{* \cap}\langle s\rangle, \bar{x}^{*}\right)\right],
\end{array}
$$

since obviously

$$
Z_{1}, Z_{2} \in \bigcup_{\xi<\lambda} \mathscr{D}^{\xi} \Rightarrow\left\{\left\langle c_{0}, t\right\rangle: t \in Z_{1}\right\} \cup\left\{\left\langle c_{1}, t\right\rangle: t \in Z_{2}\right\} \in \bigcup_{\xi<\lambda} \mathscr{D}^{\xi}
$$

Also
$(\exists Z)\left[\mathscr{P}\left(\left\{t:\left\langle c_{0}, t\right\rangle \in Z\right\}, w_{1}, \bar{x}_{1}, w_{2}, \bar{x}_{2}\right) \& \mathscr{P}\left(\left\{t:\left\langle c_{1}, t\right\rangle \in Z\right\}, w_{2}, \bar{x}_{2}, w^{*}(s), x^{*}\right)\right]$
$\Rightarrow Q\left(w_{1}, \bar{x}_{1}, w_{2}, \bar{x}_{2}, s\right)$
is trivial, hence $Q$ is $\Sigma_{1}^{1}$-definable with basis $\bigcup_{\xi<\lambda} \mathscr{D}^{\xi}$.
A very similar argument using the second part of 7C. 1 shows that $\neg Q$ is $\Sigma_{1}^{1}$-definable with basis $\bigcup_{\xi<\lambda} \mathscr{D}^{\xi}$, hence $Q$ is $\Delta_{1}^{1}$-definable with basis $\bigcup_{\xi<\lambda} \mathscr{D}^{\xi}$ and $Q \in \mathscr{D}^{\lambda}$.

Now

$$
\begin{aligned}
\left(w_{1}, \bar{x}_{1}, w_{2}, \bar{x}_{2}\right) \in H^{\lambda} & \Leftrightarrow\left|w_{1}, \bar{x}_{1}\right|_{\varphi} \leqslant\left|w_{2}, \bar{x}_{2}\right|_{\varphi}<\lambda \\
& \vee\left[\left|w_{1}, \bar{x}_{1}\right|_{\varphi} \leqslant \lambda \& \neg\left(\left|w_{2}, \bar{x}_{2}\right|_{\varphi}<\lambda\right)\right]
\end{aligned}
$$

so to show that $H^{\lambda}$ is elementary on $(\mathfrak{N}, Q)$ it will be enough to show that the three relations

$$
\left|w_{1}, \bar{x}_{1}\right|_{\varphi} \leqslant\left|w_{2}, \bar{x}_{2}\right|_{\varphi}<\lambda, \quad|w, \bar{x}|_{\varphi}<\lambda, \quad|w, \bar{x}| \leqslant \lambda
$$

are elementary on $(\mathfrak{H}, Q)$. But obviously

$$
\begin{aligned}
\left|w_{1}, \bar{x}_{1}\right|_{\varphi} \leqslant\left|w_{2}, \bar{x}_{2}\right|_{\varphi} & <\lambda \Leftrightarrow(\exists s) Q\left(w_{1}, \bar{x}_{1}, w_{2}, \bar{x}_{2}, s\right), \\
|w, \bar{x}|_{\varphi} & <\lambda \Leftrightarrow(\exists s) Q(w, \bar{x}, w, \bar{x}, s), \\
|w, \bar{x}|_{\varphi} & \leqslant \lambda \Leftrightarrow \varphi\left(w, \bar{x},\left\{\left(w^{\prime}, \bar{x}^{\prime}\right):\left|w^{\prime} \bar{x}^{\prime}\right|_{\varphi}<\lambda\right\}\right),
\end{aligned}
$$

so the proof is complete.
In order to prove that the sequence $\left\{\mathscr{D}^{\xi}\right\}_{\xi<\kappa}$ is properly increasing, i.e. that the induction defining $\left\{\mathscr{D}^{\xi}\right\}_{\xi<\kappa}$ closes exactly at $\kappa$, it will be convenient to establish a much stronger result. This is that every hyperelementary set occurs in the ramified second order hierarchy over $\mathfrak{A}$ at a stage below $\kappa$, and that this hierarchy does not close below $\kappa$. The idea of this proof is simple but there is a lot of computation, which we will only outline.

Let us specify that for each $n \geqslant 1$, the $n$-ary relation variables of the second order language $\mathscr{L}_{\frac{\mathfrak{Y}}{2}}$ over a structure $\mathfrak{A l}$ are

$$
V_{1}^{n}, V_{2}^{n}, V_{3}^{n}, \ldots
$$

When it is convenient we can rename the individual variables $v_{1}, v_{2}, v_{3}, \ldots$ as $V_{1}^{0}, V_{2}^{0}, V_{3}^{0}, \ldots$.

To interpret a formula $\varphi$ of $\mathscr{L}_{2}^{\frac{1}{2}}$ we must be given members $x_{1}, x_{2}, x_{3}, \ldots$ of $A$ interpreting the individual variables $v_{1}, v_{2}, v_{3}, \ldots$ which are free in $\varphi, n$-ary relations $Y_{1}^{n}, Y_{2}^{n}, Y_{3}^{n}, \ldots$ for each $n$ which interpret the $n$-ary relation variables $V_{1}^{n}, V_{2}^{n}, V_{3}^{n}, \ldots$ which are free, and a collection $\mathscr{F}$ of relations on $A$ to serve as the range of the relation variables in $\varphi$. Of course we may have

$$
\mathscr{F}=\text { all relations on } A,
$$

the standard interpretation, but we will be looking at much smaller ranges. The basic satisfaction relation for formulas of $\mathscr{L}_{2}^{91}$ is then

$$
\begin{aligned}
\mathfrak{A}, \mathscr{F},\left\{Y_{i}^{n}\right\}_{n \geqslant 1},{ }_{i \geqslant 1},\left\{x_{i}\right\}_{i \geqslant 1} \vDash \varphi \Leftrightarrow & \varphi \text { is true when interpreted on } \mathfrak{A} \\
& \text { with } \mathscr{F} \text { as the range of the relation } \\
& \text { variables and } V_{i}^{n}=Y_{i}^{n}, v_{i}=x_{i} .
\end{aligned}
$$

If $\mathfrak{Y}$ is acceptable, then we can code collections of relations by simple subsets of $A$ using some elementary coding scheme. For each $Z \subseteq A$, each $a \in A$ and each integer $n$ (in the copy of $\omega$ that is part of the coding scheme), let

$$
\begin{equation*}
Z_{a}^{(n)}=\left\{\left(x_{1}, \ldots, x_{n}\right):\left\langle n, a, x_{1}, \ldots, x_{n}\right\rangle \in Z\right\} \tag{15}
\end{equation*}
$$

Now every double sequence $\left\{Y_{i}^{n}\right\}_{n \geqslant 1, i \geqslant 1}$ of relations on $A, Y_{i}^{n}$ being $n$-ary, can be coded into a single $Y$ such that

$$
Y_{i}^{n}=Y_{i}^{(n)}
$$

Also any collection of relations of the same cardinality as $A$ is of the form

$$
\left\{Z_{a}^{(n)}: n \geqslant 1, a \in A\right\}
$$

for some $Z \subseteq A$.
We will not bother to define explicitly codings for the formulas of $\mathscr{L}_{2}^{91}$ and prove in detail that the natural syntactical and semantical relations of $\mathscr{L}_{2}^{\text {ar }}$ are hyperelementary. However, the following lemma can be proved easily by the methods of Section 5B, relativized.

7E.2. Lemma. Let $\mathscr{C}$ be an elementary coding scheme on some acceptable structure $\mathfrak{H}$. We can assign codes (relative to $\mathscr{C}$ ) to the formulas of the second order language $\mathscr{L}_{2}^{9}$ over $\mathfrak{N}$ so that the following relations are hyperelementary:
$\mathrm{Fml}_{2}(a) \Leftrightarrow a$ codes a formula (of $\left.\mathscr{L}_{2}^{\text {qi }}\right)$,
Free $_{2}(a, n, i) \Leftrightarrow a$ codes a formula $\varphi$ and $V_{i}^{n}$ is free in $\varphi$,
$\operatorname{Sat}_{2}(a, Z, Y, x) \Leftrightarrow a$ codes a formula $\varphi$

$$
\& \mathfrak{N},\left\{Z_{a}^{(n)}: n \geqslant 1, a \in A\right\},\left\{Y_{i}^{(n)}\right\}_{n \geqslant 1, i \geqslant 1},\left\{(x)_{i}\right\}_{i \geqslant 1} \vDash \varphi . \nmid
$$

A relation $R\left(x_{1}, \ldots, x_{n}\right)$ on $A$ is second order definable with range $\mathscr{F}$ and parameters from $\mathscr{F}$ if there are relations $X_{1}, \ldots, X_{n}$ in $\mathscr{F}$ and a formula $\varphi$ of $\mathscr{L}_{2}^{24}$ whose only free individual variables are $v_{1}, \ldots, v_{n}$ such that

$$
R\left(x_{1}, \ldots, x_{n}\right) \Leftrightarrow \mathscr{A}, \mathscr{F},\left\{Y_{i}^{n}\right\}, x_{1}, \ldots, x_{n} \vDash \varphi
$$

where the double sequence of relations $\left\{Y_{i}^{n}\right\}$ assigns each $X_{j}$ to a relation variable of the appropriate number of arguments and assigns the empty relation to all other relation variables.

Let

$$
\begin{aligned}
\Gamma(\mathscr{F})= & \text { all relations on } \mathfrak{A} \text { which are second order definable with range } \\
& \mathscr{F} \text { and parameters from } \mathscr{F},
\end{aligned}
$$

and by induction on $\xi$,

$$
\begin{align*}
& \mathscr{E}_{2}^{0}=\text { all elementary relations on } \mathfrak{N},  \tag{16}\\
& \mathscr{E}_{2}^{\xi}=\Gamma\left(\bigcup_{\eta<\xi} \mathscr{E}_{2}^{\eta}\right) \quad \text { if } \xi>0 . \tag{17}
\end{align*}
$$

The sequence $\left.\left\{\mathscr{E}_{2}^{\xi}\right\}\right\}$ of classes of relations is the ramified second order hierarchy over $\mathfrak{A}$.

7E.3. Theorem. If $\mathfrak{A}$ is acceptable with ordinal $\kappa=\kappa^{\mathfrak{Q}}$, then for every $\xi<\kappa$,

$$
\begin{equation*}
\mathscr{D}^{\xi} \subseteq \mathscr{E}_{2}^{\xi} \subsetneq \mathscr{H} \mathscr{E}(\mathfrak{H}) \tag{18}
\end{equation*}
$$

hence for every $\xi<\kappa$,

$$
\begin{equation*}
\mathscr{D}^{5} \underset{\neq}{D^{\xi+1}} \tag{19}
\end{equation*}
$$

and the sequence $\left\{\mathscr{D}^{\xi}\right\}_{\xi<\kappa}$ is properly increasing.
Proof. The inclusion

$$
\mathscr{D}^{\xi} \subseteq \mathscr{E}_{2}^{\xi}
$$

is proved by transfinite induction on $\xi$; assuming $\bigcup_{\eta<\xi} \mathscr{D}^{n} \subseteq \bigcup_{\eta<\xi} \mathscr{E}_{2}^{\eta}$, if $R$ is in $\mathscr{P}^{\xi}$ then $R$ must be $\Sigma_{1}^{1}$-definable with basis $\bigcup_{\eta<\xi} \mathscr{E}_{2}^{\eta}$ and parameters from $\bigcup_{\eta<\xi} \mathscr{D}^{\eta}$, hence it is $\Sigma_{1}^{1}$-definable with range $\bigcup_{\eta<\xi} \mathscr{E}_{2}^{\eta}$ and parameters in $\bigcup_{\eta<\xi} \mathscr{E}_{2}^{\eta}$, hence it is in $\mathscr{E}_{2}^{\xi}$. Then (19) follows trivially from (18), because if $\mathscr{D}^{\xi+1}=\mathscr{D}^{\xi}$ for some $\xi<\kappa$, then $\mathscr{D}^{\kappa}=\mathscr{D}^{\xi}$, hence $\mathscr{H} \mathscr{E}=\mathscr{D}^{\kappa} \subseteq \mathscr{E}_{2}^{\xi}$ contradicting (18).

The nontrivial part of the theorem is the proper inclusion

$$
\begin{equation*}
\mathscr{E}_{2}^{\underset{\sim}{c}} \underset{\neq}{\subseteq} \mathscr{H} \mathscr{E} . \tag{20}
\end{equation*}
$$

To simplify the computation, let us first notice that each class $\mathscr{E}_{2}^{\xi}$ is determined by the unary relations (sets) in it,

$$
\mathscr{E}_{2, u}^{\xi}=\left\{X \subseteq A: X \in \mathscr{E}_{2}^{\xi}\right\}
$$

This is because each $\mathscr{E}_{2}^{\xi}$ is obviously closed under elementary definability, and if $R \subseteq A^{n}$ is in $\mathscr{E}_{2}^{\xi}$, then its unary contraction $P$ defined by

$$
\begin{equation*}
P(x) \Leftrightarrow R\left((x)_{1}, \ldots,(x)_{n}\right) \tag{21}
\end{equation*}
$$

is in $\mathscr{E}_{2, u}^{\xi}$ and we can recover $R$ from $P$ by

$$
\begin{equation*}
R\left(x_{1}, \ldots, x_{n}\right) \Leftrightarrow P\left(\left\langle x_{1}, \ldots, x_{n}\right\rangle\right) \tag{22}
\end{equation*}
$$

Moreover, the transfinite sequence $\left\{\mathscr{E}_{2, u}^{\xi}\right\}_{\xi}$ of the unary relations in the ramified second order hierarchy over $\mathfrak{H}$ can be defined directly by the induction

$$
\begin{aligned}
\mathscr{E}_{2, u}^{0}= & \text { all unary elementary relations on } \mathfrak{A}, \\
\mathscr{E}_{2, u}^{\xi}= & \text { all unary relations which are second order definable with } \\
& \text { range } \bigcup_{\eta<\xi} \mathscr{E}_{2, u}^{\eta} \text { and parameters from } \bigcup_{\eta<\xi} \mathscr{E}_{2, u}^{\xi}, \text { by a } \\
& \text { formula of } \mathscr{L}_{2}^{\mathfrak{1}} \text { which has only unary relation variables, if } \\
& \xi>0 .
\end{aligned}
$$

This is because we can replace $n$-ary variable quantification by an equivalent unary quantification using again the coding of (21), (22).

After these preliminaries, we establish the proper inclusion (20) by outlining a proof that for each $\xi<\kappa$, there is a hyperelementary set $E^{\xi} \subseteq A \times A$ which parametrizes $\mathscr{E}_{2, u}^{\xi}$, i.e.

$$
Z \in \mathscr{E}_{\dot{2}, u}^{\xi} \Leftrightarrow \text { for some } a \in A, \quad Z=\left\{t:(a, t) \in E^{\xi}\right\}
$$

This yields immediately that $\mathscr{E}_{2, u}^{\xi} \subseteq \mathscr{H} \mathscr{E}^{1}$, and the properness of the inclusion follows by the usual diagonal argument that

$$
\left\{a:(a, a) \notin E^{\xi}\right\}
$$

is hyperelementary but not in $\mathscr{E}_{2}^{\xi}$.
Fix any hyperelementary wellfounded relation $<$ and assign to each $\bar{u} \in$ Field $(<)$ the binary relation $E^{\bar{u}}$ by the following recursion on $\rho^{\prec}(\bar{u})$ :
(23) $(a, x) \in E^{\bar{u}} \Leftrightarrow$ there exist $b, a_{1}, \bar{u}_{1}, a_{2}, \bar{u}_{2}, \ldots, a_{n}, \bar{u}_{n}$, such that $a=$ $\left\langle b, a_{1}, \bar{u}_{1}, a_{2}, \bar{u}_{2}, \ldots, a_{n}, \bar{u}_{n}\right\rangle$ and $b$ is the code of $a$ formula with only unary relation variables in which $v_{1}$ is the only free individual variable and $\bar{u}_{1}<\bar{u}, \bar{u}_{2}<\bar{u}, \ldots$, $\bar{u}_{n} \prec \bar{u}$ and

$$
\begin{gathered}
\operatorname{Sat}_{2}\left(b,\left\{\left\langle 1,\left\langle\bar{u}^{\prime}, a^{\prime}\right\rangle, x^{\prime}\right\rangle: \bar{u}^{\prime}<\bar{u} \&\left(a^{\prime}, x^{\prime}\right) \in E^{u^{\prime}}\right\},\right. \\
\left.\left\{\langle 1, i, t\rangle: 1 \leqslant i \leqslant n \&\left(a_{i}, t\right) \in E^{\bar{u}_{i}}\right\},\langle x\rangle\right) .
\end{gathered}
$$

It is not hard to prove by induction on $\rho^{\prec}(\bar{u})$ that
(24) if $\bar{u} \in \operatorname{Field}(<) \& \xi=\rho^{\prec}(\bar{u})$, then $E^{\bar{u}}$ parametrizes $\mathscr{E}_{2, \bar{u}}^{\xi}$.

Also it is not hard to construct a hyperelementary second order relation $\mathscr{R}(Z, \bar{u}, a, x)$ such that

$$
\begin{equation*}
(a, x) \in E^{\bar{u}} \Leftrightarrow \mathscr{R}\left(\left\{\left\langle\bar{u}^{\prime}, a^{\prime}, x^{\prime}\right\rangle: \bar{u}^{\prime}<\bar{u} \&\left(a^{\prime}, x^{\prime}\right) \in E^{u^{\prime}}\right\}, \bar{u}, a, x\right) . \tag{25}
\end{equation*}
$$

It then follows from Exercise 6.4 that each $E^{\bar{u}}$ is hyperelementary, and this completes the proof, since for each $\xi<\kappa$ there is a hyperelementary wellfounded $<$ and some $\bar{u} \in$ Field $(<)$ so that $\xi=\rho^{\prec}(\bar{u})$.

It should be pointed out that the hierarchy $\left\{\mathscr{E}_{2}^{\xi}\right\}_{\xi}$ does not close at $\kappa$, since by the Abstract Spector-Gandy Theorem 7D. 2 and 7E.2, if $R$ is inductive not hyperelementary, then

$$
R \in \mathscr{E}_{2}^{\kappa}-\bigcup_{\xi<\kappa} \mathscr{E}_{2}^{\xi}
$$

## 7F. Model theoretic characterizations

Recall the schemata of $\Sigma_{1}^{1}$-Collection and $\Delta_{1}^{1}$-Comprehension on a structure $\mathfrak{H}$ that we introduced in Section 6 D . In the same spirit, the schema of $\Delta_{\infty}^{0}$ Comprehension on $\mathfrak{A}$ consists of all formulas of the form
$\left(\Delta_{\infty}^{0}\right.$-Comp $) \quad(\exists Z)(\forall \bar{x})[\bar{x} \in Z \Leftrightarrow \varphi(\bar{x}, \bar{Y})]$,
where $\varphi$ is in the (first order) language over $\mathfrak{A}$.

7F.1. Theorem. If $\mathfrak{A}$ is acceptable, then $\mathscr{H} \mathscr{E}(\mathfrak{H})$ is the smallest class of relations on $A$ which satisfies the schema of $\Delta_{1}^{1}$-Comprehension on 9 . Also $\mathscr{H} \mathscr{E}(\mathfrak{H})$ is the smallest class of relations on $\mathfrak{H}$ which satisfies the schemata of $\Sigma_{1}^{1}$-Collection and $\Delta_{\infty}^{0}$-Comprehension.

Proof. By Theorem 6D.4, $\mathscr{H} \mathscr{E}$ satisfies both $\Sigma_{1}^{1}$-Collection and $\Delta_{1}^{1}$ Comprehension, and $\Delta_{1}^{1}$-Comprehension trivially implies $\Delta_{\infty}^{0}$-Comprehension.

For the converse to the first assertion, suppose $\mathscr{F}$ is a class of relations on $A$ which satisfies $\Delta_{1}^{1}$-Comprehension. A trivial induction on $\xi$ shows that $\mathscr{D}^{\xi} \subseteq \mathscr{F}$, hence by 7E.1, $\mathscr{H} \mathscr{E}=\mathscr{D}^{\kappa} \subseteq \mathscr{F}$.

The easiest way to prove the converse to the second assertion is to prove (essentially following Kreisel [1962](205.)) that the schemata of $\Sigma_{1}^{1}$-Collection and $\Delta_{\infty}^{0}$-Comprehension imply $\Delta_{1}^{1}$-Comprehension. Because from the hypothesis

$$
(\forall \bar{x})\left\{\left(\exists Z_{1}\right) \varphi\left(\bar{x}, Z_{1}, \bar{Y}\right) \Leftrightarrow\left(\forall Z_{2}\right) \psi\left(\bar{x}, Z_{2}, \bar{Y}\right)\right\}
$$

we get immediately

$$
(\forall \bar{x})(\exists Z)\{\varphi(\bar{x}, Z, \bar{Y}) \vee \neg \psi(\bar{x}, Z, \bar{Y})\},
$$

so by $\Sigma_{1}^{1}$-Collection there is a fixed $Z$ such that

$$
(\forall \bar{x})(\exists a)\left\{\varphi\left(\bar{x}, Z_{a}, \bar{Y}\right) \vee \neg \psi\left(\bar{x}, Z_{a}, \bar{Y}\right)\right\},
$$

and we can put

$$
W=\left\{\bar{x}:(\exists a) \varphi\left(\bar{x}, Z_{a}, \bar{Y}\right)\right\}
$$

using $\Delta_{\infty}^{0}$-Comprehension. It is an easy exercise to verify that

$$
\bar{x} \in W \Leftrightarrow\left(\exists Z_{1}\right) \varphi\left(\bar{x}, Z_{1}, \bar{Y}\right)
$$

For the structure $\mathbb{N}$, these results were announced in Kreisel [1961](54.) but at least the first of them is also implicit in Kleene [1959a]. Another result of Kreisel [1961](54.) which is implicit in Kleene [1959a] is the following characterization of $\mathscr{H} \mathscr{E}(\mathfrak{N l})$ in terms of invariant definability (for $\mathfrak{M l}=\mathbb{N}$ ).

7F.2. Theorem. If $\mathfrak{A}$ is acceptable, then a relation $R(\bar{x})$ is hyperelementary on $\mathfrak{Q}$ if and only if there exist first order formulas $\varphi(Z, \bar{x}), \psi(Z, \bar{x})$ in the language of $\mathfrak{H}$ such that for every class $\mathscr{F}$ of relations which satisfies $\Delta_{1}^{1}-$ Comprehension on $\mathfrak{H}$,

$$
\begin{equation*}
R(\bar{x}) \Leftrightarrow(\exists Z \in \mathscr{F}) \varphi(Z, \bar{x}) \Leftrightarrow(\forall Z \in \mathscr{F}) \psi(Z, \bar{x}) ; \tag{1}
\end{equation*}
$$

i.e. if and only if $R$ is $\Delta_{1}^{1}$ invariantly definable over all models of $\Delta_{1}^{1}$-Comprehension on $\mathfrak{A l}$.

Proof. If $R$ satisfies (1) for every model $\mathscr{F}$ of $\Delta_{1}^{1}$-Comprehension, then we can prove that $R$ is hyperelementary by taking $\mathscr{\mathscr { F }}=\mathscr{H} \mathscr{E}$ and applying 6D.1. On the other hand, if $R$ is hyperelementary, then both $R$ and $\neg R$ are $\Sigma_{1}$-definable with basis $\mathscr{H} \mathscr{E}$ by 7 D .1 and we get the representations (1) immediately by 7F.1.

## Exercises for Chapter 7

7.1. Prove that if $\lambda$ is a cardinal with $\operatorname{cofinality}(\lambda)>\omega$, then the relations $\mathscr{W} \mathscr{F}^{n}$ are $\Sigma_{1}^{1}$ on $\lambda=\langle\lambda, \leqslant\rangle$, so that all inductive relations are $\Sigma_{1}^{1}$ on $\lambda$.

Hint: Notice that if $X \subseteq \lambda^{2 n}$, then

$$
X \text { is wellfounded } \Leftrightarrow(\forall \xi<\lambda)\left[X \cap \xi^{2 n} \text { is wellfounded }\right] .
$$

7.2. A game $G(\bar{Q}, R)$ is finite if there is a $k$-ary relation $P\left(x_{0}, \ldots, x_{k-1}\right)$ such that

$$
R\left(x_{0}, x_{1}, x_{2}, \ldots\right) \Leftrightarrow P\left(x_{0}, x_{1}, \ldots, x_{k-1}\right)
$$

i.e. if the outcome of the game is known after the first $k$ moves with a fixed, predetermined $k$.

Give an example of a structure $\mathfrak{H}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ and a finite elementary game $G$ on $A$ such that $(\exists)$ wins $G$, but ( $\exists$ ) has no winning strategy which is definable in the second order language over $\mathfrak{A}$. Show that $\mathfrak{A}$ can be chosen acceptable.

Hint: $(\forall)$ plays a finite set $B \subseteq A,(\exists)$ plays some $x \in A$ and wins if $x \notin B$.
7.3. Let $\mathfrak{A}$ be acceptable, let $G=G(\overline{\mathrm{Q}}, R)$ be an open hyperelementary game. Prove that if ( $\exists$ ) wins $G$, then ( $\exists$ ) has a hyperelementary winning quasistrategy.

Hint: Assign ordinals to the set of winning positions for ( 3 ) by the induction
$\left(x_{0}, x_{1}, \ldots, x_{i-1}\right) \in C \Leftrightarrow R_{i-1}\left(x_{0}, x_{1}, \ldots, x_{i-1}\right) \vee\left(Q_{i} x_{i}\right)\left[\left(x_{0}, x_{1}, \ldots, x_{i}\right) \in C\right]$, of the proof of (5C.1). Now have ( $\exists$ ) play so that he is always in a winning position and he continues decreasing the ordinal stage of his position in this induction.
7.4. Prove that for some open, elementary game $G$ on the structure $\mathbb{N}$ of arithmetic the relation

$$
\mathscr{P}(X) \Leftrightarrow X=\langle\Sigma\rangle, \text { for some quasistrategy } \Sigma, \text { winning for }(\exists) \text { in } G
$$

is not hyperarithmetical.
Hint: Show that the contrary hypothesis implies that every inductive relation is $\Sigma_{1}^{1}$.
7.5. Prove that if $\mathfrak{U}$ is acceptable, then there exists a closed elementary game $G$ on $\mathfrak{H}$ such that ( $\exists$ ) wins $G$ but ( $\exists$ ) has no hyperelementary winning quasistrategy.
7.6. In the notation of the Stage Comparison Theorems, let

$$
\begin{aligned}
\varphi(\bar{x}, S) & \equiv(\bar{Q} \bar{z})(\forall \bar{u})[\theta(\bar{x}, \bar{z}, \bar{u}) \vee S(\bar{u})] \\
\psi(\bar{y}, T) & \equiv(\bar{P} \bar{w})(\forall \bar{v})[\tau(\bar{y}, \bar{w}, \bar{v}) \vee T(\bar{v})]
\end{aligned}
$$

be two formulas in canonical positive form. Prove that

$$
\begin{aligned}
& \vec{x} \leqslant \psi_{\varphi, \psi}^{*} \bar{y} \Leftrightarrow\left\{\bar{Q}\left(\bar{z}_{1}\right)\left(\forall \bar{u}_{1}\right)\left(\overline{\mathrm{P}} \bar{w}_{1}\right)\left(\exists \bar{v}_{1}\right)\left(\overline{\mathrm{Q}} \bar{z}_{2}\right)\left(\forall \bar{u}_{2}\right)\left(\overline{\mathrm{P}} \bar{w}_{2}\right)\left(\exists \bar{v}_{2}\right) \ldots\right\} \\
& V_{i}\left[\theta\left(\bar{u}_{i}, \bar{z}_{i+1}, \bar{u}_{i+1}\right) \& \wedge_{k<i} \neg \tau\left(\bar{v}_{k}, \bar{w}_{k+1}, \bar{v}_{k+1}\right)\right] .
\end{aligned}
$$

Find a similar infinitary formula for $\bar{x}<{ }_{\varphi}^{*}, \psi \bar{y}$.
7.7. Give a trivial proof of Theorem 7D.1 for the structure of arithmetic $\mathbb{N}$.

Hint: By the relativized version of Exercise 3.1, if $\mathscr{R}(\bar{x}, \bar{Y})$ is $\Pi_{1}^{1}$ on $\mathbb{N}$, then

$$
\mathscr{R}(\bar{x}, \bar{Y}) \Leftrightarrow\{(u, v): \mathscr{P}(u, v, \bar{x}, \bar{Y})\} \text { is a wellordering, }
$$

with $\mathscr{P}$ elementary. Prove first that if $\mathscr{R}$ is also $\Sigma_{1}^{1}$, then
supremum $\{\operatorname{rank}(\{(u, v): \mathscr{P}(u, v, \bar{x}, \bar{Y})\}): \mathscr{R}(\bar{x}, \bar{Y})\}<\kappa^{\mathbb{N}}$.
Then use the fact that if $\prec_{1}, \prec_{2}$ are linear orderings and $\prec_{2}$ is a wellordering, then
$<^{1}$ is a wellordering of $\operatorname{rank}<\operatorname{rank}\left(<_{2}\right)$
$\Leftrightarrow(\exists f)\left[f\right.$ is a similarity of $\prec_{1}$ with an initial segment of $\left.\prec_{2}\right]$
$\Leftrightarrow(\exists!f)\left[f\right.$ is a similarity of $\prec_{1}$ with an initial segment of $\left.\prec_{2}\right] . \quad \dagger$

## CHAPTER 8

## COUNTABLE ACCEPTABLE STRUCTURES

There are two basic theorems about countable, acceptable structures. We prove these in Sections 8 A and 8 B and we also derive some of their consequences in these two sections and in Section 8C. In Section 8D we look briefly at some special properties of the structure $\mathbb{N}$ of arithmetic which do not generalize. (The method of constructing these counterexamples uses an infinitary language with game quantificrs which is interesting in itself.) The last section examines the status in the abstract theory of the Suslin-Kleene Theorem, the basic result about hyperarithmetical relations on $\omega$.

## 8A. The Abstract Kleene Theorem

For the case of $\mathbb{N}$, this was the chief result of Kleene [1955a]. The strong version given there was the basis of Kleene's approach to the theory of hyperarithmetical sets. The theorem was extended to structures of the form $\langle A, \in \uparrow A\rangle$ with $A$ a countable, transitive set closed under pairing, in Barwise-Gandy-Moschovakis [1971](122.). For the abstract version here we follow Moschovakis [1970](49.) (which was written after Barwise-Gandy-Moschovakis [1971](122.)).

8A.1. Abstract Kleene Theorem. Every $\Pi_{1}^{1}$ second order relation on a countable acceptable structure is inductive.

Proof. We give the argument for first order relations since the version for second order relations follows by a trivial relativization.

Suppose then that $\mathfrak{N}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ is countable, acceptable and $R$ satisfies an equivalence

$$
R(\bar{x}) \Leftrightarrow\left(\exists Y_{1}\right) \ldots\left(\exists Y_{m}\right) \varphi\left(Y_{1}, \ldots, Y_{m}, \bar{x}\right),
$$

with $\varphi$ elementary. If we bring $\varphi$ into prenex normal form and then apply repeatedly the trivial equivalence

$$
(\forall \bar{u})(\exists \bar{v}) P(\bar{u}, \bar{v}) \Leftrightarrow(\exists X)\{(\forall \bar{u})(\exists \bar{v}) X(\bar{u}, \bar{v}) \&(\forall \bar{u})(\forall \bar{v})[X(\bar{u}, \bar{v}) \Rightarrow P(\bar{u}, \bar{v})]\},
$$

we obtain an equivalence of the form

$$
\begin{equation*}
R(\bar{x}) \Leftrightarrow\left(\exists Y_{1}\right) \ldots\left(\exists Y_{m}\right)(\forall \bar{u})(\exists \bar{v}) \psi\left(Y_{1}, \ldots, Y_{m}, \bar{u}, \bar{v}, \bar{x}\right), \tag{1}
\end{equation*}
$$

where $\psi$ now is quantifier free. Let

$$
\bar{a}=a_{1}, \ldots, a_{k}
$$

be the individual constants that occur in $\psi$. Notice that we can evaluate the truth or falsity of $\psi\left(Y_{1}, \ldots, Y_{m}, \bar{u}, \bar{v}, \bar{x}\right)$ if we know $\bar{u}, \bar{v}, \bar{x}$ and the truth value of each $Y_{j}\left(t_{1}, \ldots, t_{n_{j}}\right)$ when $t_{1}, \ldots, t_{n_{j}}$ are chosen from the finite sequence $\bar{a}, \bar{u}, \bar{v}, \bar{x}$.

For each $\bar{x}=x_{1}, \ldots, x_{n}$, consider all finite structures of the form

$$
\mathfrak{B}=\left\langle B, Z_{1}, \ldots, Z_{m}\right\rangle
$$

such that

$$
a_{1}, \ldots, a_{k}, \quad x_{1}, \ldots, x_{n} \in B
$$

and such that each relation $Z_{j}$ has the same number of arguments as the relation variable $Y_{j}$ in (1). We can think of such structures as providing approximations $Z_{1}, \ldots, Z_{m}$ to relations $Y_{1}, \ldots, Y_{m}$ such that $(\forall \bar{u})(\exists \bar{v}) \psi$ ( $Y_{1}, \ldots, Y_{m}, \bar{u}, \bar{v}, \bar{x}$ ). Of course in general we cannot expect that any finite structure will make $(\forall \bar{u})(\exists \bar{v}) \psi\left(Y_{1}, \ldots, Y_{m}, \bar{u}, \bar{v}, \bar{x}\right)$ true, since this sentence may be satisfiable only by infinite $Y_{1}, \ldots, Y_{m}$.

As usual, $\mathfrak{B}_{1} \subseteq \mathfrak{B}_{2}$ means that $\mathfrak{B}_{1}$ is a substructure of $\mathfrak{B}_{2}$, i.e. the domain of $\mathfrak{B}_{1}$ is a subset of the domain of $\mathfrak{B}_{2}$ and the relations of $\mathfrak{B}_{2}$ agree with those of $\mathfrak{B}_{1}$ on the domain of $\mathfrak{B}_{1}$.

We will use the much stronger relation of extension for structures, where $\mathfrak{B}_{1}<\mathfrak{B}_{2}$ implies that $\mathfrak{B}_{2}$ has witnesses $\bar{v}$ for each $\bar{u}$ in $\mathfrak{B}_{1}$ verifying $\psi\left(Z_{1}, \ldots\right.$, $\left.Z_{m}, \bar{u}, \bar{v}\right)$. Let

$$
\mathfrak{B} \vDash \psi(\bar{u}, \bar{v})
$$

abbreviate $\psi\left(Z_{1}, \ldots, Z_{m}, \bar{u}, \bar{v}, \bar{x}\right)$, if $\mathfrak{B}=\left\langle B, Z_{1}, \ldots, Z_{m}\right\rangle$ and the sequences $\bar{u}, \bar{v}$ lie in $\mathfrak{B}$, and put

$$
\mathfrak{B}_{1}<\mathfrak{B}_{2} \Leftrightarrow \mathfrak{B}_{1} \subseteq \mathfrak{B}_{2} \&\left(\forall \bar{u} \in \mathfrak{B}_{1}\right)\left(\exists \bar{v} \in \mathfrak{B}_{2}\right)\left[\mathfrak{B}_{2} \vDash \psi(\bar{u}, \bar{v})\right] .
$$

If $\mathfrak{B}_{\mathbf{0}}<\mathfrak{B}_{1}<\mathfrak{B}_{1}<\ldots$ is an infinite sequence of finite structures each containing $\bar{a}, \bar{x}$ and each extending the preceding, it is immediate that the structure

$$
\mathfrak{B}=\bigcup_{i} \mathfrak{B}_{\boldsymbol{i}}
$$

satisfies

$$
(\forall \bar{u} \in \mathfrak{B})(\exists \bar{v} \in \mathfrak{B})[\mathfrak{B} \vDash \psi(\bar{u}, \bar{v})] .
$$

If the domain of $\mathfrak{B}$ is all of $A$, this easily implies $R(\bar{x})$. We wish to verify that whether such a sequence of finite structures exists for a given $\bar{x}$ is a coinductive relation of $\bar{x}$.

For each $\bar{x}$ consider the game $G_{\bar{x}}$, where I plays members of $A$ and II plays finite structures $\mathfrak{B}$ containing $\bar{a}, \bar{x}$ as follows:

| I | II |
| :---: | :---: |
| $z_{0}$ | $\mathfrak{B}_{0}$ |
| $z_{1}$ | $\mathfrak{B}_{1}$ |
| $\cdot$ | $\cdot$ |
| $\cdot$ | $\cdot$ |
| $\cdot$ | $\cdot$ |

At the end of the run, II wins if

$$
\wedge_{i}\left[z_{i} \in \mathfrak{B}_{i} \& \mathfrak{B}_{i}<\mathfrak{B}_{i+1}\right]
$$

The game is obviously open for I and closed for II. We prove
(*) $\quad R(\bar{x}) \Leftrightarrow$ II has a winning strategy in $G_{\bar{x}}$.
Proof of direction $(\Rightarrow)$ of $\left(^{*}\right)$. If $R(\bar{x})$, then there exist $Y_{1}, \ldots, Y_{m}$ such that $(\forall \bar{u})(\exists \bar{v}) \psi\left(Y_{1}, \ldots, Y_{m}, \bar{u}, \bar{v}, \bar{x}\right)$. We instruct II to play on finite substructures of the structure

$$
\left\langle A, Y_{1}, \ldots, Y_{m}\right\rangle
$$

It is a simple matter to verify that given any such $\mathfrak{B}_{i}$ and any $z_{i+1}$ that I plays, II can find another such $\mathfrak{B}_{i+1}$, with $z_{i+1} \in \mathfrak{B}_{i+1}$ and $\mathfrak{B}_{i}<\mathfrak{B}_{i+1}$ : he simply adds to $\mathfrak{B}_{i}$ the element $z_{i+1}$ and he throws in for each $\bar{u}$ in $\mathfrak{B}_{i}$ some $\bar{v}$ such that $\psi\left(Y_{1}, \ldots, Y_{m}, \bar{u}, \bar{v}, \bar{x}\right)$.

Proof of direction $(\Leftarrow)$ of $\left(^{*}\right)$. Have I enumerate $A$ against II's winning strategy. The resulting sequence $\mathfrak{B}_{0}<\mathfrak{B}_{1}<\ldots$ of finite structures has union $\bigcup_{i} \boldsymbol{B}_{i}$ whose domain is precisely $A$ and it satisfies $(\forall \bar{u})(\exists \bar{v}) \psi(\bar{u}, \bar{v})$. Thus if the relations of $\bigcup_{i} \mathfrak{B}_{i}$ are $Y_{1}, \ldots, Y_{m}$, we have $(\forall \bar{u})(\exists \bar{v}) \psi\left(Y_{1}, \ldots\right.$, $\left.Y_{m}, \bar{u}, \bar{v}, \bar{x}\right)$, which implies $R(\bar{x})$.

To finish the proof using (*), we code all finite structures so that the following relation is elementary:

$$
\begin{aligned}
Q\left(b_{1}, b_{2}, z, \bar{x}\right) \Leftrightarrow & b_{1}, b_{2} \text { code finite structures } \mathfrak{B}_{1}=\left\langle B, Z_{1}, \ldots, Z_{m}\right\rangle \\
& \text { and } \mathfrak{B}_{2}=\left\langle C, W_{1}, \ldots, W_{m}\right\rangle \text { such that } \bar{a}, \bar{x} \in B, z \in B \\
& \text { and } \mathfrak{B}_{1}<\mathfrak{B}_{2} .
\end{aligned}
$$

This is a bit messy but obviously possible. Now from (*),

$$
R(\bar{x}) \Leftrightarrow\left\{\left(\forall z_{0}\right)\left(\exists b_{0}\right)\left(\forall z_{1}\right)\left(\exists b_{1}\right) \ldots\right\}(\forall i) Q\left(b_{i}, b_{i+1}, z_{i}, \bar{x}\right),
$$

which implies easily that $Q$ is coinductive.

The Kleene Theorem establishes for countable acceptable structures several results which fail for arbitrary acceptable structures. We list two of these here and leave the rest for the exercises.

8A.2. Second order Closure Theorem. Let $\varphi(\bar{x}, \bar{Y}, S)$ be $S$-positive in the language of a countable acceptable structure $\mathfrak{N}$. Then the fixed point $\mathscr{I}_{\varphi}$ determined by $\varphi$ is hyperelementary on $\mathfrak{A}$ if and only if the closure ordinal $\|\varphi\|$ of $\varphi$ is smaller than $\kappa^{\mathfrak{q l}}$.

Proof. If $\|\varphi\|<\kappa$, then $\mathscr{I}_{\varphi}=\mathscr{I}_{\varphi}^{\|} \|$is hyperelementary by Theorem 6C.3. Towards proving the converse by contradiction, assume that $\mathscr{I}_{\varphi}$ is hyperelementary but $\|\varphi\| \geqslant \kappa^{2 n}$, let $\psi(\bar{y}, T)$ be any $T$-positive formula in the language of $\mathfrak{A l}$. Since $\|\psi\| \leqslant \kappa^{\mathfrak{9}}$, we obviously have

$$
\begin{aligned}
\bar{y} \in I_{\psi} & \Leftrightarrow(\exists \bar{x})(\exists \bar{Y})\left[(\bar{x}, \bar{Y}) \in \mathscr{I}_{\varphi} \&|\bar{y}|_{\psi} \leqslant|\bar{x}, \bar{Y}|_{\varphi}\right] \\
& \Leftrightarrow(\exists \bar{x})(\exists \bar{Y})\left[(\bar{x}, \bar{Y}) \in \mathscr{I}_{\varphi} \& \neg\left((\bar{x}, \bar{Y})<{ }_{\varphi, \psi}^{*} \bar{y}\right)\right] .
\end{aligned}
$$

Now $<_{\varphi, \psi}^{*}$ is inductive by the Stage Comparison Theorem 6C.2, so that we have an equivalence

$$
\bar{y} \in I_{\psi} \Leftrightarrow(\exists \bar{x})(\exists \bar{Y}) \mathscr{R}(\bar{x}, \bar{Y}, \bar{y})
$$

with a coinductive $\mathscr{R}$. Since coinductive relations are $\Sigma_{1}^{1}$ by 6 B. 5 , this implies that $I_{\psi}$ is $\Sigma_{1}^{1}$, hence coinductive by the Kleene Theorem. Thus every inductive relation on $\mathfrak{H}$ is coinductive, contradicting 5D.3.

8A.3. Theorem. If $\mathfrak{A}$ is countable, acceptable, then the class $\mathscr{H} \mathscr{E}^{1}(\mathfrak{P})$ of hyperelementary subsets of $A$ is inductive but not coinductive.

Proof. In the proof of the abstract Spector-Gandy Theorem 7D.2, we showed that if $\mathscr{H} \mathscr{E}^{1}(\mathfrak{H})$ is hyperelementary, then every inductive relation on $\mathfrak{H}$ is $\Sigma_{1}^{1}$-definable with basis $\mathscr{H} \mathscr{E}^{1}$-in particular every inductive relation on $\mathfrak{H}$ is $\Sigma_{1}^{1}$. By the Abstract Kleene Theorem every inductive relation is then coinductive, once more contradicting 5D.3.

## 8B. The Perfect Set Theorem

In addition to the Kleene Theorem, there is one more hard fact about countable acceptable structures which is interesting in itself and rich in its consequences. The strong version we need is due to Mansfield [1970](49.) for the structure $\mathbb{N}$ of arithmetic, but weaker versions for $\mathbb{N}$ can be traced to classical work in Descriptive Set Theory. Our proof is an elaboration of the Mansfield proof.

8B.1. Perfect Set Theorem. Let $\mathfrak{H}=\left\langle A, R_{1}, \ldots, R_{i}\right\rangle$ be a countable acceptable structure and let $\mathscr{P} \subseteq$ Power $(A)$ be a $\Sigma_{1}^{1}$ class of sets. If $\mathscr{P}$ contains a nonhyperelementary set, then $\mathscr{P}$ has $2 \mathrm{No}^{\text {members. }}$

Proof. If $\mathscr{P}$ is $\Sigma_{1}^{1}$, so is

$$
\{X: X \in \mathscr{P} \& X \notin \mathscr{H} \mathscr{E}\}
$$

by 6D.2. Hence it will be enough to prove that if $\mathscr{P}$ is $\Sigma_{1}^{1}$, nonempty and without hyperelementary members, then $\mathscr{P}$ has $2 \mathrm{~N}^{\mathrm{o}}$ members.

As in the proof of 8 A .1 , we may assume that there is a quantifier free formula $\psi\left(Y_{1}, \ldots, Y_{m}, X, \bar{u}, \bar{v}\right)$ in the language of $\mathfrak{A}$ such that

$$
X \in \mathscr{P} \Leftrightarrow\left(\exists Y_{1}\right) \ldots\left(\exists Y_{m}\right)(\forall \bar{u})(\exists \bar{v}) \psi\left(Y_{1}, \ldots, Y_{m}, X, \bar{u}, \bar{v}\right) .
$$

We now consider all finite structures of the form

$$
\mathfrak{B}=\left\langle B, Z_{1}, \ldots, Z_{m}, W\right\rangle
$$

which contain all the constants $a_{1}, \ldots, a_{k}$ in $\psi$ and which give approximations to some $X \in \mathscr{P}$ and to $Y_{1}, \ldots, Y_{m}$ which verify that $X \in \mathscr{P}$ by satisfying $(\forall \bar{u})(\exists \bar{v}) \psi\left(Y_{1}, \ldots, Y_{m}, X, \bar{u}, \bar{v}\right)$. Recall that

$$
\mathfrak{B}_{1}<\mathfrak{B}_{2} \Leftrightarrow \mathfrak{B}_{1} \subseteq \mathfrak{B}_{2} \&\left(\forall \bar{u} \in \mathfrak{B}_{1}\right)\left(\exists \bar{v} \in \mathfrak{B}_{2}\right)\left[\mathfrak{B}_{2} \vDash \psi(\bar{u}, \bar{v})\right] .
$$

Call $\mathfrak{B}$ good if it does give a desired approximation, i.e.

$$
\begin{aligned}
& \mathfrak{B}=\left\langle B, Z_{1}, \ldots, Z_{m}, W\right\rangle \text { is good } \\
& \qquad\left(\exists Y_{1}\right) \ldots\left(\exists Y_{m}\right)(\exists X)\left\{(\forall \bar{u})(\exists \bar{v}) \psi\left(Y_{1}, \ldots, Y_{m}, X, \bar{u}, \bar{v}\right)\right. \\
& \left.\quad \& Y_{1}\left|B=Z_{1} \& \ldots \& Y_{m}\right| B=Z_{m} \& X \mid B=W\right\} .
\end{aligned}
$$

The following is immediate from the definition:
(i) If $\mathfrak{B}$ is good, then for every $z$ there is some good $\mathfrak{B}^{\prime}$ such that

$$
z \in \mathfrak{B}^{\prime} \text { and } \mathfrak{B}<\mathfrak{B}^{\prime} .
$$

Call $\mathfrak{B}_{1}$ and $\mathfrak{B}_{2}$ incompatible if their respective approximations to some member of $\mathscr{P}$ differ at some point:

$$
\begin{aligned}
\left\langle B^{1}, Z_{1}^{1}, \ldots, Z_{m}^{1}, W^{1}\right\rangle & ,\left\langle B^{2}, Z_{1}^{2}, \ldots, Z_{m}^{2}, W^{2}\right\rangle \text { are incompatible } \\
& \Leftrightarrow \text { for some } t \in B^{1} \cap B^{2}, \neg\left(t \in W^{1} \Leftrightarrow t \in W^{2}\right)
\end{aligned}
$$

The key to the proof is the following observation:
(ii) If $\mathfrak{B}$ is good, then there exist incompatible good $\mathfrak{B}_{1}, \mathfrak{B}_{2}$ such that

$$
\mathfrak{B}<\mathfrak{B}_{1}, \quad \mathfrak{B}<\mathfrak{B}_{2}
$$

Proof of (ii). Let $\mathfrak{B}=\left\langle B, Z_{1}, \ldots, Z_{m}, W\right\rangle$ and assume that $\mathfrak{B}$ is good but any two good extensions of $\mathfrak{B}$ are compatible. This implies immediately that

$$
\begin{aligned}
&\left(\forall Y_{1}\right) \ldots\left(\forall Y_{m}\right)(\forall X)\left(\forall Y_{1}^{\prime}\right) \ldots\left(\forall Y_{m}^{\prime}\right)\left(\forall X^{\prime}\right)\left\{\left[\mathfrak{B} \subseteq\left\langle A, Y_{1}, \ldots, Y_{m}, X\right\rangle\right.\right. \\
& \& \mathfrak{B} \subseteq\left\langle A, Y_{1}^{\prime}, \ldots, Y_{m}^{\prime}, X^{\prime}\right\rangle \&(\forall \bar{u})(\exists \bar{v}) \psi\left(Y_{1}, \ldots, Y_{m}, X, \bar{u}, \bar{v}\right) \\
&\left.\left.\&(\forall \bar{u})(\exists \bar{v}) \psi\left(Y_{1}^{\prime}, \ldots, Y_{m}^{\prime}, X^{\prime}, \bar{u}, \bar{v}\right)\right] \Rightarrow X=X^{\prime}\right\},
\end{aligned}
$$

i.e. $\mathfrak{B}$ gives an approximation to exactly one $X^{*} \in \mathscr{P}$. But then we have a $\Delta_{1}^{1}$ definition of this $X^{*}$,

$$
\begin{aligned}
t \in X^{*} \Leftrightarrow\left(\exists Y_{1}\right) \ldots\left(\exists Y_{m}\right)(\exists X) & \left\{\mathfrak{B} \subseteq\left\langle A, Y_{1}, \ldots, Y_{m}, X\right\rangle\right. \\
& \left.\&(\forall \bar{u})(\exists \bar{v}) \psi\left(Y_{1}, \ldots, Y_{m}, X, \bar{u}, \bar{v}\right) \& t \in X\right\} \\
\Leftrightarrow\left(\forall Y_{1}\right) \ldots\left(\forall Y_{m}\right)(\forall X)\{ & {\left[\mathfrak{B} \subseteq\left\langle A, Y_{1}, \ldots, Y_{m}, X\right\rangle\right.} \\
& \left.\left.\&(\forall \bar{u})(\exists \bar{v}) \psi\left(Y_{1}, \ldots, Y_{m}, X, \bar{u}, \bar{v}\right)\right] \Rightarrow t \in X\right\},
\end{aligned}
$$

so that $X^{*}$ is a hyperelementary member of $\mathscr{P}$ contrary to hypothesis.
By combining (i) and (ii) we immediately get
(iii) If $\mathfrak{B}$ is good, then for every $z$ there exist incompatible good $\mathfrak{B}_{1}, \mathfrak{B}_{2}$ such that

$$
z \in \mathfrak{B}_{1}, z \in \mathfrak{B}_{2}, \mathfrak{B}<\mathfrak{B}_{1}, \mathfrak{B}<\mathfrak{B}_{2}
$$

We simply first get $\mathfrak{B}^{\prime}$ such that $z \in \mathfrak{B}^{\prime}, \mathfrak{B}<\mathfrak{B}^{\prime}$ by (i) and then we get incompatible good $\mathfrak{B}_{1}, \mathfrak{B}_{2}$ extending $\mathfrak{B}^{\prime}$ by (ii).

Let $z_{0}, z_{1}, \ldots$ be a fixed enumeration of $A$ and construct a binary tree of finite good structures by repeated applications of (iii). This is shown in Fig. 8.1.
$z_{0}$
$z_{1}$
$z_{2}$


Fig. 8.1.

All structures at the $0^{\text {th }}$ level of the tree contain $z_{0}$, all those at the $1^{\text {st }}$ level contain $z_{1}$, etc. Moreover, if $\mathfrak{B}^{\prime}$ is below $\mathfrak{B}$ in the tree, we have $\mathfrak{B}<\mathfrak{B}^{\prime}$, and if $\mathfrak{B}, \mathfrak{B}^{\prime}$ do not lie on the same branch coming down, then they are incompatible.

Every infinite branch $\mathfrak{B}_{0}<\mathfrak{B}^{1}<\mathfrak{B}^{2}<\ldots$ through the tree determines relations $Y_{1}, \ldots, Y_{m}, X$ such that $(\forall \bar{u})(\exists \bar{v}) \psi\left(Y_{1}, \ldots, Y_{m}, X, \bar{u}, \bar{v}, \bar{x}\right)$, so in particular $X \in \mathscr{P}$. Since distinct branches determine distinct $X$ 's by the incompatibility condition and since there are $2^{N}$ obranches, there are at least $2^{\mathbf{N}}{ }^{\circ}$ members of $\mathscr{P}$.

The theorem gets its name from the fact that we have actually constructed a perfect subset of $\mathscr{P}$, i.e. a subset of $\mathscr{P}$ which is closed and with no isolated points in the topology on $\operatorname{Power}(A)$ generated by the neighbourhoods

$$
N\left(a_{1}, \ldots, a_{k} ; b_{1}, \ldots, b_{m}\right)=\left\{X: a_{1}, \ldots, a_{k} \in X \& b_{1}, \ldots, b_{m} \notin X\right\}
$$

We do not pursue here the topological or descriptive set theoretic aspects of this result.

Most of the applications of the Perfect Set Theorem use the following trivial consequence of its contrapositive:

8B.2. COROLLARy. If $\mathfrak{N l}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ is countable, acceptable and $\mathscr{P}$ is a countable, $\Sigma_{1}^{1}$ collection of n-ary relations on $A$, then $\mathscr{P}$ contains only hyperelementary relations.

## 8C. The intersection of all $\mathfrak{Q t}$-models of second order comprehension

The main result of Gandy-Kreisel-Tait [1960] is that the intersection of all $\omega$-models of second order number theory consists precisely of ( $\omega$ and) the hyperarithmetical relations. Barwise and Grilliot have extended this theorem to all countable acceptable structures using a version of the Omitting Types Theorem. We prove here this result by a very different method which is more in the spirit of our approach to inductive definability in this book. The key idea is the next lemma which is due to Kechris [1972] for the case $\mathfrak{H}=\mathbb{N}$.

8C.I. Lemma. Let We countable, acceptable, let $\mathscr{P}$ be a countable, inductive collection of $n$-ary relations such that

$$
\text { if } Y \in \mathscr{P} \text { and } X \text { is hyperelementary on }(\mathfrak{A}, Y) \text {, then } X \in \mathscr{P} .
$$

Then either $\mathscr{P} \subseteq \mathscr{H} \mathscr{E}(\mathfrak{H})$ or $\mathscr{P}$ contains all inductive $n$-ary relations.

Proof. We may assume that $\mathscr{P} \neq \emptyset$ and hence that $\mathscr{P}$ contains all hyperelementary relations.

Let $Y$ be a fixed inductive, nonhyperelementary relation. If there is some $X \in \mathscr{P}$ such that $Y$ is hyperelementary on ( $\mathscr{A}, X$ ), then $Y \in \mathscr{P}$ by hypothesis. The other possibility is that for every $X \in \mathscr{P}, Y$ is not hyperelementary on ( $\mathfrak{H}, X$ ). By Theorem 3D.2, we know then that

$$
\begin{equation*}
X \in \mathscr{P} \Rightarrow \kappa^{(\mathscr{U}, X)} \leqslant \kappa=\kappa^{\mathscr{I}} . \tag{*}
\end{equation*}
$$

We complete the proof by showing that (*) implies $\mathscr{P} \subseteq \mathscr{H} \mathscr{E}(9)$.
Since $\mathscr{P}$ is inductive, there is some $\psi \equiv \psi(\bar{u}, X, S)$ and parameters $\bar{a}$ such that

$$
x \in \mathscr{P} \Leftrightarrow(\bar{a}, X) \in \mathscr{I}_{\psi} .
$$

Now for each $X \in \mathscr{P},|\bar{a}, X|_{\psi}<\kappa^{(\mathfrak{\mu}, X)} \leqslant \kappa$; hence

$$
\mathscr{P}=\bigcup_{\lambda<\kappa}\left\{X:|\bar{a}, X|_{\psi} \leqslant \lambda\right\},
$$

and since each $\left\{X:|\bar{a}, X|_{\psi} \leqslant \lambda\right\}$ is hyperelementary by 6C. 3 and countable by hypothesis, it contains only hyperelementary relations by 8 B.2, i.e. $\mathscr{P} \subseteq \mathscr{H} \mathscr{E}(\mathfrak{H})$.

Lemma 8C. 1 gives an obvious method for attempting to prove that certain countable inductive sets have only hyperelementary members. For the case $\mathfrak{A}=\mathbb{N}$, Kechris [1972] actually shows under the same hypotheses that $\mathscr{P} \subseteq \mathscr{H} \mathscr{E}$. It is not known whether this stronger result holds for arbitrary countable acceptable $\mathfrak{A}$, so that applying the lemma is a bit more complicated in the general case.

We have already considered some theories in the second order language $\mathscr{L}_{2}^{\mathscr{I}}$ over a structure $\mathfrak{N}$, e.g. the theory of $\Sigma_{1}^{1}$-Collection or the theory of $\Delta_{1}^{1}$-Comprehension. By a theory in $\mathscr{L}_{2}^{\mathfrak{H}}$ we simply mean a collection of sentences in $\mathscr{L} \frac{\mathrm{II}}{2}$. Another such interesting theory is that of full second order comprehension over $\mathfrak{A}$, i.e. the collection of (universal closures of the) formulas ( $\Delta_{\infty}^{1}$-Comp)

$$
(\exists Z)(\forall \bar{x})[\bar{x} \in Z \Leftrightarrow \varphi(\bar{x}, \bar{Y})],
$$

where $\varphi(\bar{x}, \bar{Y})$ is in $\mathscr{L}_{2}^{\text {胃 }}$.
By an $\mathfrak{Q}$-model of a theory $\mathscr{T}$ in $\mathscr{L}_{2}^{\mathfrak{Y}}$ we always understand a collection $\mathscr{F}$ of relations on $\mathfrak{A}$, such that all sentences in $\mathscr{T}$ are true when we interpret them on $\mathfrak{H}$ with range $\mathscr{F}$, as in section 7 E . A theory $\mathscr{T}$ is inductive, coinductive, $\Pi_{1}^{1}$, etc., if the set

$$
\operatorname{Cod}(\mathscr{T})=\{a: a \text { codes } a \text { sentence of } \mathscr{T}\}
$$

is inductive, coinductive, $\Pi_{1}^{1}$, etc., where the coding is assumed reasonable so that Lemma 7E. 2 holds.

It is trivial to check that the theory of full second order comprehension over $\mathfrak{A}$ is hyperelementary when $\mathfrak{N}$ is acceptable.

The next result is due to Gandy-Kreisel-Tait [1960] for $\mathbb{N}$, to Barwise (unpublished) and Grilliot [1972] for arbitrary $\mathfrak{A}$.

8C.2. Barwise-Grilliot Theorem. Let $\mathfrak{Y}$ be a countable acceptable structure, let $\mathscr{T}$ be an inductive theory in $\mathscr{L}_{2}^{\mathbb{N}}$ which contains all instances of $\Delta_{1}^{1}$-Comprehension and has an $\mathfrak{A}-m o d e l$. Then the intersection of all $\mathfrak{Q}$-models of $\mathscr{T}$ is precisely $\mathscr{H} \mathscr{E}(\mathfrak{H})$.

Proof. Since every $\mathfrak{N}$-model of $\prec$ is closed under elementary definability, the model is completely determined by the unary relations in it. Thus it will be enough to show that the set

$$
\mathscr{P}=\{X \subseteq A: X \text { belongs to every } \mathfrak{A} \text {-model of } \mathscr{T}\}
$$

is precisely the set of hyperelementary sets.
First we verify that $\mathscr{P}$ satisfies the hypotheses of Lemma 8C.1.
(i) $\mathscr{P}$ is countable. This is because by the Skolem-Löwenheim Theorem $\mathscr{T}$ has countable $\mathfrak{Y}$-models.
(ii) $\mathscr{P}$ is inductive. The relation

$$
\operatorname{Mod}^{\mathscr{T}}(Z) \Leftrightarrow\left\{Z_{a}^{(n)}: n \geqslant 1, a \in A\right\} \text { is an } \mathfrak{N}-\text { model of } \mathscr{T}
$$

is $\Sigma_{1}^{1}$, since

$$
\operatorname{Mod}^{\mathscr{T}}(Z) \Leftrightarrow(\forall b)\left[b \in \operatorname{Cod}(\mathscr{T}) \Rightarrow \operatorname{Sat}_{2}(b, Z, \emptyset,\langle\emptyset\rangle)\right] .
$$

(We are using the notation of Lemma 7E.2.) Now

$$
X \in \mathscr{P} \Leftrightarrow(\forall Z)\left[\operatorname{Mod}^{\mathscr{G}}(Z) \Rightarrow(\exists a)\left[X=Z_{a}^{(1)}\right]\right]
$$

so that $\mathscr{P}$ is $\Pi_{1}^{1}$.
(iii) If $Y \in \mathscr{P}$ and $X$ is hyperelementary in $Y$, then $X \in \mathscr{P}$. This is because $\mathscr{T}$ extends the theory of $\Delta_{1}^{1}$-Comprehension. Since we allow relation parameters in that schema, every $\mathfrak{A l}$-model of $\mathscr{T}$ satisfies $\Delta_{1}^{1}$-Comprehension on the expanded structure ( $\mathfrak{H}, Y$ ), for $Y \in \mathscr{P}$, and it must contain all sets hyperelementary on ( $\mathcal{H}, Y$ ) by Theorem 7F.1.

Now Lemma 8C.I applies, and to complete the proof it is sufficient to derive a contradiction from the hypothesis that $\mathscr{P}$ contains every inductive set.

Suppose $R$ is an arbitrary coinductive relation. By 7B. 4 we know that there is an elementary $\mathscr{2}(Y, \bar{x})$ such that

$$
\begin{aligned}
R(\bar{x}) & \Leftrightarrow(\exists Y) \mathscr{Q}(Y, \bar{x}) \\
& \Leftrightarrow(\exists Y)\{Y \text { is coinductive \& } \mathscr{2}(Y, \bar{x})\} .
\end{aligned}
$$

If $\mathscr{P}$ contains all inductive sets, then $\mathscr{P}$ contains all coinductive sets. Hence

$$
R(\bar{x}) \Leftrightarrow(\exists Y)[Y \in \mathscr{P} \& R(Y, \bar{x})] .
$$

Substituting the definition of $\mathscr{P}$ we have

$$
R(\bar{x}) \Leftrightarrow(\forall Z)\left[\operatorname{Mod}^{\mathscr{F}}(Z) \Rightarrow(\exists a) \mathscr{R}\left(Z_{a}^{(1)}, \bar{x}\right)\right]
$$

which implies that $R$ is $\Pi_{1}^{1}$. This is a contradiction, since $R$ was an arbitrary coinductive relation.

8D. Counterexamples to special properties of arithmetic; the language $\mathscr{L}_{\omega_{1, G}}$
There are some very special properties of induction on the structure $\mathbb{N}$ of arithmetic which cannot be extended to all countable, acceptable structures. We discuss two of them here and we also give a general method of obtaining countable structures which reflect many of the features of induction on given uncountable structures. In Section 8E we will look at the Suslin-Kleene Theorem, the most important special property of $\mathbb{N}$.

Consider first the fact that the closure ordinal of $\mathbb{N}$ is the supremum of all arithmetical wellorderings on $\omega$. We prove something a bit stronger.

8D.1. Theorem. Let $\omega_{1}=\kappa^{\mathbb{N}}$ be the ordinal of the structure of arithmetic $\mathbb{N}$. Then there is a fixed arithmetical relation $P(u, v, x)$ such that for all $x$, the relation

$$
<_{x}=\{(u, v): P(x, u, v)\}
$$

is a (strict) linear ordering and

$$
\begin{equation*}
\omega_{1}=\operatorname{supremum}\left\{\operatorname{rank}\left(<_{x}\right):<_{x} \text { is a wellordering }\right\} . \tag{1}
\end{equation*}
$$

In fact, $P$ can be chosen recursive, so that $\omega_{1}$ is the supremum of order types of recursive wellorderings on $\omega$. (Spector [1961](54.).)

Proof. We outline how to obtain an arithmetical $P$ with the properties in the theorem. Those who are familiar with the simple properties of recursive relations will recognize that our argument actually yields a recursive $P$.

Let $R(x)$ be some $\Pi_{1}^{1}$ relation which is not $\Sigma_{1}^{1}$. By Exercise 3.1 there is an arithmetical relation $P(u, v, x)$ such that for all $x$ the relation

$$
<_{x}=\{(u, v): P(u, v, x)\}
$$

is a linear ordering and

$$
R(x) \Leftrightarrow<_{x} \text { is a wellordering }
$$

If there were a $\xi<\omega_{1}$ such that

$$
\operatorname{supremum}\left\{\operatorname{rank}\left(<_{x}\right): R(x)\right\} \leqslant \xi,
$$

then

$$
R(x) \Leftrightarrow \operatorname{rank}\left(<_{x}\right) \leqslant \xi
$$

and by Exercise $3.5, R$ would be hyperarithmetical; hence (1) holds.
It is easy to check that $P$ can be chosen recursive by following up the hints given for the exercises leading up to 1.12 and 3.1.

In contrast to this, we have the following general result for structures on which wellfoundedness is elementary.

8D.2. Theorem. Let $\mathfrak{A}$ be an acceptable structure on which the class $\mathscr{W}_{\mathscr{F}^{1}}$ of wellfounded binary relations is elementary. For every hyperelementary relation $P$,
supremum $\{\operatorname{rank}(<):<$ is wellfounded and elementary on $(\mathfrak{H}, P)\}<\kappa^{2 \mu}$.

Proof. Choose a hyperelementary $E^{2} \subseteq A^{3}$ which parametrizes the binary relations elementary on ( $\mathcal{H}, P$ )-this exists by 5D.1. For each $a \in A$, put

$$
\begin{equation*}
\prec_{a}=\left\{(u, v): E^{2}(a, u, v)\right\} \tag{2}
\end{equation*}
$$

and assume towards a contradiction that
(3) $\operatorname{supremum}\left\{\operatorname{rank}\left(\prec_{a}\right):<_{a}\right.$ is wellfounded $\}=\kappa^{9}$.

Now the relation

$$
(a, u) \prec(b, v) \Leftrightarrow a=b \& \prec_{a} \text { is wellfounded } \& u \prec_{a} v
$$

is hyperelementary, wellfounded and has rank $\kappa^{\text {2 }}$, which contradicts 2B.5. $\dagger$

Theorem 6 C .3 gives us examples of structures in which $\mathscr{W} \mathscr{F}^{1}$ is elementary, but they are all uncountable, as they must be by 7 A .2 and 8 A .1 . The natural way to define countable structures on which
(4) $\kappa^{\mathfrak{Q}}>$ supremum of ranks of elementary wellfounded relations
is to find a language which is rich enough so that we can express (4) in it but which is nice enough so that it has the Skolem-Löwenheim property. We can then use countable, elementary substructures of the counterexamples given by 8D.2. From the several available languages which are known to have these properties, we prefer to use one with game quantifiers, in which we find natural explicit definitions for inductive relations. The same language has been studied by Barwise [1972].

For each set $A$, the language $\mathscr{L}_{\boldsymbol{\omega}_{1}, G}$ is defined by adding to the symbols and formation rules for the first order language $\mathscr{L}^{A}$ the following four infinitary formation rules. Recall that we allow individual and relation constants and variables in the formation rules of $\mathscr{L}^{A}$.

If $\Phi$ is a countable collection of formulas all of whose free individual and relation variables are contained in some fixed finite list, then

$$
\wedge \Phi, \quad \vee \Phi
$$

are also formulas.
We often have indexed sequences of formulas,

$$
\Phi=\left\{\varphi_{j}: j \in J\right\}
$$

in which case it is natural to write the infinite conjunctions and disjunctions using the indexing,

$$
\begin{aligned}
& \wedge \Phi \equiv \wedge_{j} \varphi_{j} \\
& \vee \Phi \equiv \vee_{j} \varphi_{j}
\end{aligned}
$$

In many cases the indexing itself is by formulas. For example we may put down the conjunction

$$
\wedge_{\varphi}(\exists \bar{u}) \varphi(\bar{u}, \bar{x})
$$

where $\varphi$ varies over all formulas of the form

$$
\varphi \equiv \varphi\left(u_{1}, \ldots, u_{k}, x_{1}, \ldots, x_{n}\right)
$$

( $k$ may vary with $\varphi$ ) which have no individual constants from $A$ and whose relation constants are included in some fixed finite list. Some such restrictions are necessary to ensure that the conjunction is over a countable set.

If $\varphi_{0}\left(x_{0}\right), \varphi_{1}\left(x_{0}, x_{1}\right), \varphi_{2}\left(x_{0}, x_{1}, x_{2}\right), \ldots$ is a sequence of formulas such that the free variables of each $\varphi_{i}\left(x_{0}, \ldots, x_{i}\right)$ are among $x_{0}, \ldots, x_{i}$ and the variables in some fixed finite list, and if $\mathrm{Q}_{0}, \mathrm{Q}_{1}, \mathrm{Q}_{2}, \ldots$ is an infinite sequence of quantifiers, then

$$
\begin{align*}
& \left\{\left(\mathrm{Q}_{0} x_{0}\right)\left(\mathrm{Q}_{1} x_{1}\right) \ldots\right\} \wedge_{i} \varphi_{i}\left(x_{0}, \ldots, x_{i}\right)  \tag{5}\\
& \left\{\left(\mathrm{Q}_{0} x_{0}\right)\left(\mathrm{Q}_{1} x_{1}\right) \ldots\right\} \vee_{i} \varphi_{i}\left(x_{0}, \ldots, x_{i}\right) \tag{6}
\end{align*}
$$

are also formulas.
It is understood that the free variables of $\Lambda \Phi$ or $\vee \Phi$ are the variables which are free in some $\varphi \in \Phi$. Similarly, the free variables of the game formulas in (5) or (6) are the variables which are free in some $\varphi_{i}\left(x_{0}, \ldots, x_{i}\right)$, exclusive of $x_{0}, x_{1}, \ldots$ which are all bound by the infinite quantifier string. The restrictions in the formation rules ensure that every formula has finitely many free variables of either type.

As usual, sentences are formulas with no free variables. We define truth for sentences by extending the truth definition of $\mathscr{L}^{A}$ in the obvious way. Thus $\wedge \Phi$ is true if every $\varphi$ in $\Phi$ is true and $\vee \Phi$ is true if some $\varphi$ in $\Phi$ is true. For the game sentences we use the game interpretation of infinite quantifier strings that we discussed in Chapter 4: The sentence in (5) is true if ( 3 ) has a winning strategy in the closed game determined by (5) and similarly for (6).

If $\mathfrak{Y l}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ is a structure with domain $A$, then the formulas of $\mathscr{L}_{\omega_{1}, G}^{91}$ are those formulas of $\mathscr{L}_{\omega_{1}, G}$ whose relation constants are among $=, R_{1}, \ldots, R_{i}$.

A second order relation $\mathscr{P}(\bar{x}, \bar{Y})$ is $\mathscr{L}_{\omega_{1}, G}^{2}$ definable (on $\mathfrak{H}$ ) if there is a formula $\varphi(\bar{x}, \bar{Y})$ of $\mathscr{L}_{\omega_{1}, G}^{2}$ with the appropriate free individual and relation variables such that

$$
\mathscr{P}(\bar{x}, \bar{Y}) \Leftrightarrow \varphi(\bar{x}, \bar{Y})
$$

The Fixed Point Normal Form Theorem 6C. 6 implies immediately that all inductive relations are $\mathscr{L}_{\omega_{1}, G}^{2}$ definable. Hence coinductive relations, conjunctions of inductive and coinductive relations, etc., are all $\mathscr{L}_{\omega_{1}, G}^{9}$-definable. Thus $\mathscr{L}_{\omega_{1}, G}^{\mathrm{M}}$ is quite powerful and we can express in it a good part of the theory of inductive definability on $\mathbb{N}$.

To be precise, let us assign to each $\varphi(\bar{x}, \bar{Y}, S)$ in the language of a structure $\mathfrak{H}$ which is $S$-positive in canonical form a fixed formula " $(\bar{x}, \bar{Y}) \in \mathscr{I}_{\varphi}$ " of $\mathscr{L}_{\omega_{1}, G}^{21}$ which defines the fixed point $\mathscr{I}_{\varphi}$. We will naturally write " $\bar{x} \in I_{\varphi}$ " if $\varphi$ has no relation variables. It is also useful to notice that every inductive relation $\mathscr{R}\left(x_{1}, \ldots, x_{n}, Y_{1}, \ldots, Y_{m}\right)$ on $\mathfrak{A}$ satisfies

$$
\mathscr{R}\left(x_{1}, \ldots, x_{n}, Y_{1}, \ldots, Y_{m}\right) \Leftrightarrow\left(a_{1}, \ldots, a_{k}, x_{1}, \ldots, x_{n}, Y_{1}, \ldots, Y_{m}\right) \in \mathscr{I}_{\varphi}
$$

with suitable constants $a_{1}, \ldots, a_{k}$ and some $\varphi(\bar{u}, \bar{x}, \bar{Y}, S)$ which has no individual constants; we do this by counting any individual constants that may occur in $\varphi$ among the parameters of the induction. This is useful because there are only countably many formulas of the first order language $\mathscr{L}^{\mathscr{2}}$ with no constants from $\mathfrak{H}$.

Notice that

$$
X \text { is elementary } \Leftrightarrow \vee_{\chi}(\exists \bar{u})(\forall \bar{x})[\bar{x} \in X \Leftrightarrow \chi(\bar{u}, \bar{x})] \text {, }
$$

where $X$ is an $n$-ary relation variable and $\chi$ varies over the countably many formulas of $\mathscr{L}^{n}$ which have no individual constants and whose free variables $u_{1}, \ldots, u_{k}, x_{1}, \ldots, x_{n}$ include $x_{1}, \ldots, x_{n}$. It is only slightly more complicated to define the class of hyperelementary $n$-ary relations,

$$
\begin{aligned}
X \text { is hyperelementary } \Leftrightarrow \vee_{\varphi} \vee_{\psi}(\exists \bar{u})(\exists \bar{v})(\forall \bar{x})[\bar{x} & \in X \Leftrightarrow(\bar{u}, \bar{x}) \in I_{\varphi} \\
\& \bar{x} & \left.\in X \Leftrightarrow(\bar{v}, \bar{x}) \notin I_{\psi}\right] ;
\end{aligned}
$$

here $\varphi$ varies over the constant-free $S$-positive formulas of the form $\varphi\left(u_{1}, \ldots\right.$, $\left.u_{k}, x_{1}, \ldots, x_{n}, S\right)$ and similarly for $\psi$.

We can say that "every inductive relation is elementary" by

$$
\wedge_{\varphi}(\forall \bar{u}) \vee_{\chi}(\exists \bar{v})(\forall \bar{x})\left[(\bar{u}, \bar{x}) \in I_{\varphi} \leftrightarrow \chi(\bar{v}, \bar{x})\right]
$$

where the ranges of $\varphi$ and $\psi$ are as above and countable. It is only a bit more complicated to say in $\mathscr{L}_{\boldsymbol{\omega}_{1}, G}$ that "every hyperelementary relation is elementary",

$$
\begin{aligned}
& \wedge_{\varphi} \wedge_{\psi}(\forall \bar{u})(\forall \bar{v})\left\{(\forall \bar{x})\left[(\bar{u}, \bar{x}) \in I_{\varphi} \Leftrightarrow(\bar{v}, \bar{x}) \notin I_{\psi}\right]\right. \\
&\left.\Rightarrow \vee_{\chi}(\exists \bar{t})(\forall \bar{x})\left[(\bar{u}, \bar{x}) \in I_{\varphi} \Leftrightarrow \chi(\bar{t}, \bar{x})\right]\right\} .
\end{aligned}
$$

These simple tricks which allow us to quantify over all elementary, hyperelementary or inductive relations in $\mathscr{L}_{\omega_{1}, G}^{\mathbf{q}}$ are very useful. They make it conceptually easy if a bit messy to write down explicit sentences of this language which assert that

$$
\text { "' } \mathfrak{A} \text { is acceptable" }
$$

or
" $\mathfrak{H}$ admits a hyperelementary coding scheme".
For example, the first of these can be expressed by
"there is an elementary relation $\leqslant$ which is an ordering such that every initial segment is finite and for each $n \geqslant 0$ there are elementary maps of ${ }^{n} A$ into $A$, one-to-one with disjoint ranges and such that there are elementary relations $\operatorname{Seq}(x), \operatorname{lh}(x)=t, q(x, i)=y$ having the appropriate properties".
In fact the formal version of this sentence does not have any infinite alternating quantifier strings.

Using Exercise 6.1 and the explicit definitions of inductive relations in $\mathscr{L}_{\omega_{1}, G}^{21}$, it is easy to find a formula $X \leqslant Y$ of this language such that

$$
X \leqslant Y \Leftrightarrow X, Y \text { are wellfounded binary relations and } \operatorname{rank}(X) \leqslant \operatorname{rank}(Y) .
$$

Now the sentence

$$
\begin{aligned}
& \vee_{\varphi} \vee_{\psi}(\exists \bar{u})(\exists \bar{v})\left\{(\forall s)(\forall t)\left[(\bar{u}, s, t) \in I_{\varphi} \Leftrightarrow(\bar{v}, s, t) \notin I_{\psi}\right]\right. \\
& \qquad \begin{array}{l}
\&\left\{(s, t):(\bar{u}, s, t) \in I_{\varphi}\right\} \leqslant\left\{(s, t):(\bar{u}, s, t) \in I_{\varphi}\right\} \\
\& \wedge_{x}(\forall \bar{z})[\{(s, t): \chi(\bar{z}, s, t)\} \leqslant\{(s, t): \chi(\bar{z}, s, t)\} \\
\\
\left.\left.\quad \Rightarrow\{(s, t): \chi(\bar{z}, s, t)\} \leqslant\left\{(s, t):(\bar{u}, s, t) \in I_{\varphi}\right\}\right]\right\}
\end{array}
\end{aligned}
$$

asserts that "some wellfounded hyperelementary binary relation has rank greater than or equal to the rank of every elementary wellfounded relation." Of course we must interpret correctly the ranges of $\varphi, \psi, \chi$ as above. This assertion is equivalent to (4) above for acceptable structures. It is only a bit
messier to put down a single sentence $\psi$ of $\mathscr{L}_{\omega_{1}, G}^{21}$ with no individual constants such that
(7) $\quad \psi$ is true in $\mathfrak{U} \Leftrightarrow \mathfrak{Y}$ is acceptable \& for every hyperelementary $P$,

$$
\begin{aligned}
\kappa^{\mathfrak{2 t}}>\operatorname{supremum}\{\operatorname{rank}(<): & <\text { is wellfounded }, \\
& \text { elementary on }(\mathfrak{Y}, P)\} .
\end{aligned}
$$

Consider all structures $\mathfrak{A l}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ of a given signature $\left(n_{1}, \ldots\right.$, $n_{l}$ ), i.e. where each $R_{i}$ is $n_{i}$-ary. If $\mathfrak{H}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle, \mathfrak{B}=\left\langle B, P_{1}, \ldots, P_{l}\right\rangle$ are of the same signature and $\varphi$ is a formula of $\mathscr{L}_{\omega_{1, G}}^{R_{1}}$ all of whose individual constants are in the intersection $A \cap B$, it is natural to associate with $\varphi$ the formula $\varphi^{\mathfrak{2 I}}$ of $\mathscr{L}_{\omega_{1}, G}^{\mathfrak{9 1}}$ obtained by replacing each $P_{i}$ by $R_{i}$ in $\varphi$. In this notation $\varphi^{\mathfrak{B}} \equiv \varphi$. If $\varphi$ is a sentence, it is customary to write

A common situation where we apply this notation is when $\mathfrak{B}$ is a substructure of $\mathfrak{Y}, \mathfrak{B} \subseteq \mathfrak{Q}$, in which case every $\varphi$ in $\mathscr{L}_{\mathfrak{O}_{1}, G}^{\mathfrak{Q}}$ has some $\varphi^{\mathfrak{Q}}$ associated with it.

If $\mathfrak{B} \subseteq \mathfrak{A}$ and $\varphi\left(x_{1}, \ldots, x_{m}\right)$ is a formula of $\mathscr{L}_{\omega_{1}, G}^{9}$ with the indicated free variables, we call $\varphi$ absolute for $\mathfrak{B}$ if the individual constants of $\varphi$ are in $\mathfrak{B}$ and

$$
\left(\forall b_{1}, \ldots, b_{n} \in \mathfrak{B}\right)\left[\mathfrak{B} \vDash \varphi\left(b_{1}, \ldots, b_{n}\right) \Leftrightarrow \mathfrak{A} \vDash \varphi\left(b_{1}, \ldots, b_{n}\right)\right] .
$$

In the special case that $\varphi$ is a sentence, this means that $\varphi$ holds in $\mathfrak{B}$ if and only if it holds in $\mathfrak{V}$.

The next result was independently noticed by Barwise. It is a special case of very general theorems of Barwise [1972].

8D.3. SKolem-Löwenheim Theorem for $\mathscr{L}_{\omega_{1}, G}$ Let $\mathfrak{A}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ be an infinite structure, let $\Phi$ be a countable set of formulas of $\mathscr{L}_{\omega_{1}, G}^{91}$. There exists a countable substructure $\mathfrak{B}$ of $\mathfrak{N}$ which contains all the individual constants occurring in formulas of $\Phi$ and such that every $\varphi$ in $\Phi$ is absolute for $\mathfrak{B}$.

Proof. If $\varphi$ is a formula of $\mathscr{L}_{\omega_{1}, G}^{2 H}$, a set of Skolem functions for $\varphi$ is any set $\mathscr{S}$ of functions of any number of arguments such that $\varphi$ is absolute for every substructure of $\mathfrak{H}$ which is closed under all the functions in $\mathscr{S}$.

Here we allow individual constants in $\mathscr{S}$, call them 0 -ary functions, and a substructure $\mathfrak{B}=\left\langle B, P_{1}, \ldots, P_{l}\right\rangle$ is closed under a $k$-ary $f$ if

$$
b_{1}, \ldots, b_{k} \in B \Rightarrow f\left(b_{1}, \ldots, b_{k}\right) \in B
$$

To prove the theorem, we assign to each formula $\varphi$ of $\mathscr{L}_{\omega_{1}, G}^{9}$ a countable set of Skolem functions $\mathscr{P}(\varphi)$. This will surely do it, because given a countable set $\Phi$ of formulas we can take $B$ to be the smallest set closed under $\bigcup_{\varphi \in \Phi} \mathscr{S}(\varphi)$
and let $\mathfrak{B}$ be the restriction of $\mathfrak{A}$ to $B$. Surely $\mathfrak{B}$ is countable and it satisfies the conclusion of the theorem.

The assignment of $\mathscr{S}(\varphi)$ to $\varphi$ is by induction on the construction of $\varphi$ and is completely trivial, except perhaps for the sentences introduced by the game quantifiers. For example, if

$$
\varphi\left(x_{1}, \ldots, x_{n}\right) \equiv(\exists y) \psi\left(y, x_{1}, \ldots, x_{n}\right),
$$

we can take

$$
\mathscr{S}(\varphi)=\mathscr{S}(\psi) \cup\{f\},
$$

where $f$ is $n$-ary and chosen so that in $\mathfrak{N}$,

$$
(\exists y) \psi\left(y, x_{1}, \ldots, x_{n}\right) \Rightarrow \psi\left(f\left(x_{1}, \ldots, x_{n}\right), x_{1}, \ldots, x_{n}\right) .
$$

To consider one of the formation rules that involves game quantifiers, suppose

$$
\varphi(y) \equiv\left\{\left(\mathrm{Q}_{0} x_{0}\right)\left(\mathrm{Q}_{1} x_{1}\right) \ldots\right\} \wedge_{i} \varphi_{i}\left(y, x_{0}, \ldots, x_{i}\right),
$$

where we have exhibited all the free variables and for simplicity we have assumed that $\varphi$ has only $y$ free. For each $y \in A$, either ( $(3)$ or $(\forall)$ wins the game determined by $\varphi(y)$; let ( $\mathrm{Q}^{y}$ ) be the winning player and choose a winning strategy for him, a collection of functions

$$
\mathscr{T}^{y}=\left\{f_{i}^{y}: Q_{i}=Q^{y}\right\},
$$

where as in Chapter 4 each $f_{i}$ is $i$-ary. For each $i$, put

$$
f_{i}\left(y, x_{0}, \ldots, x_{i-1}\right)= \begin{cases}f_{i}^{y}\left(x_{0}, \ldots, x_{i-1}\right) & \text { if } \mathrm{Q}^{y}=\mathrm{Q}_{i}, \\ a & \text { if } \mathrm{Q}^{y} \neq \mathrm{Q}_{i},\end{cases}
$$

where $a$ is some fixed element of $A$, and set

$$
\mathscr{S}(\varphi)=\left\{f_{i}: i=0,1,2, \ldots\right\} \cup \bigcup_{i} \mathscr{S}\left(\varphi_{i}\right) .
$$

If $B$ is closed under $\mathscr{S}(\varphi)$ and $\mathfrak{H} \vDash \varphi(y)$ for some $y \in B$, then by the definition $B$ is closed under some winning strategy for $(\exists)$ in the associated game. If we follow this strategy, we can ensure that for all plays of $(\forall), \mathfrak{N} \vDash \wedge_{i} \varphi_{i}\left(y, x_{0}\right.$, $\ldots, x_{i}$ ), and since $B$ is also closed under Skolem functions for all the $\varphi_{i}$, we have by induction hypothesis $\mathfrak{B} \vDash \wedge_{i} \varphi_{i}\left(y, x_{0}, \ldots, x_{i}\right)$, so $\varphi(y)$ holds in $\mathfrak{B}$. The argument is similar if $\mathfrak{Q} \vDash \neg \varphi(y)$ and both the construction and the proof are similar for the open game quantifier.

If $\mathfrak{X}, \mathfrak{B}$ are related as in the theorem, we call $\mathfrak{B}$ an $\mathscr{L}_{\omega_{1}, \boldsymbol{G}}$-elementary substructure of $\mathfrak{A}$ with respect to $\Phi$.

This result yields immediately counterexamples to the possibility of extending 8D.1 to all countable acceptable structures.

8D.4. Theorem. There is a countable acceptable structure such that for every hyperelementary $P$,

$$
\begin{equation*}
\kappa^{91}>\operatorname{supremum}\{\operatorname{rank}(<):<\text { is wellfounded, elementary on }(\mathfrak{B}, P)\} \tag{8}
\end{equation*}
$$

Proof. Choose an $\mathfrak{Q t}$ such that (8) holds by 8D.2, then choose a countable structure $\mathfrak{B}$ for which the sentence $\psi$ satisfying (7) above is absolute.

It is clear that the same method can be used to obtain countable structures that reflect many complicated properties of induction on uncountable structures. Some caution is needed since no truly second order property is expressible in $\mathscr{L}_{\omega_{1}, G}^{2 \mathrm{~A}}$-this is why we cannot construct a countable acceptable structure on which every inductive relation is $\Sigma_{1}$. However, we can often get very close to reflecting second order properties by a bit of trickery, as in the next example.

The following important basis property for $\Sigma_{1}^{1}$ sets of sets of integers is due to Kleene.

8D.5. Basis Theorem for $\Sigma_{1}^{1}$ Sets on $\mathbb{N}$. If $\mathscr{P} \subseteq \operatorname{Power}(\omega)$ is nonempty and $\Sigma_{1}^{1}$ on the structure $\mathbb{N}$, then $\mathscr{P}$ contains a set $X$ which is arithmetical in some $\Sigma_{1}^{1}$ set $R \subseteq \omega$.

In fact, under the same hypothesis, $\mathscr{P}$ contains a set $X$ which is recursive in some $\Sigma_{1}^{1}$ set $R \subseteq \omega$.

Proof. As in the proof of 8 B .1 , we have

$$
X \in \mathscr{P} \Leftrightarrow\left(\exists Y_{1}\right) \ldots\left(\exists Y_{m}\right)(\forall \bar{u})(\exists \bar{v}) \psi\left(Y_{1}, \ldots, Y_{m}, X, \bar{u}, \bar{v}\right),
$$

where $\psi$ is quantifier free in the language of $\mathbb{N}$. Again we consider finite structures of the form

$$
\mathfrak{B}=\left\langle B, Z_{1}, \ldots, Z_{m}, W\right\rangle
$$

which give approximations to $Y_{1}, \ldots, Y_{m}, X$ such that $(\forall \bar{u})(\exists \bar{v}) \psi\left(Y_{1}, \ldots\right.$, $\left.Y_{m}, X, \bar{u}, \bar{v}\right)$. The relation

$$
\mathfrak{B}_{1}<\mathfrak{B}_{2}
$$

is that defined in the proof of 8 B .1 , and again as in that proof

$$
\begin{aligned}
\mathfrak{B}=\left\langle B, Z_{1},\right. & \left.\ldots, Z_{m}, W\right\rangle \text { is good } \\
\Leftrightarrow & \left(\exists Y_{1}\right) \ldots\left(\exists Y_{m}\right)(\exists X)\left\{(\forall \bar{u})(\exists \bar{v}) \psi\left(Y_{1}, \ldots, Y_{m}, X, \bar{u}, \bar{v}\right)\right. \\
& \left.\& Y_{1} \upharpoonright B=Z_{1} \& \ldots \& Y_{m} \upharpoonright B=Z_{m} \& X \uparrow B=W\right\} .
\end{aligned}
$$

It is easy to code all finite structures of this signature using integers, so that as in the proof of 8 A .1 the relation

$$
\begin{aligned}
Q\left(b_{1}, b_{2}, z\right) \Leftrightarrow & b_{1} \text { codes some } \mathfrak{B}_{1} \text { and } b_{2} \text { codes some } \mathfrak{B}_{2} \text { and } \mathfrak{B}_{1}<\mathfrak{B}_{2} \\
& \text { and } z \in \mathfrak{B}_{2}
\end{aligned}
$$

is arithmetical. For any reasonable coding, the relation

$$
G(b) \Leftrightarrow b \text { codes some good } \mathfrak{B}
$$

will be $\Sigma_{1}^{1}$.
Let $b_{0}$ be the code of the empty (good) finite structure and define by induction

$$
\begin{equation*}
b_{n+1}=(\text { least } b)\left[G(b) \& Q\left(b_{n}, b, n\right)\right] \tag{9}
\end{equation*}
$$

The function

$$
f(n)=b_{n}
$$

is arithmetical in the relations $Q, G$, in fact it is recursive in $Q, G$. It determines a sequence

$$
\mathfrak{B}_{0}<\mathfrak{B}_{1}<\ldots
$$

of good structures whose union is of the form $\left\langle\omega, Y_{1}, \ldots, Y_{m}, X\right\rangle$ and satisfies $(\forall \bar{u})(\exists \bar{v}) \psi\left(Y_{1}, \ldots, Y_{m}, X, \bar{u}, \bar{v}\right)$. Moreover this $X$ is arithmetical (in fact recursive) in $Q, G$ and it satisfies $\left(\exists Y_{1}\right) \ldots\left(\exists Y_{m}\right)(\forall \bar{u})(\exists \bar{v}) \psi\left(Y_{1}, \ldots, Y_{m}\right.$, $X, \bar{u}, \bar{v}$ ), so that $X \in \mathscr{P}$.

We have put down a version of this classical argument which uses as few of the special properties of $\mathbb{N}$ as possible, so that at first glance it looks as if the theorem may hold for more general structures. However, the definition of $b_{n+1}$ in (9) uses the basic property of $\mathbb{N}$ that we can arithmetically enumerate $\omega$, so that in fact the argument works only for structures of the form ( $\mathbb{N}, R_{1}$, $\ldots, R_{l}$ ).

8D.6. Theorem. There is a countable acceptable structure $\mathfrak{B}$ and an elementary set $\mathscr{P} \subseteq \operatorname{Power}(B)$ which is nonempty but contains no set which is elementary in $\Sigma_{1}^{1}$ sets. In fact we can choose $\mathfrak{B}$ so that it admits an elementary wellordering of its domain.

Proof. Let $\lambda$ be any uncountable cardinal, for example $\lambda=\aleph_{1}$, take

$$
\mathfrak{A}=\left\langle\lambda, \leqslant, R_{1}, \ldots, R_{i}\right\rangle
$$

where the $R_{i}$ are hyperelementary on $\langle\lambda, \leqslant\rangle$ and chosen so that $\mathfrak{H}$ is acceptable. Since $\lambda$ is uncountable, there is no function with domain $\omega$ enumerating
$\lambda$. This is a second order property, but it is simple to find a sentence $\varphi$ of $\mathscr{L}_{\omega_{1}, G}^{01 /}$ which asserts that
there is no function from $\omega$ onto the structure which is elementary in coinductive relations.

Let $\psi$ assert that $\mathfrak{A}$ is acceptable and take a countable substructure $\mathfrak{B}$ of $\mathfrak{H}$ for which both $\varphi$ and $\psi$ are absolute.

Clearly $\mathfrak{B}$ is acceptable, it admits an elementary wellordering of its domain and it admits no enumeration of its domain by a function elementary in coinductive (i.e. $\Sigma_{1}^{1}$ ) relations. Thus the elementary set $\mathscr{P}$ defined by

$$
X \in \mathscr{P} \Leftrightarrow\{(u, v):\langle u, v\rangle \in X\} \text { maps } \omega \text { onto } B
$$

contains no such set, although it is nonempty since $\mathfrak{B}$ is countable.

## 8E. The Suslin-Kleene Theorem

Perhaps the most significant single result in the theory of inductive relations on $\mathbb{N}$ is the theorem of Kleene [1955b], [1955c] which identifies the classes of $\Delta_{1}^{1}$ and "hyperarithmetical" relations on $\omega$. It has been recognized as a construction principle, since it allows us to "construct" the $\Delta_{1}^{1}$ sets by iterating the elementary operations on $\mathbb{N}$. It is known today as the Suslin-Kleene Theorem, because it is the effective analog of Suslin's classical theorem identifying the Borel with the analytic-coanalytic sets of reals. In fact it is not too hard to show that both the Kleene and the Suslin theorems are simple corollaries of one unifying principle.

We put the word "hyperarithmetical" in quotation marks above because Kleene's definition of this term was quite involved. Similar definitions of the hyperarithmetical relations had been given by Davis [1950] and Mostowski [1951], and eventually Spector [1961](54.) pointed out explicitly that these are precisely the inductive-coinductive relations on $\mathbb{N}$. Because of this, it is tempting to understand the Suslin-Kleene Theorem as saying simply that
(1) $\Pi_{1}^{1}=$ inductive,
what we called the "Kleene Theorem" in Section 8A. This was my own approach in Moschovakis [1970](49.), and of course it is satisfying that (1) holds for all countable acceptable structures.

Nevertheless, when we examine the proof in Kleene [1955c] or any other known proof of this result expressed in terms of Kleene's original definition of "hyperarithmetical", it becomes obvious that something much stronger than (1) is established. This was obvious to Kleene who tried very hard to prove this theorem although he had already established (1) in Kleene [1955a].

We shall formulate and prove here a version of the Suslin-Kleene Theorem which is very close to Kleene's version, although free of the notational complications of the theory of constructive ordinals. It is essentially the version given in Shoenfield [1967](205.). It turns out that this is indeed much harder to establish than (1) and that it cannot be extended to all countable acceptable structures.

Since we will use recursive functions both in the statement and in the proof of the Suslin-Kleene Theorem, we assume just for this section the very basic facts of recursion theory.

For each $n \geqslant 1$, there is an enumeration of all $n$-ary recursive partial functions

$$
\varphi_{0}(\bar{x}), \varphi_{1}(\bar{x}), \varphi_{2}(x) \ldots
$$

so that the $(n+1)$-ary partial function

$$
\varphi(e, \bar{x})=\varphi_{e}(\bar{x})
$$

is recursive. (Enumeration Theorem.)
Moreover, there are total recursive functions $S_{n}^{m}\left(e, y_{1}, \ldots, y_{m}\right)$ such that

$$
\begin{aligned}
& \text { if } z=S_{n}^{m}\left(e, y_{1}, \ldots, y_{m}\right) \text {, then for every } x_{1}, \ldots, x_{m}, \\
& \qquad \varphi_{z}\left(x_{1}, \ldots, x_{n}\right)=\varphi_{e}\left(y_{1}, \ldots, y_{m}, x_{1}, \ldots, x_{n}\right) .
\end{aligned}
$$

## (Iteration Theorem.)

If $f(e, \bar{x})$ is a recursive partial function of $n+1$ arguments, then there is some fixed number $e^{*}$ such that for all $\bar{x}$,

$$
f\left(e^{*}, \bar{x}\right)=\varphi_{e^{*}}(\bar{x})
$$

(Second Recursion Theorem.)
Except for these basic facts which can be found easily in Kleene [1952] (or any other elementary text in recursion theory), we will only need to assume that certain functions whose definitions are obviously effective are in fact recursive.

The motivation for this formulation of the Suslin-Kleene Theorem lies in taking seriously the contention that it should be the effective analog of the classical Suslin Theorem. "Analytic-coanalytic" clearly corresponds to " $\Delta_{1}^{1}$ " and the Borel sets are the smallest $\sigma$-ring of sets of reals which contains all the intervals. Assuming that the intervals in this definition simply give us a starting point of very simple sets, we aim to show that the $\Delta_{1}^{1}$ subsets of $\omega$ form the smallest effective $\sigma$-ring of sets of integers which contains all singletons.

Let $\mathscr{B}$ be a family of subsets of $\omega$. A coding for $\mathscr{B}$ is any mapping

$$
\pi: \mathscr{B} \rightarrow \operatorname{Power}(\omega)
$$

which assigns to every $X \in \mathscr{B}$ a nonempty set of integers $\pi(X)$ such that

$$
X \neq Y \Rightarrow \pi(X) \cap \pi(Y)=\emptyset
$$

We call the members of $\pi(X)$ the codes of $X$ (in the coding $\pi$ ) and if $n \in \pi(X)$ we say that $X$ is in $\mathscr{B}$ with code $n$. Thus a coding of $\mathscr{B}$ assigns at least one integer code to each $X \in \mathscr{B}$ and does not assign the same code to two distinct members of $\mathscr{B}$.

A family $\mathscr{B}$ of subsets of $\omega$ is an effective $\sigma$-ring (containing the singletons) if there is some coding $\pi$ of $\mathscr{B}$ so that the following three conditions hold:
(i) There is a recursive function $\tau_{1}(n)$ so that for each $n$ the singleton $\{n\}$ is in $\mathscr{B}$ with code $\tau_{1}(n)$.
(ii) There is a recursive function $\tau_{2}(x)$ so that if $X$ is in $\mathscr{B}$ with code $x$, then $\omega-X$ is in $\mathscr{B}$ with code $\tau_{2}(x)$.
(iii) There is a recursive function $\tau_{3}(e)$ such that whenever the recursive partial function $\varphi_{e}(n)$ is defined for each $n$ and codes for each $n$ a member $X_{n}$ of $\mathscr{B}$, then $\bigcup_{n \in \omega} X_{n}$ is in $\mathscr{B}$ with code $\tau_{3}(e)$.

Speaking loosely, $\mathscr{B}$ is an effective $\sigma$-ring if it admits a coding relative to which $\mathscr{B}$ contains all singletons (effectively) and $\mathscr{B}$ is effectively closed under complementation and recursive union.

8E.1. Suslin-Kleene Theorem. The collection of $\Delta_{1}^{1}$ subsets of $\omega$ is the smallest effective $\sigma$-ring.

At this point it is not even obvious that there is an effective $\sigma$-ring, much less that there is a smallest one and that it contains precisely the $\Delta_{1}^{1}$ sets. Before going on to the proof of $8 E .1$ we define a particular effective $\sigma$-ring and a coding for it.

The definition is by a simultaneous induction which determines a set of integers $G$ and for each $x \in G$, a set of integers $G^{x}$. There are three clauses to the induction.
(a) For each $n,\langle 1, n\rangle \in G$ and $G^{\langle 1, n\rangle}=\{n\}$.
(b) If $x \in G$, then $\langle 2, x\rangle \in G$ and $G^{\langle 2, x\rangle}=\omega-G^{x}$.
(c) If the recursive partial function $\varphi_{e}(n)$ is defined for each $n$ and if for each $n_{3}$

$$
\varphi_{e}(n)=e_{n} \in G
$$

then $\langle 3, e\rangle \in G$ and

$$
G^{\langle 3, e\rangle}=\bigcup_{n} G^{e_{n}}
$$

By $\langle x, y\rangle$ we understand here the pair associated with some recursive coding scheme on $\omega$, e.g.

$$
\left\langle x_{1}, \ldots, x_{n}\right\rangle=2^{x_{1}+1} \cdot 3^{x_{2}+1} \cdot \ldots \cdot\left(\text { the } n^{\text {th }} \text { prime }\right)^{x_{n}+1}
$$

To cast this definition as a generalized induction of the type we introduced in Section 1A, let $A$ be the set of all pairs $(x, X)$ with $x \in \omega, X \subseteq \omega$ and define $\Gamma: \operatorname{Power}(A) \rightarrow \operatorname{Power}(A)$ by

$$
\begin{align*}
\Gamma(S)= & \{(\langle 1, n\rangle,\{n\}): n \in \omega\}  \tag{2}\\
& \cup\{(\langle 2, x\rangle, \omega-X):(x, X) \in S\} \\
& \cup\left\{\left(\langle 3, e\rangle, \bigcup_{n} X_{n}\right): \varphi_{e} \text { is total and }(\forall n)\left(\varphi_{e}(n), X_{n}\right) \in S\right\}
\end{align*}
$$

Clearly $\Gamma$ is a monotone operator. We interpret the definition of $G, G^{x}$ above to mean that we take
(3) $G=\left\{x:\right.$ for some $\left.X,(x, X) \in I_{\Gamma}\right\}$
and for $x \in G$,
(4) $\quad G^{x}=$ the unique $X$ such that $(x, X) \in I_{\Gamma}$.

This is justified since we can easily verify that

$$
(x, X),(x, Y) \in I_{\Gamma} \Rightarrow X=Y
$$

Notice that

$$
\begin{equation*}
I_{\Gamma}=\left\{\left(x, G^{x}\right): x \in G\right\} \tag{5}
\end{equation*}
$$

and put

$$
\begin{equation*}
\mathscr{G}=\left\{G^{x}: x \in G\right\} \tag{6}
\end{equation*}
$$

Proof of 8E. 1 is in three lemmas.
Lemma 1. The collection of sets $\mathscr{G}$ is an effective $\sigma$-ring and every set in $\mathscr{G}$ is $\Delta_{1}^{1}$.

Proof. The first assertion is trivial from the definitions, taking

$$
\pi(X)=\left\{x \in G: X=G^{x}\right\}
$$

for the coding and putting

$$
\tau_{1}(n)=\langle 1, n\rangle, \quad \tau_{2}(x)=\langle 2, x\rangle, \quad \tau_{3}(e)=\langle 3, e\rangle
$$

To prove the second assertion, let us associate with each $Y \subseteq \omega$ the subset $Y^{*}$ of the basic set $A$ defined by

$$
Y^{*}=\{(x,\{t:\langle x, t+1\rangle \in Y\}):\langle x, 0\rangle \in Y\} .
$$

Easily, if

$$
\begin{equation*}
Z=\{\langle x, 0\rangle: x \in G\} \cup\left\{\langle x, t+1\rangle: x \in G \& t \in G^{x}\right\} \tag{7}
\end{equation*}
$$

then

$$
Z^{*}=I_{\Gamma}
$$

We claim that for each $x \in G$,

$$
\begin{equation*}
t \in G^{x} \Leftrightarrow(\forall Y \subseteq \omega)\left[\Gamma\left(Y^{*}\right)=Y^{*} \Rightarrow\langle x, t+1\rangle \in Y\right] . \tag{8}
\end{equation*}
$$

Proof of direction $(\Leftrightarrow)$ of (8) is immediate by choosing $Y=Z$. To prove direction $(\Rightarrow)$, notice that if $\Gamma\left(Y^{*}\right)=Y^{*}$, then $I_{\Gamma} \subseteq Y^{*}$, and this easily implies $t \in G^{x} \Rightarrow\langle x, t+1\rangle \in Y$.

Now (8) implies via a simple computation that each $G^{x}$ is $\Pi_{1}^{1}$, and since (for $x \in G$ ) $G^{x}=\omega-G^{\langle 2, x\rangle}$, each $G^{x}$ is $\Delta_{1}^{1}$.

Lemma 2. If $\mathscr{B}$ is an effective $\sigma$-ring, then for each $x \in G, G^{x} \in \mathscr{B}$.
Proof. Let $\tau_{1}, \tau_{2}, \tau_{3}$ be fixed recursive functions which satisfy conditions (i), (ii) and (iii) of the definition of an effective $\sigma$-ring relative to some coding of $\mathscr{B}$. Choose $m$ so that for every $z, e, n$,

$$
\varphi_{m}(z, e, n)=\varphi_{z}\left(\varphi_{e}(n)\right)
$$

and using the Second Recursion Theorem choose $z^{*}$ such that if

$$
f=\varphi_{z^{*}}
$$

then the following equations hold:

$$
\begin{aligned}
f(\langle 1, n\rangle) & =\tau_{1}(n), \\
f(\langle 2, x\rangle) & =\tau_{2}(f(x)), \\
f(\langle 3, e\rangle) & =\tau_{3}\left(S_{1}^{2}\left(m, z^{*}, e\right)\right), \\
f(x) & =0 \text { if } x \text { is not of the form }\langle i, y\rangle \text { with } 1 \leqslant i \leqslant 3 .
\end{aligned}
$$

It is now easy to verify by induction on the definition of $G, G^{x}$ that

$$
x \in G \Rightarrow G^{x} \text { is in } \mathscr{B} \text { with code } f(x) .
$$

For example, if $x=\langle 3, e\rangle$, then $\varphi_{e}(n)$ is total and by induction hypothesis, for each $n, G^{e_{n}}$ is in $\mathscr{B}$ with code $f\left(\varphi_{e}(n)\right)$. Letting

$$
w=S_{1}^{2}\left(m, z^{*}, e\right)
$$

we have for each $n$,

$$
\varphi_{w}(n)=\varphi_{m}\left(z^{*}, e, n\right)=f\left(\varphi_{e}(n)\right)
$$

hence $\tau_{3}(w)$ is a code in $\mathscr{B}$ of $\bigcup_{n} G^{e_{n}}$ so that $f(\langle 3, e\rangle)$ has the required property.
To complete the proof of the theorem there remains the hard part of showing that every $\Delta_{1}^{1}$ set of integers is $G^{x}$ for some $x \in G$. We do this by an adaptation of a very simple classical proof of the Suslin Theorem, see Kuratowski [1966], §39, III. (The observation that this proof has an effective version is independently due to Donald A. Martin.)

Lemma 3. If $X$ is a $\Delta_{1}^{1}$ set of integers, then $X \in \mathscr{G}$.

Proof. By the basic representation of Exercise 1.12, suppose

$$
\begin{aligned}
& x \in X \Leftrightarrow(\exists \alpha)(\forall t) P(\bar{\alpha}(t), x), \\
& x \notin X \Leftrightarrow(\exists \beta)(\forall s) Q(\bar{\beta}(s), x),
\end{aligned}
$$

where $P$ and $Q$ are recursive. The idea of the proof is to define a recursive function $f$ such that
(9) for every $x, f(x) \in G$,
(10) $x \in X \Rightarrow G^{f(x)}=\{x\}$,
(11) $x \notin X \Rightarrow G^{f(x)}=\emptyset$.

From this the lemma will follow immediately, since if $f=\varphi_{e}$, then

$$
X=G^{\langle 3, e\rangle}
$$

In point of fact we will set

$$
\begin{equation*}
f(x)=h(x,\langle\emptyset\rangle,\langle\emptyset\rangle), \tag{12}
\end{equation*}
$$

where $h(x, u, v)$ will be a recursive function whose values will be significant for the proof only when $u, v$ are sequence codes of the same length.

For each fixed $x$, consider the set of pairs of sequence codes

$$
\begin{equation*}
T^{x}=\{(u, v): \operatorname{Seq}(u) \& \operatorname{Seq}(v) \& \operatorname{lh}(u)=\operatorname{lh}(v) \& P(u, x) \& Q(v, x)\} \tag{13}
\end{equation*}
$$

The relation

$$
\begin{align*}
(u, v) \succ^{x}\left(u^{\prime}, v^{\prime}\right) \Leftrightarrow & (u, v) \in T^{x}  \tag{14}\\
& \& u^{\prime} \text { codes a one-point extension of } u \\
& \& v^{\prime} \text { codes a one-point extension of } v
\end{align*}
$$

is obviously wellfounded, since an infinite descending chain in it would prove that both $x \in X$ and $x \notin X$. We assign to each pair ( $u, v$ ) of sequence codes of the same length a set of integers $C(x, u, v)$ by recursion on $<^{x}$ as follows:

$$
C(x, u, v)= \begin{cases}\emptyset & \text { if } P(u, x)  \tag{15}\\ \{x\} & \text { if } P(u, x) \& \neg Q(v, x) \\ \bigcup_{s} \bigcap_{t} C\left(x, u^{\wedge}\langle s\rangle, v^{\wedge}\langle t\rangle\right) & \text { if } P(u, x) \& Q(v, x) .\end{cases}
$$

Clearly, for all $x, u, v$,

$$
C(x, u, v)=\emptyset \text { or } C(x, u, v)=\{x\}
$$

We claim that
(16) if $x \in X$, then $C(x,\langle\emptyset\rangle,\langle\emptyset\rangle)=\{x\}$,
(17) if $x \notin X$, then $C(x,\langle\emptyset\rangle,\langle\emptyset\rangle)=\emptyset$.

To prove (16) by contradiction, assume $x \in X$ and $C(x,\langle\emptyset\rangle,\langle\emptyset\rangle)=\emptyset$, choose

$$
\alpha=s_{0}, s_{1}, \ldots
$$

such that for every $n$,

$$
\begin{equation*}
P\left(\left\langle s_{0}, s_{1}, \ldots, s_{n}\right\rangle, x\right) \tag{18}
\end{equation*}
$$

By definition (15),

$$
C(x,\langle\emptyset\rangle,\langle\emptyset\rangle)=U_{s} \bigcap_{t} C(x,\langle s\rangle,\langle t\rangle),
$$

so there must be some $t_{0}$ such that

$$
C\left(x,\left\langle s_{0}\right\rangle,\left\langle t_{0}\right\rangle\right)=\emptyset
$$

Again,

$$
C\left(x,\left\langle s_{0}\right\rangle,\left\langle t_{0}\right\rangle\right)=U_{s} \bigcap_{t} C\left(x,\left\langle s_{0}, s\right\rangle,\left\langle t_{0}, t\right\rangle\right)
$$

so there must exist some $t_{1}$ such that

$$
C\left(x,\left\langle s_{0}, s_{1}\right\rangle,\left\langle t_{0}, t_{1}\right\rangle\right)=\emptyset .
$$

Proceeding in the same way we find

$$
\beta=t_{0}, t_{1}, \ldots
$$

such that for every $n$,

$$
C\left(x,\left\langle s_{0}, \ldots, s_{n}\right\rangle,\left\langle t_{0}, \ldots, t_{n}\right\rangle\right)=\emptyset
$$

which by the definition implies that for all $n$,

$$
Q\left(\left\langle t_{0}, t_{1}, \ldots, t_{n}\right\rangle, x\right)
$$

so that $x \notin X$, contradicting $x \in X$.
The proof of (17) is similar.
The definition of the sets $C(x, u, v)$ is by an "effective" recursion and an application of the Second Recursion Theorem like that in the proof of Lemma 2 yields a recursive function $h$ such that for all $x, u, v$ with $u, v$ sequence codes of the same length,

$$
\begin{equation*}
h(x, u, v) \in G, \quad G^{h(x, u, v)}=C(x, u, v) . \tag{19}
\end{equation*}
$$

To be precise, choose $n$ such that

$$
n \in G, \quad G^{n}=\emptyset
$$

choose $m$ such that

$$
\varphi_{m}(z, x, u, v, s, t)=\left\langle 2, \varphi_{z}\left(x, u^{\cap}\langle s\rangle, v^{\cap}\langle t\rangle\right),\right.
$$

choose $e$ such that

$$
\varphi_{e}(z, x, u, v, s)=\left\langle 2,\left\langle 3, S_{1}^{5}(m, z, x, u, v, s)\right\rangle\right\rangle
$$

and by the Second Recursion Theorem choose $z^{*}$ such that if

$$
h=\varphi_{z^{*}}
$$

then the following equations hold:

$$
h(x, u, v)=\left\{\begin{array}{l}
n \text { if } \operatorname{Seq}(u) \& \operatorname{Seq}(v) \& \operatorname{lh}(u)=\operatorname{lh}(v) \& \neg P(u, x),  \tag{20}\\
\langle 1, x\rangle \text { if similarly and } P(u, x) \& \neg Q(v, x), \\
\left\langle 3, S_{1}^{4}\left(e, z^{*}, x, u, v\right)\right\rangle \text { if similarly and } P(u, x) \& Q(v, x), \\
0, \text { otherwise } .
\end{array}\right.
$$

We now prove (19) with this $h$ by induction on the wellfounded relation $<^{x}$ defined by (14). To treat one of the cases, if the third clause in the definition of $h(x, u, v)$ applies, then by induction hypothesis, for all $s, t$,

$$
\begin{aligned}
a(s, t) & =h\left(x, u^{\wedge}\langle s\rangle, v^{\wedge}\langle t\rangle\right) \in G, \\
G^{a(s, t)} & =C\left(x, u^{\wedge}\langle s\rangle, v^{\wedge}\langle t\rangle\right) .
\end{aligned}
$$

Hence, by the choice of $m$, for each $s$,

$$
\begin{aligned}
b(s) & =\left\langle 3, S_{1}^{5}\left(m, z^{*}, x, u, v, s\right)\right\rangle \in G, \\
G^{b(s)} & =\bigcup_{t}\left(\omega-C\left(x, u^{\wedge}\langle s\rangle, v^{\wedge}\langle t\rangle\right) .\right.
\end{aligned}
$$

Hence, for each $s$,

$$
\begin{aligned}
c(s) & =\langle 2, b(s)\rangle \in G \\
G^{c(s)} & =\bigcap_{t} C\left(x, u^{\curvearrowleft}\langle s\rangle, v^{\curvearrowleft}\langle t\rangle\right)
\end{aligned}
$$

and thus

$$
\begin{aligned}
d & =h(x, u, v) \in G, \\
G^{d}=\bigcup_{s} G^{c(s)} & =\bigcup_{s} \bigcap_{t} C\left(x, u^{\curvearrowleft}\langle s\rangle, v^{\cap}\langle t\rangle\right)=C(x, u, v) .
\end{aligned}
$$

Now Lemma 3 and hence the theorem follow by defining $f$ from this $h$ by (12).

Much of the significance attributed to the Suslin-Kleene Theorem is because of its proof rather than just its statement. It seems clear that each set $G^{x}(x \in G)$ can be "constructed" starting with the singletons and then iterating "effectively" the operations of complementation and recursive union.

There are many ways to formulate the Suslin-Kleene Theorem so that it makes sense for arbitrary acceptable structures. We will see in the Exercises that none of these versions holds generally, in fact they all fail for some countable acceptable structures. Thus the hierarchy of Theorem 7E. 1 is the only construction of the class of hyperelementary sets "from below" which is known now to hold in any generality.

## Exercises for Chapter 8

8.1. Prove that if $\mathfrak{A}=\left\langle\mathrm{A}, \mathrm{R}_{1}, \ldots, R_{l}\right\rangle$ is countable and acceptable and if

$$
\prec \subseteq \operatorname{Power}(A) \times \operatorname{Power}(A)
$$

is a $\Sigma_{1}^{1}$ wellfounded second order relation on $A$, then $\operatorname{rank}(<)<\kappa^{\mathfrak{2}}$.
Hint: Assume towards a contradiction that $\operatorname{rank}(<) \geqslant \kappa^{\mathfrak{g l}}$ and put

$$
\prec^{X}=\left\{(s, t): X_{s}^{(1)} \prec X_{t}^{(1)}\right\}
$$

where $X_{a}^{(1)}=\{x:\langle a, x\rangle \in X\}$ as in (15) of 7E. Let $\rho(X, s)$ be the rank of $s$ in $\prec^{X}$ and prove that

$$
\operatorname{supremum}\left\{\rho(X, s): X \subseteq A, X_{s}^{(1)} \in \text { Field }(\prec)\right\} \geqslant \kappa^{91} .
$$

Show then that if $\varphi(\bar{x}, S)$ is any $S$-positive formula in the language of $\mathfrak{V}$, the relation

$$
Q(\bar{x}, X, s) \Leftrightarrow X_{s}^{(1)} \in \text { Field }(\prec) \& \bar{x} \in I_{\varphi}^{\rho(X, s)}
$$

$\mathrm{s} \Sigma_{1}$. From this a contradiction follows easily.
8.2. Let $\mathscr{P}$ be a $\Pi_{1}^{1}$ second order relation on a countable acceptable structure $\mathfrak{N}$ with ordinal $\kappa$, let $\sigma: \mathscr{P} \rightarrow \lambda$ be an inductive norm on $\mathscr{P}$, let $\mathscr{Q}$ be a $\Sigma_{1}^{1}$ second order relation and assume that $f$ is a second order function of the appropriate type of arguments and values whose graph is $\Sigma_{1}^{1}$ and such that

$$
f(\mathscr{Q}) \subseteq \mathscr{P}
$$

Prove that there is some $\xi<\kappa$ such that

$$
\mathscr{Z}(\bar{x}, \bar{Y}) \Rightarrow \sigma(f(\bar{x}, Y)) \leqslant \xi .
$$

(Second Order Covering Theorem.)
8.3. Let $\mathfrak{A}$ be countable and acceptable. Prove that for each signature $v=\left(n, r_{1}, \ldots, r_{k}\right)$ there is a $\Pi_{1}^{1}$ relation $\mathscr{H}^{v}(a, \bar{x}, \bar{Y})$ of signature $\left(n+1, r_{1}\right.$, $\ldots, r_{k}$ ) which parametrizes the $v$-ary $\Delta_{1}^{1}$ relations on $\mathfrak{U}$. Moreover, there is a $\Pi_{1}^{1}$ non $\Sigma_{1}^{1}$ set $I^{v} \subseteq A$ and a $\Sigma_{1}^{1}$ relation $\mathscr{H}^{v}(a, \bar{x}, \bar{Y})$ such that whenever $\mathscr{R}$ is of signature $v$,

$$
\mathscr{R} \text { is } \Delta_{1}^{1} \Leftrightarrow \text { for some } a \in I^{v}, \mathscr{R}=\mathscr{H}_{a}^{v},
$$

and

$$
a \in I^{v} \Rightarrow \mathscr{H}_{a}^{v}=\breve{\mathscr{H}}_{a}^{v}
$$

(Parametrization Theorem for $\Delta_{1}^{1}$ second order relations.)
Hint: Use 6C.11.
8.4. Prove that if $\lambda$ is a cardinal of cofinality $\omega$, then every $\Pi_{1}^{1}$ relation on the structure $\left\langle V_{\lambda}, \in \upharpoonright V_{\lambda}\right\rangle$ is inductive. (Chang-Moschovakis [1970](49.).)
8.5. Prove that there is a countable structure on which not every $\Delta_{1}^{1}$ relation is inductive. (K. Kunen.)

Hint: Take $\mathfrak{H}=\langle A, \sim\rangle$, where $\sim$ is an equivalence relation on $A$ with the equivalence classes $C_{1}, C_{2}, \ldots$, where $C_{n}$ has exactly $n$ elements. For each $x \in A$ let

$$
f(x)=\text { the number of elements equivalent to } x
$$

and put

$$
P(x, y) \Leftrightarrow f(x)<f(y) .
$$

Easily $P$ is $\Delta_{1}^{1}$, so it is enough to show that it is not inductive.
For each integer $j$ define the equivalence relation $\approx_{j}$ on tuples from $A$ by

$$
\left(x_{1}, \ldots, x_{n}\right) \approx_{j}\left(y_{1}, \ldots, y_{n}\right)
$$

$\Leftrightarrow$ the mapping $x_{i} \mapsto y_{i}$ is an isomorphism of the finite substructures of $\mathfrak{A}$ with domains $\left\{x_{1}, \ldots, x_{n}\right\},\left\{y_{1}, \ldots, y_{n}\right\}$ and for $i=1, \ldots, n$, if $f\left(x_{i}\right) \leqslant j$ or $f\left(y_{i}\right) \leqslant j$, then $x_{i}=y_{i}$.

Call a set $S$ of $n$-tuples $j$-closed if

$$
\left(x_{1}, \ldots, x_{n}\right) \in S \&\left(x_{1}, \ldots, x_{n}\right) \approx_{j}\left(y_{1}, \ldots, y_{n}\right) \Rightarrow\left(y_{1}, \ldots, y_{n}\right) \in S
$$

Now show by induction on the construction of formulas $\varphi\left(x_{1}, \ldots, x_{m}, S\right)$ (not necessarily positive) that for each $\varphi$ there is an integer $k$ such that for all $j \geqslant k$ and all sets of $n$-tuples $S$,
if $S$ is $j$-closed, then $\left\{\left(x_{1}, \ldots, x_{m}\right): \varphi\left(x_{1}, \ldots, x_{m}, S\right\}\right.$ is $j$-closed.
From this the result follows easily.
8.6. Let $\mathfrak{G l}$ be a countable acceptable structure, let $\mathscr{T}$ be an inductive theory in $\mathscr{L}_{2}^{\mathfrak{Q}}$ which has an $\mathfrak{H}$-model. Prove that the intersection of all $\mathfrak{H}$-models of $\mathscr{T}$ is a subset of $\mathscr{H} \mathscr{E}(\mathfrak{H})$. (Barwise, Grilliot [1972].)

Hint: Put

$$
X \in \mathscr{P} \Leftrightarrow(\forall Z)\left[\operatorname{Mod}^{\mathscr{V}}(Z) \Rightarrow(\exists a)\left[X \in \mathscr{H} \mathscr{E}\left(\mathfrak{A}, Z_{a}^{(1)}\right)\right]\right]
$$

and apply 8C.1.
For each enumeration without repetitions of a countable set $A$,

$$
\pi: \omega \jmath \rightarrow A
$$

and each $R \subseteq A^{n}$, let $R^{\pi}$ be the pullback of $R$ to $\omega$,

$$
R^{\pi}\left(x_{1}, \ldots, x_{n}\right) \Leftrightarrow R\left(\pi\left(x_{1}\right), \ldots, \pi\left(x_{n}\right)\right)
$$

If $\mathfrak{A l}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ is a countable structure and $R$ is a relation on $A$, we call $R \forall$-hyperarithmetical on $\mathfrak{H}$ if for every $\pi: \omega \gg A, R^{\pi}$ is hyperelementary on ( $\mathbb{N}, R_{1}, \ldots, R_{l}$ ). This notion was introduced by Grilliot [1972], inspired by a similar notion of Lacombe's in abstract recursion theory.
8.7. Prove that if $\mathfrak{H}$ is countable and acceptable, then a relation $R$ is $\forall$-hyperarithmetical on $\mathfrak{H}$ if and only if $R$ is hyperelementary on $\mathfrak{A}$. (Grilliot [1972].)

The next problem shows that for countable acceptable structures we may use monotone operators (as defined in Section 1A) rather than positive operators to determine the inductive relations. The result is essentially due to Spector [1961](54.), see Exercise 1.14.
8.8. Let $\mathfrak{M}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ be countable and acceptable, let $\Gamma$ : $\operatorname{Power}\left(A^{n}\right) \rightarrow \operatorname{Power}\left(A^{n}\right)$ be a monotone operator which is elementary on $\mathfrak{A}$, i.e. for some (not necessarily positive) formula $\varphi(\bar{x}, S)$,

$$
x \in \Gamma(S) \Leftrightarrow \varphi(\bar{x}, S)
$$

Prove that $I_{\Gamma}$ is inductive.
We now consider some plausible abstract formulations of the SuslinKleene Theorem. Of course the most direct abstractions of the definition of an effective $\sigma$-ring involve abstract recursion theory, but we can see why the result fails to extend by using elementary rather than recursive functions.
8.9. Let $\mathfrak{M}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ be acceptable, let $E^{1}(a, x), E^{2}(a, x, y)$ be fixed hyperelementary relations which parametrize the unary and binary elementary relations by Theorem 5D.1. Relative to a fixed coding scheme define a set $G \subseteq A$ and for each $x \in G$ a set $G^{x}$ by the following inductive clauses:
(a') For each $a,\langle 1, a\rangle \in G$ and $G^{\langle 1, a\rangle}=\left\{x: E^{1}(a, x)\right\}$.
(b') If $x \in G$, then $\langle 2, x\rangle \in G$ and $G^{\langle 2, x\rangle}=A-G^{x}$.
(c) If $(\forall t)(\exists!s) E^{2}(a, t, s) \&(\forall t)(\forall s)\left[E^{2}(a, t, s) \Rightarrow s \in G\right]$, then $\langle 3, a\rangle \in G$ and $G^{\langle 3, a\rangle}=\cup\left\{G^{s}:(\exists t) E^{2}(a, t, s)\right\}$.

Prove that each $G^{x}$ is hyperelementary. Prove also that if the relation $\mathscr{W}_{\mathscr{F}}{ }^{1}(Y)$ of wellfoundedness is hyperelementary on $\mathfrak{A}$, then there is a hyperelementary set which is not $G^{x}$ for any $x \in G$.

Hint: For the second part, find an elementary formula $\theta(x)$ and an elementary function $f(x, t)$ such that if

$$
\varphi(x, S) \Leftrightarrow \theta(x) \vee(\forall t)[f(x, t) \in S],
$$

then

$$
G=I_{\Gamma}
$$

From this follows that if $\mathscr{W}^{\mathscr{F}}(Y)$ is hyperelementary, then $G$ is hyperelementary and then the result follows easily.
8.10. Prove that there is a countable acceptable structure $\mathfrak{A}$ such that if $G$, $G^{x}$ are defined as in Exercise 8.9, then some $\Delta_{1}^{1}$ set in $\mathfrak{A}$ is not $G^{x}$ for any $x \in G$.

Hint: Use Exercise 8.9 and the technique of 8 D .

In the definition of $G, G^{x}$ of Exercise 8.9 we stayed as close as possible to the definition of the smallest effective $\sigma$-ring of Section $8 E$. It is clear, however, that the proofs in Exercise 8.9, 8.10 will extend to cover any reasonable modifications of that definition.

A nontrivial modification in this type of construction is to allow unions which are elementary (in the coding) relative to some set which we have already constructed. This idea was introduced by Kleene and has been used successfully to obtain hierarchies of some interesting classes of sets which arise in recursion theory of higher types over $\omega$. It does not give a generalization of the Suslin-Kleene Theorem, but the proof that it fails is not entirely trivial. We outline this argument in the hint for the next exercise, which is meant for those familiar with Moschovakis [1967](205.).
8.11. Let $\mathfrak{N}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ be acceptable, let $E^{1}(a, x)$ and $\mathscr{E}^{(2,1)}(a, x$, $y, Z)$ be hyperelementary relations which parametrize the unary and (2,1)-ary elementary relations on $\mathfrak{Q}$ by 5D. 1 and 6C.8. Relative to a fixed elementary coding scheme, define $G \subseteq A$ and for each $x \in G, G^{x} \subseteq A$ by the following inductive clauses:
(a") For each $a,\langle 1, a\rangle \in G$ and $G^{\langle 1, a\rangle}=\left\{x: E^{1}(a, x)\right\}$.
(b") If $x \in G$, then $\langle 2, x\rangle \in G$ and $G^{\langle 2, x\rangle}=A-G^{x}$.
(c") If $b \in G$ and $(\forall x)(\exists!y) \mathscr{E}^{(2,1)}\left(a, x, y, G^{b}\right)$ and $(\forall x)(\forall y)\left[\mathscr{E}^{(2,1)}\left(a, x, y, G^{b}\right)\right.$ $\Rightarrow y \in G]$, then $\langle 3, a, b\rangle \in G$ and $G^{\langle 3, a, b\rangle}=\bigcup\left\{G^{y}:(\exists x) \mathscr{E}^{(2,1)}\left(a, x, y, G^{b}\right)\right\}$.

Prove that every $G^{x}$ is hyperelementary on $\mathfrak{U}$. Prove also that if $\mathfrak{A}=\mathbb{R}$, the structure of analysis defined in 1 D , then there is some hyperelementary set which is not $G^{x}$ for any $x \in G$.

Hint: For the second part, use Corollary 3.1 of Moschovakis [1967](205.) to prove that every $G^{x}$ is hyperanalytic in some $\alpha \in^{\omega} \omega$, with the obvious definition of "hyperanalytic" for subsets of $\omega \cup{ }^{\omega} \omega$. Use then Theorem 10 of the same paper to argue that not every hyperprojective set is hyperanalytic in some $\alpha \in{ }^{\omega} \omega$.

8．12．Prove that there is a countable acceptable structure $\mathfrak{A}$ such that if $G$ ， $G^{x}$ are defined as in Exercise 8．11，then some $\Delta_{1}^{1}$ set in $\mathfrak{Y}$ is not $G^{x}$ for any $x \in G$ ．

The use of the parameters of induction was illustrated already in the proofs of the very basic facts $1 \mathrm{C} .1,1 \mathrm{C} .2$ ．Up till now，however，we have not proved that these parameters are necessary，i．e．that there are inductive sets which are not fixed points．

8．13．If $\mathfrak{U}$ is countable and acceptable，then there exists a hyperelementary set in $\mathscr{M}$ which is not a fixed point．（Essentially Feferman［1965］．）

Hint：Feferman＇s proof depends on a simple version of Cohen＇s forcing method．

Consider all finite structures of the form

$$
\mathfrak{B}=\left\langle B, X_{1}, \ldots, X_{i}, Z\right\rangle
$$

such that

$$
\left\langle B, X_{1}, \ldots, X_{l}\right\rangle \subseteq \mathfrak{M}
$$

and $Z$ is a unary relation on $B$ ．We define the relation of forcing between such a finite structure $\mathfrak{B}$ and a sentence $\varphi$ in the language of $\mathfrak{B}$ by induction on the construction of $\varphi$ ：
$\mathfrak{B} \Vdash \varphi \quad \Leftrightarrow \mathfrak{B} \vDash \varphi$ ，for prime $\varphi$,
$\mathfrak{B}$ 什 $\varphi \& \psi \quad \Leftrightarrow \mathfrak{B}$ ト $\varphi \& \mathfrak{B}$ ト $\psi$,
$\mathfrak{B} \| \neg \neg \varphi\left(\forall \mathfrak{B}^{\prime} \supseteq \mathfrak{B}\right)$ not $\mathfrak{B}^{\prime} \Vdash \varphi$ ，

Call a set $Z \subseteq A$ generic if for every sentence $\varphi$ in the language of the structure $(\mathfrak{A}, Z)$ there is a finite structure $\mathfrak{B} \subseteq(\mathfrak{U}, Z)$ such that $\mathfrak{B}$ If $\varphi$ or $\mathfrak{B} \Vdash \neg \varphi$ ．

Prove by induction on $\varphi$ that

$$
\mathfrak{B} \Vdash \varphi \& \mathfrak{B} \subseteq \mathfrak{B}^{\prime} \Rightarrow \mathfrak{B}^{\prime} \Vdash \varphi,
$$

and then show by enumerating all sentences in the language of every $\mathfrak{B}$ that for every finite $\mathfrak{B}$ there is a generic $Z$ such that $\mathfrak{B} \subseteq(\mathfrak{H}, Z)$ ．Then prove that for generic $Z$ and for every $\varphi$ in the language of $(\mathfrak{U}, Z)$ ，

$$
(\mathfrak{A}, Z) \vDash \varphi \Leftrightarrow \text { for some finite } \mathfrak{B} \subseteq(\mathfrak{A}, Z), \mathfrak{B} \Vdash \varphi
$$

Use these two properties to show that no generic set can be a fixed point． Finally，prove that there are hyperelementary generic sets，by arguing that in
some appropriate codings of all the finite structures and all the sentences, the relation

$$
\begin{aligned}
Q(b, a) \Leftrightarrow & b \text { codes a finite structure } \mathfrak{B} \\
& \text { and a codes a formula } \varphi \\
& \text { and } \mathfrak{B} \text { it } \varphi
\end{aligned}
$$

is hyperelementary.
8.14. Prove that every acceptable structure admits hyperelementary relations which are not fixed points.

## CHAPTER 9

## THE NEXT ADMISSIBLE SET

Our main aim in this chapter is to connect the theory of inductive relations as we have developed it here with recursion theory on admissible sets. We will give a very brief summary of the basic facts about admissible sets and we will establish the principal result of Barwise-Gandy-Moschovakis [1971](122.): If $A$ is a transitive set closed under pairing, then the inductive relations on the structure $\left\langle A, \in\lceil A\rangle\right.$ are precisely those relations on $A$ which are $\Sigma_{1}$ on the next admissible set.

Actually we will work in the axiomatic context of Spector classes of relations and a good part of the chapter will be devoted to developing this axiomatic framework. It is the key to extending the ideas and results of this book to many notions of definability, including various nonmonotone inductive definabilities. The main result of the chapter in 9 E is substantially stronger than the Barwise-Gandy-Moschovakis [1971](122.) theorem and some of its applications are described in 9F and in the Exercises.

## 9A. Spector classes of relations

The reader with a taste for axiomatics must have noticed that the development of the theory of inductive relations was based on very few, key facts. At this point it pays to collect some of these basic properties into a definition and formulate axiomatic versions of the most significant results.

Let $\Gamma$ be a collection of relations (of all numbers of arguments) on some infinite set $A$. We call $\Gamma$ closed under \& if whenever $P, Q$ are $n$-ary relations in $\Gamma$, then their intersection $P \cap Q$ is also in $\Gamma$. Closure under the other propositional connectives $\vee, \neg$ is defined similarly.

If $P \subseteq A^{n+1}$ is an $(n+1)$-ary relation on $A$, let $\exists^{A} P$ be the $n$-ary relation obtained by quantifying $P$ in its first variable,

$$
\bar{x} \in \exists^{A} P \Leftrightarrow(\exists y) P(y, \bar{x})
$$

Similarly,

$$
\bar{x} \in \forall^{A} P \Leftrightarrow(\forall y) P(y, \bar{x}) .
$$

We call $\Gamma$ closed under $\exists^{A}$ if whenever $P$ is in $\Gamma$ so is $\exists^{A} P$, and similarly for closure under $\forall 4$.

A function

$$
f: A^{n} \rightarrow A
$$

is trivial combinatorial if it is definable by a quantifier-free formula of the trivial structure $\langle A\rangle$, i.e. if

$$
f(\bar{x})=y \Leftrightarrow \varphi(\bar{x}, y),
$$

where $\varphi$ is built up by \&, $\vee, \neg$ from prime formulas of the form

$$
t_{1}=t_{2}
$$

where each $t_{i}$ is either a variable in the list $\bar{x}, y$ or a constant from $A$. We call $\Gamma$ closed under trivial combinatorial substitutions if whenever $P\left(y_{1}, \ldots, y_{m}\right)$ is in $\Gamma$ and $f_{1}(\bar{x}), \ldots, f_{m}(\bar{x})$ are trivial combinatorial functions, then the relation $Q$ defined by

$$
Q(\bar{x}) \Leftrightarrow P\left(f_{1}(\bar{x}), \ldots, f_{m}(\bar{x})\right)
$$

is also in $\Gamma$. This implies for example that if $R(x, y, z)$ is in $\Gamma$ and $c \in A$, then

$$
Q(x) \Leftrightarrow R(x, x, c)
$$

is also in $\Gamma$, since

$$
Q(x) \Leftrightarrow R\left(f_{1}(x), f_{2}(x), f_{3}(x)\right)
$$

with $f_{1}(x)=f_{2}(x)=x$ and $f_{3}(x)=c$. Also if $\Gamma$ is closed under trivial combinatorial substitutions and $\exists^{A}$, then easily $\Gamma$ is closed under existential quantification on variables other than the first.

A coding scheme

$$
\mathscr{C}=\left\langle N^{\mathscr{C}}, \leqslant^{\mathscr{C}},\langle \rangle^{\mathscr{C}}\right\rangle
$$

is in $\Gamma$ if all the associated relations

$$
N^{\mathscr{E}}(x), \quad x \leqslant^{\mathscr{E}} y, \quad \operatorname{Seq}^{\mathscr{E}}(x), \quad \operatorname{lh}^{\mathscr{C}}(x)=y, \quad q^{\mathscr{E}}(x, i)=y
$$

and their negations are in $\Gamma$.
Finally, we call a class of relations $\Gamma$ positive, elementary, rich if it contains equality $x=y$, inequality $x \neq y$ and some coding scheme $\mathscr{C}$ and if it is closed under the positive elementary operations $\&, \vee, \exists^{A}, \forall^{A}$ and trivial combinatorial substitutions.

This is the trivial base of our axiomatization. We are interested in classes of relations which have all these natural closure properties and which also satisfy the parametrization and the prewellordering theorems.

A class $\Gamma$ is parametrized if for every $n \geqslant 1$ there is some $U^{n} \subseteq A^{n+1}$ in $\Gamma$ which parametrizes the $n$-ary relations in $\Gamma$, i.e. for $P \subseteq A^{n}$,

$$
P \in \Gamma \Leftrightarrow \text { for some } a \in A, P=U_{a}^{n}=\left\{\bar{x}:(a, \bar{x}) \in U^{n}\right\}
$$

The dual class $\neg \Gamma$ of a class $\Gamma$ is the class of all complements or negations of relations in $\Gamma$,

$$
\neg \Gamma=\left\{R \subseteq A^{n}: \neg R=A^{n}-R \in \Gamma\right\}
$$

A norm $\sigma: P \rightarrow \lambda$ is a $\Gamma$-norm if there are relations $J_{\sigma}, J_{\sigma}$ in $\Gamma$ and $\neg \Gamma$, respectively, such that

$$
\text { if } \bar{y} \in P \text {, then }(\forall \bar{x})\left\{[\bar{x} \in P \& \sigma(\bar{x}) \leqslant \sigma(\bar{y})] \Leftrightarrow J_{\sigma}(\bar{x}, \bar{y}) \Leftrightarrow \breve{J}_{\sigma}(\bar{x}, \bar{y})\right\} .
$$

It follows as in 3A. 1 that if $\Gamma$ is positive, elementary rich and $\sigma: P \rightarrow \lambda$ is a norm on some $P \in \Gamma$, then $\sigma$ is a $\Gamma$-norm if and only if both $\leqslant_{\sigma}^{*},<_{\sigma}^{*}$ are in $\Gamma$.

A class $\Gamma$ is normed if every relation in $\Gamma$ admits a $\Gamma$-norm, i.e. if $\Gamma$ satisfies the Prewellordering Theorem.

Finally a class $\Gamma$ of relations on some infinite set $A$ is a Spector class if it is positive, elementary rich, parametrized and normed.

It should be fairly obvious that the whole theory of the class of inductive relations on some acceptable structure $\mathfrak{A}$ can be extended to an arbitrary Spector class $\Gamma$. The only plausible source of difficulty is the fact that from time to time we defined specific relations and proved them inductive-need they belong to an arbitrary Spector class? What makes this axiomatization work is the next theorem which shows that Spector classes are closed under relative inductive definability. The key to the proof is Exercise 3.6 and we first establish here a strong version of it.

9A.1. Lemma. Let $\varphi(\bar{x}, S)$ be $S$-positive in the language over a set $A$. Then the fixed point $I_{\varphi}$ is the unique relation $P$ on $A$ which admits a norm $\sigma: P \rightarrow \lambda$ such that for every $\bar{x}$,

$$
\begin{equation*}
\bar{x} \in P \Leftrightarrow \varphi\left(\bar{x},\left\{\bar{y}: \bar{y}<_{\sigma}^{*} \bar{x}\right\}\right) . \tag{1}
\end{equation*}
$$

Moreover, if $\sigma$ is any norm for which (1) holds, then for every $\bar{x} \in I_{\varphi}$,

$$
\begin{equation*}
|\bar{x}|_{\varphi} \leqslant \sigma(\bar{x}) . \tag{2}
\end{equation*}
$$

Proof. Clearly $I_{\varphi}$ admits a norm with which (1) holds, namely $\sigma(\bar{x})=|\bar{x}|_{\varphi}$.
Assume then that $P$ is any relation with a norm $\sigma: P \rightarrow \lambda$ such that (1) holds.

Step 1: $\bar{x} \in P \Rightarrow \bar{x} \in I_{\varphi} \&|\bar{x}|_{\varphi} \leqslant \sigma(\bar{x})$.
Proof of Step 1 is by induction on $\sigma(\bar{x})$. If $\bar{x} \in P$ and $\sigma(\bar{x})=\xi$, then by induction hypothesis

$$
\bar{y}<_{\sigma}^{*} \bar{x} \Rightarrow\left[\bar{y} \in I_{\varphi} \&|\bar{y}|_{\varphi}<\xi\right] ;
$$

hence by (1) and the monotonicity of $\varphi$ in $S$ we have

$$
\varphi\left(\bar{x},\left\{\bar{y}: \bar{y} \in I_{\varphi} \&|\bar{y}|_{\varphi}<\xi\right\}\right)
$$

which implies immediately

$$
\bar{x} \in I_{\varphi} \&|\bar{x}|_{\varphi} \leqslant \xi
$$

Step 2: $\bar{x} \in I_{\varphi} \Rightarrow \bar{x} \in P$.
Proof of Step 2 is by induction on $|\bar{x}|_{\varphi}$. Suppose $\bar{x} \in I_{\varphi}$ and assume towards a contradiction that $\bar{x} \notin P$. Then $\left\{\bar{y}: \bar{y}<_{\sigma}^{*} \bar{x}\right\}=P$ and since $\bar{x} \notin P$, (1) yields

$$
\begin{equation*}
\neg \varphi(\bar{x}, P) \tag{3}
\end{equation*}
$$

On the other hand, if $\xi=|\bar{x}|_{\varphi}$, the induction hypothesis yields $I_{\varphi}^{<\xi} \subseteq P$ and the fact that $\bar{x} \in I_{\varphi}$ yields $\varphi\left(\bar{x}, I_{\varphi}^{<\xi}\right)$. Now the monotonicity of $\varphi$ in $S$ implies $\varphi(\bar{x}, P)$ which contradicts (3).

Clearly (1) and (2) follow immediately from these two steps.
9A.2. Theorem. Let $\Gamma$ be a Spector class, let $Q_{1}, \ldots, Q_{m}$ be in $\Gamma$. If $R$ is inductive in $Q_{1}, \ldots, Q_{m}$, then $R$ is in $\Gamma$.

Proof. It is enough to show that if

$$
\varphi \equiv \varphi(\bar{x}, S) \equiv \varphi\left(\bar{x}, Q_{1}, \ldots, Q_{m}, S\right)
$$

is positive in $Q_{1}, \ldots, Q_{m}, S$ and $Q_{1}, \ldots, Q_{m}$ are in $\Gamma$, then so is $\boldsymbol{I}_{\varphi}$. By the lemma, it will be sufficient to find some $P$ in $\Gamma$ which admits some norm $\sigma$ so that (1) of the lemma holds.

Let $U^{n+1} \subseteq A^{n+2}$ be in $\Gamma$ and parametrize the ( $n+1$ )-ary relations in $\Gamma$, let

$$
\tau: U^{n+1} \rightarrow \kappa
$$

be some $\Gamma$-norm on $U^{n+1}$ and put

$$
\begin{equation*}
(t, \bar{x}) \in Q \Leftrightarrow \varphi\left(\bar{x},\left\{\bar{y}:(t, t, \bar{y})<_{\tau}^{*}(t, t, \bar{x})\right\}\right) \tag{4}
\end{equation*}
$$

Clearly $Q$ is in $\Gamma$ and since it is $(n+1)$-ary, there is a fixed $a \in A$ such that

$$
(t, \bar{x}) \in Q \Leftrightarrow(a, t, \bar{x}) \in U^{n+1}
$$

Now put

$$
P(\bar{x}) \Leftrightarrow(a, \bar{x}) \in Q \Leftrightarrow(a, a, \bar{x}) \in U^{n+1}
$$

For this relation $P$, we have

$$
\begin{align*}
P(\bar{x}) & \Leftrightarrow(a, \bar{x}) \in Q \\
& \Leftrightarrow \varphi\left(\bar{x},\left\{\bar{y}:(a, a, \bar{y})<_{\tau}^{*}(a, a, \bar{x})\right\}\right)  \tag{4}\\
& \Leftrightarrow \varphi\left(\bar{x},\left\{\bar{y}: \bar{y}<_{\sigma}^{*} \bar{x}\right\}\right)
\end{align*}
$$

where $\sigma: P \rightarrow \lambda$ is the obvious norm on $P$ chosen so that

$$
\sigma(\bar{x}) \leqslant \sigma(\bar{y}) \Leftrightarrow \tau(a, a, \bar{x}) \leqslant \tau(a, a, \bar{y})
$$

This establishes (1) for $P$ with $\sigma$ and completes the proof.
The "tricky" part of this argument is very similar to that we used in proving 6C. 10 .

One of the by-products of this theorem is an elegant structural characterization of the inductive relations on an "almost acceptable" structure.

9A.3. Corollary. Let $\mathfrak{H}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ be a structure which admits a hyperelementary coding scheme. Then the collection of inductive relations on $\mathfrak{A}$ is the smallest Spector class on $A$ which contains $R_{1}, \neg R_{1}, \ldots, R_{l}, \neg R_{l}$.

We do not know any structural characterization of this type for the class of inductive relations on an arbitrary infinite structure $\mathfrak{H}$.

The term "Spector class" derives from the relation of these ideas to the axiomatization of abstract computation theory in Moschovakis [1971b](168.). It is easy to verify that a class $\Gamma$ of relations on a set $A$ is a Spector class if and only if there is a Spector computation theory $\Theta$ on $A$ such that $\Gamma$ consists of the $\Theta$-semicomputable relations.

## 9B. Examples of Spector classes

The last remark in 9A suggests that many natural examples of Spector classes arise in abstract recursion theory. Some of these are important and we will list them in the exercises for those who are familiar with the theory of recursion in higher types introduced by Kleene [1959b]. Still more examples arise in the study of nonmonotone inductive definability. Here we restrict ourselves to two interesting Spector classes which are much closer to the theory of inductive relations.

The first theorem is due (in its full generality) to P. Aczel who has obtained recently many interesting results about inductive definability in the language $\mathscr{L}^{\mathscr{U}}(\mathrm{Q})$. (See also his earlier Aczel [1970](49.).)

9B.1. Theorem. Let $\mathfrak{M}=\left\langle A, R_{1}, \ldots, R_{l}\right\rangle$ be an acceptable structure, let $Q$ be a nontrivial, monotone unary quantifier on $A$ and let

$$
\Gamma=\text { all relations on } A \text { which are positive } \mathscr{L}^{2 x}(\mathrm{Q}) \text {-inductive }
$$

as we defined this notion in (2) of Section 3D. Then $\Gamma$ is a Spector class.

Proof. According to the discussion in Section 3D, we only need verify that $\Gamma$ is parametrized. We will outline this proof omitting all details.

It is easy to check that the methods of Section $5 B$ extend easily to the language $\mathscr{L}^{\mathfrak{U}}(\mathrm{Q})$, so that for example the satisfaction relation for $\mathscr{L}^{\mathfrak{n}}(\mathrm{Q})$ is hyper- $\mathscr{L}^{\mathscr{U}}(\mathrm{Q})$-definable. We show then, as in 5D.1, that for every $n \geqslant 1$ there is a hyper- $\mathscr{L}^{2 I}(\mathrm{Q})$-definable relation $E^{n} \subseteq A^{n+1}$ which parametrizes the $n$-ary $\mathscr{L}^{20}(\mathrm{Q})$-definable relations.

Lemma 4B.1 also extends easily to $\mathscr{L}^{\mathscr{V}}(\mathrm{Q})$, so that for each $S$-positive formula $\varphi(\bar{x}, S)$ in $\mathscr{L}^{\mathfrak{Z r}}(\mathrm{Q})$ there is a quantifier free $\theta\left(\bar{x}, z_{1}, \ldots, z_{m}, \bar{y}\right)$ and

$$
\varphi(\bar{x}, S) \Leftrightarrow\left(\mathrm{Q}_{1} z_{1}\right)\left(\mathrm{Q}_{2} z_{2}\right) \ldots\left(\mathrm{Q}_{m} z_{m}\right)(\forall \bar{y})[\theta(\bar{x}, \bar{z}, \bar{y}) \vee S(\bar{y})],
$$

where each $Q_{i}$ is $\forall, \exists, Q$ or $Q^{\cup}$. Introducing vacuous quantifiers if necessary, we get a canonical form

$$
\begin{array}{r}
\varphi(\bar{x}, S) \Leftrightarrow\left(\forall s_{1}\right)\left(\exists t_{1}\right)\left(\mathrm{Q} u_{1}\right)\left(\mathrm{Q}^{\cup} v_{1}\right) \ldots\left(\forall s_{m}\right)\left(\exists t_{m}\right)\left(\mathrm{Q} u_{m}\right)\left(\mathrm{Q}^{\cup} v_{m}\right)(\forall \bar{y}) \\
{[\theta(\bar{x}, \bar{s}, \bar{z}, \bar{u}, \bar{v}, \bar{y}) \vee S(\bar{y})]}
\end{array}
$$

and then using the hyper- $\mathscr{L}^{\mathfrak{Z}}(\mathrm{Q})$-definable relation $E$ that parametrizes the $(n+1+n)$-ary $\mathscr{L}^{\mathfrak{n}}(\mathrm{Q})$-definable relations on $A$, we finally have that each $n$-ary fixed point in this language is determined by some $\varphi(\bar{x}, S)$ which satisfies

$$
\begin{array}{r}
\varphi(\bar{x}, S) \Leftrightarrow\left(\forall s_{1}\right)\left(\exists t_{1}\right)\left(\mathrm{Q} u_{1}\right)\left(\mathrm{Q}^{\cup} v_{1}\right) \ldots\left(\forall s_{m}\right)\left(\exists t_{m}\right)\left(\mathrm{Q} u_{m}\right)\left(\mathrm{Q}^{\vee} v_{m}\right)(\forall \bar{y})  \tag{1}\\
\quad\left[E\left(b, \bar{x},\left\langle s_{1}, t_{1}, \ldots, u_{m}, v_{m}\right\rangle, \bar{y}\right) \vee S(\bar{y})\right]
\end{array}
$$

with some fixed $b$ and $m$.
Put

$$
\begin{align*}
& \psi(m, j, b, w, \bar{x}, T) \Leftrightarrow \operatorname{Seq}(w)  \tag{2}\\
& \qquad\left\{\left[1 \leqslant j<m \&(\forall s)(\exists t)(\mathrm{Q} u)\left(\mathrm{Q}^{\cup} v\right) T\left(m, j+1, b, w^{\wedge}\langle s, t, u, v\rangle, \bar{x}\right)\right]\right. \\
& \quad \vee[j=m \&(\forall \bar{y})[E(b, \bar{x}, w, \bar{y}) \vee T(m, 1, b,\langle\emptyset\rangle, \bar{y})]]\} .
\end{align*}
$$

We now prove that if $\varphi$ satisfies (1) with fixed $b, m$, then

$$
\begin{equation*}
\bar{x} \in I_{\varphi}^{\xi} \Rightarrow(m, 1, b,\langle\emptyset\rangle, \bar{x}) \in I_{\psi} . \tag{3}
\end{equation*}
$$

Proof of (3) is by induction on $\xi$. Assuming $\bar{x} \in I_{\varphi}^{\xi}$ and towards a contradiction that ( $m, 1,\langle\emptyset\rangle, \bar{x}) \notin I_{\psi}$ and using repeatedly the easily verified rule that

$$
(\mathrm{Q} z) \chi_{1}(z) \&\left(\mathrm{Q}^{\cup} z\right) \chi_{2}(z) \Rightarrow(\exists z)\left[\chi_{1}(z) \& \chi_{2}(z)\right]
$$

we obtain $s_{1}, t_{1}, u_{1}, v_{1}, \ldots, s_{m}, t_{m}, u_{m}, v_{m}$ such that on the one hand

$$
(\forall \bar{y})\left[E\left(b, \bar{x},\left\langle s_{1}, t_{1}, \ldots, u_{m}, v_{m}\right\rangle, \bar{y}\right) \vee \bar{y} \in I_{\varphi}^{<\xi}\right]
$$

and on the other

$$
(\exists \bar{y})\left[\neg E\left(b, \bar{x},\left\langle s_{1}, t_{1}, \ldots, u_{m}, v_{m}\right\rangle, \bar{y}\right) \&(m, 1, b,\langle\emptyset\rangle, \bar{y}) \notin I_{\psi}\right]
$$

which immediately contradicts the induction hypothesis.
A symmetric argument shows

$$
\begin{equation*}
(m, 1, b,\langle\theta\rangle, \bar{x}) \in I_{\psi}^{\varepsilon} \Rightarrow \bar{x} \in I_{\varphi}, \tag{4}
\end{equation*}
$$

so that we have

$$
\begin{equation*}
\bar{x} \in I_{\varphi} \Leftrightarrow(m, 1, b,\langle\emptyset\rangle, \bar{x}) \in I_{\psi} \tag{5}
\end{equation*}
$$

Now (5) implies that the $n$-ary fixed points are parametrized by the inductive relation

$$
R(a, \bar{x}) \Leftrightarrow\left((a)_{1}, 1,(a)_{2},\langle\emptyset\rangle, \bar{x}\right) \in I_{\psi}
$$

and then it is easy to parametrize all the $n$-ary inductive relations.
An interesting special case of the above is when we take $Q$ to be the game quantifier $G$ corresponding to a fixed elementary coding scheme on $\mathfrak{H}$.

The next example is quite different. Recall that a relation $R(\bar{x})$ on $A$ is $\Sigma_{2}^{1}$ on the structure $\mathfrak{A}$ if there is a formula $\varphi\left(Z_{1}, \ldots, Z_{k}, Y_{1}, \ldots, Y_{m}, \bar{x}\right)$ in the language of $\mathfrak{N}$ such that

$$
R(\bar{x}) \Leftrightarrow\left(\exists Z_{1}\right) \ldots\left(\exists Z_{k}\right)\left(\forall Y_{1}\right) \ldots\left(\forall Y_{m}\right) \varphi\left(Z_{1}, \ldots, Z_{k}, Y_{1}, \ldots, Y_{m}, \bar{x}\right)
$$

9B.2. Theorem. If $\mathfrak{H}$ is a countable acceptable structure, then the collection of all $\Sigma_{2}^{⿺}$ relations on $\mathfrak{N}$ is a Spector class.

Proof. Using the coding scheme on $\mathfrak{H}$ to contract the relation variables and replace them by set variables, as in the proof of 7D.2, we easily show that every $\Sigma_{2}^{1}$ relation on $\mathfrak{A}$ satisfies an equivalence

$$
R(\bar{x}) \Leftrightarrow(\exists Z)(\forall Y) \mathscr{R}(Z, Y, \bar{x}),
$$

where $\mathscr{R}(Z, Y, \bar{x})$ is elementary and $Z, Y$ vary over subsets of $A$. Equivalently,

$$
\begin{equation*}
R(\bar{x}) \Leftrightarrow(\exists Z) \mathscr{P}(Z, \bar{x}) \tag{6}
\end{equation*}
$$

where $\mathscr{P}(Z, \bar{x})$ is $\Pi_{1}^{1}$ on $\mathfrak{N}$. Now the Parametrization Theorem 6C. 8 for second order $\Pi_{1}^{1}$ relations on $\mathfrak{H}$ implies immediately that the class of $\Sigma_{2}^{1}$ relations is parametrized.

Since the closure properties of $\Sigma_{2}^{1}$ relations are easily verified, it remains to check that every $\Sigma_{2}^{1}$ relation admits a $\Sigma_{2}^{1}$-norm.

Suppose then that $R$ satisfies (6) with some $\Pi_{1}^{1}$ relation $\mathscr{P}$. By the Kleene Theorem 8A.1, $\mathscr{P}$ is inductive and by the Prewellordering Theorem 6C.4, $\mathscr{P}$ admits an inductive norm

$$
\sigma: \mathscr{P} \rightarrow \lambda
$$

To begin with, put

$$
\rho(\bar{x})=\text { infimum }\{\sigma(Y, \bar{x}): \mathscr{P}(Y, \bar{x})\} .
$$

Clearly $\rho$ maps $R$ into the ordinals but it need not be a norm, since it need not be onto some ordinal. On the other hand, if we set

$$
\tau(\bar{x})=\text { order type of }\{\rho(\bar{y}): \rho(\bar{y})<\rho(\bar{x})\},
$$

then $\tau$ is a norm and $\leqslant_{\tau}^{*}=\leqslant_{\rho}^{*},<_{\tau}^{*}=<_{\rho}^{*}$. Hence it is enough to check that both $\leqslant_{\rho}^{*},<_{\rho}^{*}$ are $\Sigma_{2}^{1}$, and this follows immediately from the equivalences

$$
\begin{align*}
& \bar{x} \leqslant \leqslant_{\rho}^{*} \bar{y} \Leftrightarrow(\exists Y)\left\{\mathscr{P}(Y, \bar{x}) \&(\forall Z)\left[(Y, \bar{x}) \leqslant_{\sigma}^{*}(Z, \bar{y})\right]\right\}, \\
& \bar{x}<_{\rho}^{*} \bar{y} \Leftrightarrow(\exists Y)\left\{\mathscr{P}(Y, \bar{x}) \&(\forall Z)\left[(Y, \bar{x})<_{\sigma}^{*}(Z, \bar{y})\right]\right\} .
\end{align*}
$$

## 9C. Structure theory for Spector classes

We now give a list of the most important structure properties of Spector classes. In almost all cases proofs can be obtained by trivial modifications of the proofs for the class of inductive relations.

Throughout this section we let $\Gamma$ be a Spector class on some set $A$. As usual,

$$
\neg \Gamma=\left\{A^{n}-P: P \in \Gamma\right\}
$$

is the dual class. It is also convenient to let

$$
\Delta=\Gamma \cap \neg \Gamma
$$

be the self-dual class of relations both in $\Gamma$ and $\neg \Gamma$.
9C.1. Theorem. There is some relation $P$ in $\Gamma$ which is not in $\Delta$ (Hierarchy Property for $\Gamma$ ).

If $P, Q$ are in $\Gamma$, then there are relations $P_{1} \subseteq P, Q_{1} \subseteq Q$, both $P_{1}, Q_{1}$ in $\Gamma$ such that $P_{1} \cap Q_{1}=\emptyset, P_{1} \cup Q_{1}=P \cup Q$ (Reduction Property for $\Gamma$.)

If $P, Q$ are in $\neg \Gamma$ and $P \cap Q=\emptyset$, then there is some $R$ in $\Delta$ such that $P \subseteq R$ and $Q \cap R=\emptyset$ (Separation Property for $\neg \Gamma$.)

There are $P, Q$ in $\Gamma$ such that $P \cap Q=\emptyset$ and there is no $R$ in $\Delta$ such that $P \subseteq R, Q \cap R=\emptyset$ (Inseparability Property for $\Gamma$.)

Proofs are identical to those of 5D.3, 3A.4, 3A.5 and 5.2.
9C.2. $\Delta$ Selection Theorem. Let $P(\bar{x}, \bar{y})$ be in $\Gamma$. Then there exist relations $P^{*}$ in $\Gamma$ and $P^{* *}$ in $\neg \Gamma$ such that

$$
\begin{aligned}
& P^{*} \subseteq P \\
& (\exists \bar{y}) P(\bar{x}, \bar{y}) \Rightarrow(\exists \bar{y}) P^{*}(\bar{x}, \bar{y}), \\
& (\exists \bar{y}) P(\bar{x}, \bar{y}) \Rightarrow(\forall \bar{y})\left[P^{*}(\bar{x}, \bar{y}) \Leftrightarrow P^{* *}(\bar{x}, \bar{y})\right] .
\end{aligned}
$$

In particular, if $P(\bar{x}, \bar{y})$ is in $\Gamma$, if $B$ is in $\Delta$ and if $(\forall \bar{x} \in B)(\exists \bar{y}) P(\bar{x}, \bar{y})$, then there exists some $P^{*} \subseteq P, P^{*}$ in $\Delta$, so that $(\forall \bar{x} \in B)(\exists \bar{y}) P^{*}(\bar{x}, \bar{y})$.

Proof is that of 3B.I.
9C.3. Rank Comparison Theorem. If $\prec_{1}, \prec_{2}$ are wellfounded relations, $\prec_{1}$ in $\neg \Gamma$ and $\prec_{2}$ in $\Gamma$, then there exists some $P$ in $\Gamma$ such that
$\bar{x} \in \operatorname{Field}\left(\prec_{1}\right) \Rightarrow(\forall \bar{y})\left\{P(\bar{x}, \bar{y}) \Leftrightarrow\left[\bar{y} \in \operatorname{Field}\left(<_{2}\right) \& \rho^{\left.\left.\prec_{1}(\bar{x}) \leqslant \rho^{\prec_{2}}(\bar{y})\right]\right\} . ~}\right.\right.$
Proof. We can choose $P$ inductive in $\neg \prec_{1}, \prec_{2}$ by the proof of 3B.4, hence we can choose $P$ in $\Gamma$ by 9A.2.

With each class of relations $\Lambda$ there is naturally associated the ordinal

$$
o(\Lambda)=\operatorname{supremum}\{\operatorname{rank}(\prec): \prec \text { is a prewellordering in } \Lambda\} .
$$

In the case of a Spector class $\Gamma$, the ordinal $o(\Delta)$ of the self-dual class yields an important measure of the complexity of $\Gamma$. To begin with, the Boundedness Theorem holds with $o(\Delta)$.

9C.4. Boundedness Theorem. Let $P$ be a relation in $\Gamma$, let $\sigma: P \rightarrow \lambda$ be $a$ $\Gamma$-norm on $P$. Then

$$
\begin{align*}
& \lambda \leqslant o(\Delta)  \tag{1}\\
& \lambda<o(\Delta) \Leftrightarrow P \text { is in } \Delta . \tag{2}
\end{align*}
$$

Proof is identical to that of 3C.1.
This says in particular that $o(\Delta)$ is the supremum of the ranks of $\Gamma$-norms on relations in $\Gamma$. Here are two more interesting and less trivial characterizations of $o(\Delta)$.

9C.5. Theorem. If $\varphi\left(\bar{x}, Q_{1}, \ldots, Q_{m}, S\right)$ is positive in $Q_{1}, \ldots, Q_{m}, S$ and $Q_{1}, \ldots, Q_{m}$ are in $\Gamma$, then the closure ordinal $\|\varphi\|$ is $\leqslant o(\Delta)$.

If $\prec$ is wellfounded in $\neg \Gamma$, then $\operatorname{rank}(\prec)<o(\Delta)$.
Proof. For the first assertion we must look into the proof of the basic Theorem 9A.2. We showed there that

$$
\begin{equation*}
\bar{x} \in I_{\varphi} \Leftrightarrow(a, a, \bar{x}) \in U^{n+1} \tag{3}
\end{equation*}
$$

where $U^{n+1}$ is in $\Gamma$, universal for the ( $n+1$ )-ary relations in $\Gamma$ and $a$ is some constant. Moreover there was a norm $\sigma$ on $I_{\varphi}$ chosen so that on the one hand

$$
\begin{equation*}
\sigma(\bar{x}) \leqslant \sigma(\bar{y}) \Leftrightarrow \tau(a, a, \bar{x}) \leqslant \tau(a, a, \bar{y}) \tag{4}
\end{equation*}
$$

with $\tau$ some $\Gamma$-norm on $U^{n+1}$ and on the other hand

$$
\begin{equation*}
\bar{x} \in I_{\varphi} \Leftrightarrow \varphi\left(\bar{x},\left\{\bar{y}: \bar{y}<_{\sigma}^{*} \bar{x}\right\}\right) . \tag{5}
\end{equation*}
$$

Now (3) and (4) imply that $\sigma$ is a $\Gamma$-norm on $I_{\varphi}$, hence if $\sigma: I_{\varphi} \rightarrow \lambda$, we have $\lambda \leqslant o(4)$ by 9B.3. But (5) together with Lemma 9A.1 implies that for every $\bar{x} \in I_{\varphi}$,

$$
|\bar{x}|_{\varphi} \leqslant \sigma(\bar{x})<o(\Delta),
$$

so that

$$
\|\varphi\|=\operatorname{supremum}\left\{|\bar{x}|_{\varphi}+1: \bar{x} \in I_{\varphi}\right\} \leqslant o(\Delta)
$$

The second assertion follows easily from the first and the construction in the proof of 2B.5. Put

$$
\varphi(\bar{x}, S) \Leftrightarrow(\forall \bar{y})[\bar{y} \prec \bar{x} \Rightarrow \bar{y} \in S]
$$

so that by the proof of 2 B .5 ,

$$
\|\varphi\| \geqslant \operatorname{rank}(<)
$$

If $\prec$ is in $\neg \Gamma$, then $\neg<$ is in $\Gamma$ and it occurs positively in $\varphi$, so by the first part

$$
\|\varphi\| \leqslant o(\Delta)
$$

To prove that $\|\varphi\|<o(\Delta)$, it is enough to notice that there cannot be a wellfounded relation in $\neg \Gamma$ of maximum rank.

The Covering Theorem can be proved with the same trivial argument we gave for 3C.2, but it is useful and worth putting down.

9C.6. Covering Theorem. Let $P$ be in $\Gamma$, let $\sigma: P \rightarrow \lambda$ be a $\Gamma$-norm, let $Q$ be in $\neg \Gamma$ and assume that $f$ is a function in $\Delta$ such that $f[Q] \subseteq P$. Then there is some $\xi<o(\Delta)$ such that

$$
\bar{y} \in Q \Rightarrow \sigma(f(\bar{y})) \leqslant \xi .
$$

One of the most useful tools in the theory of Spector classes is the axiomatic version of the parametrization theorem for the hyperelementary relations on an acceptable structure. Let us first notice a useful fact about parametrizations of the sets in $\Gamma$.

9C.7. Good Parametrization Theorem for $\Gamma$. There is a sequence $\left\{U^{n}\right\}_{n \in \omega}$ of relations in $\Gamma$ such that $U^{n} \subseteq A^{n+1}$, each $U^{n}$ parametrizes the $n$-ary relations in $\Gamma$ and for each $m, n$ there is a function

$$
S_{n}^{m}(a, \bar{y})=S_{n}^{m}\left(a, y_{1}, \ldots, y_{m}\right)
$$

in $\Delta$ such that for all $a, \bar{y}, \bar{x}=a, y_{1}, \ldots, y_{m}, x_{1}, \ldots, x_{n}$,

$$
(a, \bar{y}, \bar{x}) \in U^{m+n} \Leftrightarrow\left(S_{n}^{m}(a, \bar{y}), \bar{x}\right) \in U^{n}
$$

Proof. Let $V \subseteq A^{3}$ be a relation in $\Gamma$ which parametrizes the binary relations in $\Gamma$ and for each $k$ put

$$
\left(a, u_{1}, \ldots, u_{k}\right) \in U^{k} \Leftrightarrow\left((a)_{1},(a)_{2},\left\langle u_{1}, \ldots, u_{k}\right\rangle\right) \in V
$$

Each $U^{k}$ is in $\Gamma$ and it is a trivial exercise to verify that $U^{k}$ parametrizes the $k$-ary relations in $\Gamma$.

To construct the functions $S_{n}^{m}$, fix $m, n$ and put

$$
Q(s, t) \Leftrightarrow U^{m+n}\left((s)_{1},(s)_{2}, \ldots,(s)_{m+1},(t)_{1}, \ldots,(t)_{n}\right)
$$

Since $Q$ is in $\Gamma$, there is some fixed $b$ so that

$$
Q(s, t) \Leftrightarrow V(b, s, t)
$$

so that for all $a, \bar{y}, \bar{x}$,

$$
\begin{aligned}
(a, \bar{y}, \bar{x}) \in U^{m+n} & \Leftrightarrow(b,\langle a, \bar{y}\rangle,\langle\bar{x}\rangle) \in V \\
& \Leftrightarrow(\langle b,\langle a, \bar{y}\rangle\rangle, \bar{x}) \in U^{n} .
\end{aligned}
$$

Hence we can take

$$
S_{n}^{m}(a, \bar{y})=\langle b,\langle a, \bar{y}\rangle\rangle
$$

Using this we can prove a very strong axiomatic version of the Parametrization Theorem for Hyperelementary Relations 5D.4.

A set $J \subseteq A$ is $\Gamma$-complete if $J$ is in $\Gamma$ and for every $n$-ary relation $R$ in $\Gamma$ there is a function $f(\bar{x})$ in $\Delta$ such that

$$
R(\bar{x}) \Leftrightarrow f(\bar{x}) \in J .
$$

Clearly a $\Gamma$-complete set cannot be in $\Delta$. The second assertion in the theorem below yields several $\Gamma$-complete sets. Much stronger statements can be proved along those lines.

9C.8. Good Parametrization Theorem for $\Delta$. For each $n \leqslant 1$ there is a set $I^{n}$ in $\Gamma-\Delta$ and $(n+1)$-ary relations $H^{n}, \breve{H}^{n}$ in $\Gamma$ and $\neg \Gamma$ respectively such that:
(6) If $R \subseteq A^{n}$, then $R$ is in $\Delta$ if and only if there is some $a \in I^{n}$ such that $R=H_{a}^{n}$.

$$
\begin{equation*}
\text { If } a \in I^{n}, \text { then } H_{a}^{n}=\breve{H}_{a}^{n} . \tag{7}
\end{equation*}
$$

Moreover, $I^{1}$ is $\Gamma$-complete and for every $J \subseteq I^{1}$, if $J$ is in $\Gamma$ and if there exists some $t_{0}$ such that

$$
(\forall a)\left[H_{a}^{1}=\left\{t_{0}\right\} \Rightarrow a \in J\right]
$$

then $J$ is also $\Gamma$-complete.

Moreover, for each pair $P(\bar{y}, \bar{x}), Q(\bar{y}, \bar{x})$ of relations, $P$ in $\Gamma$ and $Q$ in $\neg \Gamma$, there is a function $j(\bar{y})$ in $\Delta$ such that for every $\bar{y}$, if

$$
(\forall \bar{x})[P(\bar{y}, \bar{x}) \Leftrightarrow Q(\bar{y}, \bar{x})],
$$

then

$$
j(\bar{y}) \in I^{n}, \quad H_{j(\bar{y})}^{n}=\{\bar{x}: P(\bar{y}, \bar{x})\} .
$$

Proof. Following the proof of 5D.4, we set

$$
\begin{aligned}
I^{n}(a) & \Leftrightarrow U^{n}\left((a)_{1},(a)_{2}, \ldots,(a)_{n+1}\right), \\
H^{n}(a, \bar{x}) & \Leftrightarrow I^{n}(a) \&\left((a)_{n+2}, \bar{x}\right) \leqslant_{\sigma}^{*}\left((a)_{1},(a)_{2}, \ldots,(a)_{n+1}\right), \\
\breve{H}^{n}(a, \bar{x}) & \Leftrightarrow \neg\left[\left((a)_{1}, \ldots,(a)_{n+1}\right)<_{\sigma}^{*}\left((a)_{n+2}, \bar{x}\right)\right],
\end{aligned}
$$

where the parametrization scheme $\left\{U^{n}\right\}_{n \in \omega}$ is good in the sense of 9C. 7 and for each fixed $n, \sigma: U^{n} \rightarrow \kappa$ is a $\Gamma$-norm on $U^{n}$. Proof of (6) and (7) is exactly as in 5D.4.

For the second assertion, choose $a$ so that

$$
\begin{aligned}
R(\bar{x}) \& t=t_{0} & \Leftrightarrow(a, \bar{x}, t) \in U^{n+1} \\
& \Leftrightarrow\left(S_{1}^{n}(a, \bar{x}), t\right) \in U^{1}
\end{aligned}
$$

and let

$$
f(\bar{x})=\left\langle S_{1}^{n}(a, \bar{x}), t_{0}, S_{1}^{n}(a, \bar{x})\right\rangle
$$

It is immediate from the definition of $I^{1}$ that

$$
R(\bar{x}) \Leftrightarrow R(\bar{x}) \& t_{0}=t_{0} \Leftrightarrow f(\bar{x}) \in I^{1}
$$

Moreover, if $R(\bar{x})$, then

$$
t \in H_{f(\bar{x})}^{1} \Leftrightarrow\left(S_{1}^{n}(a, \bar{x}), t\right) \leqslant_{\sigma}^{*}\left(S_{1}^{n}(a, \bar{x}), t_{0}\right)
$$

so that $t_{0} \in H_{f(\bar{x})}^{1}$ is immediate and

$$
\begin{aligned}
t \in H_{f(\bar{x})}^{1} & \Rightarrow\left(S_{1}^{n}(a, \bar{x}), t\right) \in U^{1} \\
& \Rightarrow(a, \bar{x}, t) \in U^{1} \\
& \Rightarrow t=t_{0}
\end{aligned}
$$

i.e. $H_{f(\bar{x})}^{1}=\left\{t_{0}\right\}$. Thus if $J$ contains all the codes of $\left\{t_{0}\right\}$, then

$$
R(\bar{x}) \Leftrightarrow f(\bar{x}) \in J .
$$

Assume now that $P(\bar{y}, \bar{x}), Q(\bar{y}, \bar{x})$ are given, $P$ in $\Gamma$ and $Q$ in $\neg \Gamma, P$ and $Q$ $(m+n)$-ary, where we may assume $m, n \geqslant 1$. Choose $a$ so that

$$
P(\bar{y}, \bar{x}) \Leftrightarrow(a, \bar{y}, \bar{x}) \in U^{m+n}
$$

and put

$$
R(\bar{y}, \bar{x}) \Leftrightarrow\left(\exists \bar{y}^{\prime}\right)\left(\exists \bar{x}^{\prime}\right)\left\{Q\left(\bar{y}^{\prime}, \bar{x}^{\prime}\right) \& \neg\left[\left(S_{n}^{m}\left(a, \bar{y}^{\prime}\right), \bar{x}^{\prime}\right) \leqslant *\left(S_{n}^{m}\left(x_{1}, \bar{y}\right), \bar{x}\right)\right]\right\}
$$

where of course $x_{1}$ is the first term of the tuple $\bar{x}, S_{n}^{m}$ the function of 9C. 7 and $\sigma: U^{m+n} \rightarrow \kappa$ is a $\Gamma$-norm on $U^{m+n}$. Since $R$ is in $\neg \Gamma$, there is a fixed $b$ such that

$$
R(\bar{y}, \bar{x}) \Leftrightarrow(b, \bar{y}, \bar{x}) \notin U^{m+n} ;
$$

notice that this $b$ depends only on the relations $P, Q$, not on any particular values of $\bar{x}$ or $\bar{y}$.

Let

$$
\bar{b}=b, b, \ldots, b(n \text { times })
$$

and fix $\bar{y}$ so that

$$
(\forall \bar{x})[P(\bar{y}, \bar{x}) \Leftrightarrow Q(\bar{y}, \bar{x})] .
$$

For such $\bar{y}$ we can repeat the argument of 6 C .10 and show that

$$
(b, \bar{y}, \bar{b}) \in U^{m+n}
$$

so that

$$
\left(S_{n}^{m}(b, \bar{y}), \bar{b}\right) \in U^{n}
$$

and

$$
(\forall \bar{x})\left[P(\bar{y}, \bar{x}) \Leftrightarrow\left(S_{n}^{m}(a, \bar{y}), \bar{x}\right) \leqslant_{\sigma}^{*}\left(S_{n}^{m}(b, \bar{y}), \bar{b}\right)\right],
$$

so by the way we chose the coding we can set

$$
j(\bar{y})=\left\langle S_{n}^{m}(b, \bar{y}), \bar{b}, S_{n}^{m}(a, \bar{y})\right\rangle .
$$

The axiomatic setup deals only with first order relations, but we can use this parametrization theorem to introduce second order relations with arguments in $\Delta$.

Fix relations $\left\{I^{n}, H^{n}, \breve{H}^{n}\right\}_{n e \omega}$ which satisfy (6) and (7) of Theorem 9C.8. We say that a second order relation

$$
\mathscr{P}(\bar{x}, \bar{Y}) \Leftrightarrow \mathscr{P}\left(x_{1}, \ldots, x_{n}, Y_{1}, \ldots, Y_{k}\right)
$$

of signature $\left(n, r_{1}, \ldots, r_{k}\right)$ is $\Gamma$ on $\Delta$ if the first order relation
(8) $\mathscr{P} \#\left(\bar{x}, y_{1}, \ldots, y_{k}\right) \Leftrightarrow y_{1} \in I^{r_{1}} \& \ldots \& y_{k} \in I^{r_{k}} \& \mathscr{P}\left(\bar{x}, H_{y}^{r_{1}}, \ldots, H_{y_{k}}^{r_{k}}\right.$
is in $\Gamma$. This holds intuitively if for arguments in $\Delta$ the relation $\mathscr{P}$ is $\Gamma$ in the coding.

We say that $\mathscr{P}$ is $\Delta$ on $\Delta$ if both $\mathscr{P}$ and $\neg \mathscr{P}$ are $\Gamma$ on $\Delta$. Notice that this does not imply that $\mathscr{P} \#$ is a relation in $\Delta$.

It is important to notice that this definition is independent of the particular parametrization $\left\{I^{n}, H^{n}, \breve{H}^{n}\right\}_{n=0,1 \ldots .}$.

9C.9. THEOREM. If $\left\{I^{n}, H^{n}, \breve{H}^{n}\right\}_{n}=0,1, \ldots$ and $\left\{J^{n}, G^{n}, \breve{G}^{n}\right\}_{n=0,1, \ldots}$ are both parametrizations of the $\Delta$ relations satisfying conditions (6), (7) of Theorem 9C. 8 and if $\mathscr{P}(\bar{x}, \bar{Y})$ is $\Gamma$ on $\Delta$ relative to $\left\{I^{n}, H^{n}, \breve{H}^{n}\right\}_{n=0,1, \ldots,}$, then $\mathscr{P}(\bar{x}, \bar{Y})$ is $\Gamma$ on $\Delta$ relative to $\left\{J^{n}, G^{n}, \breve{G}^{n}\right\}_{n=0,1, \ldots .}$.

Proof. For each fixed $r$ put

$$
Q^{r}(z, y) \Leftrightarrow z \in J^{r} \& y \in I^{r} \& G_{z}^{r}=H_{y}^{r}
$$

These relations $Q^{r}$ are all in $\Gamma$, since

$$
\begin{array}{r}
Q^{r}(z, y) \Leftrightarrow z \in J^{r} \& y \in I^{r} \&(\forall \bar{u})\left[\breve{G}^{r}(z, \bar{u}) \Rightarrow H^{r}(y, \bar{u})\right] \\
\&(\forall \bar{u})\left[\breve{H}^{r}(y, \bar{u}) \Rightarrow G^{r}(z, \bar{u})\right] .
\end{array}
$$

From this the theorem follows by a trivial computation.
The closure properties of this class of relations are trivial but useful.
9C.10. Theorem. The class of second order relations which are $\Gamma$ on $\Delta$ is closed under \&, $\vee, \exists^{A}, \forall^{A}$ and trivial combinatorial substitutions.

If $\mathscr{P}(Z, \bar{x}, \bar{Y})$ is $\Gamma$ on $\Delta$ and $\mathscr{2}(\bar{x}, \bar{Y})$ is defined by

$$
\mathscr{Q}(\bar{x}, \bar{Y}) \Leftrightarrow(\exists Z \in \Delta) \mathscr{P}(Z, \bar{x}, \bar{Y}),
$$

then $\mathscr{2}$ is $\Gamma$ on $\Delta$.
If $\mathscr{R}(\bar{x}, Z, \bar{Y})$ is $\Gamma$ on $\Delta$ and $\mathscr{Q}(\bar{u}, \bar{x}, \bar{Y})$ is $\Delta$ on $\Delta$, then the relation $\mathscr{P}(\bar{x}, \bar{Y})$ defined by

$$
\mathscr{P}(\bar{x}, \bar{Y}) \Leftrightarrow \mathscr{R}(\bar{x},\{\bar{u}: \mathscr{Q}(\bar{u}, \bar{x}, \bar{Y})\}, \bar{Y})
$$

is $\Gamma$ on $\Delta$.
If $\mathscr{P}(\bar{x}, \bar{Y})$ is inductive in $Q_{1}, \ldots, Q_{m}$ and $Q_{1}, \ldots, Q_{m}$ are in $\Gamma$, then $\mathscr{P}$ is $\Gamma$ on $\Delta$.

Proof. The first two assertions are trivial, e.g. the second follows from the equivalence

$$
\mathscr{Q}^{\#}(\bar{x}, \bar{y}) \Leftrightarrow(\exists z) \mathscr{P} \#(z, \bar{x}, \bar{y}) .
$$

For the third assertion, notice first that if $\mathscr{Q}(\bar{u}, \bar{x}, \bar{Y})$ is $\Delta$ on $\Delta$ and $Y_{1}, \ldots$, $Y_{k}$ are all in $\Delta$, then $\{\bar{u}: \mathscr{2}(\bar{u}, \bar{x}, \bar{Y})\} \in \Delta$. This is because clearly

$$
\begin{aligned}
\mathscr{2}(\bar{u}, \bar{x}, \bar{Y}) & \Leftrightarrow \mathscr{Q}^{\#}(\bar{u}, \bar{x}, \bar{y}), \\
\neg \mathscr{2}(\bar{u}, \bar{x}, \bar{Y}) & \Leftrightarrow(\neg \mathscr{Q})^{\#( }(\bar{u}, \bar{x}, \bar{y}),
\end{aligned}
$$

with $\bar{y}=y_{1}, \ldots, y_{k}$ any set of codes for $Y_{1}, \ldots, Y_{k}$ in the parametrization. Hence
$\mathscr{R}(\bar{x},\{\bar{u}: \mathscr{Z}(\bar{u}, \bar{x}, \bar{Y})\}, \bar{Y}) \Leftrightarrow(\exists Z \in \Delta)\{(\forall \bar{u})[\bar{u} \in Z \Leftrightarrow \mathscr{2}(\bar{u}, \bar{x}, \bar{Y})] \& \mathscr{R}(\bar{x}, Z, \bar{Y})\}$, which implies that the substitution yields a relation $\Gamma$ on $\Delta$ by the first two assertions.

For the last assertion, notice that by the definition of $\mathscr{P} \#$ and the Substitution Theorem 6B.3, if $\mathscr{P}(\bar{x}, \bar{Y})$ is inductive in $Q_{1}, \ldots, Q_{m}$, then $\mathscr{P} \#(\bar{x}, \bar{y})$ is inductive in $Q_{1}, \ldots, Q_{m}, H^{r_{1}}, \breve{H}^{r_{1}}, \ldots, H^{r_{k}}, \breve{H}^{r_{k}}$; hence $\mathscr{P} \#$ is in $\Gamma$ by 9A.2.

The last assertion of the theorem often allows us to avoid lengthy computations by appealing to known results about inductive second order relations. For example, the relations

$$
\bar{x} \in Y, \quad X=Y
$$

are $\Delta$ on $\Delta$-this is quite easy to verify directly. But also

$$
\begin{aligned}
& \mathscr{W} \mathscr{F}^{n}(X) \Leftrightarrow X \text { is wellfounded, } \\
& \mathscr{W} \mathscr{F}^{n}(X) \& \mathscr{W} \mathscr{F}^{m}(Y) \& \operatorname{rank}(X) \leqslant \operatorname{rank}(Y)
\end{aligned}
$$

are $\Gamma$ on $\Delta$ and direct proofs for these are not trivial.

## 9D. Admissible sets

Admissible sets were introduced by Platek [1966] as the natural domains on which to develop abstract recursion theory with a view towards applying it to set theory. Kripke [1964](178.) defined the related concept of admissible ordinal. Both notions have proved to be interesting and useful and a substantial body of theory has evolved about them.

Unfortunately, there is no exposition of the elementary theory of admissible sets in the literature. Here we must confine ourselves to the definitions and the few basic facts which we will need in the remainder of this chapter. I am grateful to K. J. Barwise for patiently teaching these facts to me-the general approach to the subject that we follow in this section is due to him.

Let $\mathscr{M}$ be a nonempty transitive set, let $R_{1}, \ldots, R_{l}$ be relations on $\mathscr{M}$. We enlarge the language of the structure $\left\langle\mathscr{M}, \in \upharpoonright \mathscr{M}, R_{1}, \ldots, R_{l}\right\rangle$ by adding the restricted quantifiers $(\exists x \in y),(\forall x \in y)$, i.e. if $\varphi$ is a formula, so are

$$
(\exists x \in y) \varphi, \quad(\forall x \in y) \varphi .
$$

The interpretation of these is via the obvious equivalences

$$
\begin{aligned}
& (\exists x \in y) \varphi \Leftrightarrow(\exists x)[x \in y \& \varphi] \\
& (\forall x \in y) \varphi \Leftrightarrow(\forall x)[x \in y \Rightarrow \varphi] .
\end{aligned}
$$

Following Levy [1965](162.), we say that a formula in this enlarged language is $\Delta_{0}\left(R_{1}, \ldots, R_{l}\right)$ if it can be built up from the prime formulas

$$
t=s, \quad t \in s, \quad R_{i}\left(t_{1}, \ldots, t_{n_{i}}\right) \quad(i=1, \ldots, l)
$$

using the propositional connectives $\neg, \&, v, \rightarrow$ and the restricted quantifiers.

The schema of $\Delta_{0}$-Separation on $\left\langle\mathscr{M}, \in \upharpoonright \mathscr{M}, R_{1}, \ldots, R_{l}\right\rangle$ is the class of all formulas
$\left(\Delta_{0}\right.$-Sep $) \quad(\exists w)(\forall x)\{x \in w \Leftrightarrow[x \in z \& \varphi(x)]\}$,
where $\varphi(x)$ is $\Delta_{0}\left(R_{1}, \ldots, R_{l}\right)$. The schema of $\Delta_{0}$-Collection on $\langle\mathscr{M}, \in \uparrow \mathscr{M}$, $\left.R_{1}, \ldots, R_{l}\right\rangle$ is the class of all formulas
$\left(\Delta_{0}-\right.$ Coll $) \quad(\forall x \in z)(\exists y) \varphi(x, y) \Rightarrow(\exists w)(\forall x \in z)(\exists y \in w) \varphi(x, y)$,
where again $\varphi(x, y)$ is $\Delta_{0}\left(R_{1}, \ldots, R_{l}\right)$.
The first of these schemas is a very weak form of the classical Axiom of Separation in Zermelo Set Theory. It only allows us to construct $\Delta_{0}\left(R_{1}, \ldots\right.$, $R_{l}$ )-definable subsets of a given set.

To appreciate $\Delta_{0}$-Collection, take the special case where $\varphi(x, y)$ is the graph of a function $f$,

$$
f(x)=y \Leftrightarrow \varphi(x, y)
$$

whose domain contains the set $z$. By $\Delta_{0}$-Collection there is some $w$ which contains the image

$$
f[z]=\{f(x): x \in z\}
$$

and then we can separate this image by $\Delta_{0}$-Separation,

$$
y \in f[z] \Leftrightarrow y \in w \&(\exists x \in z) \varphi(x, y) .
$$

Thus $\Delta_{0}$-Collection implies a very weak form of the classical Axiom of Replacement of Zermelo-Fraenkel set theory; it allows us to construct the image of a given set by a function with $\Delta_{0}\left(R_{1}, \ldots, R_{l}\right)$-definable graph. Actually $\Delta_{0}$-Collection is substantially stronger than this weak replacement property.

A nonempty, transitive set $\mathscr{M}$ is $\left(R_{1}, \ldots, R_{l}\right)$-admissible or admissible relative to $R_{1}, \ldots, R_{l}$, if
$\mathscr{M}$ is closed under pairing and union,
$\left\langle\mathscr{M}, \in \upharpoonright \mathscr{M}, R_{1}, \ldots, R_{l}\right\rangle$ satisfies $\Delta_{0}$-Separation, $\left\langle\mathscr{M}, \in \uparrow \mathscr{M}, R_{1}, \ldots, R_{l}\right\rangle$ satisfies $\Delta_{0}$-Collection.

Clearly every model of Zermelo-Fraenkel set theory is admissible (relative to the empty list of relations). Also, if $\kappa$ is a regular cardinal, then the set of sets of cardinality hereditarily less than $\kappa$,

$$
H_{\kappa}=\{x: \text { the transitive closure of } x \text { has cardinality }<\kappa\}
$$

is admissible-actually this is true even for singular $\kappa$, but it requires proof in that case. It is still harder to prove that for every cardinal $\kappa$ the set $L_{\kappa}$ (of sets constructible before $\kappa$ ) is admissible-this result is due to Kripke.

Many other admissible sets can be constructed starting from these and applying the Skolem-Löwenheim Theorem.

We say that $\psi$ is $\Sigma_{1}\left(R_{1}, \ldots, R_{l}\right)$ if

$$
\psi \equiv(\exists x) \varphi
$$

where $\varphi$ is $\Delta_{0}\left(R_{1}, \ldots, R_{l}\right)$; similarly, $\psi$ is $\Pi_{1}\left(R_{1}, \ldots, R_{l}\right)$ if

$$
\psi \equiv(\forall x) \varphi
$$

with some $\varphi$ in $\Delta_{0}\left(R_{1}, \ldots, R_{l}\right)$.
A relation $R$ on $\mathscr{M}$ is $\Delta_{0}\left(R_{1}, \ldots, R_{l}\right), \Sigma_{1}\left(R_{1}, \ldots, R_{l}\right)$ or $\Pi_{1}\left(R_{1}, \ldots, R_{l}\right)$ accordingly as $R$ is definable by a formula in the appropriate class. We say that $R$ is $\Delta_{1}\left(R_{1}, \ldots, R_{l}\right)$ if $R$ is both $\Sigma_{1}\left(R_{1}, \ldots, R_{l}\right)$ and $\Pi_{1}\left(R_{1}, \ldots, R_{l}\right)$.

The class of $\Sigma_{1}\left(R_{1}, \ldots, R_{l}\right)$ relations on a set $\mathscr{M}$ which is admissible relative to $R_{1}, \ldots, R_{l}$ has many nice properties. It is closed under $\&, v$, restricted quantification of both kinds and existential quantification over $\mathscr{M}$. These are all easy to prove, e.g. closure under $\exists^{M}$ follows from the equivalence

$$
(\exists x)(\exists y) \varphi(x, y) \Leftrightarrow(\exists z)(\exists x \in z)(\exists y \in z) \varphi(x, y)
$$

which is true because $\mathscr{M}$ is closed under pairing. Similarly, closure under ( $\forall x \in y$ ) follows from the equivalence

$$
(\forall x \in y)(\exists z) \varphi(x, y, z) \Leftrightarrow(\exists w)(\forall x \in y)(\exists z \in w) \varphi(x, y, z)
$$

which holds when $\varphi$ is $\Delta_{0}\left(R_{1}, \ldots, R_{l}\right)$ because $\mathscr{M}$ satisfies $\Delta_{0}$-Collection.
We illustrate the notion of admissible set by proving stronger versions of $\Delta_{0}$-Separation and $\Delta_{0}$-Collection.

9D.1. Theorem. Let $\mathscr{M}$ be admissible relative to $R_{1}, \ldots, R_{l}$.
If $R(x)$ is $\Delta_{1}\left(R_{1}, \ldots, R_{l}\right)$ and $z \in \mathscr{M}$, then $\{x \in z: R(x)\} \in \mathscr{M}\left(\Delta_{1}\right.$-Separation).

If $R(x, y)$ is $\Sigma_{1}\left(R_{1}, \ldots, R_{l}\right)$ and $(\forall x \in z)(\exists y) R(x, y)$, then there is some $w \in \mathscr{M}$ such that $(\forall x \in z)(\exists y \in w) R(x, y)\left(\Sigma_{1}\right.$-Collection).

Proof. For the first assertion, by hypothesis

$$
\begin{aligned}
R(x) & \Leftrightarrow(\exists y) \varphi(x, y) \\
& \Leftrightarrow(\forall y) \psi(x, y)
\end{aligned}
$$

where both $\varphi(x, y), \psi(x, y)$ are $\Delta_{0}\left(R_{1}, \ldots, R_{i}\right)$. Hence

$$
(\forall x \in z)(\exists y)[\varphi(x, y) \vee \neg \psi(x, y)],
$$

and $\Delta_{0}$-Collection yields some $w \in \mathscr{M}$ so that

$$
(\forall x \in z)(\exists y \in w)[\varphi(x, y) \vee \neg \psi(x, y)] .
$$

Clearly then

$$
\{x \in z: R(x)\}=\{x \in z:(\exists y \in w) \varphi(x, y)\}
$$

and the set on the right is in $\mathscr{M}$ by $\Delta_{0}$-Separation.
For the second assertion, by hypothesis

$$
R(x, y) \Leftrightarrow(\exists t) \varphi(x, y, t)
$$

with $\varphi(x, y, t)$ in $\Delta_{0}\left(R_{1}, \ldots, R_{i}\right)$, and

$$
(\forall x \in z)(\exists y)(\exists t) \varphi(x, y, t)
$$

Since $\mathscr{M}$ is closed under pairing, $y, t \in \mathscr{M} \Rightarrow\{y, t\} \in \mathscr{M}$, hence

$$
(\forall x \in z)(\exists u)[(\exists y \in u)(\exists t \in u) \varphi(x, y, t)] .
$$

Now by $\Delta_{0}$-Collection there is an $s \in \mathscr{M}$ so that

$$
(\forall x \in z)(\exists u \in s)[(\exists y \in u)(\exists t \in u) \varphi(x, y, t)]
$$

Since $\mathscr{M}$ is closed under union, take

$$
w=\bigcup s=\{y:(\exists u \in s) y \in u\} .
$$

Clearly for this $w$,

$$
(\forall x \in z)(\exists y \in w) R(x, y)
$$

which completes the proof.
Still one more collection of formulas will be useful. We say that $\psi$ is $\Sigma\left(R_{1}, \ldots, R_{l}\right)$ if $\psi$ can be built up from $\Delta_{0}\left(R_{1}, \ldots, R_{l}\right)$ formulas by the positive connectives \&, $\vee$, the restricted quantifiers $(\exists x \in y),(\forall x \in y)$ and the unrestricted existential quantifier $(\exists y)$. For example,

$$
\psi \equiv(\exists y)(\forall x \in v)[(\exists z) \varphi(x, v, y, z) \vee \chi(x, v, y)]
$$

is $\Sigma\left(R_{1}, \ldots, R_{l}\right)$, if $\varphi, \chi$ are $\Delta_{0}\left(R_{1}, \ldots, R_{l}\right)$. Clearly every $\Sigma_{1}\left(R_{1}, \ldots, R_{l}\right)$ formula is $\Sigma\left(R_{1}, \ldots, R_{l}\right)$ but not vice-versa.

The remarks preceding 9D. 1 make it obvious that if $\mathscr{M}$ is admissible relative to $R_{1}, \ldots, R_{l}$, then every relation definable by a $\Sigma\left(R_{1}, \ldots, R_{l}\right)$ formula is $\Sigma_{1}\left(R_{1}, \ldots, R_{1}\right)$. We need these formulas for a reason other than definability.

If $\psi$ is $\Sigma\left(R_{1}, \ldots, R_{l}\right)$ and $w$ is a variable which does not occur at all in $\psi$, let $\psi^{(w)}$ be the $\Delta_{0}\left(R_{1}, \ldots, R_{l}\right)$ formula obtained by restricting all the unbounded existential quantifiers in $\psi$ to $w$. For example, for the $\psi$ above,

$$
\psi^{(w)} \equiv(\exists y \in w)(\forall x \in v)[(\exists z \in w) \varphi(x, v, y, z) \vee \chi(x, v, y)]
$$

In this transformation we do not interfere with the restricted quantifiers in $\psi$.
The next result is simple but very useful.

9D.2. $\Sigma$-Reflection Principle for admissible sets. Let $\mathscr{M}$ be admissible relative to $R_{1}, \ldots, R_{l}$, let $\psi$ be a $\Sigma\left(R_{1}, \ldots, R_{l}\right)$ formula, let $w$ be a variable not occurring in $\psi$. Then

$$
\begin{equation*}
\psi \Leftrightarrow(\exists w) \psi^{(w)} \tag{4}
\end{equation*}
$$

Proof. A trivial induction on the construction of $\Sigma$ formulas shows that

$$
\begin{equation*}
w \subseteq z \& \psi^{(w)} \Rightarrow \psi^{(z)} \Rightarrow \psi ; \tag{5}
\end{equation*}
$$

in particular we get direction $(\Leftrightarrow)$ of (4).
The other direction of (4) is proved also by induction on the construction of $\psi$. For example,

$$
\begin{aligned}
\varphi \& \chi & \Rightarrow \varphi^{(u)} \& \chi^{(v)} \text { for some } u, v \\
& \Rightarrow(\exists w)\left[\varphi^{(w)} \& \chi^{(w)}\right]
\end{aligned}
$$

taking $w=u \cup v$ and using (5). Also

$$
\begin{array}{rlr}
(\forall x \in y) \varphi & \Rightarrow(\forall x \in y)(\exists u) \varphi^{(u)} & \text { (by ind. hyp.) } \\
& \Rightarrow(\forall x \in y)(\exists u \in z) \varphi^{(u)} \text { for some } z & \text { (by } \Delta_{0} \text {-Collection) } \\
& \Rightarrow(\exists w)(\forall x \in y) \varphi^{(w)}, &
\end{array}
$$

taking $w=\bigcup z$ and using again (5).
In addition to the simple operations of pairing and union, an admissible set is closed under many operations defined by constructive transfinite recursions of various sorts. It is these closure properties that make admissible sets a natural domain for abstract recursion theory. We cite here three simple results of this type which are typical and which we will need.

9D.3. Theorem. Let $\mathscr{M}$ be admissible relative to $R_{1}, \ldots, R_{l}$, let $\prec$ be a wellfounded relation which is a member of $\mathscr{M}$, let $G(f, x)$ be a $\Delta_{1}\left(R_{1}, \ldots, R_{l}\right)$ function mapping $\mathscr{M} \times \mathscr{M}$ into $\mathscr{M}$. Then there is a unique function $f$ in $\mathscr{M}$ such that

$$
\operatorname{Domain}(f)=\operatorname{Field}(\prec)
$$

and for every $x \in$ Field $(\prec)$,

$$
f(x)=G(\{\langle t, f(t)\rangle: t<x\}, x) .
$$

Proof. Put

$$
\begin{aligned}
R(f) \Leftrightarrow & f \text { is a function \& Domain }(f) \subseteq \text { Field }(\prec) \\
& \&(\forall x \in \operatorname{Domain}(f))[f(x)=G(\{\langle t, f(t)\rangle: t \prec x\}, x)] .
\end{aligned}
$$

Here all notions are understood in the usual settheoretic manner, i.e. a function is a set of ordered pairs, etc.

It takes a bit of checking to verify that $R$ is $\Delta_{1}\left(R_{1}, \ldots, R_{l}\right)$ and we shall omit the computation.

A trivial induction on $\prec$ shows that

$$
R(f) \& R(g) \& x \in \operatorname{Domain}(f) \cap \operatorname{Domain}(g) \Rightarrow f(x)=g(x) .
$$

We now prove by induction on $<$ that

$$
(\forall x \in \operatorname{Field}(<))(\exists f)[R(f) \& x \in \operatorname{Domain}(f)] .
$$

From the induction hypothesis,

$$
(\forall t \prec x)(\exists f)[R(f) \& t \in \operatorname{Domain}(f)],
$$

whence by $\Sigma_{1}$-Collection there is some $w \in \mathscr{M}$ such that

$$
(\forall t \prec x)(\exists f \in w)[R(f) \& t \in \operatorname{Domain}(f)] .
$$

Put now

$$
g=\{\langle t, f(t)\rangle: f \in w \& R(f) \& t<x\}
$$

which is in $\mathscr{M}$ by $\Delta_{1}$-Separation and closure under union. Finally, take

$$
f=g \cup\{\langle x, G(g, x)\rangle\}
$$

and verify immediately that $R(f)$ and $x \in \operatorname{Domain}(f)$.
Using $\Sigma_{1}$-Collection once more, there is a $w \in \mathscr{M}$ such that

$$
(\forall x \in \operatorname{Field}(<))(\exists g \in w)[R(g) \& x \in \operatorname{Domain}(g)] ;
$$

the required function $f$ is given by

$$
f=\{\langle t, g(t)\rangle: g \in w \& R(g)\} .
$$

The wellfounded relation $\prec$ occurred as a parameter in this proof and the definition of the required function $f$ was uniform in $\prec$. An examination of the proof shows that we have established the following more complicated but also more useful result.

9D.4. Theorem. Let $\mathscr{M}$ be admissible relative to $R_{1}, \ldots, R_{l}$, let $G(w, f, x)$ be a $\Delta_{1}\left(R_{1}, \ldots, R_{l}\right)$ function mapping $\mathscr{M}^{3}$ into $\mathscr{M}$. There is a $\Delta_{1}\left(R_{1}, \ldots, R_{i}\right)$ function $F(w, x)$ such that whenever $w$ is a wellfounded relation which is a member of $\mathscr{M}$ and $x \in$ Field( $w$ ), then

$$
F(w, x)=G(w,\{\langle t, F(w, t)\rangle:(t, x) \in w\}, x) .
$$

It is easy to verify that the relation

$$
\operatorname{Ord}(\xi) \Leftrightarrow \xi \text { is an ordinal }
$$

is $\Delta_{0}$ on any admissible set $\mathscr{M}$. Using this and 9D. 3 we can show that if $w$ is a wellfounded relation which is a member of $\mathscr{M}$, then $\operatorname{rank}(w)$ is an ordinal of $\mathscr{M}$. Hence

$$
\begin{aligned}
o(\mathscr{M}) & =\operatorname{supremum}\{\operatorname{rank}(w): w \text { is wellfounded, } w \in \mathscr{M}\} \\
& =\operatorname{supremum}\{\xi: \operatorname{Ord}(\xi), \xi \in \mathscr{M}\} .
\end{aligned}
$$

It is worth citing explicitly an easy corollary of 9D. 4 which allows us to define functions by transfinite inductions on the ordinals.

9D.5. Theorem. Let $\mathscr{M}$ be admissible relative to $R_{1}, \ldots, R_{l}$, let $G(f, \xi)$ be a $\Delta_{1}\left(R_{1}, \ldots, R_{l}\right)$ function mapping $\mathscr{M} \times o(\mathscr{M})$ into $\mathscr{M}$. The unique function $F: o(\mathscr{M}) \times \mathscr{M} \rightarrow \mathscr{M}$ which satisfies

$$
\begin{align*}
F(\xi) & =G(F \upharpoonright \xi, \xi)  \tag{6}\\
& =G(\{\langle\eta, F(\eta)): \eta<\xi\}, \xi)
\end{align*}
$$

is $\Delta_{1}\left(R_{1}, \ldots, R_{l}\right)$.
Proof. For each $\xi$, let

$$
W(\xi)=\{(\eta, \zeta): \eta<\zeta<\xi\}
$$

Clearly each $W(\xi)$ is a wellfounded relation in $\mathscr{M}$ and

$$
\xi \geqslant 2 \Rightarrow \operatorname{rank}(W(\xi))=\xi .
$$

Moreover, the mapping $W$ is easily $\Delta_{0}$.
Put

$$
G^{*}(w, f, x)=G(f, x)
$$

and let $F^{*}(w, x)$ be the $\Delta_{1}\left(R_{1}, \ldots, R_{l}\right)$ function given by 9 D. 3 such that when $w$ is wellfounded and $x \in \operatorname{Field}(w)$,

$$
\begin{aligned}
F^{*}(w, x) & =G^{*}\left(w,\left\{\left(t, F^{*}(w, t)\right):(t, x) \in w\right\}, x\right) \\
& =G\left(\left\{\left(t, F^{*}(w, t)\right):(t, x) \in w\right\}, x\right)
\end{aligned}
$$

An easy induction on $\xi$ shows that if $\lambda, \lambda^{\prime}>2$ and $\xi<\lambda, \lambda^{\prime}$ then

$$
F^{*}(W(\lambda), \xi)=F^{*}\left(W\left(\lambda^{\prime}\right), \xi\right)
$$

and then another trivial induction on $\xi$ establishes that the function

$$
F(\xi)=F^{*}(W(\xi+2), \xi)
$$

satisfies (6). This completes the proof, since the uniqueness of the function satisfying (1) is obvious.

One of the consequences of this result is that the function

$$
\xi \rightarrow L_{\xi}
$$

which defines the constructible hierarchy is $\Delta_{1}$ on every admissible set, and in particular, if $\mathscr{M}$ is admissible,

$$
\xi<o(\mathscr{M}) \Rightarrow L_{\xi} \in \mathscr{M} .
$$

It is a little harder to prove that if $\mathscr{M}$ is admissible and $\kappa=o(\mathscr{M})$, then $L_{\kappa}$ is admissible.
An ordinal $\kappa$ is admissible if $\kappa=o(\mathscr{M})$ for some admissible set $\mathscr{M}$, i.e. $\kappa$ is admissible $\Leftrightarrow L_{\kappa}$ is admissible.

We will not use this fact here, but it is useful to keep in mind.
There is one very basic fact about the $\Sigma_{1}$ relations on an admissible set whose proof is quite complicated. We cite the result here and we include an outline for a proof in the hint for Exercise 9.5.

9D.6. Parametrization Theorem for $\Sigma_{1}$ Relations. If $\mathscr{M}$ is admissible relative to $R_{1}, \ldots, R_{l}$, then for each $n$ there is a $\Sigma_{1}\left(R_{1}, \ldots, R_{l}\right)(n+1)$-ary relation $S^{\pi}$ which parametrizes the $n$-ary $\Sigma_{1}\left(R_{1}, \ldots, R_{l}\right)$ relations on $\mathscr{M}$. $\dagger$

We close this section with a brief discussion of two properties of admissible sets which are relevant to the construction in 9E.
If $\mathscr{M}$ is a transitive set and $z \in \mathscr{M}$, a projection of $\mathscr{M}$ on $z$ is a function

$$
\pi: D \rightarrow \mathscr{M}
$$

with domain some $D \subseteq z$ which is onto $\mathscr{M}$. Notice that $D$ need not be (and usually is not) an element of $\mathscr{M}$. We call an admissible set $\mathscr{M}$ projectible on $z$ relative to $R_{1}, \ldots, R_{l}$ if $\mathscr{M}$ admits a projection $\pi: D \rightarrow \mathscr{M}, D \subseteq z$, which is $\Delta_{1}\left(R_{1}, \ldots, R_{l}\right)$, i.e. whose graph is $\Delta_{1}\left(R_{1}, \ldots, R_{l}\right)$. The domain $D$ of a projection $\pi$ which is $\Delta_{1}\left(R_{1}, \ldots, R_{l}\right)$ is $\Sigma_{1}\left(R_{1}, \ldots, R_{l}\right)$, since

$$
x \in D \Leftrightarrow(\exists y)[\pi(x)=y] .
$$

Also the inverse map

$$
\pi^{-1}(y)=\{x \in z: \pi(x)=y\}
$$

is $\Delta_{1}\left(R_{1}, \ldots, R_{l}\right)$ and maps $\mathscr{M}$ into $\operatorname{Power}(z) \cap \mathscr{M}$, so that

$$
y \neq z \Rightarrow \pi^{-1}(y) \cap \pi^{-1}(z)=\emptyset .
$$

All the admissible sets which we will construct in the next section will be projectible. On the other hand, it is clear that $H_{\kappa}(\kappa$ regular) is not projectible.

Finally, a resolution of an admissible set $\mathscr{M}$ is a function

$$
\tau: o(\mathscr{M}) \rightarrow \mathscr{M}
$$

such that

$$
\mathscr{M}=\bigcup_{\xi} \tau(\xi)
$$

We call $\mathscr{M}$ resolvable relative to $R_{1}, \ldots, R_{l}$ if $\mathscr{M}$ admits a resolution $\tau$ which is $\Delta_{1}\left(R_{1}, \ldots, R_{l}\right)$.

Again, all the admissible sets which we will construct will be resolvable. But there are nonresolvable admissible sets, in fact it is possible to define an uncountable admissible $\mathscr{M}$ such that $o(\mathscr{M})$ and every member of $\mathscr{M}$ are countable.

## 9E. The companion of a Spector class

We prove here the main result of this chapter, a representation theorem for Spector classes.

9E.1. Theorem. Let $A$ be a transitive, infinite set, let $\Gamma$ be a Spector class on A such that

$$
\in\lceil A \in \Delta
$$

i.e. both the relation $\in$ and its negation are in $\Gamma$. Let $\mathscr{M}(\Delta)$ be the intersection of all admissible sets which contain every $\Delta$-subset of $A$,

$$
\begin{align*}
& \mathscr{M}(\Delta)=\cap\{\mathscr{M}: \mathscr{M} \text { is admissible and }  \tag{1}\\
& \quad(\forall X)[(X \subseteq A \& X \in \Delta) \Rightarrow X \in \mathscr{M}]\}
\end{align*}
$$

Then:
(a) $\mathscr{M}(\Delta)$ is admissible, $o(\mathscr{M}(\Delta))=o(\Delta)$ and for every $X \subseteq A$,

$$
X \in \mathscr{M}(\Delta) \Leftrightarrow X \in \Delta .
$$

Moreover, there is a relation

$$
R=R_{\Gamma}
$$

on $\mathscr{M}(\Delta)$ such that the following hold:
(b) $\mathscr{A}(\Delta)$ is admissible, resolvable and projectible on $A$ relative to $R$.
(c) $A$ relation $P \subseteq A^{n}$ is in $\Gamma$ if and only if $P$ is $\Sigma_{1}(R)$ on $\mathscr{H}(4)$.

Proof. If $x$ is a set, let

$$
\mathscr{T}(x)=\left\{\left(x_{1}, \ldots, x_{n}\right): x \ni x_{1} \ni \ldots \ni x_{n}\right\}
$$

and for $\left(x_{1}, \ldots, x_{n}\right),\left(y_{1}, \ldots, y_{m}\right)$ in $\mathscr{T}(x)$, put

$$
\left(x_{1}, \ldots, x_{n}\right) \succ\left(y_{1}, \ldots, y_{m}\right) \Leftrightarrow n<m \& x_{1}=y_{1} \& \ldots \& x_{n}=y_{n}
$$

Clearly $\prec$ is a wellfounded relation, indeed a tree. It is not hard to verify that the set $x$ is completely determined by the homomorphism type of $\prec$. This is the basic idea of the proof: we will take all wellfounded trees in $\Delta$, we will show that the sets they determine are precisely those in $\mathscr{M}(\Delta)$ and then we will use this representation of $\mathscr{M}(\Delta)$ to help prove the other assertions of the theorem.

It will be convenient to define wellfounded trees as sets of sequence codes rather than sequences of elements of $A$. So fix a coding scheme in $\Delta$ and put
(2) $\quad T$ is a wellfounded tree

$$
\begin{aligned}
\Leftrightarrow & T \neq \emptyset \\
& \&(\forall u)[u \in T \Rightarrow \operatorname{Seq}(u)] \\
& \&(\forall u)(\forall v)\left[\left(\operatorname{Seq}(u) \& \operatorname{Seq}(v) \& u^{\wedge} v \in T\right) \Rightarrow u \in T\right] \\
& \&\left\{\left(\forall x_{0}\right)\left(\forall x_{1}\right) \ldots\right\}(\exists n)\left[\left\langle x_{0}, \ldots, x_{n}\right\rangle \notin T\right] .
\end{aligned}
$$

The code of the empty sequence belongs to every wellfounded tree and the set $\{\langle\emptyset\rangle\}$ is a wellfounded tree.

We assign to each wellfounded tree $T$ and to each $u \in T$ the set $m(T, u)$ by the following induction on the wellfounded relation
(3) $\quad<_{T}=\{(u, v): u \in T, v \in T \& u$ codes a proper extension of the sequence coded by $v\}$ :

$$
\begin{equation*}
m(T, u)=\left\{m\left(T, u^{n}\langle y\rangle\right): u^{\cap}\langle y\rangle \in T\right\} \tag{4}
\end{equation*}
$$

The set determined by a wellfounded tree is defined by

$$
\begin{equation*}
m(T)=m(T,\langle\emptyset\rangle) \tag{5}
\end{equation*}
$$

The function $m(T, u)$ assigns sets to the nodes of the tree $T$, where the set assigned to $u$ is the set of all sets assigned to the immediate extensions of $u$. Then $m(T)$ is the set that is assigned to the root $\langle\emptyset\rangle$ of $T$. For example, if $T=\{\langle\emptyset\rangle\}$, then

$$
m(T)=m(T,\langle\emptyset\rangle)=\{m(T,\langle x\rangle):\langle x\rangle \in T\}=\emptyset
$$

In Fig. 9.1 we picture a tree $S$ such that $m(S)=3$.
If $T$ is a wellfounded tree, $u \in T$ and we put

$$
\begin{equation*}
T_{u}=\left\{v: u^{\cap} v \in T\right\} \tag{6}
\end{equation*}
$$

then $T_{u}$ is a wellfounded tree and for each $v$,

$$
m\left(T_{u}, v\right)=m\left(T, u^{\cap} v\right)
$$



Fig. 9.1. $S=\{\langle\emptyset\rangle,\langle x\rangle,\langle y\rangle,\langle z\rangle,\langle x, x\rangle,\langle x, y\rangle,\langle y, y\rangle,\langle x, x, x\rangle\}, x \neq y, y \neq z, x \neq z$.
in particular, taking $v=\langle\theta\rangle$,

$$
\begin{equation*}
m\left(T_{u}\right)=m(T, u) \tag{7}
\end{equation*}
$$

Put
(8) $\quad \mathscr{M}=\{m(T): T$ is a wellfounded tree, $T \in \Delta\}$.

The proof that $\mathscr{M}=\mathscr{M}(\Delta)$ and that (a)-(c) hold is by a sequence of lemmas.
Lemma 1. $\mathscr{M}$ is transitive.
Proof. If $z=m(T)$ is in $\mathscr{A}$ and $x \in z$, then $x=m(T,\langle y\rangle)=m(T\langle y\rangle)$ for some $y^{\prime}$, and $T_{\langle\nu\rangle}$ is obviously a wellfounded tree in $\Delta$.

Lemma 2. $A^{n} \subseteq \mathscr{M}$.
Proof. For $n=1$ we proceed as in the beginning of the proof. For each $x \in A$, put

$$
\begin{equation*}
T(x)=\left\{\left\langle x_{1}, \ldots, x_{n}\right\rangle: x \ni x_{1} \ni \ldots \ni x_{n}\right\} \tag{9}
\end{equation*}
$$

It is trivial to check that $T(x)$ is a wellfounded tree in $\Delta$, and an easy $\epsilon$ induction (using the fact that $A$ is transitive) shows that for each $x \in A$,

$$
m(T(x))=x
$$

For higher $n$, take for simplicity the case $n=2$ and put

$$
\begin{aligned}
T=T(x, y)= & \left\{\left\langle x, x, x_{1}, \ldots, x_{n}\right\rangle: x \ni x_{1} \ni \ldots \ni x_{n}\right\} \\
& \cup\left\{\left\langle\langle x, y\rangle, x, x_{1}, \ldots, x_{n}\right\rangle: x \ni x_{1} \ni \ldots \ni x_{n}\right\} \\
& \cup\left\{\left\langle\langle x, y\rangle, y, y_{1}, \ldots, y_{m}\right\rangle: y \ni y_{1} \ni \ldots \ni y_{m}\right\} .
\end{aligned}
$$

Clearly $T$ is a wellfounded tree in $\Delta$ and

$$
\begin{aligned}
m(T) & =\{m(T,\langle x\rangle), m(T,\langle\langle x, y\rangle\rangle)\} \\
& =\{\{m(T,\langle x, x\rangle)\},\{m(T,\langle\langle x, y\rangle, x\rangle), m(T,\langle\langle x, y\rangle, y\rangle)\}\} \\
& =\{\{m(T(x))\},\{m(T(x)), m(T(y))\}\} \\
& =\{\{x\},\{x, y\}\} \\
& =(x, y)=\text { the ordered pair of } x \text { and } y .
\end{aligned}
$$

Lemma 3. If $P \subseteq A^{n}$ and $P$ is in $\Delta$, then $P \in \mathscr{M}$.
Proof is similar to that of Lemma 2. For $n=1$, put

$$
T=T(P)=\left\{\left\langle x, x_{1}, \ldots, x_{n}\right\rangle: x \in P \& x \ni x_{1} \ni \ldots \ni x_{n}\right\}
$$

and notice that $T$ is a wellfounded tree in $\Delta$ and

$$
\begin{aligned}
m(T) & =\{m(T,\langle x\rangle):\langle x\rangle \in T\} \\
& =\{m(T(x)): x \in P\} \\
& =\{x: x \in P\}=P .
\end{aligned}
$$

For higher $n$ the tree in question is a bit more complicated, but the idea is simple. For example, if $P \subseteq A^{2}$, we can take

$$
T=T(P)=\left\{\langle\langle x, y\rangle\rangle^{\wedge} u: P(x, y) \& u \in T(x, y)\right\} \cup\{\langle\emptyset\rangle\}
$$

where $T(x, y)$ is defined in the proof of Lemma 2 so that

$$
m(T(x, y))=(x, y) .
$$

Then $T$ is clearly a wellfounded tree in $\Delta$ and

$$
\begin{aligned}
m(T) & =\{m(T,\langle\langle x, y\rangle\rangle): P(x, y)\} \\
& =\{m(T(x, y)): P(x, y)\} \\
& =\{(x, y): P(x, y)\}=P^{2} .
\end{aligned}
$$

It should be pointed out that the slight complication in these proofs for the case $n>1$ would not be necessary if we assumed that $A$ is closed under the ordinary settheoretic pair so that we could take

$$
\langle x, y\rangle=(x, y)
$$

But it may be for example that $A=\lambda$ is an infinite ordinal, which admits hyperelementary pairs but is not closed under the ordinary settheoretic pair.

Lemma 4. If $\mathcal{N}$ is an admissible set such that for each $X \subseteq A$, if $X \in \Delta$, then $X \in \mathscr{N}$,
then $\mathscr{M} \subseteq \mathscr{N}$.

Proof. If $\mathscr{N}$ contains all the sets in $\Delta$, in particular it contains all wellfounded trees in $\Delta$. Now an easy application of Theorem 9D. 3 implies that $\mathscr{N}$ contains $m(T)$ for every wellfounded tree $T$ in $\Delta$, i.e. $\mathscr{M} \subseteq \mathscr{N}$.

To complete the proof of (a) it will be sufficient to show that $\mathscr{M}$ is admissible. For this and for the proofs of (b), (c) we introduce a coding of the sets in $\mathscr{M}$ by a set in $\Gamma$.

Fix a good parametrization scheme $\left\{I^{n}, H^{n}, \breve{H}^{n}\right\}_{n \in \omega}$ for the relations in $\Delta$ in the sense of Theorem 9C.8, and to avoid superscripts let

$$
I=I^{1}, \quad H=H^{1}, \quad \breve{H}=\breve{H}^{1}
$$

Put
(10) $a \in M \Leftrightarrow a \in I \& H_{a}$ is a wellfounded tree.

Lemma 5. $M$ is in $\Gamma$, it is $\Gamma$-complete and the function

$$
a \rightarrow m\left(H_{a}\right)
$$

maps $M$ onto $\mathscr{M}$.
Proof. The second assertion is immediate. The first follows from Theorem 9 C. 10 if we notice that the second order relation

$$
\mathscr{R}(T) \Leftrightarrow T \text { is a wellfounded tree }
$$

is inductive in relations in $\Gamma$ (the coding scheme) and hence $\mathscr{R}$ is $\Gamma$ on $\Delta$ by 9C.10. But

$$
a \in M \Leftrightarrow \mathscr{R}^{\#}(a)
$$

in the notation introduced by (8) of Section 9C, hence $M$ is in $\Gamma$. That $M$ is $\Gamma$-complete follows from the second assertion of 9 C .8 , since $M \subseteq I$ and $\{\langle\emptyset\rangle\}$ is a wellfounded tree, so that

$$
a \in I \& H_{a}=\{\langle\emptyset\rangle\} \Rightarrow a \in M
$$

The key property of the coding of $\mathscr{M}$ given by $M$ and $m$ is embodied in the next lemma.

Lemma 6. If $X$ is a set in $\Delta, X \subseteq M$ and if $P(a, u)$ is a relation in $\Delta$, then

$$
\left\{m\left(H_{a}, u\right): a \in X \& u \in H_{a} \& P(a, u)\right\}
$$

is a set in $\mathscr{M}$.
In particular, if $X \subseteq M$ and $X$ is in $\Delta$, then

$$
\left\{m\left(H_{a}\right): a \in X\right\} \in \mathscr{M}
$$

Proof. Put

$$
T=\{\langle\emptyset\rangle\} \cup\left\{\langle\langle a, u\rangle\rangle^{\wedge} v: a \in X \& u \cap v \in H_{a} \& P(a, u)\right\}
$$

Clearly $T$ is a wellfounded tree in $\Delta$. We compute:

$$
\begin{align*}
m(T) & =\left\{m(T,\langle\langle a, u\rangle\rangle): a \in X \& u \in H_{a} \& P(a, u)\right\} \\
& =\left\{m(T\langle\langle a, u\rangle\rangle): a \in X \& u \in H_{a} \& P(a, u)\right\} \tag{7}
\end{align*}
$$

But if $a \in X \& u \in H_{a}=S$, then directly from the definition of $T$,

$$
T_{\langle\langle a, u\rangle\rangle}=S_{u},
$$

so that by (7) again,

$$
m\left(T_{\langle\langle a, u\rangle\rangle)}=m\left(S_{u}\right)=m\left(H_{a}, u\right)\right.
$$

which completes the proof of the first assertion. The second follows immediately.

As an example in the use of this lemma, consider:
Lemma 7. $\mathscr{M}$ is closed under pairing and union.
Proof. If $z=m\left(H_{a}\right), w=m\left(H_{b}\right)$ with $a, b \in M$, take $X=\{a, b\}$. Then $\left\{m\left(H_{x}\right): x \in X\right\}=\{z, w\} \in \mathscr{M}$.

For closure under union, if $z=m\left(H_{a}\right)$ with $a \in M$, take

$$
\begin{gathered}
X=\{a\} \\
P(x, u) \Leftrightarrow \operatorname{Seq}(u) \& \operatorname{lh}(u)=2
\end{gathered}
$$

Then

$$
\begin{aligned}
\left\{m\left(H_{a}, u\right): P(a, u) \& u \in H_{a}\right\} & =\left\{m\left(H_{a},\langle x, y\rangle\right):\langle x, y\rangle \in H_{a}\right\} \\
& =\bigcup z
\end{aligned}
$$

Another nice property of $M$ is that we can imbed $A$ in it via a $\Delta$ function
Lemma 8. There is a function

$$
i: A \rightarrow M
$$

which is in $\Delta$ and which assigns to each $x \in A$ a code of $x$, i.e.

$$
m\left(H_{i(x)}\right)=x
$$

Proof. Put

$$
Q(x, u) \Leftrightarrow \operatorname{Seq}(u) \&(u)_{1} \in x \&(\forall i<\operatorname{lh}(u))\left[(u)_{i+1} \in(u)_{i}\right] .
$$

For each $x$, clearly

$$
\{u: Q(x, u)\}=T(x)
$$

in the notation introduced by (9), so that by Lemma 2,

$$
m(\{u: Q(x, u)\})=x
$$

Now by the good parametrization property, there is a function $i$ in $\Delta$ such that for every $x$,

$$
i(x) \in I, \quad H_{i(x)}=\{u: Q(x, u)\}=T(x)
$$

There are many natural candidates for the relation $R$ which will satisfy (b) and (c) of the theorem. Here we choose one which makes the proof transparent.

Let

$$
\begin{equation*}
\sigma: M \rightarrow o(\Delta) \tag{11}
\end{equation*}
$$

be a fixed $\Gamma$-norm on the set $M$ and define on $\mathscr{M}$,
(12) $R(a, u, \xi) \Leftrightarrow a \in M \& u \in H_{a} \& \xi$ is an ordinal $\& \xi>1 \& \sigma(a) \leqslant \xi$.

We now begin the proof that $\mathscr{M}$ is admissible relative to this $R$.
Lemma 9. The relations

$$
\begin{aligned}
& P^{+}(a, u, b, v) \Leftrightarrow a, b \in M \& u \in H_{a} \& v \in H_{b} \& m\left(H_{a}, u\right)=m\left(H_{b}, v\right), \\
& P^{-}(a, u, b, v) \Leftrightarrow a, b \in M \& u \in H_{a} \& v \in H_{b} \& m\left(H_{a}, u\right) \neq m\left(H_{b}, v\right)
\end{aligned}
$$

are both in $\Gamma$.
Proof. Choose $\varphi$ so that

$$
\begin{aligned}
\varphi(u, v, S, T, U) & \Leftrightarrow \operatorname{Seq}(u) \& u \in S \& \operatorname{Seq}(v) \& v \in T \\
& \&(\forall x)\left[u^{\wedge}\langle x\rangle \in S \rightarrow(\exists y)\left[v^{\wedge}\langle y\rangle \in T \&\left(u^{\wedge}\langle x\rangle, v^{\wedge}\langle y\rangle\right) \in U\right]\right] \\
& \&(\forall y)\left[v^{\wedge}\langle y\rangle \in T \rightarrow(\exists x)\left[u^{\wedge}\langle x\rangle \in S \&\left(u^{\wedge}\langle x\rangle, v^{\wedge}\langle y\rangle\right) \in U\right]\right] .
\end{aligned}
$$

If both $S$ and $T$ are wellfounded trees, then we can easily verify that

$$
(u, v, S, T) \in \mathscr{I}_{\varphi}^{\xi} \Rightarrow m(S, u)=m(T, v)
$$

by induction on $\xi$ and

$$
m(S, u)=m(T, v) \Rightarrow(u, v, S, T) \in \mathscr{I}_{\varphi}
$$

by induction on the wellfounded tree $S$. Hence the second order relation

$$
\mathscr{R}(u, v, S, T) \Leftrightarrow S, T \text { are wellfounded trees and } m(S, u)=m(T, v)
$$

is inductive in relations in $\Gamma$ (the coding scheme) and hence $\mathscr{R}$ is $\Gamma$ on $\Delta$ by 9C.10. Now we notice as in the proof of Lemma 5 that

$$
P^{+}(a, u, b, v) \Leftrightarrow \mathscr{R}^{\#}(u, v, a, b)
$$

so that $P^{+}$is in $\Gamma$.
The proof for $P^{-}$is similar and we omit it,

Lemma 10. Let $R$ be defined by (11), let $\varphi\left(x_{1}, \ldots, x_{n}\right)$ be any $\Delta_{0}(R)$ formula on $\mathscr{M}$ with the indicated free variables, put

$$
\begin{aligned}
& P_{\varphi}^{+}\left(a_{1}, \ldots, a_{n}\right) \Leftrightarrow a_{1}, \ldots, a_{n} \in M \& \varphi\left(m\left(H_{a_{1}}\right), \ldots, m\left(H_{a_{n}}\right)\right), \\
& P_{\varphi}^{-}\left(a_{1}, \ldots, a_{n}\right) \Leftrightarrow a_{1}, \ldots, a_{n} \in M \& \neg \varphi\left(m\left(H_{a_{1}}\right), \ldots, m\left(H_{a_{n}}\right)\right) .
\end{aligned}
$$

Then both $P_{\varphi}^{+}, P_{\varphi}^{-}$are in $\Gamma$.
Proof. The preceding lemma 9 gives the result for the case $\varphi$ is $x_{1}=x_{2}$ (or $x_{1}=z$ with a constant $z$ ), since e.g.

$$
P_{ \pm}^{\dagger}(a, b) \Leftrightarrow P^{+}(a,\langle\emptyset\rangle, b,\langle\emptyset\rangle) .
$$

For the $\in$-relation we can take

$$
\begin{aligned}
& P_{\epsilon}^{+}(a, b) \Leftrightarrow a, b \in M \&(\exists x)\left\{P^{+}(a,\langle\emptyset\rangle, b,\langle x\rangle)\right\}, \\
& P_{\epsilon}^{-}(a, b) \Leftrightarrow a, b \in M \&(\forall x)\left\{\langle x\rangle \in \breve{H}_{b} \Rightarrow P^{-}(a,\langle\emptyset\rangle, b,\langle x\rangle)\right\} .
\end{aligned}
$$

It is easy to verify that the class of formulas which satisfy the lemma is closed under $\neg, \&, \vee$ and the restricted quantifiers. For example, if

$$
\varphi(y, z) \equiv(\forall x \in y) \psi(x, y, z)
$$

we can take

$$
\begin{gathered}
P_{\varphi}^{+}(b, c) \Leftrightarrow b, c \in M \&(\forall x)\left[\langle x \rangle \in \breve { H } _ { b } \Rightarrow ( \exists d ) \left[d \in M \& P^{+}(b,\langle x\rangle, d,\langle\emptyset\rangle)\right.\right. \\
\left.\left.\& P_{\psi}^{+}(d, b, c)\right]\right]
\end{gathered}
$$

To complete an inductive proof of the lemma, we need only treat the prime formula $R(x, y, z)$. Choose first a $\Delta_{0}$ formula $\varphi(z)$ such that

$$
\varphi(z) \Leftrightarrow z \text { is an ordinal }>1 .
$$

By the part of the lemma we have proved, both $P_{\varphi}^{+}, P_{\varphi}^{-}$are in $\Gamma$. Also it is immediate that whenever $c \in M$ and $m\left(H_{c}\right)$ is an ordinal $\xi>1$, then

$$
\xi=\operatorname{rank}\left\{\left(\left\langle s_{1}, s_{2}\right\rangle,\langle t\rangle\right):\left\langle s_{1}, s_{2}\right\rangle,\langle t\rangle \in H_{c} \& m\left(H_{c},\left\langle s_{1}, s_{2}\right\rangle\right) \in m\left(H_{c},\langle t\rangle\right)\right\}
$$

Using the inductive relations $P^{+}, P^{-}$of lemma 9 it is easy to find an inductive and a coinductive relation which agree whenever $c \in M$ and define the binary relation in the braces, so by the Good Parametrization Theorem 9C. 8 there is a fixed function $j(c)$ in $\Delta$ such that whenever $c \in M$ and $m\left(H_{c}\right)=\xi$ is an ordinal $>1$, then

$$
\begin{equation*}
j(c) \in I^{2}, \quad \xi=\operatorname{rank}\left(H_{j(c)}^{2}\right) \tag{13}
\end{equation*}
$$

Also if $a \in M$ and $\sigma(a)>1$, then

$$
\sigma(a)=\operatorname{rank}\left\{(s, t): s<_{\sigma}^{*} t<_{\sigma}^{*} a\right\}
$$

Using the definition of a $\Gamma$-norm and 9C.8, we can find a function $k(a)$ in $\Delta$ such that

$$
a \in M \Rightarrow\left[k(a) \in I^{2} \& H_{k(a)}^{2}=\left\{(s, t): s<_{\sigma}^{*} t<_{\sigma}^{*} a\right\}\right] .
$$

Notice that if $a \in M$ and $\sigma(a) \leqslant 1$, then $H_{k(a)}^{2}=\emptyset$. From this and the remarks above, it follows that if $a, c \in M$ and $m\left(H_{c}\right)=\xi>1$, then

$$
\begin{equation*}
\sigma(a) \leqslant \xi \Leftrightarrow \operatorname{rank}\left(H_{k(a)}^{2}\right) \leqslant \operatorname{rank}\left(H_{j(c)}^{2}\right) \tag{14}
\end{equation*}
$$

where $k(a), j(c)$ are in $\Delta$. Now the relation

$$
X \leqslant Y \Leftrightarrow X, Y \text { are wellfounded } \& \operatorname{rank}(X) \leqslant \operatorname{rank}(Y)
$$

is inductive and hence $\Gamma$ on $\Delta$. Thus, there is a fixed relation $Q(a, c)$ in $\Gamma$ such that whenever $a, c \in M$ and $m\left(H_{c}\right)$ is an ordinal $>1$, then

$$
\begin{equation*}
\sigma(a) \leqslant m\left(H_{c}\right) \Leftrightarrow Q(a, c) \tag{15}
\end{equation*}
$$

Now

$$
\begin{aligned}
P_{R}^{+}(a, b, c) \Leftrightarrow a, b, c \in M \& P_{\varphi}^{+}(c) \\
\&(\exists x)(\exists u)\left\{x \in M \& m\left(H_{a}\right)=x\right. \\
\& u \in H_{a} \& m\left(H_{b}\right)=u \\
\left.\& \sigma(x) \leqslant m\left(H_{c}\right)\right\} \\
\Leftrightarrow a, b, c \in M \& P_{\varphi}^{+}(c) \\
\&(\exists x)(\exists u)\left\{x \in M \& P_{=}^{+}(a, i(x))\right. \\
\& u \in H_{a} \& P_{=}^{+}(b, i(u)) \\
\& Q(x, c)\}
\end{aligned}
$$

so that $P_{R}^{+}$is in $\Gamma$.
A similar computation reduces the problem of showing that $P_{R}^{-}(a, b, c)$ is in $\Gamma$ to finding some $Q^{\prime}(a, c)$ in $\Gamma$ such that whenever $a, c \in M$ and $m\left(H_{c}\right)$ is an ordinal $>1$, then

$$
\begin{equation*}
a \notin M \vee m\left(H_{c}\right)<\sigma(a) \Leftrightarrow Q^{\prime}(a, c) \tag{16}
\end{equation*}
$$

If $m\left(H_{c}\right)$ is an ordinal, then $m\left(H_{c}\right)<o(\Delta)$, since $m\left(H_{c}\right)$ is the rank of a wellfounded relation in $\Delta$. On the other hand, $\sigma: M \rightarrow o(\Delta)$, since $M$ is not in $\Delta$ by lemma 5 . Hence we can set

$$
Q^{\prime}(a, c) \Leftrightarrow(\exists y)\left\{y \in M \& \operatorname{rank}\left(H_{j(c)}^{2}\right) \leqslant \operatorname{rank}\left(H_{k(y)}^{2}\right) \& y<_{\sigma}^{*} a\right\}
$$

and (16) will hold. That $Q^{\prime}$ is in $\Gamma$ follows easily as before.
From lemma 10 follows easily the main part of the theorem.

Lemma 11. $\mathscr{A}$ is admissible relative to $R$.
Proof. We have already shown that $\mathscr{M}$ is transitive and closed under pairing and union, so it remains to check $\Delta_{0}$-Separation and $\Delta_{0}$-Collection relative to $R$.

The Good Parametrization Theorem 9C. 8 implies that there is a function $(a, s)$ in $\Delta$ such that whenever $a \in I^{1}$, then $j(a, s) \in I^{1}$ and

$$
H_{j(a, s)}=\left\{u:\langle s\rangle^{\wedge} u \in H_{a}\right\}
$$

hence

$$
\begin{equation*}
a \in M \Rightarrow\left\{(\forall s)[j(a, s) \in M] \& m\left(H_{a}\right)=\left\{m\left(H_{j(a, s)}\right):\langle s\rangle \in H_{a}\right\}\right\} \tag{17}
\end{equation*}
$$

To prove $\Delta_{0}$-Separation, suppose $z=m\left(H_{a}\right)$ is a set in $\mathscr{M}$ and $\varphi(x)$ is $\Delta_{0}(R)$. We must show that

$$
w=\{x \in z: \varphi(x)\} \in \mathscr{M}
$$

Let $P_{\varphi}^{+}(b), P_{\varphi}^{-}(b)$ be the relations in $\Gamma$ associated with $\varphi(x)$ by lemma 10 and put

$$
\begin{aligned}
X & =\left\{j(a, s):\langle s\rangle \in H_{a} \& P_{\varphi}^{+}(j(a, s))\right\} \\
& =\left\{j(a, s):\langle s\rangle \in H_{a} \& \neg P_{\varphi}^{-}(j(a, s))\right\} .
\end{aligned}
$$

Clearly $X \subseteq M, X$ is in $\Delta$ and

$$
\left\{m\left(H_{c}\right): c \in X\right\}=\{x \in z: \varphi(x)\}=w
$$

so that $w \in \mathscr{M}$ by lemma 6 .
To prove $\Delta_{0}$-Collection, suppose $z=m\left(H_{a}\right)$ is a set in $\mathscr{M}, \varphi(x, y)$ is $\Delta_{0}(R)$ and

$$
(\forall x \in z)(\exists y) \varphi(x, y)
$$

Letting again $P_{\varphi}^{+}(b, c)$ be the relation in $\Gamma$ associated with $\varphi(x, y)$, by lemma 10 we know that

$$
(\forall s)\left\{\langle s\rangle \in H_{a} \Rightarrow(\exists c) P_{\varphi}^{+}(j(a, s), c)\right\} .
$$

By the $\Delta$ Selection Theorem 9C.2, there is a $\Delta$ relation $Q(s, c)$ such that

$$
\begin{gathered}
Q(s, c) \Rightarrow P_{\varphi}^{+}(j(a, s), c) \\
(\forall s)\left[\langle s\rangle \in H_{a} \Rightarrow(\exists c) Q(s, c)\right] .
\end{gathered}
$$

Put

$$
X=\left\{c:(\exists s)\left[\langle s\rangle \in H_{a} \& Q(s, c)\right]\right\}
$$

$X$ is obviously in $\Delta$ and

$$
\begin{aligned}
c \in X & \Rightarrow(\exists s) Q(s, c) \\
& \Rightarrow(\exists s) P_{\varphi}^{+}(j(a, s), c) \\
& \Rightarrow c \in M .
\end{aligned}
$$

Hence by lemma 6,

$$
w=\left\{m\left(H_{c}\right): c \in X\right\} \in \mathscr{M}
$$

It is now trivial to check that

$$
(\forall x \in z)(\exists y \in w) \varphi(x, y),
$$

which completes the proof of $\Delta_{0}$-Collection and the lemma.
Now lemmas 11 and 3 imply immediately:
Lemma 12. $\mathscr{M}=\mathscr{M}(\Delta)$.
We can collect these lemmas into a proof of the theorem.
Proof of part (c). Assume first that $P$ is $\Sigma_{1}(R)$ on $\mathscr{M}$,

$$
P\left(x_{1}, \ldots, x_{n}\right) \Leftrightarrow(\exists y) \varphi\left(y, x_{1}, \ldots, x_{n}\right)
$$

with $\varphi$ some $\Delta_{0}(R)$ formula. Using lemmas 8 and 10 ,

$$
P\left(x_{1}, \ldots, x_{n}\right) \Leftrightarrow(\exists a)\left\{a \in M \& P_{\varphi}^{+}\left(a, i\left(x_{1}\right), \ldots, i\left(x_{n}\right)\right)\right\}
$$

so that $P$ is in $\Gamma$.
To prove the converse, notice first that $M$ is $\Sigma_{1}(R)$ since

$$
a \in M \Leftrightarrow(\exists \xi) R(a,\langle\emptyset\rangle, \xi) .
$$

By lemma $5, M$ is $\Gamma$-complete, so given $P(\bar{x})$ in $\Gamma$, there is a function $f(\bar{x})$ in $\Delta$ such that

$$
P(\bar{x}) \Leftrightarrow f(\bar{x}) \in M .
$$

Choose $z \in \mathscr{M}$ by lemma 3 so that

$$
(\bar{x}, y) \in z \Leftrightarrow f(\bar{x})=y
$$

then

$$
P(\bar{x}) \Leftrightarrow(\exists y)[(\bar{x}, y) \in z \& y \in M],
$$

so that $P$ is $\Sigma_{1}(R)$.
Proof of part (a). $\mathscr{M}$ is admissible by lemma 11. That $o(\mathscr{M})=o(\Delta)$ is obvious since every ordinal in $\mathscr{M}$ is the rank of some wellfounded relation in $\Delta$ and conversely, every wellfounded relation in $\Delta$ is a member of $\mathscr{M}$ and hence has rank an ordinal of $\mathscr{M}$. The last assertion follows immediately from part (c) and lemma 3.

Proof of part (b). $\mathscr{M}$ is admissible relative to $R$ by lemma 11. The proof of resolvability and projectibility follows by an application of 9D.3.

Notice first that the map

$$
H(\xi, a)=\left\{\left(u^{\wedge}\langle s\rangle, u\right): \mathscr{R}\left(a, u^{\wedge}\langle s\rangle, \xi\right)\right\}
$$

is $\Delta_{0}(R)$ and

$$
H(\xi, a)= \begin{cases}\left\{\left(u^{\cap}\langle s\rangle, u\right): u^{\wedge}\langle s\rangle \in H_{a}\right\} & \text { if } a \in M \& \xi>1 \& \sigma(a) \leqslant \xi \\ \emptyset & \text { otherwise } .\end{cases}
$$

The map

$$
\begin{equation*}
G(w, f, x)=\{f(t): t \in \operatorname{Domain}(f) \&(t, x) \in w\} \tag{18}
\end{equation*}
$$

is $\Delta_{0}$, hence by 9D. 3 there is a $\Delta_{1}$ function $F(w, x)$ such that whenever $w$ is a wellfounded relation, $x \in$ Field $(w)$,

$$
\begin{equation*}
F(w, x)=\{F(w, t):(t, x) \in w\} . \tag{19}
\end{equation*}
$$

Put

$$
\mu(\xi, a)=F(H(\xi, a),\langle\emptyset\rangle) ;
$$

now $\mu$ is $\Delta_{1}(R)$ and

$$
\begin{equation*}
[\xi>1 \& a \in M \& \sigma(a) \leqslant \xi] \Rightarrow \mu(\xi, a)=m\left(H_{a}\right) \tag{20}
\end{equation*}
$$

We can get a $\Delta_{1}(R)$ resolution of $\mathscr{M}$ by setting

$$
\tau(\xi)=\{\mu(\eta, a): \eta<\xi, a \in A\} .
$$

For a $\Delta_{1}(R)$ projection of $\mathscr{M}$ on $A$, put

$$
\begin{equation*}
a \in D \Leftrightarrow a \in M \&(\forall b)\left[b<_{\sigma}^{*} a \Rightarrow m\left(H_{b}\right) \neq m\left(H_{a}\right)\right] \tag{21}
\end{equation*}
$$

and define

$$
\pi: D \rightarrow \mathscr{M}
$$

by

$$
\pi(a)=m\left(H_{a}\right)
$$

It is easy to check that

$$
\begin{aligned}
& \pi(a)=y \Leftrightarrow(\exists \xi)\{R(a,\langle\emptyset\rangle, \xi) \& \mu(\xi, a)=y \\
&\&(\forall \eta<\xi)(\forall b \in A)[R(b,\langle\emptyset\rangle, \eta) \Rightarrow \mu(\eta, b) \neq y]\} \\
& \Leftrightarrow(\forall \eta)(\forall b \in A)\{[ R(b,\langle\emptyset\rangle, \eta) \& \mu(\eta, b)=y] \\
&\Rightarrow(\exists \xi \leqslant \eta)[R(a,\langle\emptyset\rangle, \xi) \& \mu(\xi, a)=y]\}
\end{aligned}
$$

so that the graph of $\pi$ is $\Delta_{1}(R)$.

We call a structure $\left\langle\mathscr{M}(\Delta), R_{1}, \ldots, R_{l}\right\rangle$ a companion of the Spector class $\Gamma$, if the sequence of relations

$$
\bar{R}=R_{1}, \ldots, R_{l}
$$

on $\mathscr{M}(\Delta)$ satisfies (b), (c) of Theorem 9E.1, in particular for $P \subseteq A^{n}$,

$$
P \text { is in } \Gamma \Leftrightarrow P \text { is } \Sigma_{1}(\bar{R}) \text { on } \mathscr{M}(\Delta)
$$

The next result shows that the companion is essentially unique. First a lemma.

9E.2. Lemma. Let $\mathscr{A}$ be admissible relative to both $\bar{R}=R_{1}, \ldots, R_{l}$ and $\bar{R}^{\prime}=R_{1}^{\prime}, \ldots, R_{l^{\prime}}^{\prime}$, let $A$ be a set in $\mathscr{M}$ such that the following hold:
(a) $\mathscr{A}$ is projectible on $A$ relative to $\bar{R}$.
(b) There is a coding scheme on $A$ which is $\Delta_{1}(\bar{R})$.
(c) If $P \subseteq A^{n}$, then $P$ is $\Sigma_{1}(\bar{R})$ if and only if $P$ is $\Sigma_{1}\left(\bar{R}^{\prime}\right)$.

Then for every $P \subseteq \mathscr{M}^{n}, P$ is $\Sigma_{1}(\bar{R})$ if and only if $P$ is $\Sigma_{1}\left(\bar{R}^{\prime}\right)$.

Proof. Let

$$
\pi: D \rightarrow \mathscr{A} \quad(D \subseteq A)
$$

be a $\Delta_{\mathrm{I}}(\bar{R})$ projection of $\mathscr{M}$ on $A$. If $b \in D$, then

$$
\begin{aligned}
a \in D \& \pi(a) \in \pi(b) & \Leftrightarrow(\exists y)[\pi(b)=y \&(\exists x \in y)[\pi(a)=x]] \\
& \Leftrightarrow(\forall y)[(\pi(b)=y) \Rightarrow(\exists x \in y)[\pi(a)=x]] .
\end{aligned}
$$

Using this, it is easy to verify that for each $b \in D$, the wellfounded tree

$$
\begin{equation*}
H(b)=\left\{\left\langle x_{1}, \ldots, x_{n}\right\rangle: x_{1}, \ldots, x_{n} \in D \& \pi(b) \ni \pi\left(x_{1}\right) \ni \ldots \ni \pi\left(x_{n}\right)\right\} \tag{22}
\end{equation*}
$$

is in $\mathscr{H}$. Moreover, the relation

$$
\begin{equation*}
W(b)=\left\{\left(\left\langle x_{1}, \ldots, x_{n}, y\right\rangle,\left\langle x_{1}, \ldots, x_{n}\right\rangle\right):\left\langle x_{1}, \ldots, x_{n}, y\right\rangle \in H(b)\right\} \tag{23}
\end{equation*}
$$

is also in $\mathscr{M}$, and in fact the relations

$$
\begin{aligned}
& W^{+}(b, u, v) \Leftrightarrow b \in D \&(u, v) \in W(b) \\
& W^{-}(b, u, v) \Leftrightarrow b \in D \&(u, v) \notin W(b)
\end{aligned}
$$

are $\Sigma_{1}(\bar{R})$, hence they are $\Sigma_{1}\left(\bar{R}^{\prime}\right)$.
Let $F(w, x)$ be the function defined by (18) and (19) in the proof of 9E.1. Since for each $b \in D$ the tree $H(b)$ determines the set $\pi(b)$, we have

$$
b \in D \Rightarrow \pi(b)=F(W(b),\langle\emptyset\rangle)
$$

Moreover, $F(w, x)$ is $\Delta_{1}$ on $\mathscr{M}$, i.e. definable by $\Sigma_{1}, \Pi_{1}$ formulas in which $\vec{R}$ does not occur.

Since $D, W^{+}, W^{-}$are all $\Sigma_{1}(\bar{R})$ and hence $\Sigma_{1}\left(\bar{R}^{\prime}\right)$, the equivalence

$$
\pi(b)=y \Leftrightarrow b \in D \&(\exists w)\{W(b)=w \& F(w,\langle\emptyset\rangle)=y\}
$$

implies that the graph of $\pi$ is $\Sigma_{1}\left(\bar{R}^{\prime}\right)$.
If $P\left(x_{1}, \ldots, x_{n}\right)$ is $\Sigma_{1}(\bar{R})$, put

$$
P^{\pi}\left(a_{1}, \ldots, a_{n}\right) \Leftrightarrow a_{1}, \ldots, a_{n} \in D \& P\left(\pi\left(a_{1}\right), \ldots, \pi\left(a_{n}\right)\right)
$$

then $P^{\pi}$ is $\Sigma_{1}(\vec{R})$, hence $\Sigma_{1}\left(\bar{R}^{\prime}\right)$ and

$$
\begin{gathered}
P\left(x_{1}, \ldots, x_{n}\right) \Leftrightarrow\left(\exists a_{1}, \ldots, a_{n}\right)\left[\pi\left(a_{1}\right)=x_{1} \& \ldots \& \pi\left(a_{n}\right)=x_{n}\right. \\
\left.\& P^{\pi}\left(a_{1}, \ldots, a_{n}\right)\right]
\end{gathered}
$$

so that $P$ is $\Sigma_{1}\left(\bar{R}^{\prime}\right)$.
The same argument shows that every relation $P$ which is $\Sigma_{1}\left(\bar{R}^{\prime}\right)$ is also $\Sigma_{1}(\bar{R})$, so that the proof is complete.

9E.3. Theorem. Let $\Gamma$ be a Spector class on the infinite transitive set $A$, let $\bar{R}, \bar{R}^{\prime}$ be relations on $\mathscr{M}=\mathscr{M}(\Delta)$ so that both $\langle\mathscr{M}, \bar{R}\rangle,\left\langle\mathscr{M}, \bar{R}^{\prime}\right\rangle$ are companions of $\Gamma$. Then a relation $P$ on $\mathscr{M}$ is $\Sigma_{1}(\bar{R})$ if and only if $P$ is $\Sigma_{1}\left(\bar{R}^{\prime}\right)$.

Proof is immediate from the definitions and the lemma.
There is also the following converse to Theorem 9E.1.
9E.4. Theorem. Let $\mathscr{M}$ be admissible and resolvable with respect to $\bar{R}=$ $R_{1}, \ldots, R_{l}$, let $A \in \mathscr{M}$ be transitive and assume that $\mathscr{M}$ is projectible on $A$ relative to $\bar{R}$ and that there is a one-to-one pairing function

$$
f: A \times A \rightarrow A
$$

which is in $\mathscr{M}$. Let $\Gamma$ be the collection of all relations on $A$ which are $\Sigma_{1}(\bar{R})$.
Then $\Gamma$ is a Spector class, $\mathscr{M}(\Delta)=\mathscr{M}$ and $\langle\mathscr{M}, \bar{R}\rangle$ is a companion of $\Gamma$.
In particular, if $\mathscr{M}$ is admissible, resolvable and projectible with respect to $\bar{R}$, then $\langle\mathscr{M}, \bar{R}\rangle$ is the companion of some Spector class.

Proof. Choose $a \neq b$ in $A$ and put

$$
a_{0}=f(a, a), a_{1}=f\left(a_{0}, b\right), a_{2}=f\left(a_{1}, b\right), \ldots, a_{n+1}=f\left(a_{n}, b\right), \ldots
$$

It is easy to check that the sequence $a_{0}, a_{1}, a_{2}, \ldots$ with its natural ordering gives a copy of $\omega$ in $\Delta$, and from this and $f$ we can easily construct a coding scheme in $\Gamma$. The other closure properties of $\Gamma$ are trivial.

To prove the parametrization property, let

$$
\pi: D \rightarrow \mathscr{M} \quad(D \subseteq A)
$$

be a $\Delta_{1}(\bar{R})$ projection of $\mathscr{M}$ on $A$, for each $n$ choose a $\Sigma_{1}(\bar{R})$ relation $S^{n} \subseteq$ $\mathscr{M}^{n+1}$ which parametrizes the $n$-ary relations on $\mathscr{M}$ and put

$$
U^{n}\left(a, x_{1}, \ldots, x_{n}\right) \Leftrightarrow a \in D \& S^{n}\left(\pi(a), x_{1}, \ldots, x_{n}\right)
$$

To prove that $\Gamma$ is normed let

$$
\tau: o(\mathscr{A}) \rightarrow \mathscr{A}
$$

be a $\Delta_{1}(\bar{R})$ resolution of $\mathscr{A}$. If $P \subseteq A^{n}$ is in $\Gamma$, then there is a $\Delta_{0}(\bar{R})$ relation $Q(y, \bar{x})$ such that

$$
P(\bar{x}) \Leftrightarrow(\exists z) Q(z, \bar{x})
$$

Put

$$
\sigma(\bar{x})=\text { least } \xi \text { such that }(\exists z \in \tau(\xi)) Q(z, \bar{x}) .
$$

Now $\sigma$ is a $\Gamma$-norm on $P$, since

$$
\begin{aligned}
& \bar{x} \leqslant_{\sigma}^{*} \bar{y} \Leftrightarrow(\exists \xi)[(\exists z \in \tau(\xi)) Q(z, \bar{x}) \&(\forall \eta<\xi)(\forall z \in \tau(\eta)) \neg Q(z, \bar{y})], \\
& \bar{x}<_{\sigma}^{*} \bar{y} \Leftrightarrow(\exists \xi)[(\exists z \in \tau(\xi)) Q(z, \bar{x}) \&(\forall \eta \leqslant \xi)(\forall z \in \tau(\eta)) \neg Q(z, \bar{y})] .
\end{aligned}
$$

It is now sufficient to show that $\mathscr{M}(\Delta)=\mathscr{M}$, and since $\mathscr{M}$ is admissible and $\Delta \subseteq \mathscr{M}$, it is enough to verify $\mathscr{M} \subseteq \mathscr{M}(\Delta)$, i.e. for all $\mathscr{N}$,

$$
\mathscr{N} \text { admissible } \& \Delta \subseteq \mathscr{N} \Rightarrow \mathscr{M} \subseteq \mathscr{N}
$$

Given $\pi(b) \in \mathscr{M}$ with $b \in D$, define $H(b)$ and $W(b)$ by (22) and (23) in the proof of 9E.2. As we argued in that proof, $H(b), W(b)$ are in $\Delta$, hence in $\mathscr{N}$ and

$$
\pi(b)=F(W(b),\langle\emptyset\rangle)
$$

where $F(w, x)$ is $\Delta_{1}$ on $\mathscr{N}$, so that $\pi(b) \in \mathscr{N}$.
To prove the last assertion, choose $z$ such that $\mathscr{M}$ is projectible on $z$ relative to $\bar{R}$, choose $A \supseteq z$ such that $A$ is transitive and closed under the ordinary settheoretic pairing and apply the main claim of the theorem. $f$

The representation theorem 9E. 1 applies only to a Spector class $\Gamma$ on a domain $A$ which is a transitive, infinite set. It should be pointed out that this restriction is not essential; but if we want to extend the result to arbitrary Spector classes, we must allow for admissible sets which may have arbitrary objects (nonsets) as members. Such a theory of admissible sets with urelements has been developed recently by Barwise [1973](200.). Since the proofs in this section do not use any deep properties of admissible sets, they should extend to admissible sets with urelements. This would establish a correspondence between arbitrary Spector classes and admissible sets with urelements which are projectible and resolvable.

## 9F. The next admissible set

We now establish the characterization of the class of inductive relations on a nice transitive set, the main result of Barwise-Gandy-Moschovakis [1971](122.). First a lemma.

9F.1. Lemma. Let $A$ be a transitive infinite set, let $R_{1}, \ldots, R_{l}$ be relations on $A$, let $\mathscr{M}$ be an admissible set such that $A, R_{1}, \ldots, R_{i} \in \mathscr{M}$, put

$$
\mathfrak{M}=\left\langle A, \in \backslash A, R_{1}, \ldots, R_{l}\right\rangle
$$

Then

$$
\kappa^{\mathscr{M}} \leqslant o(\mathscr{M})
$$

and every relation $P$ which is inductive on $\mathfrak{H}$ is $\Sigma_{1}$ on $\mathscr{M}$.
Proof. Let $\varphi(\bar{x}, S)$ be any positive formula in the language of $\mathfrak{H}$. We can consider $\varphi(\bar{x}, S)$ as a $\Delta_{0}$ formula in $\mathscr{M}$, where all the quantifiers are restricted to $A$ and the relations $R_{1}, \ldots, R_{l}$ are members of $\mathscr{M}$. Then the function

$$
G(f, \xi)=\left\{\bar{x} \in A^{n}: \varphi(\bar{x}, \bigcup\{f(\eta): \eta \in \operatorname{Domain}(f)\})\right\}
$$

is $\Delta_{0}$ on $\mathscr{M}$, so that by 9 D .5 the function $F$ which is determined by the recursion

$$
F(\xi)=G(F \upharpoonright \xi, \xi)=\left\{\bar{x}: \varphi\left(\bar{x}, \bigcup_{\lambda<\xi} F(\eta)\right)\right\}
$$

is $\Delta_{1}$ on $\mathscr{M}$. Obviously,

$$
F(\xi)=I_{\varphi}^{\xi}
$$

so in particular each stage $I_{\varphi}^{\xi}$ of the induction determined by $\varphi$ is in $\mathscr{M}$, as long as $\xi$ is an ordinal of $\mathscr{M}$. Moreover there is a $\Delta_{0}$ relation $Q(z, \xi, \bar{x})$ such that

$$
\begin{equation*}
\bar{x} \in I_{\varphi}^{\xi} \Leftrightarrow(\exists z) Q(z, \xi, \bar{x}) \tag{1}
\end{equation*}
$$

Let

$$
\kappa=o(\mathscr{M})
$$

be the ordinal of $\mathscr{M}$ and assume that for a fixed tuple $\bar{x} \in A^{n}, \bar{x} \in I_{\varphi}^{\kappa}$, i.e. the sentence $\psi$ satisfying

$$
\psi \Leftrightarrow \varphi\left(\bar{x}, \bigcup_{\xi<\kappa} I_{\varphi}^{\xi}\right)
$$

is true. The sentence $\psi$ is obtained from $\varphi(\bar{x}, S)$ by replacing each occurrence of
(2) $\bar{y} \in S$ by $(\exists \xi)(\exists z) Q(z, \xi, y)$.

Clearly $\psi$ is $\Sigma$ on $\mathscr{M}$ and the only unrestricted quantifiers in $\psi$ are those introduced by (2). By the $\Sigma$-Reflection Principle 9D.2, there is some $w \in \mathscr{M}$
such that $\psi^{(w)}$ is true. Now $\psi^{(w)}$ is obtained from $\varphi(\vec{x}, S)$ by replacing each occurrence of

$$
\begin{equation*}
\bar{y} \in S \text { by }(\exists \xi \in w)(\exists z \in w) Q(z, \xi, \bar{y}) \tag{3}
\end{equation*}
$$

Let $\lambda$ be any ordinal in $\mathscr{M}$ which is not in $w$ and form $\chi$ by replacing each occurrence of
(4) $\bar{y} \in S$ by $(\exists z) Q(z, \lambda, \bar{y})$
in $\varphi(\bar{x}, S)$. Since

$$
\xi<\lambda \Rightarrow I_{\varphi}^{\xi} \subseteq I_{\varphi}^{\dot{\lambda}}
$$

we have

$$
(\exists \xi \in w)(\exists z \in w) Q(z, \xi, y) \Rightarrow(\exists z) Q(z, \lambda, \bar{y})
$$

and since $S$ occurs positively in $\varphi$ we know that $\chi$ is true. But

$$
\chi \Leftrightarrow \varphi\left(\bar{x}, \bigcup_{\xi<\lambda} I_{\varphi}^{\xi}\right),
$$

hence $\bar{x} \in I_{\varphi}^{\lambda}$. Thus we have shown

$$
\bar{x} \in I_{\varphi}^{\kappa} \Rightarrow \bar{x} \in I_{\varphi}^{<\kappa},
$$

i.e. the closure ordinal $\|\varphi\|$ of $\varphi$ is $\leqslant \kappa=o(\mathscr{M})$. Also

$$
\begin{aligned}
\bar{x} \in I_{\varphi} & \Leftrightarrow(\exists \xi) \bar{x} \in I_{\varphi}^{\xi} \\
& \Leftrightarrow(\exists \xi<\kappa)(\exists z \in \mathscr{M}) Q(z, \xi, \bar{x})
\end{aligned}
$$

and the fixed point $I_{\mathscr{P}}$ is $\Sigma_{1}$ on $\mathscr{M}$.
It follows immediately that every inductive relation on $\mathfrak{A}$ is $\Sigma_{1}$ on $\mathscr{M} . \quad \dagger$
9F.2. Theorem. Let $A$ be a transitive, infinite set, let $R_{1}, \ldots, R_{i}$ be relations on A such that the structure

$$
\mathfrak{U}=\left\langle A, \in \mid A, R_{1}, \ldots, R_{l}\right\rangle
$$

admits a hyperelementary coding scheme, put

$$
\mathfrak{Q l}^{+}=\bigcap\left\{\mathscr{A}: \mathscr{M} \text { is admissible, } A, R_{1}, \ldots, R_{l} \in \mathscr{M}\right\}
$$

Then $\mathfrak{A}^{+}$is admissible and resolvable, $\mathfrak{Q}^{+}$is projectible on $A$ and

$$
o\left(\mathfrak{H}^{+}\right)=\kappa^{\mathfrak{M}^{+}}
$$

Moreover, if $P \subseteq A^{n}$, then
(5) $\quad P$ is hyperelementary on $\mathfrak{A} \Leftrightarrow P \in \mathfrak{A}^{+}$,
(6) $\quad P$ is inductive on $\mathfrak{H} \Leftrightarrow P$ is $\Sigma_{1}$ on $\mathfrak{A}^{+}$.

In particular, the theorem applies if $A$ is closed under pairing or if $A=\lambda$ is an infinite ordinal.

Proof. Let $\Gamma$ be the collection of all inductive relations on $\mathfrak{A}$. This is a Spector class, so choose $R$ on

$$
\begin{equation*}
\mathscr{M}=\mathscr{M}(\Delta) \tag{7}
\end{equation*}
$$

so that $\langle\mathscr{M}, R\rangle$ is a companion of $\Gamma$ by Theorem 9 F.l.
It is immediate from the definitions that

$$
\mathfrak{I}^{+} \subseteq \mathscr{M} .
$$

On the other hand, if $X \subseteq A$ is in $\Delta$, then $X$ is $\Delta_{1}$ on every admissible set $\mathcal{N}$ such that $A, R_{1}, \ldots, R_{l} \in \mathcal{N}$ by 9 F .1 , hence $X$ is a member of every such admissible $\mathscr{N}$ by $\Delta_{1}$-Separation, hence $X \in \mathfrak{H}^{+}$. Thus

$$
\begin{equation*}
\mathscr{M}=\mathfrak{A}^{+} . \tag{8}
\end{equation*}
$$

We now apply Lemma 9E.2. Since $\mathfrak{A}^{+}$is admissible relative to $R$ and also relative to the empty list of relations, since $\mathfrak{Q}^{+}$is projectible on $A$ relative to $R$ and since for $P \subseteq A^{n}$

$$
P \text { is } \Sigma_{1}(R) \Leftrightarrow P \text { is in } \Gamma \Leftrightarrow P \text { is } \Sigma_{1}
$$

by 9 E .1 and 9 F .1 , Lemma 9 E .2 implies that for every relation $P$ on $\mathfrak{U}^{+}$,
(9) $\quad P$ is $\Sigma_{1}(R) \Leftrightarrow P$ is $\Sigma_{1}$.

The theorem follows immediately from (9) and 9F.1.
The last assertion, that $\mathfrak{A}$ admits a hyperelementary coding scheme if $A$ is closed under pairing or if $A$ is an ordinal follows by Exercises 9.4 and 2.2.

We could avoid proving Lemma 9F. 1 and give a slightly easier proof of this theorem if we were willing to use the results of Chapter 7, in particular the Spector-Gandy Theorem 7D. 2 and the characterization of $\mathscr{H} \mathscr{E}$ as the smallest model of $\Delta_{1}^{1}$-Comprehension 7F.1. But Lemma 9F. 1 is interesting in its own right and the technique we used in proving 9F. 2 can be used to compute the companion of many interesting Spector classes, especially in the theory of nonmonotone inductive definability. It would take us far afield from the subject of this book to do this here. Instead we look briefly at the illuminating example of positive inductive definability in the language $\mathscr{L}(\mathrm{Q})$.

Let $A$ be a transitive infinite set, $R_{1}, \ldots, R_{l}$ relations on $A$ and let $\mathrm{Q} \subseteq$ $\operatorname{Power}(A)$ be a nontrivial monotone quantifier on $A$, as in (2) of Section 3E. We proved in Theorem 9B.1 that the class $\Gamma$ of all relations which are positive $\mathscr{L}^{2 r}(\mathrm{Q})$-inductive on the structure

$$
\mathfrak{N}=\left\langle A, \in \backslash A, R_{1}, \ldots, R_{l}\right\rangle
$$

is a Spector class. The problem arises of giving a concrete description of the companion of this $\Gamma$ in terms of the quantifier Q.

Suppose $\mathscr{M}$ is a transitive set, $A \in \mathscr{M}, \mathrm{Q}$ is a nontrivial monotone quantifier on $A$ and $P_{1}, \ldots, P_{k}$ are relations on $\mathscr{M}$. We enlarge the language of the structure $\left\langle\mathscr{A}, \in\left\lceil\mathscr{M}, P_{1}, \ldots, P_{k}\right\rangle\right.$ by the restricted quantifiers $(\exists x \in y)$, $(\forall x \in y),(\mathrm{Q} x \in A),\left(\mathrm{Q}^{\cup} x \in A\right)$, so that, for example, if $\varphi$ is a formula, so are

$$
(\mathrm{Q} x \in A) \varphi, \quad\left(\mathrm{Q}^{\cup} x \in A\right) \varphi
$$

These are interpreted in the natural way,

$$
\begin{aligned}
(\mathrm{Q} x \in A) \varphi \text { is true } & \Leftrightarrow\{x \in A: \varphi\} \in \mathrm{Q} \\
(\mathrm{Q} \cup x \in A) \varphi \text { is true } & \Leftrightarrow \neg(\mathrm{Q} x \in A) \neg \varphi \text { is true } \\
& \Leftrightarrow\{x \in A: \neg \varphi\} \notin \mathrm{Q}
\end{aligned}
$$

A formula $\varphi$ is $\Delta_{0}\left(\mathrm{Q} ; P_{1}, \ldots, P_{k}\right)$ if it is built up from the prime formulas by the propositional connectives and the restricted quantifiers. The classes $\Sigma_{1}\left(\mathrm{Q} ; P_{1}, \ldots, P_{k}\right), \Pi_{1}\left(\mathrm{Q} ; P_{1}, \ldots, P_{k}\right)$ and $\Delta_{1}\left(\mathrm{Q} ; P_{1}, \ldots, P_{k}\right)$ relations are defined in the obvious way.

We call $\mathscr{A}$ Q-admissible relative to $P_{1}, \ldots, P_{k}$ if it is closed under pairing and union and if it satisfies the schemas of $\Delta_{0}(Q)$-Separation and $\Delta_{0}(Q)$ Collection relative to $P_{1}, \ldots, P_{k}$, i.e. all formulas of the form
$\left(\Delta_{0}(Q)-\right.$ Sep $) \quad(\exists w)(\forall x)\{x \in w \Leftrightarrow[x \in z \& \varphi(x)]\}$,
$\left(\Delta_{0}(\mathrm{Q})\right.$-Coll $) \quad(\forall x \in z)(\exists y) \varphi(x, y) \Rightarrow(\exists w)(\forall x \in z)(\exists y \in w) \varphi(x, y)$,
where $\varphi(x)$ and $\varphi(x, y)$ are arbitrary $\Delta_{0}\left(\mathrm{Q} ; P_{1}, \ldots, P_{k}\right)$ formulas.
It turns out that we need a stronger property than Q -admissibility. We call $\mathscr{M}$ strongly Q -admissible relative to $P_{1}, \ldots, P_{k}$ if it is Q -admissible and if it also satisfies the following two schemata of strong $\Delta_{0}(\mathrm{Q})$-Collection relative to $P_{1}, \ldots, P_{k}$,

$$
\begin{aligned}
(\mathrm{Q} x \in A)(\exists y) \varphi(x, y) & \Rightarrow(\exists w)(\mathrm{Q} x \in A)(\exists y \in w) \varphi(x, y), \\
\left(\mathrm{Q}^{\cup} x \in A\right)(\exists y) \varphi(x ; y) & \Rightarrow(\exists w)\left(\mathrm{Q}^{\cup} x \in A\right)(\exists y \in w) \varphi(x, y),
\end{aligned}
$$

where of course $\varphi(x, y)$ ranges over arbitrary $\Delta_{0}\left(\mathrm{Q} ; P_{1}, \ldots, P_{k}\right)$ formulas.
9F.3. Theorem. Let $A$ be a transitive, infinite set, let $R_{1}, \ldots, R$ be relations on $A$ such that the structure

$$
\mathfrak{A}=\left\langle A, \in \upharpoonright A, R_{1}, \ldots, R_{l}\right\rangle
$$

admits a hyperelementary coding scheme, let $Q$ be a nontrivial monotone quantifier on $A$, put

$$
\mathfrak{A}+(\mathrm{Q})=\bigcap\left\{\mathscr{M}: A, R_{1}, \ldots, R_{l} \in \mathscr{M} \& \mathscr{M} \text { is strongly } \mathrm{Q} \text {-admissible }\right\}
$$

Then $\mathfrak{H}^{+}(\mathrm{Q})$ is strongly Q -admissible,

$$
o\left(\mathfrak{H}^{+}(\mathrm{Q})\right)=\text { supremum }\left\{\|\varphi\|: \varphi \text { is a positive formula in } \mathscr{L}^{21}(\mathrm{Q})\right\}
$$

and $\mathfrak{A}^{+}(\mathrm{Q})$ admits a projection on $A$ and a resolution which are $\Delta_{1}(\mathrm{Q})$.
Moreover, if $P \subseteq A^{n}$, then

$$
P \text { is hyper- } \mathscr{L}^{21}(\mathrm{Q}) \text {-definable } \Leftrightarrow P \in \mathfrak{H}^{+}(\mathrm{Q}),
$$

$P$ is positive $\mathscr{L}^{\mathfrak{V}}(\mathrm{Q})$-inductive $\Leftrightarrow P$ is $\Sigma_{1}(\mathrm{Q})$ on $\mathfrak{H}+(\mathrm{Q})$.
Proof is quite straightforward and we shall outline it in Exercises 9.8-9.14.

The notions of Q -admissibility and strong Q -admissibility are not immediately transparent, but special cases of them have been studied. We will see in the exercises that in the case of the Suslin quantifier these notions (essentially) coincide with the so-called $\beta$ and strong $\beta$ properties of admissible sets. Theorem 9F. 3 then applies and gives an inductive definability characterization of the next strongly $\beta$ set.

## Exercises for Chapter 9

For each $n \geqslant 0$, define the set $T^{n}$ of objects of type $n$ over $\omega$ by the induction

$$
\begin{aligned}
T^{0} & =\omega \\
T^{n+1} & =\text { all unary functions on } T^{n} \text { to } \omega .
\end{aligned}
$$

It is sometimes convenient to use variables $\alpha^{n}, \beta^{n}, F^{n}, \ldots$ over $T^{n}$. Following Kleene, we let ${ }^{n+2} E$ be the object of type $n+2$ which represents quantification over $T^{n}$,

$$
{ }^{n+2} E\left(\alpha^{n+1}\right)= \begin{cases}0 & \text { if }\left(\exists \beta^{n}\right)\left[\alpha^{n+1}\left(\beta^{n}\right)=0\right] \\ 1 & \text { if }\left(\forall \beta^{n}\right)\left[\alpha^{n+1}\left(\beta^{n}\right) \neq 0\right]\end{cases}
$$

The first exercise is simply an observation, trivial to those familiar with recursion theory on higher types, particularly Kleene [1959b], Gandy [1962](205.), Moschovakis [1967](205.), Platek [1966], Grilliot [1967](205.).
9.1. Let $n \geqslant 2$ and $j=0$ or $j+3 \leqslant n$, let $F^{n}$ be a fixed object of type $n$, put

$$
\begin{aligned}
\Gamma= & \text { all relations } P \text { on } T^{j} \text { which are semirecursive in }{ }^{n} E, F^{n} \text { and some } \\
& \alpha^{j} \in T^{j} .
\end{aligned}
$$

Prove that $\Gamma$ is a Spector class. Prove that the condition on $j$ is necessary by arguing that for $j=1, n=3$ the result fails.

Let $Q$ be a nontrivial monotone unary quantifier on $A$ and let $\Gamma$ be a class of relations on $A$. We naturally call $\Gamma$ closed under Q if for $P \subseteq A^{n+1}$ in $\Gamma$,

$$
\mathrm{Q}^{A} P=\{\bar{x}:(\mathrm{Q} y) P(y, \bar{x})\} \in \Gamma .
$$

9.2. Let $\Gamma$ be a Spector class on $A$ closed under the nontrivial monotone quantifier $Q$ and its dual $Q^{\cup}$. Prove that if $Q_{1}, \ldots, Q_{m}$ are in $\Gamma$ and $R$ is positive $\mathscr{L}^{A}(\mathrm{Q})$-inductive in $Q_{1}, \ldots, Q_{m}$, then $R$ is in $\Gamma$. Infer a corollary analogous to 9A.3.
9.3. Let $\Gamma$ be a Spector class on $A$ closed under the nontrivial monotone quantifier Q , let $P \subseteq A^{n+1}$ be in $\Gamma$ and assume that

$$
(\mathrm{Q} x)(\exists \bar{y}) P(x, \bar{y})
$$

Prove that there is some $P^{*} \subseteq P$ in $\Delta$, such that

$$
(\mathrm{Qx})(\exists \bar{y}) P^{*}(x, \bar{y})
$$

Hint: If $P$ is in $\Delta$, the result is trivial, so assume that $P$ is not in $\Delta$. Fix a $\Gamma$-norm $\sigma: P \rightarrow o(\Delta)$ and put

$$
R(x, \bar{y}) \Leftrightarrow\left(\mathrm{Q}^{\cup} u\right)(\forall \bar{v}) \sqcap\left[(u, \bar{v}) \leqslant_{\sigma}^{*}(x, \bar{y})\right] .
$$

Clearly $R$ is in $\neg \Gamma$. Prove that $R \underset{\neq}{\subsetneq} P$ and then show that we can take

$$
P^{*}(x, \bar{y}) \Leftrightarrow(x, \bar{y}) \leqslant_{\sigma}^{*}(s, \bar{t}),
$$

where $(s, t)$ is any fixed pair in $P-R$.
9.4. Prove that if $A$ is a transitive set closed under pairing, then $\langle A, \in \backslash A\rangle$ admits a hyperelementary coding scheme.
9.5. Prove the Parametrization Theorem for $\Sigma_{1}$ relations on an admissible set, 9D. 6.

Hint: Assign codes to the $\Delta_{0}\left(R_{1}, \ldots, R_{i}\right)$ formulas so that the relation

$$
\begin{aligned}
\operatorname{Sat}_{0}(a, x) \Leftrightarrow & a \text { is the code of some } \Delta_{0}\left(R_{1}, \ldots, R_{l}\right) \text { formula } \varphi \\
& \& \operatorname{Seq}(x) \&(x)_{1}, \ldots,(x)_{\operatorname{lh}(x)}, 0,0, \ldots \vDash \varphi
\end{aligned}
$$

is $\Delta_{1}\left(R_{1}, \ldots, R_{l}\right)$ on $\mathscr{M}$.
9.6. Prove that for every infinite ordinal $\lambda, \lambda^{(\prime)}=\kappa^{\langle\lambda, \leqslant\rangle}$ is the next admissible ordinal, i.e. the smallest admissible ordinal greater than $\lambda$.
9.7. Prove that if $\mathfrak{Q d}$ is acceptable, then $\kappa^{\mathfrak{A}}$ is admissible.

In the next seven problems 9.8-9.14 we outline a proof of Theorem 9F.3. For these problems, fix

$$
\mathfrak{A}=\left\langle A, \in \backslash A, R_{1}, \ldots, R_{l}\right\rangle
$$

where $A$ is a transitive infinite set and let Q be a nontrivial monotone quantifier on $A$ and

$$
\Gamma=\text { all positive } \mathscr{L}^{\mathfrak{2}}(\mathrm{Q}) \text {-inductive relations on } A .
$$

 sible set such that $A, R_{1}, \ldots, R_{l} \in \mathscr{M}$. Prove that the map

$$
\xi \mapsto I_{\varphi}^{\xi}
$$

is $\Delta_{1}(\mathrm{Q})$ on $\mathscr{M}$, and in particular $\mathscr{M}$ is closed under this map.
9.9. Formulate and prove the $\Sigma(\mathrm{Q})$-Reflection Principle for strongly Q -admissible sets, in the fashion of Theorem 9D.2.
9.10. Prove that if $\mathscr{M}$ is strongly Q -admissible and $A, R_{1}, \ldots, R_{l} \in \mathscr{M}$, then for every $S$-positive formula $\varphi$ in $\mathscr{L}^{\mathfrak{2}}(\mathrm{Q}),\|\varphi\| \leqslant o(\mathscr{M})$ and every positive $\mathscr{L}^{2}(\mathrm{Q})$-inductive relation on $A$ is $\Sigma_{1}(\mathrm{Q})$ on $\mathscr{M}$.
9.11. Let $\langle\mathscr{M}, R\rangle$ be the companion of $\Gamma$. Prove that every $\Sigma_{1}(Q ; R)$ relation on $\mathscr{M}$ is $\Sigma_{1}(R)$.

Hint : Let $\pi: D \rightarrow \mathscr{M}$ be a $\Delta_{1}(R)$ projection of $\mathscr{M}$ on $A$. Prove that for every $\Delta_{0}(\mathrm{Q} ; R)$ formula $\varphi\left(x_{1}, \ldots, x_{n}\right)$, the relation

$$
\varphi^{\pi}\left(y_{1}, \ldots, y_{n}\right) \Leftrightarrow y_{1}, \ldots, y_{n} \in D \& \varphi\left(\pi\left(y_{1}\right), \ldots, \pi\left(y_{n}\right)\right)
$$

on $A$ is in $\Gamma$.
9.12. Prove that if $\langle\mathscr{M}, R\rangle$ is the companion of $\Gamma$, then $\mathscr{M}$ is strongly Q-admissible relative to $R$.

Hint: Use Exercises 9.11 and 9.3.
9.13. Verify the version of 9E. 2 for strong Q-admissibility.
9.14. Prove Theorem 9F.3.

Hint : Imitate the proof of 9F.2.

The Suslin quantifier $S$ is the dual of the classical operation $\mathscr{A}$ and has received some attention in the literature, see Enderton [1967](205.) and especially

Aczel [1970](49.), where inductive definability in the language $\mathscr{L}(\mathrm{Q})$ on $\mathbb{N}$ is studied extensively. Relative to a fixed coding scheme on $A$, we put

$$
S=\left\{X \subseteq A:\left\{\left(\forall s_{1}\right)\left(\forall s_{2}\right) \ldots\right\}(\exists n)\left[\left\langle s_{1}, \ldots, s_{n}\right\rangle \in X\right]\right\} .
$$

It is immediate that this is a nontrivial monotone quantifier on $A$.
We say that an admissible set $\mathscr{M}$ has the $\beta$ property or is $\beta$, if the relation of wellfoundedness is absolute for $\mathscr{M}$. This means that for every binary relation $\prec$ which is a member of $\mathscr{M}$, if $\prec$ is not wellfounded, then there is some $z \in \mathscr{M}$, $z \subseteq \operatorname{Field}(<), z \neq \emptyset$, such that $z$ has no $<$-least element.

We say that an admissible set $\mathscr{M}$ has the strong $\beta$ property or is strongly $\beta$, if for every $w \in \mathscr{M}$ and for every binary relation $\prec \subseteq w$, if $\prec$ is $\Sigma_{1}$ on $\mathscr{M}$ and if $<$ is not wellfounded, then there is some $z \in \mathscr{M}, z \subseteq$ Field $(<)$, $z \neq \emptyset$ such that $z$ has no $<$-least element. This is simply expressed by the following schema in the second order language over $\mathscr{M}$, where $\varphi(x, y)$ ranges over all $\Sigma_{1}$ formulas:

$$
\begin{aligned}
\{(\forall x)(\forall y)[\varphi(x, y) & \Rightarrow x, y \in w] \\
\&(\exists S)\{(\exists y) S(y) & \&(\forall y)[S(y) \Rightarrow(\exists x)[S(x) \& \varphi(x, y)]]\}\} \\
& \Rightarrow(\exists z)\{(\exists y)(y \in z) \&(\forall y)[y \in z \Rightarrow(\exists x)[(x \in z) \& \varphi(x, y)]]\}
\end{aligned}
$$

In this formulation the strong $\beta$ property can be considered a reflection principle.

The next two results are due to P . Aczel for $A=\omega$.
9.15. Let $\mathscr{M}$ be an admissible set, let $A$ be a transitive infinite member of $\mathscr{H}$ which admits a coding scheme that is $\Delta_{1}$ on $\mathscr{H}$, let S be the Suslin quantifier on $A$ relative to that coding scheme. Prove the following four propositions:
(i) If $\mathscr{M}$ is $\beta$, then $\mathscr{M}$ is S-admissible and every $\Sigma_{1}(\mathrm{~S})$ relation on $\mathscr{M}$ is $\Sigma_{1}$.
(ii) If $\mathscr{M}$ is $S$-admissible and projectible on $A$ by a $\Delta_{1}(S)$ function, then $\mathscr{M}$ is $\beta$.
(iii) If $\mathscr{M}$ is strongly $\beta$, then $\mathscr{M}$ is strongly $S$-admissible.
(iv) If $\mathscr{A}$ is strongly $S$-admissible and projectible on $A$ by a $\Delta_{1}(S)$ function, then $\mathscr{A}$ is strongly $\beta$.
9.16. In the notation of 9 F .3 with $\mathrm{Q}=\mathrm{S}$, prove that $\mathfrak{S}^{+}(\mathrm{S})$ is the smallest strongly $\beta$ set which contains $A, R_{1}, \ldots, R_{l}$ as elements.
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