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Preface for Applied Scanning Probe Methods
Vol. XI–XIII

The extremely positive response by the advanced community to the Springer series
on Applied Scanning Probe Methods I–X as well as intense engagement of the
researchers working in the field of applied scanning probe techniques have led to
three more volumes of this series. Following the previous concept, the chapters
were focused on development of novel scanning probe microscopy techniques in
Vol. XI, characterization, i.e. the application of scanning probes on various surfaces
in Vol. XII, and the application of SPM probe to biomimetics and industrial appli-
cations in Vol. XIII. The three volumes will complement the previous volumes I–X,
and this demonstrates the rapid development of the field since Vol. I was published
in 2004. The purpose of the series is to provide scientific background to newcomers
in the field as well as provide the expert in the field sound information about recent
development on a worldwide basis.

Vol. XI contains contributions about recent developments in scanning probe
microscopy techniques. The topics contain new concepts of high frequency dynamic
SPM technique, the use of force microscope cantilever systems as sensors, ultrasonic
force microscopy, nanomechanical and nanoindentation methods as well as dissipa-
tion effects in dynamic AFM, and mechanisms of atomic friction.

Vol. XII contains contributions of SPM applications on a variety of systems
including biological systems for the measurement of receptor–ligand interaction, the
imaging of chemical groups on living cells, and the imaging of chemical groups
on live cells. These biological applications are complemented by nearfield optical
microscopy in life science and adhesional friction measurements of polymers at the
nanoscale using AFM. The probing of mechanical properties by indentation using
AFM, as well as investigating the mechanical properties of nanocontacts, the mea-
surement of viscous damping in confined liquids, and microtension tests using in
situ AFM represent important contributions to the probing of mechanical properties
of surfaces and materials. The atomic scale STM can be applied on heterogeneous
semiconductor surfaces.

Vol. XIII, dealing with biomimetics and industrial applications, deals with a
variety of unconventional applications such as the investigations of the epicuticu-
lar grease in potato beetle wings, mechanical properties of mollusc shells, electro-
oxidative lithography for bottom-up nanofabrication, and the characterization of
mechanical properties of biotool materials. The application of nanomechanics as
tools for the investigation of blood clotting disease, the study of piezo-electric
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polymers, quantitative surface characterization, nanotribological characterization of
carbonaceous materials, and aging studies of lithium ion batteries are also presented
in this volume.

We gratefully acknowledge the support of all authors representing leading scien-
tists in academia and industry for the highly valuable contribution to Vols. XI–XIII.
We also cordially thank the series editor Marion Hertel and her staff members Beate
Siek and Joern Mohr from Springer for their continued support and the organiza-
tional work allowing us to get the contributions published in due time.

We sincerely hope that readers find these volumes to be scientifically stimulating
and rewarding.

August 2008 Bharat Bhushan
Harald Fuchs
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Department of Materials Science, University of Leoben, Jahnstrasse 12, 8700
Leoben, Austria
e-mail: ingomar@unileoben.ac.at

Taekwon Jee

Mechanical Engineering, Texas A&M University, College Station, TX 77843-3123
e-mail: taekwonjee@gmail.com

Hyungoo Lee

Department of Mechanical Engineering, Texas A&M University,
College Station, TX 77843, USA
e-mail: thanku7@gmail.com

Hong Liang

Department of Mechanical Engineering, Texas A&M University,
College Station, TX 77843-3123, USA
e-mail: hliang@tamu.edu

Helga C. Lichtenegger

Institute of Materials Science and Technology E308, Vienna University of
Technology, Favoritenstrasse 9-11, 1040 Wien, Austria
e-mail: helga.lichtenegger@tuwien.ac.at

Shrikant C. Nagpure

Nanotribology Laboratory for Information Storage and MEMS/NEMS (NLIM),
Ohio State University, Columbus, OH 43210, USA
e-mail: nagpure.1@osu.edu

H. Peisker

Evolutionary Biomaterial Group, Max-Plank-Institut für Metallforschung,
Heisenbergstrasse 3, 70569 Stuttgart, Germany

Jee E. Rim

Mechanical Engineering, Northwestern University, 2145 Sheridal Road,
Technological Institute B224, Evanton, IL 60208
e-mail: j-rim@northwestern.edu

Maria Cecı́lia Salvadori

Institute of Physics, University of São Paulo, C.P. 66318, CEP 05315-970, São
Paulo, SP, Brazil
e-mail: mcsalvadori@if.usp.br



List of Contributors – Volume XIII XLVII

Marjorie Schmitt
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Université du Maine, Laboratoire de Phjysique de l’Etat Condensé (CNRS UMR
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Université de Haute-Alsace, CNRS, 15, rue Jean Starcky, BP 2488, 68057 Mulhouse
Cedex, France
e-mail: Marjorie.Schmitt@uha.fr

Claire Verbelen
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18 Visualization of Epicuticular Grease on the
Covering Wings in the Colorado Potato Beetle:
A Scanning Probe Approach

D. Voigt · H. Peisker · S. Gorb

Abstract. Insects and spiders are supposed to release a greasy layer on their body surface, which
may be involved in chemical and physical interactions between the organisms and their environ-
ment. In mating events, males frequently adhere to the female’s dorsal body site by means of their
feet, whereas grease should play an important role at the feet-attachment substrate interface. The
properties and thickness of epicuticular grease have been diversely reported, but no definite visu-
alizations and measurements have been previously carried out. Using the Colorado Potato beetle
as a model species, we visualized the epicuticular grease on covering wings and characterized its
adhesive properties. In this study, three different AFM modes (contact, tapping, and phase con-
trast) were applied. Obtained data were compared with the results of the Cryo-SEM. The grease
layer thickness is about 8 nm on elevated sites of the epicuticle. A strong adhesion on the beetle
epicuticle due to the presence of the grease layer was measured. The influence of a semi-fluid
greasy layer on male adhesion to female’s wings during copulation is discussed.

Key words: Adhesion, AFM, Chrysomelidae, Coleoptera, Covering wings, Cuticle, Elytra,
Insect, Leptinotarsa decemlineata, SPM, Surface
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Abbreviations

AFM Atomic force microscopy
Cryo-SEM Cryo scanning electron microscopy
GR Epicuticular grease

18.1
Introduction

18.1.1
Epicuticular Grease: Introductory Remarks

The covering wings (elytra) in the Colorado potato beetle Leptinotarsa decemlineata
appear shiny, smooth, water-repellent and slightly slippery. These properties are due
to the presence of epicuticle, the outermost layer of the insect integument, covered
by a wax-like lipid surface layer called grease. Surface waxes have been previously
reported in a variety of conditions, from liquid viscous coatings to crystalline struc-
tures in the form of plates, rods and filaments from many insects (adults and lar-
vae) and arachnids [1]. Beament [2] and Wigglesworth [3] considered an outer thin
layer of solid wax, whereas Lewis [4] rather assumed a lipophilous oil film on the
epicuticle surface to be widespread throughout insects. According to Noble-Nesbitt
[5], epicuticular lipids are found to be either waxes or mobile greases at ambient
temperatures. Outermost greasy layers on the epicuticle have been reported in cock-
roaches [2,6,7], beetles [8], flies [9], true bugs [10], crickets [11], locusts [12], ticks
[8, 13, 14], and spiders [15, 16].

The consistence of grease has been controversially discussed. Beament [2]
extracted hard wax grease from the fresh cuticle of Periplaneta cockroaches, later
described as mobile grease extracted from the same species [6]. In spite of obser-
vations that wax secretion films in cockroach grease remain stable [17], the cock-
roach’s secretions spread over their entire surface by the pressure caused by this
polar material and strongly reducing agent [13]. It may be a relatively fluid lipid
layer hardening due to chemical reactions [7, 18].

The thickness of the superficial greasy wax layer covering the epicuticle is of
molecular dimensions [17] varying from less than a few nm to several μm [11]. The
bulk of lipids on an insect’s surface form a layer of 0. 1–1. 0-μm thickness, probably
in less well-oriented layers permeating the cement layer of the epicuticle [19]. But a
precise definition of grease thickness has only been reported for the hunting spider
Cupiennius salei Keys (Ctenidae), where the thickness of the surface viscous layer
was measured within 20–40 nm [16].

The greasy material on the cuticle surface is considered to play a fundamental
role in preventing water loss [e.g. 20, 21]. Furthermore, cuticular lipids may serve as
chemical cues used by insects for signalling in olfactory communication [22].

Thus, previous research on grease mainly considered chemical and physico-
chemical approaches. Chloroform extractions and chemical analyses have indi-
cated the presence of lipids in the epicuticular layers of several arthropod species
[2, 7, 12, 15, 23]. In the bug Rhodnius, a viscous semi-liquid protein layer rich in
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polyphenols was found [17]. In L. decemlineata, a protective, yellow, oily fluid of
strong odour and acrid taste, secreted from hypodermal glands located along the
margins of the dark stripes on the elytron’s surface, has been described [24].

Both fluid and solid coverage, located on the surface, may promote or prevent
adhesive interactions at the interface between attachment devices of insects and the
surface [25]. Males of the Colorado potato beetle L. decemlineata firmly adhere to
the female surface during copulation using adhesive tarsal setae. Tarsal secretion
has been previously supposed to be an adhesive agent in leaf beetles (Chrysomeli-
dae) [26, 27] and for this reason one may conjecture that the grease of the female
elytra may play an important role in male attachment on the female surface during
copulation.

18.1.2
Covering Wings and Mating Behaviour

The female covering wings (elytra) of L. decemlineata are a common attachment
substrate for male feet [24,28–31]. The copulation process consists of several phases
[28–32]. The male mounts the female laterally and backwards, at first wobbling on
the convex female elytra (Fig. 18.1A, B). The male repeatedly touches the smooth
surface of the elytra with shearing movements of his feet. After reaching an optimal
position, the male may stay motionless for several hours, adhering to the female’s
elytra with tarsi of fore- and mid-legs. With the hind-legs, the male is mostly grasping
terminal sclerites of the female’s abdomen without touching the surface of the elytra.
The male’s feet, in contact with the female’s surface, seem to be attached with the
entire area of the attachment system, consisting of tenent setae located on the ventral
surface of tarsomeres (Fig. 18.1D). Observation of the copulation posture lets us
assume a role of the female elytra epicuticular grease on male adhesion (Fig. 18.1C).

Leptinotarsa decemlineata possess oval, triangular, convex elytra with a pale yel-
low to flavous coloured base [33]. Elytra give the insect a hemispherical appearance.
Elytra are about 7.8 mm long and 6.8 mm wide [33]. The convex, anterior margin of
the elytron tapers downward abruptly into the apophysis, whereas the two other sides
of each elytron taper gradually into a point [34]. Each elytron has five black stripes
(striae, vittae) extending from its base to its apex. The sutural margin of the elytron
is black, the first vitta nearly joins it at the apex. Vittae 2 and 3 join at the apex. Punc-
tation is course, patterned in the form of irregular double rows along the vittae. With
two rows of punctuation between each two veins, and four in the subcostal space,
they correspond exactly in position to the edges of the stripes [24]. In addition to
these larger punctuations, smaller ones are also distributed without any discernible
scheme of arrangement. Compound hypodermal glands are connected to the pores
of the larger punctuation [24].

To understand mechanical interactions between male attachment devices and
female elytra, detailed information on layer thickness, release, distribution, and phys-
ical properties of the grease are required. Previous morphological and ultrastructural
studies using conventional electron microscopy methods (SEM, TEM) resulted in
the removal of surface films, because samples were either dried and/or washed in
organic solvents, such as ethanol, acetone, and propylene oxide, according to the
conventional preparation procedures [15].
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Fig. 18.1. Role of attachment in the mating process of the beetle Leptinotarsa decemlineata.
A, B Typical mating posture demonstrating position of male attachment pads on the female
surface. C Very simplified hypothetical diagram of the contact between the male tenent seta
(foot) and female covering wing (elytron). Two fluid layers are presumably present between the
cuticle of the seta and elytron. D Male tenent setae, Cryo-SEM image

The present study was undertaken to characterize the thickness of the epicuticular
grease layer and its adhesive properties in beetle elytra. For this purpose, atomic force
microscopy (AFM) was applied, which has been previously demonstrated to be an
excellent approach for geometrical characterization of insect and spider cuticles and
for estimation of their adhesive properties on a local scale [16, 35, 36]. We have
compared AFM data of the present study with previous results obtained in cryo-
SEM [30, 31].

18.2
Methods

18.2.1
Insects and Sample Preparation

The beetles, Leptinotarsa decemlineata Say (Coleoptera, Chrysomelidae), were
taken from a stock culture (25 ◦C, 60% RH, 16-h photoperiod) at Bayer Cropscience
AG (Monheim, Germany).
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Elytra were removed from anaesthetized alive females using micro-scissors
and tweezers. For measurements, two types of samples were used: (1) fresh elytra
without treatment and (2) fresh elytra washed in 50-ml chloroform shaking for 1 min
in a vibrator, rinsed with aqua Millipore and dried using compressed air. Samples of
the second type were treated with chloroform in order to remove grease and obtain
a clean control surface without surface coverage. Four pieces (5 mm2) were cut
out from the dorsal part of a single elytron, using a razor blade, and immediately
mounted on a glass slide using double-sided adhesive tape. Prior to measurements,
samples where kept in clean Petri dishes with a small piece of moist filter paper
to prevent contamination and desiccation. In all, five female beetle individuals (ten
elytra) were studied.

18.2.2
Scanning Probe Microscopy

We used a NanoWizard R© atomic force microscope (JPK Instruments AG, Berlin,
Germany) mounted on an inverted microscope Zeiss Axiovert 135 (Carl Zeiss
MicroImaging GmbH, Göttingen, Germany). NanoWizard R© image acquisition soft-
ware 3.1.13 (JPK Instruments AG, Berlin, Germany) was used to obtain AFM images
and NanoWizard R© image processing software 3.1.6 was used to process images and
calculate all necessary geometrical parameters of the surface. The most-common
operating modes in the AFM are tapping mode and contact mode. The latter provides
a better resolution, whereas, in the tapping mode, both the normal force and shear
force applied to the sample are minimized. Visualization of the epicuticular grease in
both modes provided us with complementary information. The force applied to the
surface, was set to a minimum to ensure the integrity of the sample in both operating
modes.

18.2.2.1
Tapping Mode

Scans were carried out in air at a scan rate of 1 Hz and a resolution of 512 × 512
pixels using standard, non-contact, high frequency cantilevers with reflex coating
(NST-NCHF-R, Nascatec Technologies GmbH, Stuttgart, Germany). AFM images
were taken from four pieces of the same elytron, two fresh untreated ones and two
chloroform treated ones (see Sect. 18.2.1). Five scans (20 × 20 μm) per specimen
were carried out. A total of 20 images per sample were taken.

18.2.2.2
Contact Mode

In contrast to the tapping mode, the contact mode always exerts a much larger lateral
force, making it more difficult to properly visualize sensitive surfaces like insect
epicuticular grease. However, load force must be sufficient to properly resolve the
surface topography. The optimal balance between these two parameters was deter-
mined by scanning the same surface repeatedly while optimizing the setpoint, scan
rate, and gains of the feedback loop.
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Scans with a size of 20 × 20 μm were obtained at 1-Hz line rate and a resolution
of 512 × 512 pixels using standard contact mode cantilevers (NST-CM, Nascatec
Technologies GmbH, Stuttgart, Germany). A total of 20 images per sample were
taken (four specimens used, five images per specimen).

18.2.2.3
Adhesion Measurements

The attraction and repulsion forces acting on the standard contact-mode cantilever
tip (NST-CM, Nascatec Technologies GmbH, Stuttgart, Germany) were measured
in pull-off experiments. The spring constant of each cantilever was determined
according to the thermal noise technique [36, 37]. The idea of the technique is that
while the tip is far from the sample, its motion is due only to thermal fluctuations,
and measurements of this motion at frequencies near the resonant frequency of the
spring allow estimating the spring constant [37].

Adhesive properties of fresh samples of beetle elytra (see Sect. 18.2.1) were
compared with those of a silanized Si-wafer (114◦ contact angle of aqua Millipore).
The Si-wafer was used as a defined hydrophobic surface with the surface roughness
comparable to that of single polygonal cells observed on the dorsal surface of the
elytron (unpublished data). To exclude the influence of sites with stronger adhe-
sion located in the vicinity of pores due to the accumulated secretion, force-distance
curves were taken on the tops of pre-scanned, convex elytron cells. The pre-scanning
procedure was carried out to identify the proper site at the top of the hexagonally
shaped cell for taking force-distance curves.

In total, 127 force-distance curves were collected on both types of surfaces. The
adhesion force was evaluated from the curves with NanoWizard R© image process-
ing software 3.1.6 (JPK Instruments AG, Berlin, Germany). The Mann–Whitney
Rank Sum test was used to estimate statistic differences in the adhesion force act-
ing on the cantilever tip in contact with the beetle elytra and with the silanized
Si-wafer (SigmaStat 3.1.1 R© software, Systat Software, Inc., Richmond, California,
USA).

18.2.3
Cryo-SEM

Cryo-SEM allows observation of fresh specimens and provides a unique possibility
to prove our data obtained from AFM scans. Female elytra surfaces were analyzed
using a cryo-SEM Hitachi S 4800 (Hitachi High-Technologies Corp., Tokyo, Japan)
equipped with a Gatan ALTO 2500 cryo-preparation system (Gatan Inc., Abingdon,
UK). Previously, this method has been successfully applied for visualization of tarsal
adhesive fluid in flies [38]. Pieces of elytra from live, anaesthetized beetles were cut
off with a fine knife, mounted on metal holders, frozen on a cryo-stage at −140 ◦C,
sputter-coated with gold-palladium (3 nm) in the preparation chamber, and examined
in the SEM at −120 ◦C and with an accelerating voltage of 5 kV. Also, elytra treated
with chloroform were examined for comparison.



18 Visualization of Epicuticular Grease 7

18.3
Results

18.3.1
Elytra Topography and Grease Visualization

Cryo-SEM images of fresh, shock-frozen elytra demonstrated large pores
(diameter 75. 1 ± 6. 98 μm, mean ± SD, n = 10) located at margins of dark stripes
(Fig. 18.2). Additionally, there are some mid-sized pores unevenly distributed over
the surface (diameter 29. 5 ± 3. 32 μm, mean ± SD, n = 10). The elytron surface
consists of a hexagonal shaped, cell-like pattern. Smaller pores (diameter 3. 9 ±
0. 02 μm, mean ± SD, n = 10) are often situated at the corners of hexagons. Several
tiny pores of 0. 2 ± 0. 02-μm diameter (mean ± SD, n = 10) were found on the top
of cells. The pores observed are presumably responsible for delivering secretory sub-
stances to the cuticle surface. At higher magnification, an amorphous layer smeared
over the surface can be detected (Fig. 18.2D). This layer often covers small pores
and gaps between hexagons and thus makes the surface uniformly smooth.

The gathered AFM tapping-mode height images of fresh samples provided 3D
information about hexagonal cells at the nanoscale (Fig. 18.3). However, no grease
was visible.

Fig. 18.2. Cryo SEM micrographs of the elytra surface in a fresh female Leptinotarsa decem-
lineata. A Overview of the posterior elytra surface showing irregular double rows of pores cor-
responding to large compound hypodermal glands. B Detail of A, a row of large pores on the left
side, hexagonal surface pattern, regularly dispersed small pores (arrows) and a single mid-sized
pore is visible. C Detail of B, hexagonal-shaped cells and small pores (arrows). D Small pores
(arrows) and single cells of the hexagonal surface pattern. Grease smeared over the surface is
visible. lg, large glands; mp mid-sized pores
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Fig. 18.3. AFM tapping-mode images of a fresh female elytron of Leptinotarsa decemlineata.
A Height image. B 3D image. p, pores

On surfaces washed with chloroform, irregular runlet-like patches of presumably
waxy residues were found in AFM tapping-mode images (Fig. 18.4). These residues
demonstrate that chloroform can dissolve the grease, but after evaporation of the
solvent, they form a specific pattern on the surface. The typical width of such runlets
in a cross section was determined to be in the range of 250 nm, and their height
about 12 nm.

In order to obtain a more detailed view of fresh surfaces, phase images were taken
and compared to height images (Fig. 18.5). Height images alone did not allow a

Fig. 18.4. AFM tapping-mode images of a chloroform-treated female elytron of Leptinotarsa
decemlineata showing residues of grease. A Height image. B 3D image of the surface. C. Profile
diagram of a representative cross section along the line indicated between two dots in A
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Fig. 18.5. AFM tapping-mode images of a fresh female elytron of Leptinotarsa decemlineata.
A Height image. B Phase image of A indicating differences in surface properties/geometry by
the use of phase-shift visualization. Grease distribution (darker sites) is clearly visible. C 3D
phase image showing the grease boundary. D Profile diagram of the height image representing a
cross section of the grease boundary along the line indicated between two dots in A

definition of the grease distribution over the surface (Fig. 18.5A), whereas phase
images (Fig. 18.5B, C) showed distinct differences in material properties and/or
geometry indicated by a phase shift. The grease often accumulated in the vicinity of
small pores, within the pores themselves, or in the regions between cells. The grease
layer was about 8 nm thick, shown by the profile crossing the boundary between a
grease patch and the surface of the epicuticle (Fig. 18.5D).

Topographical images of the fresh elytra, obtained in the contact mode, showed
a heavy, smeary, striped appearance especially in the proximity of cuticle pores
(Fig. 18.6). The visualization of surface fine structure was disturbed in the vicinity
of the smear. An attempt to decrease the force applied to the sample surface resulted
in almost non-interpretable images of surface topography.

18.3.2
Adhesive Properties of the Elytra Surface

Having a thin layer of viscous grease on the surface of female elytra, one can expect
an increase in adhesion (due to an increase of capillary forces), when male tarsal
setae contact the surface. To prove this idea, we compared pull-off forces measured
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Fig. 18.6. AFM contact-mode scans of a fresh female elytron of Leptinotarsa decemlineata.
A Height image. B 3D image. Images show smearing artefacts, presumably caused by pushing
cuticle grease with the cantilever tip

on fresh female elytra with those obtained on the silanized Si-wafer. A relatively
low adhesion force, ranging from 14 to 16 nN, was measured presumably due to
the low capillary interactions on the hydrophobic surface (Fig. 18.7A). On fresh
elytra, a considerably stronger pull-off force was detected (up to 28 nN). A relatively
sharp contact breakage event was observed when retracting the cantilever tip from
the elytra surface (Fig. 18.7B). The contact breakage was smoother in absolutely
fresh elytra and became sharper when elytra began to dry.

18.4
Discussion

The present paper is a case study demonstrating the application of the AFM for
visualization of the epicuticular grease in females of the Colorado potato beetle.
The location and thickness of the grease was demonstrated, showing its non-uniform
distribution over the elytra surface. The grease residues also remain on the top of the
hexagonal cells in the form of patches, whereas the rest runs down the curvature and
accumulates within the pores. Also, grease accumulation between the cells is clearly
visible.

The data, obtained with the AFM, were partly proven with the use of Cryo-SEM,
which supported the presence and geometry of the grease layer. These data, providing
an important extension to the previous data of chemical analyses, were obtained for
the first time with each of both microscopy methods.

The combined use of both AFM scanning modes (tapping and contact) shows the
semi-fluid nature of the grease layer: the contact mode resulted in smeared images
of the elytron surface, corresponding to fluid properties, whereas the tapping mode
provided clear images of the surface, corresponding to solid properties.

Waxy residues found on the chloroform-treated samples indicate that lipid-like
cuticle materials take a different shape after solvent evaporation, but are not com-
pletely removed from the surface. That is why chloroform treatment seems not to be
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Fig. 18.7. Results of adhesion measurements. A Example of a force-distance curve obtained
on a fresh female elytron of the beetle Leptinotarsa decemlineata. The dotted line repre-
sents data obtained while the cantilever approaches the surface and has to be read from left
to right. The black line represents data acquired while the cantilever retracts from the sam-
ple showing adhesion of 27 nN. This line has to be read from right to left. The right side of
the curve, where the force is positive, corresponds to the load applied to the sample (about
4 nN). The left part of the graph indicates the change in direction of the cantilever move-
ment while not in contact. B Box-and-whiskers diagram of the adhesion force measured on
fresh female elytra, and on a silanized Si-wafer. Statistically significant differences between
the groups are revealed (T = 24, 257, p ≤ 0. 001, Mann–Whitney Rank Sum test, n = 127
per group)

a sufficient method to clean the elytra surface from cuticle fluids/secretions/grease.
In addition, we cannot be sure that lipids situated in the depth of the cuticle are not
dissolved and deposited on the surface after fluid evaporation. Thus, the method of
chloroform treatment should also be critically evaluated in other kinds of experi-
ments, for example in chemical analyses. The proper way of material collection for
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analysis of the cuticle grease is the preparation of surface prints on glass with fur-
ther washing out of substances from the glass surface, as previously shown for tarsal
adhesive secretion in the locust [12].

The phase image, used in this study for visualization of grease, has demonstrated
very good results in combination with height images obtained in the tapping mode.
Phase images aided in localization of places on the smooth epicuticle covered with
the grease. In spite of uncertainty of the origin of such a phase contrast (caused either
by (1) surface geometry, (2) differences in local material properties, or (3) both), it
seems to be a powerful tool for detection and visualization of submicron-thick layers
on the smooth surface of biological objects.

Hydrocarbons are a major component of the surface lipids in L. decemlineata
[39]. There were quantitative compositional differences in epicuticular hydrocar-
bons found between different sexes: females contain a higher amount of branched
methylalkanes [39,40]. It has been previously supposed that quantitative differences
observed in the hydrocarbon profile of both sexes may be used in sex recognition
[39]. Indeed, behaviour experiments on mating preferences have demonstrated that
compounds of the female elytra stimulate mating responses in male, whereas those
found on male elytra act as mating response inhibitors [41]. Taking into account the
mating posture of both sexes, one can suggest a possible role of the female epicutic-
ular grease in male attachment on the female surface.

Since roughness of the Si-wafer was comparable with the roughness of single
hexagonal cells of elytra (Ra = 7. 3 ± 0. 77 nm, RMS = 9. 1 ± 0. 77 nm; mean ±
SD, n = 15, scanning area 2 × 2 μm, unpublished data), detected differences in the
pull-off force were not due to the surface topography. Also, epicuticle of the tanned
cuticle is rather stiff [42] compared to the spring constant of the cantilever beam
(k = 0. 0627 N/m). That is why the differences in the material compliance between
epicuticle and Si-wafer cannot explain differences in adhesion. We tend to explain
differences in adhesive properties between these two substrates by the presence of
the fluid layer on the beetle epicuticle. However, the influence of surface energy,
which is presumably lower in silanized Si-wafer compared to clean epicuticle, can-
not be completely excluded. The sharp contact breakage event, while retracting the
cantilever tip from the elytra surface can be explained by highly viscous properties
of the grease, especially in non-fresh specimens (unpublished data).

The sharp character of pull-off events that occurred when the cantilever tip was
retracted from the sample surface was typical of a silicon substrate. Considering
the assumed fluid-like properties of the cuticle grease, a less abrupt return of the
cantilever to the zero deflection was expected (see our previous AFM data on the
adhesive fluid of fly pulvilli [43–46]). The sharp character of the pull-off part of
force-distance curves on the surface of the elytra may be explained by a very small
radius of the cantilever tip (less than 10 nm).

As mentioned above, having a layer of greasy semi-fluid material on the elytra
surface, one can expect its influence on male adhesion during copulation. The insect
adhesive system relies on a certain amount of fluid in the contact area [47–50]. An
increase in the fluid layer due to the presence of the grease presumably leads to an
aquaplaning effect when, instead of an increase in friction forces, a lubrication (slip-
ping) effect occurs. Video recordings of copulations of Colorado potato beetles [32]
demonstrate the difficulties male beetles have in getting a firm grip on the female ely-
tra surfaces. Male tarsi continuously slide along the female elytra. This means that,
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even having the proper foot position on the female elytra, male attachment systems
fail on the female surface. It is known that females in many species of the beetle
family Dytiscidae are dimorphic bearing smooth or structured elytra surfaces caused
by sexual selection and sexual conflict. Female elytra and male attachment systems
underlie continuous adaptations and counter-adaptations determined by the repro-
ductive mechanisms and mate choice of females in a mix of cooperative and conflict
interactions with males [51]. Whereas most males are adapted to the smooth surface
of elytra, only the fittest ones succeed by proving their adhesion to rough surfaces
[52]. Polyandry, mating and long mate guarding events have been suggested to be
costs influencing female fitness [53, 54], also known in L. decemlineata [55]. They
may drive the evolution of female adaptations to interfering with the male attach-
ment system. Furthermore, females of L. decemlineata have been recorded to mate
size-assortively [24] and could show clear preference for individual males [29]. All of
these female adaptations may be related to the presence and properties of the grease.
If female grease thickness changes during their life cycle, and if females are able to
control the grease thickness, one may hypothesize that females may potentially use
the grease thickness/properties for mating control.

18.5
Conclusions

No information about the distribution and thickness of cuticle grease on the cuticle
surface of the Colorado potato beetle has been found in the literature. This study
demonstrates three different AFM applications (contact mode, tapping mode, and
phase contrast) not only for visualization of cuticle grease in living insect cuticle, but
also for probing its properties. Cryo-SEM was applied as a control method to prove
data obtained with AFM. The grease layer was about 8 nm thick on elevated sites of
the epicuticle. Grease accumulation was observed between the hexagonally shaped
cells of the cuticle and within the pores. We have demonstrated strong adhesion on
the beetle epicuticle due to the presence of the grease layer. The possible influence
of the presence of a layer of greasy semi-fluid material on male adhesion during
copulation is discussed.
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52. Härdling R, Bergsten J (2006) Nonrandom mating preserves intrasexual polymorphism and
stops population differentiation in sexual conflict. Am Nat 167:401–409

53. Arnquist G, Nilsson T (2000) The evolution of polyandry: multiple mating and female fitness
in insects. Anim Behav 60:145–164.

54. Miller KB (2003) The phylogeny of diving beetles (Coleoptera: Dytiscidae) and the evolu-
tion of sexual conflict. Biol J Linn Soc 79:359–388

55. Orsetti DM, Rutowski RL (2003) No material benefits, and a fertilization cost, for multiple
mating by female leaf beetles. Anim Behav 66:477–484



19 A Review on the Structure and Mechanical
Properties of Mollusk Shells – Perspectives
on Synthetic Biomimetic Materials

Francois Barthelat · Jee E. Rim · Horacio D. Espinosa∗

Key words: Mollusk shells, Biomaterials, Fracture, Microfabrication, MEMS

19.1
Introduction

Natural materials can exhibit remarkable combinations of stiffness, low weight,
strength, and toughness which are in some cases unmatched by manmade materials.
In the past two decades significant efforts were therefore undertaken in the materials
research community to elucidate the microstructure and mechanisms behind these
mechanical performances, in order to duplicate them in artificial materials [1, 2].
This approach to design, called biomimetics, has now started to yield materials with
remarkable properties. The first step in this biomimetic approach is the identifica-
tion of materials performances in natural materials, together with a fundamental
understanding of the mechanisms behind these performances (which has been greatly
accelerated by recent techniques such as scanning probe microscopy).

The mechanical performance of natural materials is illustrated in Fig. 19.1, a
material properties map for a selection of natural ceramics, biopolymer, and their
composites [3]. The upper left corner of the map shows soft and tough materials such
as skin, with a mechanical behavior similar to elastomers. The lower right corner of
the chart shows stiff but brittle minerals such as hydroxyapatite or calcite. Most hard
biological materials incorporate minerals into soft matrices, mostly to achieve the
stiffness required for structural support or armored protection [4]. These materials
are seen in the upper right part of the map and show how natural materials achieve
high stiffness by incorporating minerals while retaining an exceptional toughness.
Alternatively, one can consider how natural materials turn brittle minerals into much
tougher materials, in some cases only with a few percent additions of biopolymers.
These materials have in general relatively complex structures organized over several
length scales (hierarchical structures [1, 2]) with mechanisms operating over several
length scales, down to the nanoscale [5, 6].

Mollusk shells, the topic of this chapter, are an excellent example of such high-
performance natural materials. Mollusks are composed to at least 95% of minerals

∗ Corresponding author
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Fig. 19.1. Materials property map for a variety of ceramics, soft natural tissues, and their com-
posites. The vertical axis (toughness) is a measure of the ability of the material to resist cracking,
while the horizontal axis (modulus) is a measure of the stiffness of the material. Reproduced with
permission from [3]

such as calcium carbonate (calcite, aragonite), yet by comparison with these brit-
tle materials, mollusk shells are about 1,000-times tougher (see Fig. 19.1), at the
expense of a small reduction in stiffness. How is such performance achieved? Can it
be duplicated in artificial materials? This chapter gives first an overview of mollusk
evolution and general characteristics. The next two parts then focus on the detailed
structure and mechanics of two of the materials found in shells: the calcitic Pink
Conch shell and Nacre from Red Abalone. Finally, the intricate structures and mech-
anisms of these materials have already inspired artificial materials, which are dis-
cussed in the last part of the chapter.

19.1.1
Mollusk Shells: Overview

Mollusks appeared 545 million years ago, and comprise about 60,000 species [7].
They have a very soft body (mollis means soft in Latin) and most of them grow
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a hard shell for protection. The earlier mollusks were small (2–5 mm) with shell
structures very similar to the modern forms. The size and the diversity of the mollusk
family increased dramatically 440–500 millions years ago, with the apparition of
various classes. Currently, the class that includes the largest number of species is the
Gastropoda, with about 35,000 living species. These include mostly marine species
(Conch shell, top shell, abalone), but also land species (land snails). The second
largest class, the Bivalvia, counts about 10,000 species and includes clams, oysters,
and freshwater mussels.

The shell of mollusks is grown by the mantle, a soft tissue that covers the inside
of the shell. A great variety of shell structures has emerged from this process. They
include prismatic, foliated and cross lamellar structure, columnar and sheet nacre
(Fig. 19.2). All of these structures use either calcite or aragonite, with a small amount
of organic material that never exceeds 5% of the composition in weight. In order to
provide an efficient protection, the shell must be both stiff and strong. Mechanical
tests on about 20 different species of seashells by Currey and Taylor [8] revealed an
elastic modulus ranging from 40 to 70 GPa, and a strength in the 20–120-MPa range.
By comparison, human femoral bone is softer (E = 20 GPa) but stronger (150–200-
MPa strength). Amongst all the structures found in shells, nacreous structures appear
to be the strongest: The strength of nacre can reach 120 MPa for the shell Turbo, as
opposed to a maximum of 60 MPa for other non-nacreous structures.

The shells of mollusks offer a perfect example of a lightweight, tough armor sys-
tem, that now serve as models for new armor designs. The structure and mechanical
properties of the materials that compose these shells are of particular interest, and
they are the focus of numerous studies.

19.2
Cross-Laminar Shells: The Pink or Queen Conch
(Strombus gigas)

19.2.1
Structure

The giant pink conch or Strombus gigas is part of the conus family of shells. The
conch shell has a logarithmic spiral shape, and exhibits the highest level of struc-
tural organization among mollusk shells. The shell has a particularly high ceramic
content of 99 wt.%, composed of lath-like aragonite crystals arranged in a crossed-
lamellar or ceramic “plywood” structure. The crossed-lamellar structure is the most
common structure in mollusk shells, represented in ∼90% of gastropods and ∼60%
of bivalves. While nacre with the brick and mortar microstructure exhibits the
highest tensile and compressive strengths among the various mollusk shell micro-
architectures, the crossed-lamellar structure is associated with the highest fracture
toughness.

The conch shell is arranged in a laminated micro-architecture over five differ-
ent length scales: the macroscopic layers, the first, second, and third-order lamellae,
and internal twins within each third-order lamella. The three macroscopic layers are
termed the inner (I) (closest to the animal), middle (M), and outer (O) layers. Each
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Fig. 19.2. Mineral structures found in seashells. (a): Columnar nacre. (b): Sheet nacre. (c):
Foliated. (d): Prismatic. (e): Cross-Lamellar. (f): Complex crossed-lamellar. (g): Homogeneous.
Reproduced with permission from [8]
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Fig. 19.3. Micro-architecture of the shell of Strombus gigas. (a) A schematic drawing of the
crossed-lamellar structure, with characteristic dimensions of the three lamellar orders. (b), (c),
and (d) SEM images of the fracture surface of a bend specimen at increasing magnification.
Reproduced with permission from [9]

macroscopic layer is composed of parallel rows of first-order lamellae, and the first-
order lamellae in the middle layer are oriented ∼90◦ to the first-order lamellae in
the inner and outer layers. Each first-order lamella in turn is composed of parallel
rows of second-order lamellae, which are oriented ∼45◦ to the first-order lamel-
lae. The second-order lamellae are further subdivided into third-order lamellae. The
basic building blocks are therefore the third-order lath-shaped aragonite crystals with
internal twins. In particular, in the middle layer, the second-order lamellae in alter-
nating first-order lamellae are rotated by ∼90◦. The hierarchy of structural features
and their characteristic dimensions are shown in Fig. 19.3(a). Each first, second,
and third-order lamellae are enveloped in a thin organic matrix that composes only
∼1 wt. % of the shell [9–11].

Scanning electron microscope (SEM) images of fracture surfaces of bend test
specimens are shown in Fig. 19.3(b)–(d), at increasing magnifications. They show
clearly the three macroscopic layers [Fig. 19.3(b)] and the first, second and third-
order lamellae and their relative orientations [Fig. 19.3(c)–(d)] [9].

19.2.2
Mechanisms of Toughening

The crossed-lamellar shells of Strombus gigas have an elastic modulus of 50 GPa,
high bending strengths of 100 MPa, and an extremely high work of fracture up
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to 13 × 103 J/m2 [11, 13]. The work of fracture is defined as the area under the
load-displacement curve divided by the fracture surface area. The large work of frac-
ture is achieved through two energy dissipating mechanisms – multiple tunnel cracks
along the first-order interfaces in the inner (or outer) layer, and crack bridging of the
first-order lamellae once the cracks start to grow through the middle layer.

Figure 19.4 shows the visual appearance of a bending test specimen under pro-
gressively larger loads [12]. During bending deformation, multiple tunnel cracks
develop at the interfaces between the first-order lamellae in the inner or outer lay-
ers (the layer experiencing tension). These cracks are arrested at the interface with
the middle layer, and are due to the existence of weak proteinaceous interfaces
between the first-order lamellae. As the load increases, one or more of these cracks
progress into the middle layer along the organic interfaces, but the crack propagation
is resisted by bridging forces due to the first-order lamellae with second-order inter-
faces perpendicular to the crack surfaces. This large-scale bridging is the dominant
energy dissipation mechanism.

Multiple crack formation in the weaker inner (or outer) layer during fracture leads
to enhanced energy dissipation. This has been modeled using a two-layer, elastically
homogeneous structure with fracture toughnesses of Kc

m for the middle layer, and
Kc

i for the inner layer [14]. Kc
i represents the fracture toughness of the proteinaceous

interfaces between first-order aragonitic lamellae, while Kc
m represents an effective

toughness associated with the extension of tunnel cracks into the middle layer. It was
shown using energetic arguments that for Kc

m > 2Kc
i, multiple cracks will develop

in the inner layer under uniform tension, preventing the first crack from causing
failure of the specimen. The experimentally observed values for Kc

m/Kc
i are in the

Fig. 19.4. Diagram of visual
appearance of a test specimen
under progressively greater
loads. The loads are indicated
in the figure in kg load. The
lower surface is under
tension. The cracks travel
immediately to the junction
of the inner and middle layers
shown by the dotted line, but
progress into the middle layer
only with difficulty.
Reproduced with permission
from [12]
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range 2.5–3.0 [9]. The interaction between the multiple closely spaced cracks leads to
mutual shielding and thus a lower stress intensity factor at each crack tip compared
to a specimen with a single crack. This in turn leads to a higher failure stress and
strain, increasing the work of fracture.

However, multiple cracking accounts for a relatively small fraction of the tough-
ness; a larger portion of the energy dissipated during fracture is associated with the
crack bridging and microcracking in the tougher middle layer. The enhanced tough-
ening is due to the alternating ±45◦ orientation of the second-order lamellae in the
middle layer, which forces the crack to bifurcate at the interface between the inner
and middle layers as seen in Fig. 19.5. The tunnel cracks start to propagate through
the middle layer along the weak interfaces between the second-order lamellae, but
they are retarded by the bridging action of the first-order lamellae with second-order
interfaces perpendicular to the crack surfaces. Figure 19.6 depicts the crack bridging
analogous to fiber bridging in fibrous composites with frictional sliding at fiber–
matrix interfaces [15].

Fig. 19.5. Schematic of the geometry of
crack growth at the interface between the
inner and middle layers. Reproduced with
permission from [12]

Fig. 19.6. Bridging with frictional sliding along debonded interfaces between fractured and
bridging first-order lamellae. The low toughness second-order interfaces in the bridging lamel-
lae are oriented perpendicular to the direction of crack propagation in the fractured lamellae.
Reproduced with permission from [16]
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Although the details of this mechanism have not been completely characterized,
an approximate crack-bridging model was developed by Kamat et al. [9, 16]. The
cohesive law of the crack bridging according to their micromechanical model is
given by

σ (�u) = β�u2, (19.1)

where σ is the traction on the crack surfaces and �u is the crack opening displace-
ment. β is an effective parameter that incorporates all possible energy-dissipating
mechanisms. The additional energy release rate associated with crack bridging is
then given as

Jb =
�ucr∫

0

σ (�u)d�u = 2

3
β�ucr

3/2, (19.2)

where �ucr is the critical crack opening displacement. Experiments yielded
parameter values of the model as β = 630 M/mm5/2, �ucr = 5 μm, and Jb =
148 N/m [16].

The crack bridging results in a work of fracture two orders of magnitude larger
than that of monolithic aragonite [16]. Kamat et al. also demonstrated that the
intrinsic material length scales of the shell design is such that it enables the shell
to approach the favorable Aveston–Cooper–Kelly (ACK) limit, where the crack-
bridging fibers remain intact as cracks propagate across the specimen [17].

The organic material at the interfaces play a large role in determining the
toughness of the shell, which was found by varying the ductility of the organic
phase [16]. At lower temperatures (–120 ◦C), the fracture behavior was brittle with
relatively smooth fracture surfaces, indicating a small amount of fiber pullout and
bridging, while at higher temperatures (80 ◦C), significant pullout and associated
ductility of the specimen was observed. This demonstrates that the ductility of the
proteinaceous phase at the interfaces is critical in achieving the high toughness of
the shell. However, the exact mechanism by which this is achieved has not been fully
quantified.

In summary, the mechanical advantage of the highly organized crossed-lamellar
structure is an increased fracture resistance. The relatively weak and ductile inter-
faces together with a hierarchical laminated microstructure at several length scales
make this possible through a combination of energy-dissipation mechanisms such as
multiple cracking and crack bridging.

19.3
Nacreous Shells

Nacre from seashell is another example showing how evolution can lead to a
high-performance material made out of relatively weak constituents. Nacre can
be found inside many species of seashells from the gastropod and bivalve groups
[Fig. 19.7(a)]. Nacre is mostly made of a mineral (aragonite CaCO3, 95% vol.),
arranged together with a small amount (5% vol.) of softer organic biopolymers [1].
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Fig. 19.7. The multiscale structure of nacre (all images from red abalone except g. (a) Inside
view of the shell. (b) Cross section of a red abalone shell. (c) Schematic of the brick wall-like
microstructure. (d) Optical micrograph showing the tiling of the tablets. (e) SEM of a fracture
surface. (f) TEM showing tablet waviness (red abalone). (g) Optical micrograph of nacre from
fresh water mussel (Lampsilis cardium). (h) Topology of the tablet surface from laser profilom-
etry. (i, i′) TEM images showing a single aragonite crystal with some nanograins (rings on the
SAD). (j, j′) HRTEM of aragonite asperity and bridge
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While mostly made of aragonite, nacre is 3,000-times tougher than that material [3].
The structures and mechanisms behind this remarkable performance are examined
in this section.

19.3.1
Overview of Nacre

Nacre is a highly complex biocomposite which, although made of a brittle mineral,
is remarkably tough. Numerous mechanical experiments and models were therefore
used to pinpoint which microstructural features are behind this performance, in order
to duplicate them in artificial materials. It is now widely recognized that tablet slid-
ing is a key mechanism in the toughness of nacre [18–21]. Because this mecha-
nism is controlled by the interface between the tablets, many efforts have focused on
investigating nanoscale mechanisms between the tablets [19, 22–25]. More recently,
it was shown that these nanoscale mechanisms, while necessary, are not sufficient
to explain the behavior of nacre at the macroscale [21]. Another key mechanism
is actually found at the microscale, where the waviness of tablets generates pro-
gressive locking, hardening, and spreading of non-linear deformation around cracks
and defects. The associated viscoplastic energy dissipation at the interfaces between
tablets greatly enhances the toughness of nacre, arresting cracks before they become
a serious threat to the shell and to the life of the animal. Nacre is therefore a perfect
example of a natural material which developed a highly sophisticated microstruc-
ture for optimal performance, over millions of years of evolution. The structure and
mechanisms of this remarkable material are now inspiring the design of the next
generation of synthetic composites material.

19.3.2
Structure

Like the Pink Conch and many other biological materials, nacre has a hierarchical
structure, meaning that specific structural features can be found at distinct length
scales. At the millimeter scale the shell consists of a two-layer armor system, with
a hard outer layer (large calcite crystals) and a softer but more ductile inner layer
[nacre, Fig. 19.7(a), (b)]. Under external mechanical aggressions the hard calcite
layer is difficult to penetrate, but is prone to brittle failure. Nacre, on the other hand,
is relatively ductile and can maintain the integrity of the shell even if the outer layer
is cracked, which is critical to protect the soft tissues of the animal. This design of
hard ceramic used in conjunction with a softer backing plate is believed to be an
optimal armor system [1]. Furthermore, within the nacreous layer itself there are a
few sub-layers of weaker material, the so-called growth lines [26] which may act as
crack deflectors [27].

The microscale architecture of nacre resembles a three-dimensional brick and
mortar wall, where the bricks are densely packed layers of microscopic aragonite
polygonal tablets (about 5–8 μm in diameter for a thickness of about 0. 5 μm) held
together by 20–30-nm thick layers of organic materials [Fig. 19.7(c)–(e)]. The tablets
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in nacre from abalone shell and other gastropods are arranged in columns (colum-
nar nacre), while the tablets in nacre from bivalve such as mussels or oyster are
arranged in a more random fashion (sheet nacre). Remarkably, the arrangement and
size of the tablets in nacre is highly uniform throughout the nacreous layer. Optical
microscopy on a cleaved nacre surface reveals Voronoi-like contours [Fig. 19.7(d)],
with no particular orientation within the plane of the layer.

While the tablets are generally described and modeled as flat at the microscale
[20, 22], they actually exhibit a significant waviness [28]. This feature could be
observed using optical microscopy, scanning probe microscopy, and scanning and
transmission electron microscopy. Tablet waviness is not unique to nacre from
red abalone [Fig. 19.7(f)]; it was also observed on another gastropod species [top
shell Trochus niloticus, Fig. 19.7(h)], and in a bivalve [freshwater mussel Lamp-
silis Cardium, Fig. 19.7(g)]. The waviness of the tablets can be also observed for
many other species in the existing literature [1, 29–33]. For the case of red abalone
laser profilometry was used to measure a roughness (RMS) of 85 nm, for an average
peak-to-peak distance of 3 μm [21]. The roughness can reach amplitudes of 200 nm,
which is a significant fraction of the tablet thickness [450 nm, Fig. 19.7(f)–(h)] [21].
The waviness of the tablets is highly conformal so that the tablets of adjacent layers
fit perfectly together.

Nacre exhibits structural features down to the nanoscale. While transmission
electron microscopy suggest that the tablets are made of large aragonite grains with
a few inclusions of nanograins [Fig. 19.7(i), (i′)] [1, 34], recent scanning probe
microscopy observations suggests that the tablet are nanostructured, with grains in
the 30-nm range [35, 36]. These nanograins all have the same texture and they are
delimited by a fine network of organic material [36]. At the 20–30-nm interfaces
between the tablets, nanoscale features can also be found. The organic material that
fills this space and bonds the tablets together is actually composed of several lay-
ers of various proteins and chitin [23, 37]. These sheets of organic layers contain
pores with a 20–100-nm spacing, leaving space for two types of aragonite structures:
nanoasperities [Fig. 19.7(j)] and direct aragonite connections across the interfaces
[mineral “bridges” connecting tablets, Fig. 19.7(j′)]. These nanoscale features were
observed using scanning probe microscopy [33, 34], scanning electron microscopy
[19, 38], and transmission electron microscopy [24, 34, 38]. The height and width
of these features varies from 10 to 30 nm while their spacing is in the order of
100–200 nm [34] The density, size, and shape of these asperities can vary signifi-
cantly from one area to another (Fig. 19.8).

19.3.3
The Deformation of Nacre

The deformation behavior of nacre has been studied experimentally using a vari-
ety of configurations including uniaxial tension [21, 39, 40], uniaxial compression
[34, 41], three- and four-point bending [18, 19], and simple shear [21]. The behavior
of nacre at high strain rates was also explored [41]. Most of these tests were per-
formed on millimeter-sized specimens. Smaller scale experiments were also used to
determine the mechanical response of the individual components of nacre, including
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Fig. 19.8. 2 × 2-μm AFM scans from different areas of a cleaved specimen of nacre, showing
the surface of the tablets. Asperities of various densities, heights, and shapes could be observed.
Reproduced with permission from [28]

nanoindentation on single nacre tablets [33,34,42], and load-extension curves on sin-
gle molecules of organic materials [23]. At the macroscale, the most striking mode
of deformation is in uniaxial tension along the directions of the tablets (it is also the
most relevant mode of deformation for nacre within the shell). Figure 19.9(a) shows
the tensile behavior of nacre, showing some ductility at the macroscale [Fig. 19.9(a),
(b)]. The stress-strain curve shows relatively large deformations, accompanied by
hardening up to failure at a microscopic strain of almost 1%. Full strain field mea-
surement revealed local strain values of 2% [40]. The transition from elastic to inelas-
tic behavior is progressive (rounding of the curve), which probably results from the
statistics of the microstructure. Unloading paths show a decrease in modulus, which
indicates progressive accumulation of damage. The tensile behavior of aragonite is
also shown on that graph: linear elastic deformation followed by sudden, brittle fail-
ure at small strains. Nacre, although made of 95% of that mineral, exhibit a ductile-
like behavior with relatively large strain at failure.

This remarkable behavior is achieved by the following microscopic mechanism:
At a tensile stress of about 60 MPa the interfaces start to yield in shear and the tablets
slide on one another, generating local deformation. This phenomenon spreads over
large volumes throughout the specimen, which translates into relatively large strains
at the macroscale. Once the potential sliding sites are exhausted, the specimen fails
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Fig. 19.9. (a) Experimental tensile stress-strain curve for nacre and (b) associated deformation
modes. (c) Experimental shear stress-strain curve for nacre and (d) deformation mechanism.
Tablet waviness generates resistance to sliding, accompanied by lateral expansion (red arrows)

by pullout of the tablets [see fracture surface, Fig. 19.7(e)], which occurs after local
sliding distances of 100–200 nm. This type of micromechanism is unique to nacre,
and it is the main source of its superior mechanical properties. For this reason numer-
ous models were developed to capture this behavior [18, 20, 21, 43].

In order to achieve such behavior, however, some requirements must be
met. First, the interface must be weaker than the tablets; otherwise, the tablets
would fail in tension before any sliding could occur, which would lead to a
brittle type of failure. Strong tablets are important in this regard, and it was
shown that their small size confer them with increased tensile strength com-
pared to bulk aragonite [5, 39]. It has also been suggested that the presence
of nanograins provides some ductility to the tablets [44]. This would increase
the tensile strength of the tablets, but would not significantly affect the defor-
mation mode of nacre, which is dominated by tablet sliding. In addition, the
aspect ratio of the tablets must be high enough to maximize sliding areas and
produce strong cohesion within the material [45]. However, the aspect ratio is
bounded by the fact that too thin tablets would lead to premature tablet fail-
ure and brittle behavior. Another fundamental requirement is that some hard-
ening mechanism must take place at the local scale in order to spread sliding
throughout the material. As tablets start to slide, higher stresses are required to
slide them further so that it is more favorable for the material to initiate new
sliding sites, thus spreading deformation over large volumes. Since the tablets
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remain essentially elastic in this process, the hardening mechanism has to take
place at the interfaces. The best approach to interrogate the behavior of the inter-
face directly is a simple shear test along the layers [21]. The shear stress-strain
curve reveals a very strong hardening and failure that occurred at shear strains
in excess of 15% [Fig. 19.9(c)]. The full strain field, measured by image cor-
relation techniques, also captured a significant expansion across the layers. This
important observation suggested that the tablets have to climb some obstacles
in order to slide on one another. Either in tension or shear, strain hardening
is the key to large deformation and is essential to the mechanical performance
of nacre.

From this observation it is clear that the performance of nacre is controlled by
mechanisms at the interfaces between these tablets. In particular, it is important to
identify which mechanisms generate resistance to shearing and hardening. Several
nanoscale mechanisms were proposed (Fig. 19.10) and are discussed next.

First, the tough organic material at the interfaces [Fig. 19.10(a)] has an extremely
strong adhesion to the tablets [18, 23]. Some of the molecules it contains include
modules that can unfold sequentially under tensile load, enabling large extensions
[23] and maintaining cohesion between tablets over long sliding distances. The load-
extension curve of a single of these molecules shows a saw-tooth pattern, where each
drop in load corresponds to the sequential unfolding of the molecule [23]. When a
bundle of these molecules is considered, however, the unfolding processes would
operate more or less at constant load. Only when all the modules have unfolded
does the chain stiffen significantly (at least upon a 100-nm extension [23]). If this
type of molecule is attached to adjacent tablets and ensures their cohesion, little
hardening should be expected from them, at least in the first 100 nm or so of ten-
sile or shear deformation of the interface. This type of extension is on the order of
the sliding distance observed in nacre tensile specimens, and therefore no signifi-
cant hardening could be generated by the polymer during the tensile deformation of
nacre. In the simple shear test, however, the shear strains at the interface are much
higher and the polymer may contribute significantly to the hardening observed at the
macroscale.

Fig. 19.10. Nanoscale mechanisms controlling the shearing of the tablet’s interfaces: (a):
Biopolymer stretching; (b): aragonite asperities contact; (c) aragonite bridges initially intact
(left), and then showing some potential relocking after shearing (right). Adapted with permis-
sion from [25]
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Another nanoscale mechanism is controlled by the nanoasperities on the surface
of the opposed tablets, which may enter into contact and interact as the interface is
sheared [Fig. 19.10(b)]. This mechanism was proposed as a source of strength and
hardening at the interfaces [19, 22]. The strength of aragonite is sufficient for the
nanoasperities to withstand contact stresses with very little plasticity [34]. However,
the small size of these asperities restricts the range of sliding over which they pro-
vide hardening to about 15–20 nm [22], which is much smaller than the sliding of
100–200 nm observed experimentally. Beyond sliding distances of 15–20 nm, one
must therefore assume that the resistance the nanoasperities provide remains con-
stant (as shown in [22]).

The third nanoscale mechanism at the interface is associated with the aragonite
bridges [Fig. 19.10(c)]. These bridges probably act as reinforcements for the inter-
faces, and probably influence the overall behavior of nacre [24]. However, given the
brittleness of aragonite, they could not generate much resistance to tablet sliding
after failure, which probably occurs at small interface shearing strains. After some
sliding distance another mechanism was suggested, where broken bridges re-enter in
contact, thereby generating re-locking of the tablets (Fig. 19.10(c) [25]). This mech-
anism has, however, not been demonstrated.

While the three nanoscale mechanisms described above contribute to the shear-
ing resistance of the tablet interfaces, they cannot generate the level of hardening
required for the spreading of non-linear deformations observed at the macroscale. In
addition, none of these mechanisms could generate the transverse expansion associ-
ated with shearing of the layers [Fig. 19.9(c)].

A fourth mechanism was recently proposed where the hardening mechanism is
generated by the waviness of the surfaces [21]. As the layers slide on one another
in the simple shear tests, the tablets must climb each others waviness, which gener-
ates progressive tablet interlocking and an increasing resistance to sliding. In addi-
tion, such mechanisms could generate the observed transverse expansion, while the
organic glue maintains the tablets together. While this mechanism can easily be envi-
sioned in simple shear [Fig. 19.9(d)], it is less obvious in tension, because tablet slid-
ing only occurs in the tablet overlap areas. Close examination actually reveals that
waviness also generated locking in tension. Figure 19.11(a) shows an actual image

(a) (b)

Fig. 19.11. (a) Scanning electron micrographs of a few dovetail-like features at the periphery of
the tablets. (b) Outline of the tablets contours, showing some of the stresses involved when nacre
is stretched along the tablets. In addition to shear the interface is subjected to normal compression
(black arrows) which generates resistance to tablet pullout. Equilibrium of forces at the interfaces
requires tensile tractions at the core of the tablets. Reproduced with permission from [40]
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of the structure of nacre. Tablet waviness is evident, and it can be seen that it gener-
ates dovetail-like features at the end of some tablets. Such structure, loaded in ten-
sion, will generate progressive locking and hardening at large scales [Fig. 19.11(b)].
Microstructure-based three-dimensional finite element models have actually demon-
strated that waviness was indeed the key feature that generated hardening in nacre
[21]. Even though some of the nanoscale mechanisms of Fig. 19.10 are required
to maintain cohesive strength between tablets, waviness is required for hardening.
Such a hardening mechanism has a significant impact on the toughness of nacre, as
described in the next section.

19.3.4
The Fracture of Nacre

Many flaws are present within nacre, for instance, porosity, Fig. 19.12(a), and defec-
tive growth, Fig. 19.12(b). These flaws are potential crack starters that can even-
tually lead to catastrophic failure under tensile loading [46]. For a material like
nacre defects cannot be eliminated so the only alternative is to incorporate robust-
ness in the material design such that cracks that might emanate from them are
resisted. The resistance to cracking can be assessed with fracture testing [1, 18].
However, it was only recently that the full crack-resistance curve (toughness as
a function of crack advance) was determined for nacre from red abalone [40]
[Fig. 19.13(c)].

As the far field stress is increased on the fracture specimen, a white region
appears and progressively increases in size [Fig. 19.13(a), (b)]. This whitening is
an indication of tablet sliding and inelastic deformations, with the voids left by tablet
separation scattering light (this phenomenon is similar to “stress whitening” asso-
ciated with crazing in polymers). In the literature dealing with fracture mechan-
ics, such an inelastic region is referred to as the process zone [46]. The process
zone reaches about 1 mm in width [Fig. 19.13(b)] when the crack started to prop-
agate at a J-integral value of J0 = 0. 3 kJ/m2, which is already 30-times higher than

Fig. 19.12. (a) Large defect inside the nacreous layer (SEM). (b) “Stacking fault” in the tablet
layers (TEM)
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Fig. 19.13. (a) Prior to crack advance a tablet sliding zone develops ahead of the crack tip.
(b) As the crack advances it leaves a wake of inelastically deformed material (a and b: optical
images; red arrow shows location of crack tip at the onset of crack propagation and the steady
state regime). (c) Crack resistance (JR) curves for nacre from two experiments

the toughness of pure aragonite (about 0. 01 kJ/m2). During the fracture test the
crack propagated slowly in a very stable fashion that resembled tearing rather than
the fast, catastrophic crack propagation typical to ceramics. On the crack-resistance
curve the toughness increases significantly with crack advance �a [Fig. 19.13(c)].
Such rising crack resistance curves have also been observed in dentin enamel [47]
and bone [48]. Cracks in such materials tend to be very stable; upon propagation
they tend to slow down and can even be arrested. The rising crack resistance curve
and high toughness of nacre could be associated with the formation of the large,
whitened region of inelastic deformation around the crack using fracture mechanics
models [40].

By considering the energy dissipated upon an incremental crack extension
or by straight use of the J-integral definition one can show that in the steady-
state the initial (intrinsic) toughness J0 is augmented by an energy dissipation
term [46]:

Jss = J0 + 2

W∫

0

U(y)dy (19.3)

where w is the process zone width and U(y) is the energy density, i.e., the mechan-
ical energy (including dissipated and stored energies) per unit area per unit thick-
ness in the z-direction, behind in the wake as x → ∞ [49]. The analysis shares
similarities with toughening in rubber-toughened polymers [50, 51] and toughen-
ing in transforming materials [49]. The exact calculation of U(y) from strain fields
requires accurate knowledge of the material constitutive law under multiaxial load-
ing, including hysteretic unloading. Currently such constitutive description is only
partially available for nacre. An estimate of the increase in J, in the steady-state, can
be obtained, however, if one assumes that (1) the inelastic deformation associated
with tablet sliding is the prominent energy dissipation and toughening mechanism
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(i.e., the effects of shear and transverse expansion in the wake, as well as elastic
energies trapped outside of the wake are neglected); (2) the stress σyy around the tip
can be predicted from the uniaxial tensile response [Fig. 19.9(a)]; and (3) the residual
strain εyy in the wake decreases linearly from the crack face to the edge of the wake,
as suggested by experimental observations [Fig. 19.13(c)]. Then, the total J can be
written as,

Jss ≈ J0 + 2

W∫

0

εyy(y)∫

0

σ (ε)dεdy (19.4)

The upper bound of the inner integral, εyy(y), is the residual strain across the
direction of the crack at x → −∞ (which decreases linearly with y). The integra-
tion of the loading-unloading histories across the width of the wake [2w = 1 mm,
Fig. 19.13(b)] yields an increase of toughness of 0. 75 kJ/m2. Combined with the
initial toughness, the predicted steady state toughness is therefore 1. 05 kJ/m2.
This value is lower than the experimental maximum toughness of about 1. 6 kJ/m2

[Fig. 19.13(c)], but shows that dissipative energies associated to dilation and elas-
tic deformation of the material surrounding the wake are significant contributors to
the toughening of nacre. In comparison, the contributions of other mechanisms such
as crack deflection or crack bridging [52, 53] are negligible. Note that this type of
toughening is made possible by (1) spreading of non-linear deformations and (2) its
associated energy dissipation.

19.4
Artificial Shell Materials

As described in Sects. 19.2 and 19.3, the attractive mechanical properties of mollusk
shells such as nacre and conch shells have inspired a large class of biomimetic mate-
rials and organic–inorganic composites. The creation of artificial shell materials with
their intricate microstructure is a challenge that requires both the design of optimum
microstructures and the development of fabrication procedures to implement these
designs. In the following section, we describe some of the efforts at mimicking the
architecture of shell materials with different fabrication methods.

19.4.1
Large-Scale “Model Materials”

The challenge of trying to mimic the shell architecture at the μm level led to the
development of model systems on the macroscopic scale [54, 55]. An important
toughening mechanism of nacre is the crack deflection due to the presence of weak
interfaces between the brittle aragonite tiles. Larger-scale segmented layered com-
posites with ceramic tablets make use of this toughening mechanism to overcome
the brittleness of ceramics.

Clegg et al. used thin square tiles (50 mm × 50 mm × 200 μm) of SiC doped
with boron [54]. The tiles were coated with graphite to retain a weak interface after
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(a)

(b)

Fig. 19.14. (a) The fracture surface of a laminate composite specimen under three-point bend-
ing. The role of the interface in deflecting cracks can be clearly seen. (b) The load-deflection
curve of the specimen. Crack growth begins at A, and is followed by a rising load for fur-
ther deflection till B when crack growth becomes more rapid. Reproduced with permission
from [54]

sintering. Under a three-point bending test, the crack is deflected along the weak
interfaces, preventing catastrophic failure [Fig. 19.14(a)]. The load-deflection curve
in Fig. 19.14(b) shows the load continuing to rise after crack growth starts. The
laminated composite exhibited a toughness and work of fracture increase by factors
of 5 and 100 over monolithic SiC, respectively.

Another larger-scale composite system used alumina tablets of about 50–76 mm
long and 1 mm in thickness for the ceramic phase [55]. The plates were bonded with
thin adhesive transfer tapes at the interfaces so that the composites achieved 70–90%
volume fraction of the ceramic phase. The adhesive exhibited good resilience and
extensive ligament formation [Fig. 19.15(a)], contributing to the toughness of the
composite. Figure 19.15(b) shows the load-deflection curves of three sets of com-
posite beams from four-point bending tests. The composites with continuous layers
and segmented layers with 82 vol.% ceramic showed limited deflections before fail-
ure. However, the composite beam with 89 vol.% ceramic exhibited an extensive
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(a)

(b)

Fig. 19.15. (a) A beam being deflected in bending, showing tenacious ligament formation in
the adhesive between the platelets. (b) Load-displacement curve from four-point bending tests of
laminated composites. Reproduced with permission from [55]

deflection with a toughness six-times that of a monolithic alumina beam. The study
indicates that a resilient, highly extensible interphase together with a segmented lay-
ered microstructure with an optimal ceramic volume fraction is required to achieve
maximal toughening.

19.4.2
Ice Templation

Deville et al. utilized the physics of ice formation to develop layered-hybrid mate-
rials [56]. By freezing concentrated suspensions containing ceramic particles using
precisely controlled freezing kinetics, a homogenous, layered, porous scaffold could
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be built. The porous scaffolds were then filled with a second phase, either organic or
inorganic, to fabricate dense layered composites.

The freeze-casting process involves the controlled unidirectional freezing of
ceramic suspensions. While the ceramic slurry is freezing, the growing ice crystals
expel the ceramic particles, causing them to concentrate in the space between the ice
crystals (Fig. 19.16). The ice is then sublimated by freeze drying, leaving a ceramic
scaffold. The layers of the ice-templated (IT) scaffold are parallel to each other and
very homogeneous throughout the entire sample [Fig. 19.17(a)]. A finer microstruc-
ture can be obtained by increasing the freezing rate, and a layer thickness of 1 μm
could be achieved. Particles trapped in between the ice dendrites lead to a surface
roughness of the layers as seen in nacre, while some of the rough asperities span the
channels between the lamellae, mimicking the mineral bridges of nacre.

These porous scaffolds are filled with a selected second phase, either organic
(epoxy) or inorganic (metal), to fabricate dense composites. The layered composite
structure exhibited extensive crack deflection at the interface between layers, leading
to increased toughness. The reported toughness of Alumina/Al-Si composite is about
5. 5 MPa m1/2. Compared with the fracture toughness of aluminum oxide usually in

Fig. 19.16. Processing principles for ice templation. While the ceramic slurry is freezing, the
growing ice crystals expel the ceramic particles, creating a lamellar microstructure oriented par-
allel to the direction of the freezing front. A small fraction of particles are entrapped within the
ice crystals by tip splitting, leading to the formation of inorganic bridges and roughness on the
walls. Reproduced with permission from [56]

Fig. 19.17. (a) The layered microstructure of the IT dense composite (alumina-Al-Si compos-
ite). (b) The particles entrapped between the ice dendrites generate a characteristic roughness on
the lamellar surface that mimics that of nacre. Reproduced with permission from [56]
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the range of 3–5 MPa m1/2, the increase in toughness is quite modest. The interface
chemistry could be modified by adding 0.5 wt.% Ti to the aluminum alloy, which
increased the fracture toughness further to 10 MPa m1/2. Therefore, the IT process
allows a measure of control over the morphology of the inorganic layers and the
chemistry of the interface, as well as the ability to build mesostructural features and
gradients into the structure, but the improvement of the fracture toughness seems to
be limited.

19.4.3
Layer-by-Layer Deposition

A more conventional approach to making artificial nacre is by sequential deposi-
tion of organic and inorganic layers. Tang and coworkers used montmorillonite clay
tablets (C) and PDDA polyelectrolytes (P), layering them by sequential adsorption of
organic and inorganic dispersions in a method called layer-by-layer assembly [57].
The process consists of P-adsorption, rinsing, C-adsorption, and rinsing; repeating
this process n times results in the (P/C)n multilayers. The thickness of each clay
platelet is 0.9 nm, and a multilayer with n = 100 has a thickness of 2. 4 μm, three
orders of magnitude smaller than the characteristic dimensions of nacre.

Strong attractive electrostatic and van der Waals interactions exist between the
negatively charged clay tablets and positive polyelectrolytes. During the adsorption
step, the clay platelets tend to orient parallel to the surface in order to maximize the
attractive energy. Irregular weakly adsorbed platelets are removed during the rinsing
step. This results in a high degree of ordering of the microstructure, with the clay
sheets strongly overlapping each other, as seen in Fig. 19.18.

The deformation of the multilayers under tension was homogenous, with no dila-
tion bands between the tablets as observed in nacre. This difference was attributed to
the extensive overlap of the clay sheets as well as the nanoscale nature of the (P/C)n.
The layered composite displayed an abrupt hardening after an initial plastic defor-
mation as shown in Fig. 19.19(a). This was attributed to the stretching of the PDDA
molecules from their initial tightly coiled configuration [Fig. 19.19(b)], and the sub-
sequent breaking of P–C ionic bonds as the clay platelets slide over each other.

Fig. 19.18. The microscopic structure of the (P/C)n multilayers. (a) Phase-contrast AFM image
of a (P/C)1 film. The arrows mark the overlap of clay platelets. (b) A schematic of the (P/C)n

structure. Note that n describes the number of deposition cycles rather than the number of layers,
since several C–P layers may be deposited in each cycle. The thickness of each clay platelet is
0.9 nm. (c) SEM image of an edge of a (P/C)100 film. Reproduced with permission from [57]
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Fig. 19.19. (a) Stress-strain curves of free standing films (P/C)50, (P/C)100, (P/C)200, and
(P/C)100 ion exchanged with Ca2+ ions. (b) Polyelectrolyte folding and P–C ion pair formation.
Reproduced with permission from [57]

Although (P/C)n the multilayers system exhibited high ultimate tensile properties
of σu = 100 MPa and εu = 0. 08, and the segmented layered composite structure is
characteristic of that in nacre, the deformation behavior is quite different from that
observed in nacre as inferred from the stress-strain behavior shown in Fig. 19.19(a).
In addition, the reliance on the strong attraction between the constituents limits the
application of the method to a narrow range of materials.

19.4.4
Thin Film Deposition: MEMS-Based Structure

While a lot of effort has been put into reproducing the layered structure of nacre,
an attempt was made recently for the first time to mimic the crossed-lamellar
microstructure of the Queen conch (Strombus gigas), using MEMS (microelectro-
mechanical systems) technology [11]. Polysilicon and photoresist were chosen as
substitutes for aragonite and the organic matrix, and the microstructure was fabri-
cated as a stack of three consecutively deposited films, the designs of which are
shown in Fig. 19.20.

Each film is an approximation of the inner (or outer) and middle layers of the
Strombus gigas shell, covering two length scales. The bottom half represents the
inner layer with vertical interfaces, while the top half represents the middle layer
with the interfaces oriented at ±45◦ to the horizontal. The films are deposited so
that the angled interfaces are oriented in alternating directions designed to make the
middle layer tougher than the inner layer.

The fabrication makes use of standard MEMS technology, repeating the deposi-
tion of a thin silicon film (∼2 μm) on which trenches for the interfaces are etched out
with RIE (reactive ion etching) which are in turn filled with photoresist. Mechanical
tests were performed as shown in Fig. 19.21. The results revealed that the micro-
composite displayed significant ductility and toughness compared to monolithic sil-
icon, with an estimated increase in energy dissipation of 36-times that for silicon.
However, the energy-dissipation mechanisms were slightly different from those of
the mollusk shell. Rather than the multiple tunnel cracking seen in the Strombus
gigas shells, the micro-composite showed extensive delamination between the three
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Fig. 19.20. Top view of designed structural geometry: (a) first and third film and (b)
second film in the three-film stack. Dimensions are in μm. Reproduced with permission
from [11]

Fig. 19.21. Schematic illustration of a mechanical test. The load was applied in the lateral direc-
tion with a punch with a flat tip equipped with a lateral displacement transducer. Reproduced with
permission from [11]
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stacks. This could be due to the fact that the ratio of thickness of the interface (2 μm)
to thickness of the lamellae (4 μm) is much larger than what is found in the struc-
ture of the conch shell. However, the bridged cracks along the ±45◦ interfaces in the
middle layer were similar to those seen in the Queen conch shells, and the micro-
composite demonstrated a significant increase in strength and work of fracture.

19.5
Conclusions

Much progress has been made in characterizing the structure and mechanical proper-
ties of mollusk shells. However, a number of issues remain unresolved. In particular,
the specific roles of nanograins, mineral bridges, and nanoasperities in nacre need
further investigation. Likewise, general constitutive laws for these materials along
various loading paths are currently unavailable.

Advances in in-situ microscopy experiments along with detailed multiscale mod-
eling will facilitate and enhance our understanding of the relationship between mate-
rial microstructure and mechanical properties.

In the manufacturing of artificial shell materials, creative and innovative
methods are emerging. However, much work remains in order to obtain the mor-
phological and chemical control of the interface needed to achieve the performance
exhibited by mollusk shells. One lesson from studying these materials is that the
desirable inelastic deformation mechanisms are the result of complex synergies
between the constituents and the hierarchical structural features. Therefore, biomim-
icking of mollusk shells requires the optimum selection of constituent materials and
manufacturing approaches to materialize the mechanistic synergies. It is anticipated
that experiments and modeling will continue to be vital in addressing this challenge.
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20.1
Introduction

“There is plenty of space at the bottom” [1]. This sentence is still one of the most
well-known statements about nanotechnology and inspires many researchers in dif-
ferent fields of science to look closer at confined nanometric systems. Richard
P. Feynman introduced this claim in a lecture in 1959, a time when nanometer dimen-
sions were still an “undiscovered” land. In the meantime powerful new techniques
[2, 3] have been developed that allow the investigation and even the manipulation
of material at the bottom. Atoms and molecules are used as building blocks for
electronic devices [4] and the precise positioning of individual building blocks is
possible. A well-known example is the work of Eigler et al. [5] who placed single
atoms into a corral structure and they were able to observe concentric standing wave
patterns in the local density of states by means of scanning tunneling microscopy
(STM); an effect, that is caused by the quantum-mechanical interference patterns
formed by the scattering of the two-dimensional electron gas on the atoms forming
the corral. However, such structures are frequently only stable under low-temperature
conditions. The stabilization of nanomaterials is therefore regarded as an important
issue to integrate nanomaterials into useful and applicable device structures. This
is a difficult task, as common CMOS (complementary metal–oxide–semiconductor)
techniques are not very compatible with nanomaterials. Looking back to Feynman’s
lecture a practical solution for this problem is given. He claimed “. . .we can arrange
the atoms the way we want. . .within reason, of course; you can’t put them so that
they are chemically unstable. . .” [1]. Therefore, the role of chemical interactions can
be regarded as an important key that will help to integrate nanometric (molecular)
building blocks into devices. Nature has optimized this approach, and many exam-
ples are found that use chemical interactions to form well-defined structures, i.e.
binding pockets in proteins, that identify other molecules by using the lock-and-key
principle [6, 7].
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The integration of such chemical binding motifs into device structures might
provide a versatile means to obtain stable structures consisting of individual nano-
objects. These binding schemes include electrostatic interactions, covalent binding
of molecules, hydrogen bonding, complexation and supramolecular approaches, etc.
Chemical synthesis provides a toolbox of reaction schemes that can be applied to
functional molecular building blocks, and tailor-made molecules with well-designed
physico-chemical properties can be linked together. Introducing these additional pos-
sibilities to tailor the properties of surfaces will contribute to a powerful mechanism
to anchor nanometric building blocks into device frameworks of higher complexity.

Common structuring techniques usually do not take advantage of chemical bind-
ing schemes and the integration of nano-objects remains challenging. This chapter
will highlight recent developments in chemical lithographic approaches, which uti-
lize chemical binding motifs to guide the assembly of nano-objects into predefined
structures, whereby special emphasis is placed on electro-chemical approaches to
generate addressable surface templates.

20.2
Chemically Active Surface Templates

Chemically active surface templates play an important role for nanofabrication as
they provide structures that can guide the assembly of desired nano-objects into
predesigned configurations utilizing self-assembly strategies. The implementation
of self-assembly functionalization schemes offers here important advantages, such
as their relatively easy processability, stability, and the fast preparation process that
allows a rapid fabrication of nanostructures. The templates offer moreover the possi-
bility to tailor the interaction motifs and properties of the surface structures by means
of chemical surface reactions. Tailor-made surface templates have the potential to
reliably guide the integration of nano-objects into defined positions on a substrate
due to the high selectivity of such interactions. In the last years key technologies
have been developed that allow the reliable fabrication of chemically active sur-
face templates. Thereby two major strategies are followed. While dip-pen and soft
lithographical approaches introduce chemical functionality by the locally restricted
formation of monolayers on substrates, a second class of patterning techniques con-
centrates on the active modification of self-assembled monolayers, by degradation or
activation protocols.

20.2.1
Locally Confined Self-Assembled Monolayers

Dip-pen lithography was introduced in 1999 and many examples of possible func-
tional structures were demonstrated [8] (Fig. 20.1a). Thereby the tip of a scanning
force microscope (SFM) is used as a reservoir for different inks that are transferred
to the substrate if the tip stays in contact with the surface. Functional features with
nanometer resolution could be produced by patterning of alkylthiols (e.g. octade-
cylthiol or thiohexadecanoic acid) on gold substrates [9–13] or using silazanes to
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Fig. 20.1. Lithographic techniques employing the local deposition of self-assembled monolay-
ers. (a) Schematic representation of dip-pen lithography. The transfer of ink molecules by a
SFM tip allows the fabrication of a plethora of features with nanometer resolution. For example,
metallic gap features can be developed [28]. (b) Patterned surface structures can be fabricated by
using μ-contact printing. The ink transfer is established by forming conformal contact between
an elastomeric stamp and the substrate [29]

pattern the surface such as silicon oxide or GaAs [14, 15]. Alkoxysilanes were used
as inks on silicon oxide, whereby the control of the humidity is an important issue
in the patterning process [15, 16]. Viscous solutions of colloidal particles [17, 18],
DNA [19], fluorescent dyes [20] etc., have been transferred by the tip onto silicon
substrates. Device structures include protein patterns [10, 21–23]. The large variety
of different structures is an impressive example of surface templates that potentially
find wide applications in different fields of research, i.e. biology, material science,
and nanoelectronics. Examples of conjugated polymer structures [24, 25], combina-
torial polymer brushes [26], and the fabrication of redox-active nanostructures [27]
have been demonstrated. Small metallic gap features of 12 nm could be fabricated
[28] (Fig. 20.1a, bottom).

The inherently slow patterning speeds that can be realized by scanning probe-
based techniques is regarded as a major drawback and would substantially limit
the applicability of these approaches with respect to their integration into high-
throughput fabrication processes. Therefore, important developments in the parallel
patterning with an array of 55,000 cantilevers have been made. It could be demon-
strated that large area phospholipid arrays with nanometer resolution could be fab-
ricated in reasonable time scales [30]. Advantage is taken here of the fact that the
ink transfer process is independent of the applied force. Thus, the tip array can be
operated without active feedback control of each individual tip. Alternatively, soft
lithography approaches have been established using the μ-contact printing approach
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introduced by Whitesides et al. [29,31]. In this approach an elastomeric stamp is used
to transfer reactive molecules onto surfaces in a parallel fashion (Fig. 20.1b). Critical
parameters are here the proper choice of stamp material to form a conformal contact
between the stamp structures and the surfaces. Moreover, the diffusion characteristic
of the inks has to be taken into account to allow the patterning of large surface areas
with high-resolution structures [32]. Optimization of the printing conditions and the
transfer of the process into a roll-to-roll approach fuels high expectations in regard
to this technique for high-throughput fabrication.

Numerous reviews highlight the developments in this field of research and are
therefore only shortly acknowledged in the present overview. Detailed information
about both techniques can be found in a number of recent reviews [33–37].

20.2.2
Electrical Structuring Techniques of SAMs

In contrast to monolayer deposition related approaches, electro-chemical pattern-
ing techniques have been developed that allow the local chemical modification of
self-assembled monolayers. Thereby the monolayer can be used as a sensitive resist
material or can be used to locally activate the monolayer to generate chemically
active surface groups. Both approaches can be used and attractive strategies for the
bottom-up fabrication of nanostructures emerge from both techniques.

20.2.2.1
Destructive Mode

The local modification of surfaces by their local oxidation was discovered in an early
stage of the era of scanning probe microscopy. Dagata et al. modified a hydrogen-
terminated silicon surface by voltage pulses applied to the substrate via a STM tip
[38] and observed the formation of protrusions. It could be demonstrated that mod-
ified areas contained silicon oxide. With this work he fuelled a rapid development
in the use of scanning probe techniques to locally modify surfaces by means of an
electrical bias voltage.

These experiments were expanded and in 1993 the first approach to perform the
local surface oxidation by means of a SFM tip was reported [41] (Fig. 20.2a). Besides
the use of other substrate materials a broad diversity of applications evolved from this
process and a large variety of different structures could be produced. While early
examples of local probe oxidation focused on the use of Si(111) and polycrystalline
tantalum as a substrate, a number of patternable substrates widely emerged including
metallic substrates [42,43], III–V semiconductors [44], silicon carbide, titanium [45],
and silicon nitride films [46].

The local oxidation process allows the fabrication of dielectric barrier layers,
and templates and can be furthermore used for selective etching processes, whereby
the oxidation pattern serves as a mask [47]. Villarroya et al. integrated local probe
oxidation into the fabrication process of a cantilever-based sensor device to create
nanometric gap structures [48]. They used an approach which includes classical fab-
rication routines for MEMS (microelectromechanical systems) devices, i.e. optical
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Fig. 20.2. Local probe oxidation can be performed either directly on the substrate (a) or through
a self-assembled monolayer (b). In both cases silicon oxide structures can be produced. (a) Stripe
features produced at ambient conditions via the water meniscus induces anodization of silicon
[39]. (b) Oxidation of the silicon substrate through a self-assembled monolayer of OTS allows
the further functionalization of the silicon oxide structures, e.g. by self-assembly of APTES and
DNA molecules [40]

lithography. Desired nanometric finger-structures, which are an essential component
of the sensor device, had to be integrated into these structures, demanding a gap
between the electrodes of less than 100 nm. This part of the device was implemented
by means of SFM-based nano-oxidation approaches [49].

Moreover, local probe oxidation has been used to fabricate (permanent) data
storage memories with high storage capacities [50, 51], conducting wires [52], side-
gated field-effect [47] and single electron transistors [53], metal oxide devices [54],
superconducting quantum interference devices, quantum points and rings, Josephson
junctions [55] etc. Especially interesting is here the approach used by Ensslin et al.
who integrated the local probe oxidation patterning for the fabrication of quantum
mechanical devices, i.e. quantum rings or quantum dots, on AlGaAs/GaAs semicon-
ductor heterostructures containing a two-dimensional electron gas [56]. The local
oxidation of the substrates influences the two-dimensional electron gas underneath
the modified areas, and oxidized areas are rendered insulating. However, the electro-
oxidation of silicon remains one of the most widely used processes, even if here
the produced structures do not directly influence the electronic properties of the
substrates.

Intensive investigations were performed to study the kinetics [57, 58] of the oxi-
dation process and a self-limiting growth of silicon oxide is regarded as the underly-
ing mechanism of the anodization reaction [59]. In these investigations the oxidation
of silicon oxide terminated and H-passivated silicon served as a well-suited model
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system and investigations of the required electrical currents during the oxidation
process could demonstrate that the local oxidation proceeds in a rather effective way.
Typical currents involved in the anodization reaction depend on the final size of the
oxidized spot, but are typically in the femto-ampere regime [60].

Severe improvements in the obtainable line-width of the structures was reported
by the use of dynamic SFM modes, and the use of carbon nanotube tips further
improved the line width down to 15 nm [61]. Cavallini et al. demonstrated that this
oxidation process is scaleable and can be integrated into a parallel oxidation process.
They used the nanometer size features of a DVD stamp that could be used to induce
a silicon oxide feature replica of the stamp. They predict an obtainable resolution
better than 10 nm [62].

Sugimura et al. applied local probe oxidation to structure self-assembled mono-
layers consisting of trimethylsilyl and octadecyltrimethoxysilanes on a silicon sub-
strate [39, 63, 64]. The use of an additional monolayer provides here significant
advantages as it can be used, for example, as a passivation layer or to control subse-
quent etching processes [65]. During the patterning process the monolayer is locally
destroyed and the anodization of the released silicon surface proceeds upon pro-
longed application of the bias voltage on the tip.

n-Octadecyltrichlorosilane (OTS) has developed into a widely used monolayer
for such investigations (Fig. 20.2b) and allowed the fabrication of chemically active
templates by the site-selective self-assembly of reactive monolayers onto the silicon
oxide patterns. This process is very compatible with common silanization routines
as the anodization process creates silicon oxide structures that are possible binding
sites for additional molecules. Examples utilizing this approach include, for example,
the site-selective placement of colloidal nanoparticles [66]. Thereby an additional
functionalization is obtained by introducing amino-propyl triethoxy silane (APTES)
molecules on the silicon oxide structures via a subsequent self-assembly process.
Exposing the structures to the colloidal nanoparticle solution results in the electro-
static interaction of the negatively charged gold colloids and the positive charges pro-
vided by the amino termination of the introduced self-assembly layer. High fidelity
in terms of the selective binding could be achieved. A similar approach was used
by Shin et al. to align λ-DNA onto predefined linear grid structures [40]. Also here
advantage is taken of the electrostatic interaction potential. To assemble the DNA
strands in a grid-like fashion the preparation was optimized to avoid curling, loop
formation, or “branching” of the DNA by a controlled slow withdrawal of the sub-
strate from the DNA solution. This directed assembly resulted in the reliable organi-
zation of the strands in one direction. A “perpendicular” preparation cycle could be
applied to completely fill the grid-like pattern. Thereby the chemical stabilization of
the DNA strand, prepared in the first step, was proven to be successful.

The use of other SAMs than the non-reactive OTS, which is used as a reliable
passivation layer, was recently introduced. The use of different functional groups
varies the surface properties and has a significant influence on the oxidation process.
Not only the meniscus formation can be significantly altered in the presence of dif-
ferent functional groups, due to different water contact angles, but also the charge
injection into the monolayer/silicon is modified. Because electrons are transferred
from a tip to a substrate via the resist molecules this effect is of special interest as
the functional groups could be optimized to ensure a reliable, fast oxidation process.
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Kim et al. investigated this effect by the use of monolayer films of metal phosphates
[67]. Divalent and tetravalent metal ions were attached to phosphoric acid-modified
substrates. The comparison of Zr4+ and Ca2+ ions, resulting in a positive surface
charge or neutral surfaces respectively, allowed them to conclude a beneficial influ-
ence on the electron transfer via positively charged surfaces. It could be concluded
that a localized positive charge on the surface of a resist enhances the electron trans-
fer in AFM anodization lithography to accomplish better and faster patterning.

Kim et al. investigated also the effect of the length of the alkyl chain on the
anodization process [68]. The length of the alkyl chain affects the widths of line
patterns, and the diameters of dot patterns. Hexyl-, octyl-, dodecy- and octadecyl-
trichlorosilane monolayers were investigated with respect to their oxidation char-
acteristics. Higher oxidation voltages resulted in the formation of broader features
on each of the monolayers. At the same applied voltage longer alkyl chains could
be patterned with narrower lines, and the rate of the line variation decreased as the
alkyl chain length of the monolayer increased. Even though, the wetting properties of
the monolayers were comparable, as elucidated by contact angle measurements, the
differences in the resulting line width were evident. It was suggested that the alkyl
chain length of the monolayer has an influence on the water column area and its
resistivity against degradation. Significant variations in the required threshold volt-
ages, which have to be applied to initiate the silicon anodization of monolayer-coated
substrates, were observed. The threshold voltage increased with increasing the alkyl
chain length of the SAM. This was assigned to the required electric energies which
are needed to degrade the monolayers, and the organization of the monolayer itself,
which depends on the alkyl chain length of the precursor molecules.

Recently, Martı́nez et al. introduced a different approach where they replaced the
OTS monolayer by a monolayer formed of aminopropyl triethoxy silane (APTES)
[69]. They demonstrated that the local probe oxidation can also be applied in the
anodization mechanism and the APTES locally degrades upon the application of
a sufficient bias voltage. In contrast to other approaches they utilized the electro-
static repulsion between positively charged [Mn12O12(bet)16(EtOH)4]14+ single-
molecule magnets and the aminie terminated, unmodified APTES areas, and guided
by this means the assembly of the magnets on the oxide structures. They point out
that the trapped charges within the oxide structures play an important role in the
self-assembly step of the magnets. This could be verified by the preparation of neu-
tral single-magnets on such structures, which demonstrated a lower affinity to the
silicon oxide patterns and showed moreover a strong tendency to unspecifically bind
on the APTES monolayer due to the absence of repulsive forces. A similar strat-
egy was followed by Yoshinobu et al. who used local probe oxidation to fabricate
protein patterns [70]. It was demonstrated that positive and negative tone protein
patterns of ferritin could be obtained. The approach to form positive structures, fol-
lows the previously introduced approach to structure OTS as a protein-inhibiting
SAM, and introducing proteinphilic binding sites via the functionalization of the
oxide structures by means of APTES. Interesting are the approaches that lead to
the formation of negative-tone images and two possible strategies were introduced.
The first approach takes advantage of the fact that proteins adhere to a bare sili-
con surface, whereas they are washed off from silicon oxide-terminated surfaces. By
electro-oxidation silicon oxides were produced that protrude several nanometers over
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the silicon wafer level. In its natural state these silicon wafers are coated with a native
oxide layer, thus a thicker oxide is expected to have formed upon the anodization pro-
cess on the inscribed structures. By a short dip of the patterned substrate in HF the
silicon oxide is partially etched away. By careful control of the etching conditions
it was possible to remove the thin native oxide layer without completely removing
the oxide patterns [71]. Protein assembly and rinse of the substrate resulted in the
site-selective functionalization of the ferritin on the bare silicon, whereas the sili-
con oxide patterns remained free of proteins. A similar result could be obtained also
by the electro-oxidative patterning of an APTES monolayer, which resulted in the
local degradation of the amine-terminated surface and the formation of silicon oxide
structures. The affinity of the proteins to APTES was used to bind ferritin proteins
to the monolayer whereas silicon oxide structures did not permit their binding. The
possibility to locally guide the position of proteins on a surface is of special interest
for the realization of bio-electronic devices, including biosensors and enzyme field
effect transistors [72] but also for applications in proteomics [73].

Haensch et al. used the local oxidation patterning to create inverted templates for
the surface functionalization [74]. In contrast to the approach by Martı́nez et al. local
oxidation was performed on a bromine-terminated alkyl silane layer. This choice was
inspired by the fact that amine-terminated SAMs do not permit the subsequent treat-
ment of the silicon oxide structures with additional silane molecules, as they tend
to form monolayers also on the amino-terminated, unstructured parts of the sub-
strate. However, bromine-terminated SAMs can be employed in a variety of addi-
tional chemical surface reactions to generate a large diversity of functional groups
by nucleophilic substitution reactions [75]. It could be demonstrated that the silicon
oxide structures, embedded into the bromine-terminated monolayer, can be selec-
tively functionalized with fluorine-terminated precursor molecules, which can be
used as an ultrahydrophobic passivation layer, without degrading the integrity of the
surrounding, chemically active layer. Subsequent conversion of the bromine to azide
and reduction of the azide to amine allowed to circumvent the multilayer formation
and the high fidelity assembly of silica particles on the amine-terminated surround-
ing could be demonstrated (Fig. 20.3). This approach offers promising options for
the fabrication of gap structures, nanoelectronic circuits, or to separate for example
biological systems, such as cells, into predefined arrangements. Furthermore it high-
lights the requirement to carefully design the fabrication process if surface structures
with more than one functional group are to be realized. It demonstrates moreover
clearly the advantages of introducing chemical functionality into nanometric device
features, as it allows the site-selective placement of nano-objects with high precision
and reliability.

20.2.2.2
Constructive Mode

In 1999 Sagiv et al. introduced an alternative approach that utilizes the local
oxidation of a self-assembled monolayer of nonadecyltrichlorosilane (NTS)
[76], a process that was also used to locally functionalize a chemically inert
n-octadecyltrichlorosilane [77]. In contrast to the previously introduced approach
to locally destroy the monolayer it could be demonstrated that the application of
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Fig. 20.3. Fabrication of negative-tone images of silica nanoparticles by patterning of reactive
monolayers of 11-bromo undecyltrichlorosilane. Post self-assembly of a fluor-terminated passi-
vation layer creates inactive areas on the silicon oxide structures. Subsequent chemical surface
reactions convert the bromine-terminated monolayer into amine, which allows the electrostati-
cally driven self-assembly of negatively charged silica nanoparticles

milder oxidation conditions result in the chemical conversion of the surface termi-
nated methyl groups of the OTS monolayer into acid functions (Fig. 20.4a). The
process was investigated by means of scanning force microscopy and by macroscale
simulation experiments by Fourier Transform Infrared Spectroscopy (FT-IR), which
confirmed the presence of carboxylic acid groups on the surface after the application
of the bias voltage and confirmed moreover, that the quality of the monolayer was
not significantly decreased. The underlying chemical processes are up to now not
precisely known but it was observed that neither the application of positive tip bias
voltages, nor the oxidation in dry atmosphere resulted in a detectable activation of
the monolayer. It was concluded that the formation of a reliable water meniscus is
essential to perform the chemical oxidation of the OTS monolayer.

In a moderate regime of oxidation conditions the monolayer is preserved and
chemical conversion of the top functional groups of a OTS monolayer is performed.
Surface terminated −CH3 groups are locally converted into −COOH functions.
The inscription process can be guided by (a) a conductive SFM tip or (b) by con-
ductive stamps. Chemically active surface patterns with a resolution from 10 nm to
several micrometers can be obtained.

Pignataro et al. further investigated the oxidation patterns by means of Time-
of-Flight Secondary Ion Mass Spectrometry (TOF-SIMS) experiments [78]. The
method was employed to perform chemical imaging and analysis of the obtained
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Fig. 20.4. Constructive electro-oxidative patterning modes

spectra to gain information about the chemical nature of the generated surface pat-
terns with a high lateral resolution of 100–200 nm [79]. Experiments were conducted
on alkyl monolayers self-assembled on hydrogenated silicon surfaces. Surface struc-
tures with a size of several micrometers were inscribed on the surface within dif-
ferent bias voltages. Interestingly, a modification of the surfaces could be obtained
with this approach also by the application of positive tip bias voltages, an effect that
might be related to the quality of the formed layers and/or by the different linkage of
the molecules by Si−C bond formation, in contrast to the formation of Si−O link-
ages formed during the self-assembly of OTS. However, also here a stronger effect
of negative tip bias voltages suggests that the reaction is preferably initiated by an
electron-injection process from the tip to the substrate. Positive TOF-SIMS spec-
tra from the modified regions inscribed with negative tip bias voltages showed the
presence of CxHyO and CxHyN-type peaks that increase with the tip bias, whereas
an intensity decrease of the SiCxHy signals with respect to the unmodified regions
was observed. The presence of the CxHyO and CxHyN signals was explained by the
formation of polar organic moieties due to the nanoelectro-chemical modification.
In contrast to results obtained by FT-IR [77] investigations no significant genera-
tion of −COOH groups was observed. However, the formation of CHO moieties is
suggested due to a degradation of the alkyl chain by C−C bond cleavage.

Further characterization of nanometer-sized surface templates remains diffi-
cult, as the small amount of modified molecules places limitations on the inves-
tigations. The sensitivity of characterization techniques and/or the resolution of
the investigation tools are frequently not sufficient. A powerful, however indirect,
technique is provided by friction force microscopy that can be used to monitor
the change of the surface properties. Upon oxidation of the monolayer a strong
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hydrophilic/hydrophobic contrast is created, which results in a clearly visible con-
trast due to the absorption of a water layer on the structures in ambient conditions.
The scanning tip is subjected to a higher mechanical resistance in these areas, which
results in a strong corresponding friction signal. Only minor changes in the simul-
taneously recorded height images are observed. Small depletions/protrusions in the
topography images in the oxidized areas could be identified as a scanning artifact
that vanishes if the resonant lateral force imaging mode is used [80]. The high fric-
tion force can be used to monitor the result of the oxidation process directly after
the inscription is performed and can be furthermore used to determine the parame-
ter space for the oxidation [80]. The result is a diagram that correlates the applied
voltage and the duration of the oxidation process with the obtained surface patterns.
Wouters et al. found a relatively small corridor where the chemical activation of the
OTS monolayer takes place. The application of higher oxidation voltages, and/or
oxidation times results in the destruction of the monolayer and the anodization of the
underlying silicon substrate. Scanning force spectroscopic investigations performed
with a biased tip, allowed Hoeppener et al. to investigate the changes of the surface
properties during the oxidation process itself [81]. The analysis of the snap-in and
snap-out events allows the interpretation of the oxidation kinetics and it was found
that especially the transition between the monolayer oxidation mode and the degra-
dation of the monolayer proceeds very fast.

In this intermediate bias voltage regime Maoz et al. reported a third pattern-
ing process that is characterized by a faint contrast visible only in friction mode
[77]. These structures vanished upon the exposure of the substrate to OTS. This was
attributed to a surface/solution exchange of OTS molecules, where de-bonded mono-
layer molecules are replaced by OTS molecules from the solution. This effect might
be caused by the tip-induced cleavage of the siloxane bonds during the patterning of
the monolayer, with no significant oxidation of the top methyl groups. This exchange
was confirmed by exposing a surface pattern to a solution of a functional nonadecyl-
trichlorosilane (NTS) and subsequent wet-chemical conversion of the vinyl groups
by KMnO4, to induce a hydrophilic/hydrophobic contrast that can be created exclu-
sively if the proposed surface/solution exchange takes place. The inscribed structures
reappeared in the friction force images and the replacement of OTS molecules by
NTS was confirmed. However, the control of this process remains difficult and this
writing mode is not used commonly for patterning.

It was found that the oxidation conditions moreover critically depend on the tip
material and the quality of the tip and a screening of the proper conditions to obtain
the desired oxidation result is required for each individual tip. A clear correlation
between the applied voltage and the inscription time was found. Shorter oxidation
times require higher oxidation voltages to work in the desired patterning mode. The
applied bias voltage has also important implications on the resolution of the pattern-
ing process. It is observed that higher oxidation voltages result in the formation of
thicker line patterns, an effect which has to be taken into account if high-resolution
surface templates are to be formed. Moreover, the line-width depends essentially on
the quality of the tip and therefore on the size of the water meniscus that is formed.
The optimization of these conditions is an essential step and improvement of the
pattern resolution is obtained by using highly doped, non-coated SFM tips. Line
patterns as thin as 6 nm could be obtained [82].
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Critical issues for use of this electro-chemical oxidation process in high-
throughput fabrication processes are here also the scalability and the possibility to
speed up the pattern inscription process. A straightforward approach is here to auto-
mate the inscription process by using, for example, a completely software-driven
SFM set-up, that controls the approach and oxidation process, before the tip is auto-
matically removed and the sample is transferred by a motorized θy-stage to a differ-
ent area chosen for oxidation [83]. Automatic landing of the tip ensures comparable
oxidation conditions for all oxidation cycles.

Large surface patterns have been produced by Wouters et al. and the structures
could be investigated by means of XPS (X-ray photoelectron spectroscopy). One-
thousand structures could be inscribed on a surface while maintaining a functional
tip. However, the automatization does not improve the patterning speed. First fea-
sibility studies have been performed to implement the electro-chemical oxidation
into a parallel process utilizing multiple tip arrays [84]. In contrast to the relative
straight-forward adaptation of dip-pen lithography into this parallel fabrication con-
cept, important issues, influencing the electro-chemical oxidation process, have to
be taken into account. Especially the force applied to the individual tips has impor-
tant effects on the inscribed structures. Higher forces exerted by the scanning force
microscopy tips result in a decrease of the efficiency of the oxidation process and sig-
nificantly longer oxidation times are required, which are 10–20-times longer than for
a tip that was approached with normal force values used also for imaging. An active
control of each individual tip would be beneficial; however common SFM set-ups
do not permit the feedback control of tip arrays. An elaborated horizontal alignment
of the tip arrays is therefore required. With this approach it was demonstrated that
reliable patterning of the surface could be obtained by operating a four-cantilever
array [84]. An alternative approach replaces the SFM tip by a conductive stamp [85]
(Fig. 20.4b). This approach represents an easy and precise technique to obtain chem-
ically active surface templates by a single, parallel inscription process. Surprisingly,
it is observed that the pattern transfer proceeds even if relatively rough, commer-
cially available TEM grids are used. The observed corrugation of these rigid stamps
allows the faithful pattern transfer due to the formation of water menisci which level
out the roughness of the stamp. Therefore, high humidity, resulting in the conden-
sation of water vapor, is applied to the stamp structure prior to contact formation.
It is observed that the pattern transfer process required oxidation times of approxi-
mately 30 s, and higher oxidation voltages, in the range of 30–35 V, were necessary
compared to the inscription process which is initiated with a conductive SFM tip.
The larger distance of the TEM grid and the thicker water layer, which is required to
obtain the conformal contact, are supposed to be major reasons for the more demand-
ing oxidation conditions. The presence of carboxyl groups were identified in a recent
paper by Andruzzi et al. by XPS investigations [86].

Instead of using a conductive stamp pattern it was demonstrated that an oxida-
tion pattern can be directly transferred from one substrate to another. Such surface
templates have no topography and it was concluded that the pattern transfer is estab-
lished exclusively by the formation of water bridges between the planar surfaces
and the important role of the water meniscus for the patterning process was con-
firmed [87]. A mirror image of the hydrophilic/hydrophobic stamp is inscribed on
the OTS-covered substrate. These findings would allow a simple and straightforward
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means to reproduce structures from a single master stamp in practically unlimited
numbers, which makes the whole patterning process cost effective.

The strong hydrophilic/hydrophobic contrast between the oxidized structures and
the surrounding substrate can be directly used to assemble liquid materials on sur-
face templates. Checco et al. used this effect to study the wetting behavior of ethanol
and octane on patterned line features [88]. This allows the precise control and sta-
bilization of liquid objects in desired confinements, enables the study of wetting
phenomena, and allows the determination of liquid profile shapes with sub-100-nm
resolution. Measurements of the liquids were preformed by Amplitude Modulation
SFM to avoid deformations of the liquid due to interaction with the tip. Experiments
were performed in a closed chamber that allowed investigation of the liquid adsorp-
tion under equilibrium conditions. Variation of the substrate temperature enabled
the controlled absorption of the liquids on the pattern structures and nanoscale mor-
phological wetting transitions could be investigated, i.e. the bridging of lines with
a relatively narrow distance, which tend to merged together if the amount of liquid
increases on the structures. Quantitative determination of the weak line tension of
the condensed liquids could be determined, which were in agreement with the esti-
mated values [89]. Further applications for this method are seen for the investigation
of biological phenomena, nanofluidic morphological wetting transitions, e.g. where
neighboring lines merge together to form a single larger channel, and the investi-
gation of the relative role of the line tension (compared to the surface tension) by
defining the profile of liquid nanodrops. A major advantage of the use of chemical
nanopatterns is seen in the fact that wetting phenomena are not influenced by topo-
graphical features, which are well known to have a strong influence on the wettability
and might affect the values of the measured line tension.

Recently Cai [94] reported on the formation of iodine patterns on surface tem-
plates, produced by electro-chemical oxidation. Iodine was used here as a model
tracing and visualization agent for studying the liquid behavior at the nanometer
level and might help to understand the evaporation dynamics of liquid solvents in
nanometric confined surfaces areas. It was observed that the height of the patterns
depends critically on the initial concentration of the iodine solution. The shape of the
iodine films is strongly affected by the evaporation speed of the used solvent and the
size of the pattern. A qualitative model was developed to explain the resulting evap-
oration patterns. In general, during the evaporation process, both the “coffee ring”
(i.e. aggregation of material at the borders of the structures) [95] and the “Mexican-
Hat” effect (preferential deposition of the material in the middle) [96–98] will occur.
In the fast evaporation case, the Mexican-Hat effect plays a dominant role, while
the coffee-ring effect dominates during slow evaporation. The coffee-ring forma-
tion could moreover be suppressed by the reduction of the pattern size. Interesting
is moreover the fact that iodine-covered patterns exhibited an unusually low vapor
pressure compared with the bulk crystalline iodine, which undergoes sublimation in
an open environment or under heating. However, iodine patterns on the carboxylic
acid templates were stable even after the incubation at 80 ◦C for 48 h, and only a
minor decrease in the pattern height was observed. This effect was observed to be
dependent on the layer thickness of the iodine and the interaction between the car-
boxylic chemical pattern and the iodine adsorbate was identified as the reason for the
reduced vapor pressure of the iodine on the pattern structure.
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Hoeppener et al. introduced an approach that allows the in-situ generation of
magnetic nanoparticles on carboxylic acid-terminated surface patterns [90]. The par-
ticle formation is initiated by applying an aqueous solution of FeII ions to the sur-
face followed by a reduction step by hydrazine vapor. After the reduction process the
structures are covered with a dense layer of uniform particles (Fig. 20.5a). Remark-
able is here the uniform size of the nanoparticles, which was found to be 6–7 nm,
as determined by the height and roughness of the formed particle layer. By reducing

Fig. 20.5. Modification schemes for chemically active surface templates fabricated in the con-
structive patterning mode on OTS monolayers. (a) In-situ generation of uniform structures cov-
ered with magnetic particles (particle diameter 6–7 nm) [90]. (b) Wetting driven self-assembly
of eicosene after a subsequent conversion step into reactive species that can be employed
for the site-selective generation of elemental silver [82]. (c) Site-selective placement of dif-
ferent nanoparticles in a sequential patterning approach [91]. (d) Epithelial cells cultured on
a polyethyleneglycol (PEG)-functionalized OTS pattern. Dark stripes represent the pegylated
areas, which inhibit the adhesion of cells [86]. (e) Conductive wire structures fabricated in
close vicinity to a macroscopic electrode [92]. (f) Carbon nanotubes site-selectively attached
to an aminopropyltrimethoxy silane (APTMS)-coated cross-structure fabricated by tip-mediated
monolayer oxidation [93]
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the template size individual nanoparticles could be arranged in a grid-like fashion
with very small next neighbor spacing of 50 nm. The magnetic properties of indi-
vidual particles were studied by means of Magnetic Force Microscopy that revealed
the superparamagnetic character of the small iron nanoparticles. The integration of
magnetic nanoparticles into well-defined array structures is regarded as an important
step that allows the fabrication of magnetic structures with decreasing device dimen-
sions. Additional properties of such structures, i.e. single domain magnetization, will
become accessible and offer new possibilities for the effective construction of new
devices [99,100]. With respect to fundamental research interesting possibilities arise
from this approach to study flux closure and magnetic orientation effects in designed
particle configurations.

Recently, Sagiv et al. introduced the wetting-driven self-assembly concept
(WDSA) [82]. Advantage is taken here of the fact that materials with low melt-
ing points and suitable surface tensions can be prepared from the melt onto
lyophilic/lyophobic surface patterns and solidified upon withdrawal of the substrate
from the liquid melt phase into ambient temperature conditions. Optimization of the
withdrawal speed allowed the fabrication of nanostructures consisting of different
test materials. Desired chemical functionalities of the surface patterns are introduced
by using readily available, cheap functional alkanes. A feasibility study to use this
approach to create metal structures by loading functionalized surface patterns with
silver and gold ions and further post-assembly chemical treatment to form metallic
nanoparticles resulted in the formation of metallic features (Fig. 20.5b). However,
spill-over effects of the liquid in the interface region of lyophilic/lyophobic areas
decrease the fidelity and obtainable resolution of the assembly process. Potential
applications of this approach are seen in the in-situ chemical synthesis in “nanore-
actors” confined at predefined areas on a surface. Moreover, surface templates might
be utilized for repeated use as a base monolayer pattern in different post-patterning
assembly processes. A critical issue of this approach remains the stability of the
structures formed by the wetting-driven self-assembly process as no covalent link-
age of the material is obtained and the restrictions imposed by this fact have to be
investigated.

Besides the fact that structures can be generated by wetting-driven effects addi-
tional possibilities emerge from the direct use of the generated functional groups by
chemical means. Thereby especially electrostatic interaction provides a straightfor-
ward means to assemble charged nano-objects, such as nanoparticles onto the prede-
fined patterns. The −COOH-terminated surface patterns are negatively charged and
can be directly used for the site-selective assembly of positively charged nanopar-
ticles. Different kinds of particles have been tested, i.e. positively charged mag-
netite nanoparticles, which have been self-assembled on concentric circular surface
templates by Hoeppener et al. [101]. However, the use of relatively weak elec-
trostatic interactions poses limitations on the stability of the formed arrays, espe-
cially if the structures are subjected to further preparation processes. Wouters et al.
demonstrated that the chemical fixation of amine-terminated CdSe/ZnS core-shell
nanoparticles is an essential step if different nanoparticles are placed on sequen-
tially inscribed nanopatterns [91]. Simple self-assembly approaches resulted in the
reliable coverage of −COOH-terminated surface templates and a corresponding
height increase of 20 nm could be observed, reflecting the diameter of the used
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CdSe/ZnS nanoparticles. In a further patterning step additional surface templates
have been oxidized on the surrounding OTS monolayer, making use of a closed-
loop system that allows the faithful control of the patterning area by eliminating
the drift usually present in common SFM set-ups. The straightforward use of these
newly inscribed areas to assemble 5-nm cationic Au nanoparticles, coated with a
poly-L-lysine, resulted in a complete exchange of the CdSe/ZnS nanoparticles by
gold nanoparticles due to competing interactions. An intermediate fixation step of
the CdSe/ZnS particles is required to prevent their displacement during the second
self-assembly step, which was performed by annealing the CdSe/ZnS particle arrays
at 90 ◦C for 6 h. This process leads to a stabilization of the nanoparticles on the
−COOH patterns and allows the exposure of the substrate to a solution containing
different nanoparticles (Fig. 20.5c), leaving the stabilized particle arrays, produced
in the first lithographic step, unaffected. The possibility to combine different mate-
rials in close vicinity to each other implies attractive solutions for the fabrication
of complex structures. The demand to integrate tailor-made binding groups into the
fabrication process is therefore evident.

Andruzzi et al. introduced the synthetic approach to integrate the carbodiimide
N-hydroxysuccinimide (NHS) group amplification into the functionalization scheme
[86]. This synthesis protocol is known as a very useful tool in organic chemistry for
producing chemical bonds under mild reaction conditions [102]. The broad scope
of the reaction includes the coupling of, for example, semiconductors to bioac-
tive molecules [103], the preparation of N-terminus functionalized proteins [104],
and nanocrystal conjugates [105]. It was demonstrated that bioselective surfaces
could be fabricated consisting of micrometer-sized features of polyethylenegly-
col (PEG) and OTS. The approach uses the previously introduced electroprinting
approach [85] by means of a conductive stamp and subsequent functionalization
with amino-terminated PEG via NHS chemistry. The functionalization was inves-
tigated by means of XPS and patterned substrates were checked for their applicabil-
ity as bioselective surfaces. Preliminary tests demonstrated that PEG-functionalized
areas of the patterns efficiently suppressed the adsorption of bovine serum albumin
(BSA), as investigated by means of fluorescence microscopy. Cell-adhesion experi-
ments were carried out on PEG-patterned surfaces (Fig. 20.5d), which were treated
with adhesion-promoting fibronectin prior to the cell preparation to support epithe-
lial cell adhesion to non-PEGylated regions. The cell adhesion was investigated by
fluorescence microscopy tracing the Enhances Green Fluorescent Protein (EGFP)
expressed by the epithelial cells. High selectivity for the cell adhesion was found
in the fibronectin-coated regions. Cells showed healthy growth and maintained gene
expression, while no cytotoxicity effects were observed. The NHS approach holds
promise for the rapid and simple fabrication of bio-selective and bio-functional sur-
faces. Further possibilities are seen in the fabrication of biofunctional surfaces using
amino-terminated molecules, e.g., amino-terminated PEG, DNA, peptides, proteins,
and sugars.

Willner et al. extended the possible reaction scheme of the formed −COOH
patterns by using enzymes [106]. Tyramine was covalently linked to the −COOH-
terminated templates resulting in lines terminated with hydroxyphenyl moieties. The
exposure of the structure to tyrosinase induced the conversion of the hydroxyphenyl
end-groups to a catechol functionality. The successful conversion was indirectly
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proven by the site-selective assembly of Au nanoparticles, which carried boronic
acid residues that interact with the catechol functions. Alternatively, magnetic parti-
cles were used that linked to the structures through surface Fe3+ ions. Additional
EDX (Energy dispersive X-ray spectroscopy) investigation of the surface-bound
particles revealed the iron content of the nanoparticles linked to the surface struc-
ture. The use of enzyme encoded and activated structures open new possibilities
for the fabrication of nano-biosensors, but might have also implications for the fab-
rication of nanocircuits. Because of the known high selectivity of catalytic units
the fabrication of an encoded pattern consisting of several different substrates for
various enzymes might be possible. This would allow full control on the orthogo-
nal fabrication of nanostructures avoiding chemical cross-talk during the fabrication
sequence and highly selective binding.

To further increase the spectrum of surface chemistry functional monolayers can
be site-selectively assembled on the inscribed patterns as introduced by Maoz et al.
[77]. Advantage is taken of the fact, that the chemical patterning creates hydrox-
ylated surface areas, which are embedded into a matrix of methylene-terminated
OTS monolayer. The application of suitable trichlorosilane molecules resulted in
the site-selective formation of an overlayer structure on the inscribed patterns either
by hydrogen bonding or covalent binding of the overlayer to the patterned base
monolayer, depending on the preparation conditions [107]. This approach allows
the template-guided hierarchical self-assembly of chemically designed templates. A
very versatile precursor molecule that is capable of forming reliable and well-ordered
multilayer structures is nonadecyl trichlorosilane that provides an ethylenic surface
termination of the inscribed surface templates [77]. A sequence of chemical surface
reactions, involving the photochemical conversion of the ethylenic groups, has been
introduced to generate thiol and amine functionalities. The thiolation of bilayer struc-
tures is e.g. established by photoreaction of the surface-bound NTS molecules with
H2S in the gas phase [77, 108].

Maoz et al. used such templates for the in-situ generation of nanoparticles, i.e.
silver particles, by treatment of the thiolated templates with an aqueous solution
of HAuCl4. Subsequent use of a silver enhancer solution resulted, according to
new insight into the process, in the amplification of the particle size by catalytic
metal deposition on tiny gold nanoclusters produced upon the spontaneous reduction
[77, 82].

Another approach allows the site-selective formation of CdSe nanoparticles
on such substrates [77, 92]. Thereby a chemical reduction is performed on a sur-
face template, which is loaded with Cd acetate solution. Larger surface struc-
tures functionalized in this way showed the preferential formation of particles at
the structure boundaries, which might be influenced by wetting and/or diffusion
processes [77].

Moreover, thiol functions can be directly used to bind gold and silver nanopar-
ticles and the functionalization scheme was used to fabricate well-defined arrays
and structures of these nanometric building blocks. The site-selective assembly of
Au55(Ph2PC6H4SO3Na)12Cl6 clusters with a diameter of 1.4 nm was demon-
strated by Liu et al. [109]. Au55 clusters have been demonstrated to show single-
electron tunneling effects at room temperature [110] and are promising candidates
for single-electron devices. Electro-oxidative patterning provided a powerful means
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to control the position of the particles in a faithful fashion by a simple self-assembly
preparation process. Thereby a ligand-exchange process is used to anchor the Au55
clusters to the thiol-terminated surface templates. Previous attempts to integrate indi-
vidual clusters into device frameworks were difficult to control or required substan-
tial preparation [111]. Circular dots with a lateral size of 30–50 nm were generated
and it was found that a small number (2–5) of clusters were localized in these areas.
On line features with a template width of 30 nm two densely packed parallel rows
of clusters were formed, indicating the preferential assembly of nanoclusters at the
hydrophilic/hydrophobic boundary. The prototyping of cluster layouts, resembling
the shape of more complex circuits with wires and contact pads and isolated metal
clusters localized within a gap structure, demonstrated the possibility to also manip-
ulate the precise control of individual particles due to an improved resolution within
the tip inscription process. Towards the all-chemical fabrication of nanoelectronic
devices the thiol functionalization was used by Hoeppener et al. to fabricate conduc-
tive wire structures with nanometer dimensions that are connected to a macroscopic
electrode [92] (Fig. 20.5e). Also for the macroscopic electrode a chemical approach
was used. Starting from a chemically inert OTS covered monolayer a droplet of
liquid gallium was applied to one part of the substrate. The gallium solidified and
represented an easily replaceable barrier, which was utilized in the subsequent irra-
diation process of the uncovered OTS part with UV light, as a protective mask. Dur-
ing this process the OTS monolayer was degraded and the bare silicon oxide surface
was obtained. Replacement of the gallium protection layer and self-assembly of an
NTS monolayer on the clean part of the substrates generated a platform to create
stabilizing thiol functions by the previously described photochemical process and
metallization of the layer by metal. The OTS monolayer provided the possibility to
inscribe −COOH-functionalized wire structures close to the macroscopic electrode
and even to establish a well-defined contact at the interface of the electrode. Metal-
lization of the inscribed structures by loading of the acid functions with silver ions
and subsequent reduction resulted in the formation of elemental silver nanoparticles.
During this process the −COOH functions are regenerated and the process can be
repeated until a complete coverage of the structures is obtained. Silver enhancer solu-
tion can be used to fill gaps between the individual particles. Finally, the conductivity
of such structures was tested by means of lateral conductivity mapping performed by
applying a voltage between the conductive SFM tip and a simultaneous recording
of the current that flows through the tip–sample contact area. The macroscopic elec-
trode area was used as the counter electrode. It was demonstrated that the samples
show a moderate conductivity, however the determination of the resistance of the
wire structures was not possible due to the unknown contact resistance of the SFM
tip. Structures were stable enough to withstand contact-mode measurements, which
were applied due to the more reliable contact that is established by the conductive tip
to the structures. This is regarded as the first example that functional structures can
be fabricated by means of an electro-chemical patterning process.

The conversion of the ethylenic groups of the NTS-covered templates to thiol
is only one example of a number of possible modification schemes. Alternatively,
amine functions can be generated as demonstrated by Liu et al. [112]. Thereby, a
photochemical reaction is performed to treat the vinyl groups of the NTS precur-
sor with formamide. This process adds a terminal amide group to the alkyl chain
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of the NTS and is converted into a terminal amine function upon the reduction
with BH3 · THF. The reduction step resulted also in a conversion of the interfacial
−COOH functions of the inscribed monolayer pattern to −CH2OH, however, the
conversion does not seem to have implications on the stability of the bilayer structure.
Amino-terminated surface templates are important as the protonation of the amino
groups results in a positive charging of the template. Thus, negatively charged nano-
objects, i.e. nanoparticles, can be stabilized by means of electrostatic interactions
[113–118]. It was demonstrated that citrate-stabilized colloidal gold nanoparticles
could be anchored to even complex amino-terminated templates in a reliable fashion.
Thereby the colloidal gold particles acquire a negative charge due to the adsorption
of citrate and chloride anions present in the colloidal suspension.

Even though the use of NTS provides a versatile strategy to generate a large
variety of different tailor-made bilayer structures, it is not commercially available
and the screening for more readily available precursors is desired. Thereby, long-
chain precursor molecules, which form highly stable monolayers of good quality,
are rare and compromises have to be made. The general tendency of shorter alkyl
chain precursors to form more disordered monolayers poses drawbacks in the stabil-
ity of these systems. On the other hand the number of available functional groups is
acknowledged as an important issue that has to be taken into account to obtain reli-
able template functionalization. Especially in confined surface areas the number of
available groups is essential to obtain a sufficient quantity of potential binding sites;
a requirement that is more difficult to achieve in disordered monolayer systems.

However, there are applications where a densely packed monolayer is of minor
importance. This is especially valid for the binding of one-dimensional nanosystems,
i.e. carbon nanotubes. Carbon nanotubes have been used in a number of prototyping
experiments and their useful electronic properties, for example the formation of func-
tional transistors, has been reported [119–121]. A serious problem remains their con-
trollable integration into suitable device frameworks. Smalley et al. reported on the
use of aminopropyltrimethoxy silane (APTMS) to promote the adhesion of carbon
nanotubes. This approach could be combined by Hoeppener et al. with the pattern-
ing of the OTS monolayer and subsequent self-assembly of APTMS via a vapor-
phase self-assembly process [93]. Even though the quality of the formed bilayer is
rather low, subsequent assembly of carbon nanotubes was limited to the APTMS-
functionalized surface structures, for example cross-structures, which lead to the for-
mation of a basic transistor layout (Fig. 20.5f). The major advantage of the imple-
mentation of the electro-chemical oxidation approach is the sequential character of
the inscription process, which will permit the controlled step-by-step assembly of
such transistor layouts, even with the possibility to hierarchically assemble prese-
lected carbon nanotubes (diameter, electronic properties, length) or allow combina-
tion of tubes consisting of different materials.

A very versatile functional group in chemical synthesis is bromine. 11-Bromo
undecyltrichlorosilane is commercially available from different suppliers.
Balachander et al. [75] demonstrated the versatile use of bromine-terminated
monolayers for further functionalization by nucleophilic substitution reactions.
They demonstrated the possibilities to generate thiol, amine, azide, cyanate, thio-
cyanate, and thioacetate-terminated surfaces. A careful comparison of the quality of
the 11-bromo undecyltrichlorosilane with OTS monolayers reveals a less-ordered
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formation of the shorter 11-bromo undecyltrichlorosilane monolayer. However,
sufficient stability of the formed layers was found.

In recent approaches these readily available precursor molecules were inte-
grated into the electro-chemical patterning approach. The functionalization scheme
was used by Haensch et al. to perform the 1,3-dipolar cycloaddition of acetylene-
functionalized building blocks onto azide-terminated monolayers, via intermediate
formation of azide groups [122], and on nanometric bromine-functionalized surface
structures. This reaction scheme, known as click-chemistry [123, 124], represents
a very versatile route in organic synthesis. The fact that reactions can be performed
under mild conditions and the general high yield of this reaction make it a very useful
protocol for the modification of surfaces. As a small test molecule propargyl alco-
hol was used and nanostructured line features with a line width of 50 nm could be
functionalized with good reliability [125]. The propargyl alcohol is only one mem-
ber of a whole class of acetylene functionalized molecules, i.e. dendrimers [126],
complexes [127], and nanoparticles [128], that are either commercially available or
can be synthesized in a straightforward fashion and can be used as tailor-made build-
ing blocks. Therefore, the integration of click-chemistry is regarded as an important
step to enlarge the possibilities to fabricate functional nanostructures. The stability
of the nanostructures within this sequence of functionalization steps demonstrates
moreover the general possibility to use multi-step chemical modification schemes
(Fig. 20.6).

Fig. 20.6. Surface-initiated grafting of polymer brushes by ATRP polymerization
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The site-selective assembly of 11-bromo undecyltrichlorosilane on top of an
inscribed surface pattern provides suitable initiator structures for the controlled poly-
merization of polystyrene (PS) onto the structures. Well-defined polymer brushes
could be formed that faithfully follow the inscribed pattern.

Another approach, reported by Becer et al. uses the surface terminal bromine
functions as the initiator for attenuated transfer radical polymerization (ATRP) of
polystyrene [129]. The surface-initiated “grafting from” polymerization process is
regarded as a favorable technique to obtain well-defined polymer brush systems,
as the steric hindrance of macromolecular species, i.e. predefined polymer chains,
is avoided, a well-known effect in “grafting to” approaches; the bulkiness of poly-
mer chains and entropic factors prevent frequently the formation of dense polymer
brushes. The surface-initiated polymerization process resulted in the formation of
dense polymer brushes with a height of several tens of nm. The polymerization pro-
cess proceeded linearly with the reaction time, a fact that gives evidence for a living
polymerization reaction. As the bromine function is transferred to the end of the
polymer chain after each addition of a monomer unit, the polymer brushes remain
active and can be employed also for the formation of block copolymer brush systems,
which could be demonstrated by the addition of tert-butyl acrylate (TBA) to continue
the polymerization. Further increase in height of the structures was observed, indicat-
ing that the PS polymer brush exhibited at least partially bromine termination. The
growth of polymer brushes faithfully follows the inscribed surface patterns, which
were in this case inscribed by the electroprinting approach and polymer brush pat-
terns with a line width of 7 μm could be obtained. Recent results demonstrate the for-
mation of polymer brushes on 75-nm features, demonstrating a perfect selectivity of
the polymerization process, which proceeded exclusively on the patterned bromine-
terminated surface templates. This approach allows to tailor the chemical, mechan-
ical, electrical, and energetic properties of surfaces in a versatile fashion by design-
ing the block copolymers. The introduction of a topographic contrast has interesting
implications for biomedical applications of such surfaces. Responsive brush systems,
that change their configuration upon external stimuli, can be obtained by introducing
polymers with lower critical solution temperatures (LCST) or pH responsive poly-
mers.

Frequently the time consumed for the chemical post-assembly functionalization
is not regarded as an important issue. However, there is a potential to reduce nanofab-
rication times by combining the patterning and the chemical functionalization step.
Cai et al. introduced the electro-pen lithography approach [130]. In fact this approach
represents the combination of electro-chemical lithography and dip-pen lithography.
In a single step an ink-coated, biased conducting SFM tip induces the oxidation
of the OTS monolayer to form −COOH-functionalized areas. Simultaneously, ink
molecules are transferred directly to the regions of higher surface energy. The reso-
lution obtained in this approach was reported to be 50 nm and fast writing times of
10 μm/s have been reported. Resolution limiting is in this process the line width of
the −COOH-terminated surface templates rather than the diffusion properties of the
inks. Two different inks have been tested, including quaternary ammonium salts, a
material that was previously used by Wouters et al. to demonstrate the site-selective
assembly on patterned OTS monolayers [131], and trialkoxysilanes. Thereby the
careful tuning of the inks was performed and advantage was taken of the slow reactiv-
ity of alkoxysilanes with water. The site-selective in-situ assembly of the molecules is
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expected here to be catalyzed by the acidic properties of the surface patterns and gen-
erated cross-linked, stable bilayer structures on the inscribed patterns. The success-
ful ink transfer of mercaptopropyltrimethoxysilane was tested by the local binding
of 2-nm maleimide mercapto crosslinker-modified gold nanoparticles. The particles
appeared to be stable and withstand even the investigation by contact mode SFM.

As a special feature the fabrication of multilayer structures by using this approach
is reported. The step-wise growth of patterns can be used to assemble three-
dimensional architectures and might find application in multibit data storage.

An important issue that is rarely addressed in the available literature is the
task to induce reversible chemical modifications of a monolayer, thus to imple-
ment a writing/erasing process. Sugimura et al. addressed this subject and stressed
the importance that both, oxidation and reduction, reactions must be performed
on the same monolayer to achieve a reversible patterning [132]. Electrochemi-
cal patterning in the ambient water meniscus of a SFM tip was used to locally
initiate the reduction and oxidation processes. The experiments were conducted
on a p-aminophenyltrimethoxysilane monolayer, prepared by a vapor-phase self-
assembly process. Local application of bias voltages was found to manipulate the
chemical state of the monolayer. With positive substrate bias voltages greater than
+2 V, applied during the scanning process, the surface was oxidized and nitroso
functions were generated at the interface. With a negative bias scanning of less
than −3 V an amino-termination of the monolayer could be generated. The oxida-
tion/reduction cycle could be repeated a few times, demonstrating the writing/erasing
of the inscribed structures. Conformation for the underlying chemical redox-cycle
is difficult and surface potential measurements based on Kelvin Probe Microscopy
were used to investigate the changes induced in the modified areas. However,
the investigation remained indirect and additional tests were performed to con-
firm the presence of the amino groups within the patterns by the self-assembly of
−COOH-functionalized latex beads. The preparation solution was adjusted to
pH = 4, which causes the protonation of the amine to NH3

+, while the −COOH
groups of the latex beads were deprotonated to COO−, thus a electrostatic driving
force was created that allows the site-selective decoration of the reduced regions of
the monolayer. Besides the difficulties to determine the created chemical species it
was observed that the precursor monolayer does not show a well-defined electro-
chemical state after the preparation process and some of the precursor molecules
were already in the oxidized state. However, this study stimulates further research
in this direction and might trigger the development of new concepts that allow the
reversible manipulation of molecular monolayers or molecular architectures. The
introduction of supramolecular binding schemes is here another approach that might
open new possibilities.

20.3
Conclusions

The combination of lithographic approaches to pattern self-assembled monolay-
ers, resulting in a chemically selective structures, has been established by different
methodologies. Electro-chemical oxidation approaches are compatible techniques,
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that provide advantages especially if chemical binding units can be introduced.
The introduction of tailor-made functional groups results in a plethora of fabrica-
tion schemes with very attractive possibilities for the smart and reliable design of
functional nanostructures. The tailor-made formation of binding sites allows the
highly selective, cost-effective integration of self-assembly strategies to integrate
nano-materials into device frameworks of higher complexity. Chemically active,
addressable surface templates offer in this respect beneficial advantages over com-
mon lithography techniques. Even though convincing feasibility studies have been
performed there are still severe challenges to be addressed to finally be able to make
full use of these attractive templating approaches.

Some of the most important targets for future developments are for exam-
ple the fabrication of three-dimensional surface architectures, the development of
orthogonal binding mechanisms that will allow the site-selective assembly of dif-
ferent nano-objects within a reduced number of assembly steps, and the reversible
functionalization of surface structures. Also the implementation of parallelization
approaches is up to now only at a very early stage of development and significant
progress has to be made. However, probe-based oxidation techniques provide a use-
ful means ready to be implemented in prototyping.

Acknowledgments. The author is grateful for the financial support of the Nederlandse Weten-
schappelijk Organizatie (NWO), who supported the research with a VICI grant awarded to Prof.
Ulrich S. Schubert. Prof. Schubert is gratefully acknowledged for continued support. Post-Docs,
Ph.D. and undergraduate students were actively involved in the investigations and are kindly
acknowledged for their enthusiasm and motivation to participate in this field of research.

References

1. Feynman RP (1960) Engineering and Science p 20
2. Binnig G, Rohrer H, Gerber Ch, Weibel E (1982) Phys Rev Lett 50:120
3. Binnig G, Quate CF, Gerber Ch (1986) Phys Rev Lett 56:930
4. Heinrich AJ, Lutz CP, Gupta JA, Eigler DM (2002) Science 298:1381
5. Crommie MF, Lutz CP, Eigler DM (1993) Science 262:218
6. Behr JP (ed) (1995) The Lock and Key Principle, The State of the Art -100 Years on, Wiley
7. Eschenmoser A (1994) Angew Chem Int Ed 33:2363
8. Piner RD, Zhu J, Xu F, Hong SH, Mirkin CA (1999) Science 283:661
9. Zhang H, Chung SW, Mirkin CA (2003) Nano Lett 3:43

10. Hong SH, Mirkin CA (2000) Science 288:1808
11. Weeks BL, Noy A, Miller AE, De Yoreo JJ (2002) Phys Rev Lett 88:255505
12. Sheehan PE, Whitman LJ (2002) Phys Rev Lett 88:156104
13. Zhang M, Bullen D, Chung SW, Hong S, Ryu KS, Fan SF, Mirkin CA, Liu C (2002)

Nanotechnology 13:212
14. Ivanisevic A, Mirkin CA (2001) J Am Chem Soc 123:7887
15. Pena DJ, Raphael MP, Byers MJ (2003) Langmuir 19:9028
16. Jung H, Kulkarni R, Collier CP (2003) J Am Chem Soc 125:2096
17. Ben Ali M, Ondarcuhu T, Brust M, Joachim C (2002) Langmuir 18:872
18. Garno JC, Yang YY, Amro NA, Cruchon-Dupeyrat S, Chen SW, Liu GY (2003) Nano Lett

3:389
19. Demers LM, Park SJ, Taton TA, Li Z, Mirkin CA (2001) Angew Chem Int Ed 40:3071



68 S. Hoeppener · U.S. Schubert

20. Noy A, Miller AE, Klare JE, Weeks BL, Woods BW, De Yoreo JJ (2002) Nano Lett 2:109
21. Lee KB, Park SJ, Mirkin CA, Smith JC, Mrksich M (2002) Science 295:1702
22. Lee KB, Lim JH, Mirkin CA (2003) J Am Chem Soc 125:5588
23. Zhang H, Lee KB, Li Z, Mirkin CA (2003) Nanotechnology 14:1113
24. Maynor BW, Filocamo SF, Grinstaff MW, Liu J (2002) J Am Chem Soc 124:522
25. Lim JH, Mirkin CA (2002) Adv Mater 14:1474
26. Liu XG, Liu SW, Mirkin CA (2003) Angew Chem Int Ed 42:4785
27. Ivanisevic A, Im JH, Lee KB, Park SJ, Demers LM, Watson KJ, Mirkin CA (2001) J Am

Chem Soc 123:2424
28. Zhang H, Chung SW, Mirkin CA (2003) Nano Lett 3:43
29. Xia YN, Whitesides GM (1998) Angew Chem Int Ed 37:550
30. Lenhert S, Sun P, Wang Y, Fuchs H, Mirkin CA (2007) Small 3:71
31. Xia Y, Whitesides GM (1998) Annu Rev Mater Sci 28:153
32. Peterson EJ, Weeks BL, DeYoreo JJ, Schwartz PV (2004) J Phys Chem B 108:15206
33. Salaita KL, Wang YH, Mirkin CA (2007) Nature Nanotech 2:145
34. Ruiz SA, Chen CS (2007) Soft Matt 3:168
35. Huck TS (2007) Angew Chem Int Ed 46:2754
36. Wouters D, Schubert US (2004) Angew Chem Int Ed 43:2480
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21 Application of SPM and Related Techniques
to the Mechanical Properties of Biotool Materials

Thomas Schöberl · Ingomar L. Jäger · Helga C. Lichtenegger

Abstract. Soon after the introduction of scanning probe microscopes (SPMs) originally devel-
oped for imaging purposes, their potential for mechanical analyses at the smallest scales was
recognized and soon the method was applied to a variety of materials, including some of biologi-
cal origin. Experimental techniques range from phase imaging to indentation and scratch testing.
This chapter focuses on the use of instrumented indentation and related techniques such as scan-
ning wear testing on biological tool tissues, materials often characterized by a high abrasion
resistance. A brief overview of structure and composition of biological materials is given, since
these factors are crucial in determining the mechanical properties and a basic understanding of
such correlations is indispensable for the interpretation of the results. Furthermore, the influence
of sample storage, preparation, and environmental conditions on mechanical tests is discussed,
and relevant evaluation methods described. Finally, examples from the literature illustrating the
successful application of SPM techniques on biotool tissues (mainly teeth) are presented.

Key words: SPM, Indentation, Scratch test, Wear test, Biotool materials, Teeth, Jaws

Abbreviations

AFM Atomic force microscope
O.P.-method Oliver–Pharr method, a method for extracting hardness and

elastic modulus from load-displacement curves
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CSM Continuous stiffness measurement. . . . a dynamic inden-
tation mode patented by MTS instruments, Oak Ridge,
TN, USA

nanoDMA A dynamic indentation mode patented by Hysitron Inc, Min-
neapolis, MN, USA

PTFE Polytetrafluorethylen
SBR Styrene butadiene rubber
HBSS Hank’s balanced salt solution, a salt solution containing

phosphate and carbonate buffers
SEM Secondary electron microscope
FTIR-RM Fourier-transformed infrared spectroscopy in reflectance

mode
SAXS Small-angle X-ray scattering
qBEI Quantitative backscattered electron imaging
DEJ Dentin–enamel junction
TEM Transmission electron microscopy
EDS Energy-dispersive X-ray spectroscopy
EDTA Ethylenediaminetetraacetic acid, used to sequester di- and

trivalent metal ions
XPS X-ray photoelectron spectroscopy
M mol/l
His Histidin

21.1
Introduction

Even small animals can cause huge detrimental effects: in the summer of 2004
coveys of desert locusts attacked eight countries in northern Africa, causing huge
amounts of damage to the crop. Every day they ate 300 tons of forage. The largest
covey observed had a number of 150 million distributed over an area of 15 km2.
Even though their number was huge, the eating activity of each single animal was
enormous. For cutting and chopping up the forage, locusts possess mandibles which
have to be stiff, hard and abrasion resistant, since their food often contains hard
minerals. The material of the mandibles is, compared to common technical wear
resistant materials, much softer and more compliant. Thus, at first sight, it looks like
a mystery, how such a high abrasion resistance is achieved. Since many biological
materials offer, apart from individual qualities, excellent and often specific mechani-
cal properties, it is not surprising that they attract the attention of material scientists.
One goal of this interest is to predict macroscopic material behaviour from the knowl-
edge of chemistry, structures, and local mechanical properties on all smaller scales.
As soon as at least part of this topic is understood the door is open to application
of these concepts for the development of new synthetic materials. Even though the
corresponding scientific field, biomimetics, is rather at its beginning, there already
exist some successful applications, see [1–3].
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The mechanical properties of biological materials span a wide range, depending
not only on the specific demands, e.g. high elasticity, rigidity, or wear resistance,
but also on the availability of chemical elements in the environment of the living
organism.

A nice example is given by the formation of jaws and teeth of vertebrates: the
chemical composition and the basic material structure on the nanometre level are
more or less adopted from the skeleton (see below). For non-vertebrates such an
already existing concept is at least not known, so that probably other strategies had
to be found, taking into account the availability of chemical elements.

Before we delve into the details of biotools, let us shortly consider what we are
talking about. In analogy to the Merriam-Webster Online Dictionary of a tool we
define a biotool as “. . . something produced by an animal in a natural way to per-
form an operation otherwise impossible”. In this strict sense the range of biotools is
severely limited: only the tools for cutting and grinding food (the teeth of vertebrates
and the mandibles of invertebrates) and the ovipostors of certain insects remain. But
let us take a somewhat broader view; then the claws of a cat are biotools, as well as
the hooves of ungulates, or the thick horny soles the camelids evolved for travelling
over burning-hot sand or rugged terrain, because a cat without claws or a horse with
a damaged hoof are severely handicapped. And since the competition for reproduc-
tion is a very important item for animals, maybe we should also include symbolic
tools like, e.g. deer antler, which is regularly used for fighting for the dominance
of a “harem”, but seldom for real defence against predators. Or the bizarre “horns”
some beetles carry (staghorn beetle!), which are quite useless for practical purposes,
except, of course, to impress the females and for levering off rivals from a leaf.
By the way, it is not that easy to draw the line because at least in some cases the
fancy headgear is put to real use. The horns of a steer may easily be a symbol of
male dominance, but a charging bull can use its horns with deadly precision, as
any torero can tell you – if he survives. Finally, maybe a border case, the mollus-
can shells. They are certainly not “tools” to work something with, rather protective
armour. But in a world full of hungry predators such armour can be life-saving for
a stationary animal unable to flee or take cover. Therefore they should, at least, be
mentioned.

For an insight into biological materials today a large number of experimental
techniques exist. Apart from microscopy methods based on the interaction between
electromagnetic waves or particles (visible light, X rays, electrons, ions, neutrons)
with solid matter (optical methods in a more general meaning), scanning probe
microscopy (SPM) and related techniques have become more and more useful and
important. The former type of methods provides mainly structural and local chemical
information, whereas the latter allows, apart from the imaging ability, the determi-
nation of mechanical properties on a very local scale, down to microns or even to
the nanometre range. Apart from the classic SPM techniques, several refinements
of mechanical measurements have been proposed, like dynamic mechanical analy-
sis [4] or modulated lateral force microscopy [5]. However, the experimental limits
of all devices can be clearly seen by the example of bone tissue. The basic build-
ing block is represented by mineral platelets embedded in a matrix of collagen [6].
The length and width of the platelets is some 10 nm, the thickness only a few nm.
Most promising would be to measure directly on this scale, which is not practicable
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due to the small size. Systems on a larger, micron-scale, resembling the bone model
do exist, e.g. the mineral rods in enamel or the structure of nacre. In both cases,
however, the amount of the “hard” material is predominant. Even if a material with
the basic bone structure would exist on larger scales, conclusions from such experi-
ments on the material behaviour of bone tissue would be doubtful anyway, since its
mechanical properties are intensely determined by the typical dimensions [7]. Since
a straightforward experimental approach to “true” nanometre mechanical properties
of solid-state matter does not yet exist (except tests on macromolecules), only sophis-
ticated investigations on the submicron or micron scale can help to understand the
effects which proceed on nanometre dimensions.

21.2
Typical Biotool Materials

21.2.1
Chemistry

In general, biological tool tissues consist of organic matter (mainly biopolymers),
water and – as a further optional component – inorganic matter in the form of metal
ions or mineral salt. Structural biopolymers can be grouped into proteins (chains of
amino acids) and polysaccharides (chains of sugar molecules), both of which may
occur in fibrous form or as a filler material. Fibrous biopolymers very commonly
act as reinforcing elements in a fibre composite architecture, the main structural
motif in biological tool tissues. In animal tissue, the fibrous component is usually
proteinaceous (e.g. collagen in humans), an exception being the tissue of arthro-
pods that consists of polysaccharide fibres (chitin) embedded in a protein matrix.
Fibrillar structures with a moderate degree of cross-linking between the participat-
ing molecules can be very stiff in tension, but are notoriously weak in bending and
compression. Therefore, they are used in nature to transmit tensile forces, if nec-
essary around bends (Achilles tendon). Biotools such as teeth or claws, however,
are usually stressed in various ways (compression, bending, shear), thus requiring
additional stabilization strategies. One way towards greater hardness is to stiffen
the organic matrix, by increasing the density of crosslinks. For example in keratin-
containing biotools such as rhinoceros horn, bird beak, ungulate horn sheaths and
hooves, finger nails and claws of predators [8], the hardness of the tissue is increased
by disulphide bonds established between cysteines (sulphur-containing amino acid).
Consequentially, high sulphur content is found predominantly in the hardest keratin-
based tissues such as tortoise shell or biotools, in particular claws and beaks [9]. In
chitinous arthropod tissue, the mechanical properties are controlled to a great extent
by the degree of cross-linking of the protein matrix (sclerotization). Sclerotization is
achieved by a process called tanning that usually also involves darker colouring and
most importantly decreases the degree of hydration. The stiffness of fully tanned dry
arthropod cuticle is about 20 GPa, while Young’s moduli in the MPa range are found
for wet and untanned cuticle [10]. Although chitin is mainly found in arthropods,
it also occurs in the radula (a tongue-like rasping organ) of molluscs, the beak of
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squid and octopus, or in certain worms (e.g. grasping spines of arrow worms [11]).
Alternatively or in addition to organic crosslinking, proteinaceous tissue may
increase the density of crosslinks via coordination with metal ions. Such a mech-
anism was found for example in byssal threads of Mytilus edulis (holdfasts used
by the marine mussel to stay attached to rocks), and also rather recently in the
jaw of the marine worm Nereis that uses Zn ions to cross-link the protein matrix
of its teeth [12]. A similar case may be present in Glycera worms (also belong-
ing to the family of Annelida), albeit with Cu. Both mandibles contain consid-
erable amounts of histidine, an amino acid well known for its affinity to transi-
tion metals. Remarkable amounts of transition metals (Zn and Mn) are also known
to occur in arthropod tool tissue, in particular at the cutting edge where stresses
are highest, e.g. locust and leaf cutter ant incisor, but the chemistry is not well
known.

Very commonly, however, reinforcement of soft tissues in order to build struc-
tural elements and biotools is achieved by incorporation of mineral particles. In
comparison to organic reinforcement strategies, mineral precipitation from solu-
tion is clearly a low-cost strategy: it saves metabolic energy needed to synthesize
heavily cross-linked organic material and instead uses metals salts easily avail-
able from the respective environment as hard filler. From the chemical point of
view, the assortment is rather limited. Vertebrates use bio-hydroxyapatite, a cal-
cium phosphate mineral with the ideal stoichiometric formula Ca5(PO4)3OH, but
in vivo with up to 5% CO3 groups substituting either the phosphate or the OH
group. In vertebrate bone tissue, the mineral content is typically around 40–50%
vol, embedded in a (hydrated) organic matrix consisting of mainly collagen (plus
small amounts of proteoglycans and bone-specific proteins like osteopontin). In ver-
tebrate tooth enamel, the mineral content reaches 90% mineral in an amelogenin
matrix. By contrast, invertebrate animals favour a different calcium-containing min-
eral, namely calcium carbonate (CaCO3). It is found in sea shells but also used
by arthropods such as lobster (subphylum: Crustacea). In crustaceans the mineral
is embedded in a protein–chitin matrix and used for the hard cuticle and their
biotools, the claws [13]. Finally, there is a group of marine molluscs, the chitons,
living in tidal waters and scraping algae from the rocks with a rasping tongue called
radula. This radula carries many rows of tiny teeth and in order to prevent those
teeth from being worn down too quickly by scraping calcite rocks they are quite
literally armoured. Their cutting edge is impregnated with magnetite, whereas the
rest of a tooth may contain Ca-minerals, silica (opal), and other Fe-minerals like
limonite or lepidocrocite [14,15]. Since iron minerals as structural elements are oth-
erwise unknown in nature, this example is of special interest, the more so because
for a long time it was believed that magnetite can only be synthesized using high
temperatures.

Last, but not least: the marine worm Glycera makes use of both mechanisms
to harden its teeth: reinforcement of a proteinaceous matrix by coordination with
metal ions (Cu) and reinforcement by Cu mineral (atacamite) [16,17], but the degree
of mineralization (≈10% vol) is much lower than that observed for other mineral-
ized tissues. This rather unique combination is complemented by other peculiari-
ties: Glycera worms are the only organism known to employ a Cu-based biomineral
for structural purposes and their proteinaceous jaw matrix contains a considerable
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amount of melanin, not only providing the organic matrix with impressive hardness
but also exceptional chemical stability.

21.2.2
Structures

As mentioned above, the most common structural concept for biotools is a fibre
composite reinforced either by enhanced cross-linking or by incorporation of metal
salts. In the following we shall concentrate on mineral particles as reinforcements
and discuss a few principles of structuring biological materials using bone as an
example. Bone is not only the most important structural material for vertebrates, but
also a biotool: deer antler, for example, is slightly less mineralized bone, the sharp
bill of sword fish and marlin consists of highly mineralized bone, and the horns of
ungulates are bony protrusions, clad with a horn sheath. The structure of bone (like
all biomaterials) is dominated by hierarchical levels. That is, certain principles and
motifs can be found at various length scales, similar to a multi-fractal. Starting at the
bottom, tropocollagen molecules self-assembly into subfibrils that are then mineral-
ized. The mineral, bio-hydroxyapatite, usually forms platelets (although needle-like
crystals are sometimes reported) within the fibrils as well as on their surface. Dimen-
sions of the platelets vary considerably, as a rule of thumb they may be some tens of
nanometres of length and width but, of course, not regularly shaped and only a few
(3–5) nanometres thick. The volume fraction of the mineral component of bone and
bone-like structures usually lies around 45%. The role of surface mineralization is
not well understood, but within a fibril the platelets are arranged layer-by-layer, not
in rank and file but in a staggered way, overlapping like the bricks in a well-laid wall.
Jäger and Fratzl [6] succeeded in estimating the elastic modulus of such a structure
using a simplified, two-dimensional model (Fig. 21.1), and were able to show that
its longitudinal stiffness can be increased nearly arbitrarily simply by increasing the
aspect ratio (the length-to-thickness ratio) of the platelets and therefore, implicitly,
of the collagen layers in between. And – very important for biotools – this increase
of stiffness does not cause a proportional decrease of fracture toughness. However,
naturally, there is a price to pay. In this case it is a pronounced anisotropy. The model
predicts very good mechanical properties along the direction of the longer axis of the
platelets (which is in nature frequently oriented along the major stress direction), not
quite as good along the minor axis and rather poor in the direction perpendicular to
the plane of the particles. In certain cases, however, this is not necessarily a disad-
vantage. Trabeculae (the small struts forming the foam-like interior of bones, like the
femur head and neck, but also vertebral discs and ribs) have been shown by SAXS
(Small Angle X-Ray Scattering) [18] to have their mineral platelets oriented prefer-
entially parallel to their long axes. It should be noted, however, that these trabecu-
lae are arranged in such a way that they are almost exclusively stressed in tension
or compression, but never in shear or bending. In cases where such a high degree
of anisotropy would be less desirable the fibrils are arranged either in a crossed-
plywood style, with the stiff axes alternating in their orientation with respect to the
main stress, like in the secondary osteons in bone, or in an irregular, felt-like structure
like in dentine.
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Fig. 21.1. Staggered model of bone: a
tensile load F causes shear forces in the
matrix (light grey regions) between the
mineral platelets (dark grey regions). The
lengths D, L, d and δ strongly influence the
resulting mechanical properties

Another interesting aspect is the size of the particles. The staggered (“brick-and-
mortar”) model itself has no built-in length scale. But Gao et al. [7], using the Griffith
criterion, showed that mineral particles below a certain critical length are insensitive
to cracks and therefore display their (very high) theoretical strength, much in contrast
to macroscopic ceramic bodies whose sensitivity to even small defects causes their
brittleness. They estimated this critical length to be some tens of nanometres, which
exactly corresponds to the lengths of the mineral platelets occurring in bone.

The existence of mineralized collagen fibrils, beautifully shown in SEM pic-
tures of [19] and obviously connected by a very tough protein has led Gupta
[20, 21] to propose a second hierarchical level of staggered arrangement consisting
of stiff mineralized fibrils in a tough matrix of other proteins. But this idea remains
controversial.

Other mineralized biomaterials follow similar concepts. The cuticle and claws
of crustaceans, e.g. lobsters, are built from a chitin–protein fibre-composite, rein-
forced with calcite crystals and arranged in lamellae, in a crossed-plywood manner to
avoid macroscopic anisotropy [13]. Enamel and nacre, the most heavily mineralized
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biomaterials known (above 90% vol mineral) strongly rely on very thin polymer
layers between their mineral components in order to enhance fracture toughness.
Enamel consists of “rods”, bundles of thin but long hydroxyapatite crystals bound
together by thin layers of the protein amelogenin and oriented more or less radi-
ally outward from the dentine–enamel junction perpendicular to the surface. Here
the anisotropy mentioned above is fully exploited. Nevertheless enamel contains
Hunter–Schreger bands, narrow regions of near-perfect crystal orientation that differ
from one band to the next. Nacre is made from roughly hexagonal aragonite platelets,
again bonded together by very thin layers of protein and arranged in a perfectly stag-
gered manner. The small fraction of hydrated organic material (≈5% vol) is reported
to increase the fracture toughness of the composite by a factor of 3,000 [22] with
respect to pure aragonite.

Finally, in the Cu-mineralized jaws of the marine worm Glycera, the Cu-mineral
atacamite is arranged into polycrystalline fibres embedded in a proteinaceous matrix
and oriented along the outline of the needle-like tip, an arrangement quite different
from the ones described above. It should be kept in mind, however, that the degree of
mineralization in Glycera jaws is very low and mineralization might be regarded as
a complementary strategy in addition to the reinforcement of the organic matrix via
coordination with Cu-ions. According to a recent investigation by Moses et al. [23]
employing, among other methods, wear tests, the outer layer of the Glycera teeth is
reinforced exclusively by Cu ions, resulting in a very hard, water and wear resistant
surface, whereas the atacamite-mineralized fibres are restricted to the layer under-
neath and are thought to convey enhanced bending strength [24]. Most remarkably
this layer is less wear resistant in spite of the mineral reinforcement [23].

21.2.3
Mechanical Properties

Most of the first micro- and nanomechanical tests have been performed on metals,
glass, and ceramics. The “simplest” class of materials is represented by glasses,
being homogeneous, isotropic and, at room temperature, almost non-viscous. The
results of mechanical measurements should, thus, neither depend on the choice of the
investigated area, nor on the orientation of the sample or the velocity of the test. Bio-
materials, however, are usually highly anisotropic, inhomogeneous and their defor-
mation behaviour depends on the deformation rate and on the degree of hydration
[25–31]. In the literature several models describing the viscous deformation of poly-
mers and/or biological materials can be found. They usually imply various combina-
tions of springs (describing the response of an elastic solid) and dashpots (describing
the response of a viscous fluid). The simplest version is the combination of one spring
and one dashpot either in parallel (Voigt system) or in series (Maxwell system). A
refinement was made by a three-element combined model [32], where a Voigt sys-
tem is arranged in series with an additional spring. At least partly physical models
for time-dependent deformation behaviour have been published by Sasaki and Enyo
[33] and by Jäger [34, 35]. Another, physics-based type of model has been proposed
using poroelasticity [36–40], where the material is regarded as an elastic, porous
body. With any deformation the fluid in the material must be “pressed” through the
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pores, causing a damped, viscous deformation response. Oyen et al. [40] performed a
poroelastic analysis of nanoindentation data on bone with various fluid contents and
compared the results with those already existing in the literature for poroelasticity at
larger length scales. The resulting pore size was consistent with the scale of funda-
mental collagen–apatite interactions. However, such a model is somehow in contra-
diction with the fact that bone shows viscous behaviour even in a dry state. Models
describing the mechanical behaviour of materials can never completely substitute
experimental work. Therefore, for a full investigation of local mechanical properties
it would be necessary to perform tests in various orientations, on a large number
of spots in three dimensions (“mechanical tomography”), varying loading velocity
and fluid content. In practice, however, such a vast amount of measurements is not
feasible. It is, thus, necessary to reduce the total number of measurements by restrict-
ing the study to a few clearly defined questions. But even then, some fundamental
constraints remain: the elastic modulus determined by indentation experiments is
not identical with the classical, orientation-dependent Young’s modulus [41,42], but
reflects some average over the various orientations. Moreover, the choice of a certain
position in the sample is often restricted by the available preparation methods. Under
such conditions, thorough test protocols are highly recommended.

21.3
Experimental Methods and Setups

21.3.1
SPM and Indentation

The basis of all experiments described here is a probe tip interacting with a sample
surface. A detailed description of these interactions can be found for example in [43].
For the purpose of mechanical tests the elastic–plastic interaction is of predominant
interest, even though forces like adhesion may play a role, especially for very soft
materials. The “classic” suspension of probe tips is that on a flexible “bending arm”
(cantilever) which is the common setup for an SPM. The interaction between sample
and tip leads to a bending of the cantilever acting as a force sensor [44, 45]. Several
techniques have been proposed for the spring force calibration of AFM cantilevers
[46–60]. In addition to vertical probe tip–sample interactions, also lateral forces can
be detected: by choosing the fast scan direction perpendicular to the cantilever axis,
topographical extrusions as well as friction cause a torque on the cantilever with
the consequence of tilting. The difference between the tilt angles from trace and
retrace represents a measure of friction, which is usually only a semi-quantitative
measure, mainly due to the fact that the resistance of a cantilever against torque
is even harder to calibrate than the resistance against bending. Another, not fully
quantitative mechanical measure is the damping of an oscillating cantilever hitting
the sample surface, due to the interaction between tip and sample material, which
affects the oscillation in frequency, amplitude and phase, where most commonly
the resulting phase lag is utilized. The recorded “images” are maps of phase val-
ues with the high resolution of an AFM. However, the interpretation of such maps
is not always straightforward. The most common application of this technique is
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Fig. 21.2. AFM image of bone tissue. On the left the phase image, on the right the topographical
image. Scan size 2 × 2 μm

imaging of components with highly different mechanical properties without the need
of special preparation techniques. A nice example is given in Fig. 21.2 showing the
phase image of bone in cross-section with the hard hydroxyapatite minerals in the
soft collagen matrix, in comparison with the topographical image, containing only
random surface features.

Another mapping technique is force volume imaging [61–66]. Here, force-
distance curves are recorded at every point corresponding to a pixel of an AFM
image. Since the tip is not only scanned over the surface, but travels also per-
pendicularly, the denomination “force volume” imaging has been established. By
post-processing the force-distance curves, two dimensional maps of tip–sample
interaction can be obtained, giving information on physico-chemical properties and
mechanical material response. The main problem of the method is the long acqui-
sition time which can give rise to sample drift. This fact and the memory usage for
storage of all data points limits the resolution of force images, problems that can
partly be overcome by the pulsed mode force technique [67, 68], where recording
of force curves is possible at rather high frequencies. To avoid problems with data
acquisition, only selected points of the force curves are captured. Apart from the
mapping methods described above, the measurement of force-distance curves also
allows one to obtain information about single molecules and molecule pairs [69–73].
In the first case, tensile tests are performed where a large molecule is bound to a
substrate at one end, the other end is “picked up” and bound to the AFM tip. In the
second case, specific interactions between biological pairs are investigated. In this
chapter, however, these experiments are not discussed further.

In the contact regime of the tip–sample interaction, both in approach and in
retraction, the elastic deformation of the sample can be related to the elastic modulus.
There are several theories describing the sample deformation. In the Hertz model [74]
the adhesion forces are neglected, whereas in the Johnson–Kendall–Roberts (JKR)
model [75] and the Derjaguin–Müller–Toporov model [76–78] adhesion between
tip and sample is taken into account. Since materials forming biotools are rather
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stiff, adhesion effects can usually be neglected. Probing the mechanical properties
by driving and retracting a hard tip vertically into a sample and recording load-
displacement curves is known as nanoindentation or instrumented indentation. One
of the advantages over the conventional hardness test is that there is no need to mea-
sure the area of the residual imprint, which is a rather difficult endeavour and usually
accompanied with large errors, especially for very small imprints. The most common
data extracted from load-displacement curves are hardness and elastic modulus, or
more precisely, the reduced elastic modulus which takes into account the deformation
of the indenter tip and the lateral deformation of the sample material via its Poisson’s
ratio [79]. Since for many biological materials the latter is not or only poorly known,
it is rather convenient to give the results of indentation experiments by the reduced
modulus. As long as there is no plastic deformation of the sample, the modulus can
be obtained simply by a Hertzian contact. In case of a spherical contact geometry
a simple relationship between applied force, contact depth and the reduced elastic
modulus can be found, i.e. the force is proportional to the reduced elastic modulus,
to the square root of the (deformed) tip radius and to h1.5, h being the penetration
depth. The radius can be obtained from experiments on a calibration material with
well-known reduced modulus. At the onset of plasticity, often a sudden displacement
burst appears which allows us to calculate the yielding pressure at this point. In bio-
logical materials, however, such a distinct onset of plastic deformation is usually not
found. Hardness and elastic modulus are, commonly, extracted from the unloading
part of load-displacement curves, assuming that during unloading only elastic defor-
mation takes place. The most popular method of this type was introduced by Oliver
and Pharr in 1992 [79]. In contrast to earlier methods [80], it is suitable also for
experiments with a curvature of the unloading curve, i.e. if the contact area reduces
during unloading which is commonly observed in biomaterials. The method takes
into account the elastic deflection of the surface immediately adjacent to the contact,
based on the general relationships derived by Sneddon between load, displacement,
and contact area [81].

In [79] it is shown that the load-displacement relationship for many simple punch
geometries can be written as P = α hm, P being the load, h the displacement, and α

and m constants. Values of the exponent m are, for example, m = 1 for flat cylinders,
m = 2 for cones, and m = 1. 5 for spherical indenters. Most of the commercially
available instruments work with a software package based on the Oliver–Pharr (O.P.)
method. The user should, however, be well aware of some shortcomings: indents are
frequently surrounded by raised material, so-called pile-ups or by permanent sink-
ins (not to be confused with the elastic, non-permanent sink-ins). Since the contact
area is determined via the displacement, these effects are not taken into account by
the Oliver–Pharr method. Special attention has to be focused on the calibration of the
tip shape as well as on the machine compliance as will be described later.

21.3.2
Scratch and Wear Tests

Mechanical testing on small scales can be classified by dimensions of lateral tip
movement: from this point of view indentation has the dimension zero (0D), followed
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by scratch tests (1D) and scanning wear experiments (2D). Besides the basic research
on the origin of friction and wear, scratch and scanning wear tests turned out to be a
valuable tool for the investigation of ultra-thin coatings, lubricants on hard discs and
magnetic recording heads [82–88]. The physical mechanisms of deformation can be
expected to be different for the various types of experiments: while with indenta-
tion elastic and plastic deformation should appear mainly in compression, in scratch
and wear tests shear forces and the effect of ploughing and/or cutting play a role. In
a scratch test, a sharp tip is moved over the surface of a test material. The scratch
depth at a given load or the load at which the material fails serves as a measure of
scratch and wear resistance. Scratch tests can be performed in various modes: with
constant or increasing load, as a single scratch or oscillating scratch. Using scanner-
based instrumentation, scratching and imaging can be performed with the same tip,
so that immediately after scratching the scratch depth can be determined. In addi-
tion, pile-ups and debris caused by scratching can be imaged. However, depending
on the tip shape, one must be aware that the result of imaging represents a convolu-
tion of topography and the tip contour which may lead in scanning wear experiments
to entirely different values of volume of the worn crater and the pile ups, respec-
tively. Depending mainly on the tip shape and radius, a minimum vertical load is
necessary for the onset of measurable wear which can be estimated by simple geo-
metrical considerations in connection with a Hertzian contact. In [89] it was shown
for a sphero-conical indenter with a tip radius of 1. 8 μm that essentially two mech-
anisms occur. At loads below a threshold there is only ploughing in the material, no
real material removal occurs. Eventually existing pile-ups are redistributed into the
wear crater. At loads above the threshold material is removed from the beginning of
the test. The transition from ploughing to immediate wear mainly depends on the lat-
eral attack (critical contact) angle between tip and sample (including the pile ups in
front of the tip). In [89] the attack angle was determined to be 19 ± 2◦, independent
of the material under investigation. This correlates to a transition from mainly com-
pressive stresses to shear stresses. Similar thresholds have been observed for exam-
ple by Degiampietro and Colaco on stainless steel [90] and Zhao and Bhushan on
silicon [91].

21.3.3
Dynamic Modes

The techniques described involve “quasi-static” movement of the probe tip. An
expansion of the utility of indentation devices has been achieved by introducing
dynamical modes. The two most prominent variants from two different producers
of indentation devices are described in the following, continuous stiffness (CSM)
[79, 92, 93] measurements and nanoDMA. The CSM method is accomplished by
superimposing a small, sinusoidally varying signal on top of the DC signal that
drives the indenter. Data are obtained by means of a frequency specific amplifier
(lock-in technique). At any point of the loading curve the contact stiffness can be
measured, allowing the determination of the elastic behaviour at minimum pene-
tration depths. Because of the short measurement time, due to frequencies above
40 Hz, this method is insensitive to thermal drifts and their fluctuations. CSM
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allows a fast examination of graded materials, layered structures as well as creep
measurements at shallow penetration depths. Moreover, load cycles of sinusoidal
shape allow the performance of fatigue tests on the nanoscale. Li and Bhushan
described several applications of CSM [94]. Experiments on fused silica, PTFE
and styrene butadiene rubber (SBR) revealed different results: for fused silica and
PTFE, the contact stiffness increased linearly with the contact depth, elastic stiff-
ness and hardness showed no change. For the SBR, however, the contact stiffness
increased linearly with depth, while the measured elastic modulus decreased with
depth, an effect not expected for this material. This result suggested that the contact
depth calculated from the theory based on rigid plastic materials is not applicable
to viscous materials, since time-dependent deformation is neglected. The dynamic
method nanoDMA is also based on sinusoidal oscillation of the indenter tip. Vari-
ous modes allow measurements with variable load, frequency or amplitude. Since
this instrument is mounted on the scanner head of an AFM, it can be used, for
example, for mapping the elastic modulus of a whole sample area within a rather
short time.

21.3.4
Fracture Toughness Tests

In addition to hardness, elastic modulus, scratch and wear resistance fracture tough-
ness is an important material parameter. Micro- and nanoindentation have been
used to measure the fracture toughness of many brittle materials, mainly ceram-
ics [95–108]. When brittle materials are indented with a sharp tip, radial cracks
are generated during unloading. The length of these cracks can be correlated with
the fracture toughness by various semi-empirical relationships. Rather simple rela-
tionships are given in [109–111], the fracture toughness being a function of elas-
tic modulus, hardness and the crack length, all parameters which can be obtained
immediately from indentation experiments. For details the reader is referred to [112].
However, a significant problem exists, namely that there are minimum loads for the
occurrence of cracks, so-called cracking thresholds. Cracking thresholds have been
measured, for example, by means of acoustic emission during indentation [113].
The cracking condition depends on the indenter geometry: the indentation thresh-
olds can be reduced by using indenter tips with a small included tip angle, e.g. a
Cube Corner tip instead of a Berkovic-type. Harding et al. showed [114] that the
relationship between fracture toughness and crack length is the same for Berkovich
and Cube Corner indenters, the only difference is a different geometric constant.
The determination of fracture toughness is not totally restricted to pointed, pyra-
midal indenters on brittle materials: Yan et al. [115] reported on a simulation of
internal cone cracks induced by conical indentation in brittle materials, and an
attempt at estimating the fracture toughness of ductile materials by instrumented
indentation was made by Lee and co-workers [116]. The applicability to biomate-
rials, however, has not yet been confirmed. Almost each of the experimental tech-
niques above can be performed with a conventional AFM probe, however, with a
few limitations, especially regarding indentation experiments and friction measure-
ments. Calibrating the cantilever precisely is still not a simple task, especially a
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calibration of the torque resistance. Even the shortest and stiffest cantilevers have
a spring constant too low to perform indentations in hard materials like enamel.
Moreover, due to cantilever bending, the tip rotates during an indentation, thus the
contact geometry is not known. From this point of view the introduction of a sys-
tem where the cantilever plus its holder is replaced by a complete indentation setup
(transducer) represents a considerable progress, combining indentation and scanning
techniques [117].

21.4
Samples

21.4.1
Choice

Because of the inherent individual variations in biotool materials and the range of
external factors (temperature, moisture, etc.) potentially influencing the mechanical
properties, samples must be chosen with care and with regard to the questions to be
answered. Bone, for example, occurs in a very large structural variety. Although com-
posed of the same building blocks as bone on the nanometre scale, dentin exhibits
a somewhat simpler structure. It contains rather densely packed channels (tubules)
with a mutual distance on the order of 5–10 μm and a diameter of 1–3 μm, and
consists of at least two types of material: intertubular dentin between the tubules and
peritubular dentin surrounding the tubules, the two differing in the mineral content
and, consequently, in hardness and stiffness. In order to elucidate the influence of
the degree of mineralization, similar materials varying only in mineral content have
to be found. Such an approach was undertaken, for example, by the investigation
of turkey leg tendons [118], exhibiting large variations of mineral content with age:
the mineral content starts from zero until an age of about 10 weeks and increases
up to about 25% until an age of 23 weeks. In this study it could be shown that
mechanical properties of bone-like material do not exclusively depend on the min-
eral content, they are influenced by variations of the collagen properties as well, a
point of view important for clinic research on bone diseases. Clinical research usu-
ally requires statistical analysis making experiments on many samples from different
individuals necessary. This approach, however, usually does not allow monitoring of
the influence of external parameters and is therefore not feasible for basic research.
In basic research usually a limited number of samples are thoroughly characterized
under varying experimental and storage conditions, in order to extract valid property
parameters. A study of the bone–cartilage interface of three human patellae [119]
illustrates the latter strategy: the experimental approach was to perform indentation
line scans across the interface and subsequently measure the local mineral content
exactly at the locations of the indents. From these data a correlation between local
stiffness and mineral content could be extracted, for bone and calcified cartilage,
respectively. The final result could be obtained already from the first sample, the two
additional samples served as (successful) confirmation. For a clinical study, on the
other hand, three samples would be ridiculous.
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21.4.2
Storage

Another important point when studying biological materials is that in vivo loading
always takes place at physiological temperatures with a certain water or fluid con-
tent. Since in-vivo SPM measurements are hardly possible, the question arises, how
the material properties change after isolation from the organism. For animal bone
there is usually already a time span between slaughter and the deposition into a
suitable storage fluid and/or freezing the samples. This delay can conveniently be
avoided when working with tooth material by putting the teeth into a suitable fluid
immediately after extraction. From this point of view dentin has an advantage as
sample material over bone for basic research on bone-like material. But what are
the “ideal” storage conditions, or which storage is the best compromise? Despite
many investigations on biological materials, not much has been published on this
issue. A few observations have been reported on teeth and bone: Moscovich et al.
[120] studied the in-vitro Vickers hardness of dentin following gamma-irradiation
and freezing. Freezing is one of the most widely used methods for storage of bio-
materials, ionizing radiation can be employed as well but is more common for
the sterilization of heat-sensitive medical devices, pharmaceutical packing and raw
materials. The latter method has the advantage of excellent tissue penetration, even
under wet conditions or refrigeration. The experiments revealed that the frozen sam-
ples showed no property changes, whereas the irradiated ones evidenced a slight
increase in hardness. Hengsberger et al. [122, 123] reported mechanical degradation
of bone samples on the micron scale after having performed indentation tests for 12 h
under fluid. Habelitz et al. [124] compared the influence of various storage fluids on
human dentin and enamel. The fluids were deionized water, normal salt solution and
Hank’s balanced salt solution (HBSS), respectively, the latter containing carbonate
and phosphate buffer. For the first two fluids, a pronounced degradation of hard-
ness and elastic modulus was observed, after one week of storage in these media,
degradations up to 50% occurred. The most probable explanation for this effect is a
demineralization especially in the near surface regions. Storage in HBSS for up to
two weeks, however, caused no noticeable change in hardness and modulus. Obvi-
ously, the phosphate and carbonate buffers help to avoid demineralization. In another
study, Guidoni et al. [125] investigated the influence of freezing tooth and bone sam-
ples on the mechanical properties, using HBSS as the storage medium. Freezing of
bone did not remarkably alter hardness and modulus, in contrast to human dentin,
where freezing led to a decrease in indentation hardness and modulus by about
20% after thawing the samples. This effect could be reduced by carefully remov-
ing the water content by replacing the water step-by-step with alcohol before freez-
ing. From these findings the authors concluded that the freezing damage of dentin
with some water content is mainly caused by the expansion of water in the tubules
during freezing, since such an effect could not be observed with bone, where no
such tubules exist. A second observation in this study strongly confirmed the results
by Habelitz et al. [124]: using HBSS for the storage of a second premolar tooth
conserved its hardness and modulus for even two years! It should be noted at this
point that the sample handling in this study was performed with extreme care: begin-
ning with the choice of the samples (totally healthy, “young” second premolars),
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they were deposited into HBSS (with a temperature of 4◦C) within a few seconds
after extraction, and, moreover, during all preparation steps the samples were rinsed
with HBSS.

21.4.3
Preparation

Apart from possible influences by the storage of samples, their preparation may have
a detrimental influence on the results of small-scale mechanical tests. The first step
usually is cutting with a saw, where mainly two points have to be borne in mind:
material adjacent to the cutting line should not be deformed too extensively, nor
should the sample material be exposed to high temperatures. A low cutting speed
combined with water cooling is usually satisfactory. In this context it should be men-
tioned, that suitable tooth samples can only be obtained from carefully extracted
teeth without any cracks, otherwise damage by overheating cannot be excluded with
certainty. The next usual step is embedding the samples in polymer resin, where the
samples are brought into contact with the resin either by heating at elevated pressure,
or just by being moulded in a two-component resin. Even in the latter case, curing
of the polymer causes a temperature increase due to the exothermic character of the
process. The most common procedure to obtain flat and smooth surfaces is adopted
from the classical metallographic preparation techniques, i.e. grinding in steps with
decreasing grit and then polishing, also usually in steps with decreasing grit. The
polishing agent may be either a diamond paste or, more commonly for biological
samples, an alumina-based polishing agent. The quality of the surface finish can
considerably depend on the material properties. This can be seen, for example, from
a polished section of a tooth: the (hard) enamel is usually much smoother compared
to the (softer) dentin. In general, it appears that softer materials are harder to prepare
which is often observed also for a (final) preparation with an ultra-microtome. In
many cases an ultra-microtomed surface is smoother compared to the results from
grinding and polishing. However, exceptions may confirm the rules, and, moreover,
sensitive methods like cutting with an ultra-microtome require a skilled and experi-
enced operator. In seeming contradiction to the demand for smooth surfaces it may
be desirable to still be able to obtain some information on the microstructure from
the topography on the surface after preparation. This is extremely valuable, if by
a scanning probe the topography is imaged before a local mechanical test, there-
fore allowing one to choose the test position very precisely. Ho and co-workers
investigated the effect of various sample preparation techniques on the determina-
tion of structures and nanomechanical properties of human cementum hard tissues
[126]. The preparation methods included cryofracturing, ultrasectioning and polish-
ing. The ultrasectioned sample revealed the lowest surface roughness, moreover the
fibre structures in this material could be imaged with an AFM with a similar quality
as obtained from the cryofractured samples. The 10–50-μm wide cementum dentin
junctions could be clearly observed in the ultrasectioned specimens but not in the pol-
ished ones. The differences in hardness and modulus obtained when indenting along
lines over the structures were more distinct with the ultrasectioned samples com-
pared to the polished specimens, giving clear evidence that material was smeared



21 Application of SPM and Related Techniques 87

and distributed laterally over the surface by polishing. All these findings suggest that
for this type of material ultrasectioning is superior to polishing. In addition to the
above considerations, it may be important to regard alterations by chemical sample
treatment as well. Such treatment may be necessary to study the influence of a chem-
ical component on mechanical properties. Such an approach has been reported by
Broomell et al. [127], where the role of zinc in the tip region of jaws of the marine
worm Nereis was investigated. The removal of zinc as well as its reconstitution
was proven successfully, but, despite the well documented and carefully performed
experiments, additional effects on the chemistry or nanometre structure could not be
excluded.

Regarding all these considerations, we conclude that great care has to be taken
with the choice, storage and preparation of samples for small-scale mechanical tests
on biological materials.

21.5
Experimental Conditions

21.5.1
Moisture

The in-vivo state of biomaterials is inherently linked to a certain fluid content, usu-
ally water or water-based fluids. Most commonly the exact fluid concentration in the
material is not known. Thus, it is hard to decide, in which environment mechani-
cal tests should be performed. In some cases at least reasonable assumptions can be
made, e.g. for dentin, immersed in saliva from the environment in the oral cavity as
well from the interior through the tubules, so that we may conclude that the mate-
rial is saturated with fluid. The most straightforward experimental conditions are
measurements either totally under fluid or doing the experiment in vacuum on com-
pletely dry samples. The second version has some convincing advantages: the sam-
ple condition is fairly well-defined; moreover certain types of in-situ experiments
can be performed, observing the sample and its deformation in an SEM during a
mechanical test. In-situ micro-bending and tensile tests on biological samples have
been reported for example in [128]. Results from such experiments can be com-
pared with parameters from indentation. In addition, as can be seen from the liter-
ature, the results of indentation tests on dry bone-like material and on enamel from
different laboratories are very similar. For “wet” samples, however, the situation is
a lot more complex: first, it is usually not well defined what is meant by “wet”,
the sample being either totally under water (including the upper surface), or only
partly, the investigated surface being in air. Second, there is evidence that in a wet
state the results of mechanical experiments depend remarkably on the indenter tip
shape. Thus, it is not surprising that the results from different laboratories on similar
materials in a “wet” state vary considerably. For example, the results from Hengs-
berger et al. [123] and Guidoni et al. [125] on bone and dentin agree quite well.
All these experiments were performed with samples totally under fluid. However, if
they are compared, e.g., with the results from Rho and Pharr and references therein
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[129–132, 134, 135], large discrepancies are found between the first and the sec-
ond group: Hengsberger et al. and Guidoni et al. observed a rather large difference
between dry and wet state, modulus and hardness being lower in the wet state by
a factor of about 1.5–1.7 and 2.5–3.3, respectively, whereas in [129–132, 134, 135]
a factor of only 1.1–1.2 was reported. Schöberl and Jäger performed an experiment
[136] where a tooth sample was stored under HBSS for several days. Then this sam-
ple was taken out of the fluid and immediately tested by a series of indentations. At
the beginning the sample surface was still covered by a fluid film that evaporated
within about 15 min. While at the beginning hardness and modulus agreed with the
values reported in [123, 125], they increased continuously and approached the val-
ues reported in [129–132, 134, 135] after 10–15 min. Therefore, one may conclude
that it makes a large difference if a wet material is investigated with the surface
being covered with fluid or not. It should be noted, however, that such an experiment
should be regarded with much caution. The reproducibility is rather poor mainly
due to two effects: first, the evaporation of the fluid costs energy, usually leading
to some decrease in temperature and, consequently, to thermal drift of the experi-
mental setup. Second, the contact between probe tip and sample is surrounded by
an amount of water causing adhesion forces which probably change during evapo-
ration. In general it is found that at least most of the biological materials become
softer and less stiff with increasing fluid uptake. In addition to hardness and stiff-
ness, a high abrasion resistance is a very important property for many biotool mate-
rials, in particular those used for cutting and grinding. The results of abrasion tests
on such materials strongly depend on the fluid content. Tests on dry samples often
may lead to conclusions entirely different compared to those drawn from experi-
ments under “wet” conditions (see the sections “Results” and “Examples from the
Literature’).

21.5.2
Temperature

Little or nothing has been reported on the influence of the temperature on the results
of micron-scaled mechanical tests. Most of the investigations have been performed
at the common laboratory temperatures (20◦C or slightly more), whereas the in-vivo
temperature of human bone is the well-known 37◦C. Except for some influence on
the viscous behaviour, no severe change of the mechanical properties is expected
for a temperature difference of 15–17◦C that can be considered negligible compared
to the possible temperature rise of several tens of degrees during embedding and
preparation.

21.5.3
Probe Tips

Now let us consider some basic aspects, concerning the determination of elastic mod-
ulus and hardness, the latter being no physical property on its own but related to
the plastic flow stress in a complex way. It is well-known that even for standard
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materials like glass or simple metals, hardness and elastic modulus obtained from
indentation experiments depend on the indenter tip shape. Similar observations have
been reported for scratch, wear and friction tests. Since the mechanism of plastic
deformation in biological tissues is not clear, the choice of a suitable indenter tip
is more or less intuitive. The most common probe is a Berkovich-type with a large
opening angle, causing mainly compressive stresses beneath the tip [137, 138]. This
helps, to some extent, to avoid the formation of cracks, so that only “purely” plas-
tic deformation occurs, whatever that may mean with the deformation of biological
materials. Moreover, the results can easily be compared with data from the litera-
ture. The use of a Cube Corner tip makes sense, if either the lateral expansion of
the plastic deformation shall be limited or if fracture toughness measurements are
intended.

21.5.4
Test Velocity

Since almost all biological materials show viscous deformation behaviour it is obvi-
ous that the results of all types of mechanical tests depend on the loading rate. To
gain information on the viscous behaviour, quasistatic indentation tests should be
performed with a large variation of loading and unloading speed. However, the range
of variations is limited: slow experiments are influenced mainly by long-term drift of
the setup, fast experiments by the mass of the scanner-moved probe and the limited
time resolution of data recording. If the quasistatic experiments are supplemented by
dynamic measurements, a larger span of deformation velocities can be applied. Scan-
ning wear tests are usually performed with scan speeds of some μm/s to 100 μm/s.
The velocities of practical abrasion applied on biotools in vivo, however, are higher
by some orders of magnitude; thus, direct conclusions from a test in a laboratory
on the true abrasion situation in nature are at least doubtful. From the literature,
e.g. [139], it is known for viscous materials, that with increasing abrasion velocity
the wear resistance increases. For comparative abrasion studies a fairly good com-
promise can be reached by varying the scan speed as much as possible (usually two
orders of magnitude) and by looking for trends in friction and wear rate. If no remark-
able dependence of friction and wear rate on the scan velocity occurs, or the depen-
dence shows a continuous behaviour, one may extend the conclusions drawn from
the comparatively slow tests to the natural, “fast” friction and wear situation [136].

21.6
Results

21.6.1
Sources of Error

The interpretation of results from scanning probe or indentation measurements is cru-
cially dependent on possible errors occurring with such experiments. Even though
appearing trivial, first of all we mention two very basic sources of error: if the
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sample is not fixed properly or the indenter tip is contaminated, there is no way
to do any reliable correction, in contrast to the errors discussed below (e.g. wrong
compliance or area function), where usually a correction can be made in retrospect,
if the original curves are recorded properly. When testing biomaterials, the errors
caused by the limits of instrumental resolution are usually small compared to all
others.

The primary data derived from indentation tests are load and displacement with
resolutions of clearly below 1 μN and 1 nm, respectively. In the literature, loads
are typically at least 250 μN, and displacements at least 100 nm. Thus, the maxi-
mum error caused by the instrumental resolution is about or below 1%. The basic
instrumental error in the displacement measurement is superimposed by additional
influences, mainly by thermal drift of the whole setup. The drift can be minimized
by enclosing the setup in a box protecting from air movements and acoustic (per-
haps electrodynamic) influences and by waiting until potential temperature gradients
have equilibrated. Moreover, stable long-term drifts can be easily taken into account
by the software of most of the indentation devices. If, however, variations in the
drift rate cannot be excluded for the whole measurement, an additional check may
be performed, by introducing sections with constant load in the loading protocol.
Especially for soft materials an additional problem occurs. Prior to an indentation
experiment a preload of typically 1–10 μN is applied, causing a displacement of the
indenter tip into the sample surface. This may lead to some zero-point shift. Solu-
tions for this problem are usually already included in the software of the inden-
tation device. Fortunately, among the large variety of biomaterials, the materials
forming tools are rather stiff and hard, so that the zero-point shift usually does not
introduce severe troubles. In order to derive mechanical properties from the load-
displacement curves, the knowledge of the projected contact area is most crucial.
Even though several methods for calibrating the tip area function exist, all methods
suffer from certain shortcomings. One of the most common methods is to perform
a series of indentations on a material with well-known mechanical properties, then
“imposing” one known mechanical property (commonly the elastic modulus) while
making a fit to the results [79]. The calibration material should be isotropic, homo-
geneous and its deformation behaviour independent of the deformation velocity (no
viscous behaviour). Fused silica is usually considered “the standard calibration sam-
ple”. Because of its high hardness and modulus, however, its application is limited to
measurements to rather shallow indentation depths, mainly for two reasons: the max-
imum load of some instrumentation setups is limited and, especially for small open
angle pointed indenter tips (Cube Corner geometry, sharp conical indenters), cracks
are formed at high load indentations, making the use of results at least doubtful.
Most of the indentation experiments on biomaterials, however, are performed with
rather large probing depths. As “soft” calibration standards aluminium or polycar-
bonate have been proposed. Al is elastically isotropic with a well-known modulus of
elasticity. However, Al is rather stiff which results in a steep unloading curve, which
is very receptive to influences on the displacement measurement, mainly by thermal
drift, or to uncertainties in the machine compliance (see below). Second, indents in
Al are surrounded by pronounced pile-ups, causing uncertainties in the true actual
contact area. Several attempts have been proposed, e.g. in [140] to account for the
pile-ups, but due to the unknown pressure distribution below the indenter (does the
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pile up material take up the same pressure as the “bulk” material?), such corrections
may lead to even an “overcorrection”. Polycarbonate is isotropic and quite homoge-
neous. The main problem here is caused by its viscosity which makes hardness as
well as modulus results dependent on the loading protocol. The problem of tip shape
calibration is, fortunately, moderated at least for pyramidal indenter geometries: an
indenter tip shape consists, roughly spoken, of the basic theoretical geometry and
the tip rounding. The latter can be determined by shallow indents in fused silica.
If the basic geometry can be precisely maintained by the manufacturer, the tip area
function is completely defined. In contrast to some other tip geometries, the opening
angle of three-sided pyramidal tips is maintained within 0. 05◦ by several manufac-
turers. Thus, the use of three-sided pyramidal indenter tips is strongly recommended,
unless other, specific needs suggest or even impose the use of a different tip shape.
One basic question shall be briefly considered: why not use the hardness, instead of
the elastic modulus, as a measure for tip shape calibration, since it reacts more sen-
sitively on errors of the contact area? The main disadvantage utilizing the hardness
is the fact that it is not a true physical parameter and, especially in metals, depends
on the size of the plastic zone around the imprint (well known as indentation size
effect, see e.g. [141–148]) and, in addition, on the indenter shape [149]. Another
common method to determine the true tip shape is to scan the tip over a spike with
extremely high aspect ratio and minimum tip radius, whereby the observed topog-
raphy reflects the shape of the probe tip. If such a spike is not available, one may
perform indents in a soft material with minimum elastic deformation, e.g. in silver.
The residual imprint now reflects the “turned over” tip shape which can be imaged
by AFM with a sharp, high aspect ratio tip. In addition to the tip shape, the compli-
ance of the experimental setup must be known, i.e. the elastic response of the device
plus tip holder. Even though, as for tip shape calibration, several methods for com-
pliance measurements can be found in the literature [79, 149], it is still not a trivial
task. An additional check can be performed by determining the elastic stiffness of
various materials spanning a wide range of elastic moduli known from the literature
[149]. If the results for all materials, especially the stiffest materials, are consis-
tent with the literature values, the compliance is confirmed quite safely. Taking into
account the fact that biological materials (except for highly mineralized tissues) are
rather low modulus materials compared to most metals or ceramics, we conclude
that an error in the machine compliance will rarely have a severe impact on the
results.

All considerations given above are valid more or less for all kinds of materials. In
the following, sources of errors typical for biological samples and the corresponding
problems occurring with sample preparation shall be discussed. First of all, biolog-
ical materials show viscous deformation behaviour. For quasistatic tests the method
by Oliver and Pharr is the most common one, using the initial slope of the unloading
curve as a key parameter. If the material creeps, there is still creep at least during
the first part of the unloading cycle. This becomes obvious, when in a test on a vis-
cous material without hold time at maximum load the first part of the unloading
curve shows a pronounced bend with an even negative slope, which is in contradic-
tion to the basic assumptions for the Oliver–Pharr method [79]. This problem can
be overcome (at least partly) by introducing a long hold period at maximum load
before unloading which minimizes the creep rate and/or by refined analysis of the
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Fig. 21.3. In-situ indentation in a SEM. During unloading (from top to bottom) the contact area
decreases remarkably within a very short time

load-displacement curve [150–152]. In addition to creep, biological materials exhibit
viscoelastic recovery that becomes evident upon introducing a holding period at con-
stant (low) load after partial unloading: the displacement decreases at constant load,
converging to a constant value with time. This time-dependent elastic recovery can be
nicely observed when performing experiments while imaging the indentation process
in a scanning electron microscope (SEM) [149]. Such observations show, in addition,
that during unloading the contact area decreases pronouncedly for such materials, see
Fig. 21.3.

Another, notable shortcoming of the O.P.-method or other methods analyzing
the unloading curves should be mentioned: after having deformed the sample plasti-
cally by loading, the structures below the indenter may have been damaged, thus
changes in the elastic interaction between indenter and sample during unloading



21 Application of SPM and Related Techniques 93

cannot be excluded. As a solution, an analysis of the very first part of the load-
ing curve before the onset of plastic deformation may be proposed (Hertzian fit).
Unfortunately, this procedure cannot be applied to most biomaterials, since there
the plastic deformation usually starts at very low loads. Considering the long list
of shortcomings discussed in the literature [153, 154], it may seem surprising that
the O.P.-method is still quite commonly applied on viscous materials. It is impres-
sive how modulus and hardness determined for many materials in different laborato-
ries and on various indentation devices agree reproducibly. Some authors [153–155]
propose to determine the hardness by measuring the residual imprint with an AFM
or a scanning indenter tip. However, since the most common and reasonable def-
inition of hardness is the maximum load divided by the projected contact area at
this maximum load, this method is only valid, if the contact area does not change
during unloading (see above), a prerequisite usually not fulfilled in polymers or
biomaterials.

The possible precision of indentation, friction, scratch and wear experiments is,
often to a large extent, limited by surface roughness. All the geometric considerations
on indentation experiments are done on the assumption of an ideally flat and smooth
sample surface which usually does not hold in practice. Biological samples in par-
ticular are mostly hard to prepare towards a perfect surface finish. As a conse-
quence, most indentation experiments on biological materials are performed with
rather large penetration depths (from this point of view the denomination nanoin-
dentation is often not justified). If the indentation device allows scanning the tip
over the surface before the mechanical test, it is possible to choose suitable regions
for the experiment and image the area around the imprint after the test, allowing at
least an estimate of the error resulting from sample topography including eventual
pile-ups.

The investigation of lamellar bone represents a good example for the possible
influence of the topography on indentation results [123, 156]. After a standard sam-
ple preparation, usually classic metallographic grinding and polishing, the lamellar
structure is clearly reflected by the topography with the lamellae protruding about
30 nm from the interlamellar regions. The interlamellar spacing is of the order of
microns, thus the maximum indentation depth is severely limited. A comparison of
mechanical data from the interlamellar region and the lamellae is superimposed by
a systematic error due to the different contact situations: indentation in the inter-
lamellar region represents an imprint “into a valley”, whereas on the lamellae it is
an imprint “on top of the hill”. As a consequence modulus and hardness are overes-
timated for the former und underestimated for the latter. A method to minimize this
systematic error has been proposed by Staedler et al. [156].

Measurements on biological materials are frequently conducted on areas with
lateral dimensions of only microns, separated by pores or gaps etc. For handling
and preparing (grinding, polishing) the samples they are usually embedded in poly-
mer resin or similar material that partly fills any cavities. Another, similar situation
occurs, if the experiments are performed on layered structures, where the thickness
of individual layers is not drastically larger than the depth of the imprint. Several
attempts have been made to include such a structural compliance into the analysis
[157, 158, 169], a term that adds to the machine compliance, but unlike the latter
the structural term can vary as a function of the position on the specimen [155]. For
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porous materials various attempts have been made to extract “true” material prop-
erties from indentation measurements [170–173], some of them applied for studies
on bone.

21.6.2
Interpretation

Unfortunately, the modulus obtained from indentation measurements is not identi-
cal with the orientation dependent Young’s modulus, measured anisotropies become
“smeared” [41, 42, 174–177] due to the indentation geometry. Hardness, unfortu-
nately, does not reflect a well-defined, physical property. Zhang and Sakai [178]
investigated geometrical effects of pyramidal indenters with different face angles on
the elasto-plastic contact behaviours of metals and ceramics. They found different
hardness results for varying face angle. Moreover, they tried to derive a face angle
dependent “true” hardness which was related to the flow stress by a constraint fac-
tor. Applying such considerations on biomaterials, however, is more or less hopeless,
due to the lack of known constraint factors. Aside from hardness and stiffness, abra-
sion resistance is a very important property of biotools. Since hardness and modulus
are the standard results from indentation measurements, it seems desirable to derive
the abrasion behaviour from the former data. For metals, ceramics and coatings a
high abrasion resistance is usually achieved by a combination of high hardness H
at rather low elastic modulus E [179], the abrasion resistance frequently described
as proportional to H1.5 E−1. This proportionality factor has been taken into consid-
eration in a number of studies on biotools, e.g. [12, 180–183]. Apart from copper,
frequently Zn is found, for example in the tip region of the jaws of the marine worm
Nereis [12] or the cutting edge of the desert locust mandible Schistocerca gregaria
[136]. These mandibles represent an example for a high sensitivity of the mechanical
behaviour on the water content as well as the fact that conclusions drawn from hard-
ness and modulus results on the abrasion resistance can be erroneous. The mandibles
have zinc-enriched (several at-%) regions at their cutting edge, i.e. in the material
where high abrasion resistance is absolutely mandatory. Surprisingly, the abrasion
rate depends strongly on the water content only in the cutting edge region. A similar
observation was made for the abrasion behaviour of human teeth and the jaw of the
marine worm Nereis: only for the material with the necessity of being highly abrasion
resistant i.e. the tip of the jaw and the enamel, respectively, a high sensitivity on the
water content was found [136]. The highest resistivity against abrasion of the locust
mandibles at their zinc-enriched cutting edge was found for a certain water content.
Hardness and modulus measurements showed that this is not at all the state of the
largest value of H E−1 or H1.5E−1. Scanning wear tests are basically not complicated
experiments. However, in some cases they can be performed on mineralized materi-
als only with some restrictions, e.g. on enamel which consists of mineral rods with
protein in between. If the scanning area covers not only a single rod, but is larger,
mineral particles may be pulled out which makes the definition of an abrasion rate
almost impossible; results will often not be reproducible. A similar situation appears
for the atacamite-enriched jaw regions of the marine worm Glycera, if a very sharp
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probe tip is used. In this case using a probe with larger tip radius and opening angle
could help to achieve reproducible results [23].

21.7
Examples from the Literature

In the following some examples from the literature are given presented in order to
elucidate the implications of the above considerations for scientific work on biotool
materials. Although there is a vast variety of biotool tissues, here we shall focus on
jaws and teeth and discuss the heavily mineralized version found in vertebrates as
well as selected invertebrate tooth tissues containing little or no mineral.

A great number of studies have been performed on the mechanical properties
of human teeth, e.g. [184–193]. In [193] area-scans of human coronal dentin were
carried out in order to investigate correlations between local mechanical properties
and the density, size and crystallinity of the mineral particles. The mineral content of
dentin was found to decrease and the thickness of mineral crystals to increase towards
the dentin–enamel junction (DEJ). Hardness and elastic modulus both decreased
towards the DEJ. In a correlation analysis, the mineral content and, even more so,
the thickness of mineral crystals were found to be crucial factors for the predic-
tion of hardness. The dentin layer close to the DEJ exhibited a local minimum in
hardness and elastic modulus, a configuration known to be an effective obstacle
for crack propagation. It was concluded that the observed variations of mechanical
and structural properties define crown dentin as a gradient material optimized for its
mechanical function. Further studies on the dentin–enamel junction were performed
for example in [194–197], where hardness, elastic modulus and fracture were stud-
ied as well as the functional width of the DEJ. Using AFM-based microscratching it
could be shown that the width of the junction is only a few microns, much smaller
than expected, being a nice example, how a complementary technique in addition to
indentation allows deeper insight in such a system.

In stark contrast to vertebrate teeth based on large amounts of calcium mineral
(enamel contains about 90% vol. hydroxyapatite), the jaws of the marine worm Glyc-
era contain very low levels of a rare copper mineral (atacamite), the only one of its
type known so far to be involved in biomineralization. The mineral is arranged in
fibres running parallel to the outline of the jaw and was identified in 2002 by Licht-
enegger et al. [180] who also performed instrumented indentation experiments in
order to elucidate its function. Indentation was combined with local chemical anal-
ysis by microprobe measurements and SEM imaging on the same sample. A clear
positive correlation between the local hardness and stiffness and the amount of ata-
camite was found, suggesting a structural function of the mineral. The performance
index H1.5 E−1 [198] was used as a rough estimate for abrasion resistance and found
to correlate with the copper content. In a subsequent publication [182], H and E
values of Glycera jaws and other materials were arranged into a double-logarithmic
performance plot following the approach outlined by Ashby [198]. Data lying on a
straight line with a slope of 2/3 should then represent materials with equivalent abra-
sion performance. From this plot it was, tentatively, suggested that compared to many
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materials, Glycera jaws have an excellent resistance to abrasion. Since H and E given
in [180] were from dry samples embedded in polymer resin this estimate might not
reflect the natural abrasion situation in sea water [153]. Indentation measurements
performed by Moses et al. [182] on dry and wet Glycera jaw samples yielded similar
spatial distributions of hardness and modulus in both cases, with an overall decrease
of modulus by 25% and of hardness by 28% in wet samples. Furthermore, in this
study samples were subjected to hydrolysis in boiling HCl for 48 h, which removed
the proteinaceous portion of the jaw matrix as well as almost all Cu as evidenced by
EDS (Energy-dispersive X-ray spectroscopy) measurements, but left the shape of the
jaw intact. The residue, identified as melanin scaffold, exhibited a modulus reduced
by 60% and a hardness reduced by 40% as compared to the untreated jaw.

Although it had been reported earlier that Glycera jaws also contain a certain
amount of unmineralized Cu potentially coordinated with the histidin (His)-rich jaw
matrix [199], it was only found in a recent study by Pontin et al. that the atacamite
mineralized fibres are located underneath the jaw surface and are embedded in a layer
rich in unmineralized copper [23]. In this work Glycera jaws were also subjected to
wear tests. Selecting a tip with a comparatively large radius allowed the use of a
relatively simple model for interpretation: a hard spherical indenter ploughing across
a flat block of a perfectly plastic medium was assumed. The atacamite mineralized
regions exhibited a wear depth about twice as large as the adjacent, copper-enriched
but mineral-free matrix. It was also found that the wear rates increased by a factor of
about three in all regions after hydration. Scratch tests revealed similar trends. Under
both, wet and dry conditions, the regions with unmineralized copper emerged as most
scratch resistant. The ratio between lateral and normal load (friction coefficient) was
highest in the copper-free and the atacamite containing regions; hydration caused an
increase by 30%, the increase of friction coefficient in copper-rich, unmineralized
regions was about 22%.

These findings were explained with the coordination of Cu by the histidine-
rich protein and melanin thus establishing inter-molecular crosslinks [23]. Such
crosslinks are not only expected to enhance local hardness and stiffness, but may
also reduce susceptibility to water, perhaps by occupation of intermolecular sites by
Cu ions. The enhanced wear rate in atacamite-rich regions can be explained by chip-
ping and cracking of the (brittle) mineral fibres, promoted by elastic/plastic mismatch
between mineral and matrix. Even though the authors of this work presented some
speculations, how the wear rate was increased by hydration, no real explanation for
this behaviour could be given.

Similar studies were performed on the slightly different jaws of the marine worm
Nereis [12] that contain Zn instead of Cu, albeit in entirely non-mineralized form
and in lower amounts. Again, the jaw matrix is proteinaceous and rich in His, but
in contrast to that of Glycera jaws it does not contain any melanin. The zinc is pre-
dominantly concentrated in the jaw tip, thus suggesting a mechanical function. The
influence of Zn on stiffness and hardness was probed with a combination of inden-
tation and microprobe analysis on dry jaws, yielding a positive correlation between
local metal content and mechanical performance. The Zn content was shown to vary
in parallel with the presence of Cl and local His levels. X-ray absorption experiments
suggested a coordination of Zn by three His and one Cl in analogy to the arrange-
ment found in Zn insulin [12]. In a recent study by Broomell et al. [127] Nereis
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Fig. 21.4. Property maps showing (a) comparisons of hardness and stiffness of Dosidicus beaks
with typical engineering materials and (b) critical loads for yielding and for cracking at contact
with spherical rigid abrasives
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jaws were investigated by indentation in dry and wet state and by element analy-
sis using EDS. Samples were measured before and after treatment with EDTA for
96 h at 25◦C that removed a large fraction of the Zn without causing changes in the
organic constituents, as was confirmed by X-ray photoelectron spectroscopy (XPS)
on pulverized jaws and secondary mass spectroscopy. In a further step, the samples
were enriched in Zn again by incubation of pre-depleted jaw surfaces in ZnCl2 for
72 h at 25◦C. Not a complete, but partial reconstitution was evidenced by XPS and
EDS. The authors could show that the measured hardness and modulus values cor-
related with the variations in Zn. The Zn removal resulted in over 65% reduction of
hardness and stiffness in relevant areas and its reintroduction caused an appreciable
recovery.

Finally, the beaks of the jumbo squid Dosidicus gigas represent a purely organic
biotool material. Although the beaks contain neither metals nor biomineral, they
exhibit a hardness and stiffness up to twice as high as that of the most competi-
tive synthetic organic materials. In a study by Miserez et al. [181] indentation tests
were carried out on squid beak samples in ambient air and under distilled water. The
experiments were complemented by macroscopic fracture toughness measurements.
Abrasion was assumed to be due to one of two failure mechanisms, either the onset
of plasticity or the formation of cracks. The material was treated as flat plate and
the abrading particle as a rigid solid of revolution, allowing treatment by classical
contact mechanics. The normal load for yielding is then proportional to H3 E−2,
whereas the critical load to develop a crack Pc was proportional to the shear mod-
ulus G. By plotting H3 E−2 vs. G, property maps were drawn (see Fig. 21.4), from
which the deduced abrasion resistance was compared to the values of enamel, dentin,
some polymers and metals, indicating a high abrasion resistance of the squid beaks.
No direct measurements of the abrasion behaviour, however, were carried out.
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17. Lichtenegger HC, Schöberl T, Bartl MH, Waite JH, Stucky GD (2003) Science 301:5636
18. Rinnerthaler S, Roschger P, Jakob HF, Nader A, Klaushofer K, Fratzl P (1999) Calcif

Tissue Int 64:422
19. Fantner GE, Rabinovych O, Schitter G, Thurner PH, Kindt JH, Finch MM, Weaver JC,

Golde LS, Morse DE, Lipmann EA, Rangelow IW, Hansma PK (2006) Compos Sci Tech-
nol 66:1205

20. Gupta HS, Wagermaier W, Zickler GA, Aroush DR, Funari SS, Roschger P, Wagner HD,
Fratzl P (2005) Nano Lett, 5: 2108

21. Gupta HS, Seto J, Wagermaier W, Zaslansky P, Boesecke P, Fratzl P (2006) PNAS
103:17741

22. Jackson AP, Vincent JFV, Turner RM (1988) Proc R Soc London Ser B 234:415
23. Moses DN, Pontin MG, Waite JH, Zok FW (2008) Biophys J doi:10.1529/ bio-

physj.107.120790
24. Lichtenegger HC, Birkedal H, Waite JH (2008) in: Met Ions Life Sci 4 (Biomineralization.

From nature to application)
25. Lee EH, Radok JRM (1960) J Appl Mech 27:438
26. Ting TCT (1966) J Appl Mech 88:845
27. Johnson KL (1985) Contact mechanics. Cambridge University Press, Cambridge
28. Oyen ML (2006) Phil Mag 86:5625
29. Oyen ML (2005) J Mater Res 20:2094
30. Bembey AK, Oyen ML, Bushby AJ, Boyde A (2006) Phil Mag 86:5691
31. Bembey AK, Bushby AJ, Boyde A, Ferguson VL, Oyen ML (2006) J Mater Res 21:1962
32. Vandamme M, Ulm F-J (2006) Int J Solids Struct 43:3142
33. Sasaki N, Enyo A (1995) J Biomech 28:809
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102 T. Schöberl · I.L. Jäger · H.C. Lichtenegger

151. Kermouche G, Loubet JL, Bergheau JM (2007) Mech Mater 39:24
152. Ngan AHW, Wang HT, Tang B, Sze KY (2005) Int J Solids Struct 42:1831
153. Schofield RMS, Nesson MH, Richardson KA (2002) Naturwissenschaften 89:579
154. Schofield RMS, Nesson MH (2003) Science 301:1049a
155. Jakes JE, Frihart CR, Beecher JF, Moon RJ, Stone DS (2008) J Mater Res 23:1113
156. Staedler T, Donnelly E, Van der Meulen MCH, Baker SP (2003) Mater Res Symp Proc

778:79
157. Stone DS (1998) J Mater Res 13:3207
158. Stone DS, Yoder KB, Sproul WD (1991) J Vac Sci Technol A9:2543
159. Yoder KB, Stone DS, Hoffman RA, Lin JC (1998) J Mater Res 13:3214
160. Soifer YM, Verdyan A, Kazakevich M, Rabkin E (2005) Mater Lett 59:1434
161. Hodzic A, Stachurski ZH, Kim JK (2000) Polymer 41:6895
162. Downing TD, Kumar R, Cross WM, Kjerengtroen L, Kellar JJ (2000) J Adhes Sci Technol

14:1801
163. Lee SH, Wang S, Pharr GM, Xu H (2007) Compos Part A-Appl Sci 38:1517
164. Gerber CE (1968) Contact problems for the elastic quarter-plane and for the quarter space.

Stanford University, Palo Alto, CA, p 100.
165. Hetenyi M (1960) Trans ASME Series E, J Appl Mech 27:289
166. Hetenyi M (1970) Trans ASME Series E, J Appl Mec. 37:70
167. Keer LM, Lee JC, Mura T (1984) Intl J Solids Struct 20:513
168. Popov GY (2003) Mech Solids 38:23
169. Schwarzer N, Hermann I, Chudoba T, Richter F (2001) Contact modelling in the vicinity

of an edge. Elsevier, San Diego, CA, p 371
170. Hengsberger S, Enstroem J, Peyrin F, Zysset P (2003) J Biomech 36:1503
171. Rice JC, Cowin SC, Bowman JA (1988) J Biomech 21:155
172. Sevostianov I, Kachanov M (2000) J Biomech 33:881
173. Hoffler CE, Moore KE, Kozloff K, Zysset PK, Brown MB (2000) Bone 26:603
174. Fratzl P, Gupta HS, Paschalis EP, Roschger P (2004) J Mater Chem 14:2115
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22.1
Introduction

One of the key advantages of Atomic Force Microscopy (AFM) over a variety of
other techniques in life science is the freedom to operate in almost any medium.
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Especially for the investigation of cells, proteins, and membranes and their complex
interplay, a prerequisite for reliable and biologically significant results is the choice
of the right medium. Small changes from natural conditions in pH, temperature, salt
concentration, etc., can make a huge difference for the interpretation of obtained data
and for assigning them to a peculiar biological process in vivo. The use of an AFM
is not limited to vacuum or a gaseous medium and further provides the possibility to
operate in fluid media with variable buffer conditions.

In recent years, with a continuous increase in expertise for probing soft matter,
AFM has developed into a decisive tool for approaching questions in life sciences.
Scientists benefit from AFM in cell imaging, questions in regard to cell elasticity,
the measurement of both specific lock-and-key and non-specific adhesion in a wide
range of biological, physical, and also medical questions. On the following pages,
we present a selection of results providing a more detailed understanding of blood
clotting and hemostasis, which is obtained by a very inventive and non-conventional
use of the AFM technique. A special challenge in this task was the consideration
and integration of fluid flow, mimicking blood flow conditions, into the experimental
setup. As mentioned above the medium is an extremely important factor in approach-
ing biological questions. To further complicate things, the dynamic conditions inside
a blood vessel like flow pattern, flow velocity, and velocity gradients influence and
sometimes generate circumstances, which barely can be probed or reproduced in a
static environment. Atomic Force Microscopy, as a rather direct technique of obser-
vation, further does have limited access into a sealed blood vessel or any common
flow chamber trying to copy natural flow conditions. Therefore, unraveling secrets
in blood clotting with the help of an AFM requires combination with a pumping
system, which is able to mimic variable blood flow conditions and is accessible to
the cantilever tip at the same time. These framework conditions led to the unique
combination of a planar Surface Acoustic Wave (SAW)-driven microfluidic reac-
tor, mimicking the blood flow on an optical transparent biochip, and an AFM. This
microfluidic reactor–AFM hybrid system is presented in the last part of this chapter.
To illuminate the role of Atomic Force Microscopy for the investigation of blood
clotting we present results in imaging and probing elasticity of blood cells, platelets,
and compounds of the subendothelial matrix exposed to different flow conditions.
Subsequently, we introduce the SAW-driven microfluidic pumping system leading
to a physicist’s equivalent of a blood vessel. This approach is the direct precursor
to “lab-on-a-chip” systems for probing blood clotting diseases. In the last section
we present the microfluidic reactor–AFM hybrid combining the before mentioned
techniques in a unique and valuable way. This hybrid system provided the means to
unravel direct evidence for the formation and internal dynamics of protein networks
responsible for blood clotting under elevated shear stress.

22.2
Topography

The invention of Atomic Force Microscopy opened the field for imaging surfaces
with a lateral and vertical resolution in the range of Angstroms [1]. The resolution in
imaging soft biological matter like membranes or cell surfaces often is far from that
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value and strongly depends on the kind of sample under investigation. For example,
it may vary strongly according to wall and adhesion properties of different cells and
the tip. The main contribution to the lack of resolution in cells is maybe the tip-
induced deformation or even penetration of soft parts of proteins, membranes, and
cells [2]. Nevertheless, the AFM technique proved to be a crucial tool in exploring
biological questions. In the following sections, we will present a short scheme of the
course of blood clotting and how AFM is applied to elucidate exciting features of the
most important compounds involved in this process.

22.2.1
Little Story of Blood Clotting

Blood coagulation is a very complex process involving more than a dozen blood
coagulation factors. We will sketch the course of wound healing in small arterioles
as much as necessary for a proper understanding of the underlying basic processes
while keeping it as simple as possible to motivate the basic questions under inves-
tigation in the AFM experiments. The focus will be set on vWF (von Willebrand
Factor) network formation and platelet binding to the damaged vessel walls, which
oppose high shear stress arising from the rapid flowing blood.

Wound healing is an extremely important adjustment of nature preventing con-
tinuous bleeding into the tissue after damage to the blood vessels. A normal human
being is bleeding continuously in small arterioles and veins without even being aware
of it. The first and an often neglected mechanism to prevent excessive blood loss is
the contraction of the injured blood vessel, which can change the streaming proper-
ties of the blood and the forces on every single compound involved in blood clotting.
Such bleeding, especially in these high shear regimes, is continuously sealed by an
instantaneous repair mechanism (Fig. 22.1).

22.2.1.1
von Willebrand Factor Binding

An essential role for wound healing especially in small arterioles comprising high
shear forces plays the biopolymer von Willebrand Factor. Its participation in wound
healing has been known for a long time. The specific lock-and-key binding sites of
vWF molecules to both extracellular matrix and damaged endothelial cells, exposed
at sites of vascular injury, were characterized, but the mechanism of the activation
of vWF’s binding potential remained unclear. We could recently show directly that
a conformational change in vWF molecules from a coiled to an activated unrolled
state triggers its biological function [3]. In this activated conformation vWF’s abil-
ity to bind to both exposed extracellular matrix at a site of vascular damage and
to platelets out of the blood stream is rapidly increased. The extracellular matrix
is mainly composed of different kinds of collagens (see also Sect. 22.2.2.1), where
binding sites to vWF have already been identified [4]. This coiled–unrolled transi-
tion can be induced solely by mechanical stress on the molecule experienced due to
shear stress of the blood stream. Comparable to the stream lines in a pipe, the veloc-
ity of blood in the blood vessel decreases from the center towards the endothelial
cell surface. This velocity difference between contiguous layers of fluid results in
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Fig. 22.1. (a) Erythrocytes (red), platelets (yellow), and von Willebrand Factor (vWF) (blue)
facing a site of damage to the endothelial cell layer which seals the blood vessel against the
extravascular tissue. vWF binding to collagens in the extravascular connective tissue is the initial
step for wound healing in vessels with high fluid flow velocities. The arrows indicate the different
flow velocities inside a blood vessel with a maximum speed in the center of the vessel and a
minimum at the vessel wall. This velocity gradient induces shear stress on any compound in
the blood stream. (b) Because of the increased shear stress at the vessel wall, immobilized vWF
molecules are mechanically unrolled from their coiled into an activated stretched conformation
building a sticky protein network. In this unrolled and activated conformation platelets can bind
to vWF at the site of vascular damage, whereas there is no binding of vWF and platelets in
the normal blood stream. (c) In the course of wound healing more and more platelets aggregate
forming multiple layers stabilized by the vWF glue till a plaque has formed which is able to
prevent further bleeding into the tissue

a shearing effect. The shear rate γ̇ = ∂v
∂r defined as the flow velocity gradient with

respect to the vessel radius describes the acting shear field. The highest wall shear
rates of approximately 470–4,700 1/s occur at the vessel walls of small arterioles
(10–30-μm diameter) [5] and can induce vWF’s activation.

From a physical perspective, in these high shear rate areas it seems extremely
counterintuitive for any protein or cell to adhere to sites of vessel damage oppos-
ing the drag forces of the rapid surrounding flow. To solve this dilemma, evolu-
tion developed vWF, initializing its enhanced adhesion abilities exactly in this high
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shear environment, which makes commonly known adhesion mechanisms extremely
unlikely or even impossible. The key in understanding vWF’s binding potential for
both compounds of the extracellular matrix and platelets is hidden at least in part
in its enormous multimeric size. Large vWF molecules can be made up of up to
a hundred identical subunits and its total mass can exceed 20,000 kDa [6]. In its
coiled conformation a huge amount of vWF’s binding sites are buried inside the pro-
tein whereas an unrolling of this biopolymer directly results in a drastic increase of
accessible binding sites and therefore in the activation of the protein. The adhesive
strength of vWF to exposed collagen at a vessel damage site or a damaged endothe-
lial cell increases proportionally to its free binding sites.

22.2.1.2
Platelet Binding

Activated and bound to the extracellular matrix, vWF comprises binding sites for
platelets too. Platelets are blood cells without a nucleus whose function is to prevent
bleeding. While the vWF network represents the basis for wound healing, platelet
aggregation to this network is the starting point for the growing plug, which finally
seals the vessel damage. In this regard it is worth mentioning that platelets are
enriched near the vessel wall while erythrocytes for example are found mainly in
the center of the vessel. This condition enables a higher probability for platelets to
adhere to sites of vascular damage and therefore seal lesions more effectively [7].

Platelets adhere to a vWF network at a site of injury in a two-step mechanism.
First a weak bond with a high dissociation constant is formed. Because of the torque
induced by the fluid streaming and the weak adhesion to the surface, platelets are
decelerated and roll on the vWF network, giving a stronger and irreversible bond
with a low dissociation rate enough time to form [8]. The process of rolling is con-
ditioned by repeated forming and breaking of these weak bonds. Sometimes these
weak adhesion contacts do not break while the platelet still translates over the sur-
face. Because of the soft character of the platelets a membrane tube from the adhe-
sion point on the vWF surface to the cell body along the direction of the fluid flow
can be formed [9]. The morphology, formation, and detachment kinetics from the
anchor point of these membrane tethers depend strongly on the acting shear field. At
high shear rates the probability for tether formation and its growth rate are drastically
increased while the lifetime is significantly lower. Dopheide et al. [10] speculated
that the extension of membrane tethers may be a very important step in mediating
strong adhesion by slowing platelets down and reducing the level of shear stress
experienced by individual receptor–ligand interactions.

After a tight bond is formed, platelets tend to spread on the surface and therefore
comprise even more binding sites for vWF while reducing the opposing drag forces
at the same time. The stabilizing effect of platelet spreading is often accompanied
with the formation of several filopodia. Although similar in their structure, filopodia
are distinctly different from membrane tethers and protrude onto the surrounding
surface without respect to the flow pattern.

As more and more platelets aggregate on the site of vascular damage, vWF serves
also as a glue between multiple layers of platelets. This platelet plaque grows as long
as it is sufficient to prevent further loss of blood. If the rent in the vessel wall is small,



110 D.M. Steppich et al.

Fig. 22.2. The fluorescence image points out the functional activity of unrolled vWF (green) in
platelet (red) binding. Platelets exhibit sizes in the order of 10 μm, which also highlights also
the enormous size of the vWF network (Figure reprinted from George T, Kleinerüschkamp F,
Barg A et al., Microfluidics reveals generation of platelet strings on tumor-activated endothelium,
Thromb Haemost 2007; 98:285 with permission from Schattauer)

this platelet plug by itself can stop blood loss. A larger hole requires further stabi-
lization of the platelet aggregate. In addition a meshwork of fibrin can interconnect
platelets and blood cells forming a blood clot [11]. Figure 22.2 illustrates the platelet
binding potential of a huge vWF network.

22.2.2
High-Resolution Imaging

22.2.2.1
Collagen Fibrils

Collagen molecules are a major compound of the extracellular matrix and are
exposed to the blood stream at a site of vascular damage, building the first contact
point for the initiation of blood clotting by network forming proteins. They con-
sist of three polypeptide chains (α-chains), which form a unique triple-helical struc-
ture. More than 20 genetically distinct collagens exist in mammalian tissue, where
collagen types I, II, III, V, and XI self-assemble into D-periodic cross-striated fib-
rils. Collagen molecules, forming the fibril, consist of an uninterrupted right-handed
triple helix called tropocollagen [12], approximately 300 nm in length and 1.5 nm in
diameter. The collagen self-assembles in cross-striated fibrils that normally occur in
the extracellular matrix of connective tissues. These fibrils are stabilized by cova-
lent cross linking of specific lysines and hydroxolysines of the collagen molecules,
which are ordered parallel in a D-periodic pattern [13]. The stagger of molecules
gives rise to a characteristic band pattern of light and dark regions when nega-
tively stained and viewed using an electron microscope [14,15]. Fundamental exper-
iments for the understanding of the morphogenesis of collagen units and fibrils and
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influencing factors such as temperature, ionic strength, pH value and so on, were
performed by Gross, Wood, Keech et al. [15–21] and further work was done by Bard
and Chapman [22, 23].

Studies on collagen molecules by cryo-AFM [24] and normal AFM studies of
segment-long spacing (SLS) crystals of collagen [25] have revealed variations in
the structure. AFM investigations carried out by Paige et al. [26] show native fib-
rils and fibrous long spacing fibrils (FLS-fibrils) [27]. Cocoon-like fibrils, which are
hundreds of nanometers in diameter and 10–20 mm in length, were found to coexist
with mature FLS fibrils. On the basis of detailed AFM studies a stepwise process
in the formation of FLS collagen was proposed. Different pH ranges were inves-
tigated to clarify the various stages in the self-assembly process of the fibrils. In
early stages below pH 4 thin non-banded fibrils were formed. Filamentous struc-
tures showed protrusions at pH∼4 and at pH>4. 6 mature fibers emerged [28].
Gutsmann et al. observed that collagen fibrils from tendons behave mechanically
like tubes [29]. They concluded that the collagen fibril is an inhomogeneous structure
composed of a relatively hard shell and a softer, less dense core. For high-resolution
AFM microscopy the collagen samples can be investigated immediately after self-
assembly and drying on freshly cleaved mica. A novel collagen preparation tech-
nique [30], based on a dialysis system, allows the reproducible production of single
collagen fibrils with different banding patterns (Fig. 22.3).

Automated electron tomography studies, performed on corneal collagen fibrils
showed that collagen molecules are organized into microfibrils (≈4 nm diameter) in
a 36-nm diameter collagen fibril, which are tilted at ≈15◦ to the fibril long axis in a
right-handed helix. Analysis of the lateral structure demonstrated that the microfibrils
exhibit regions of order and disorder within the 67-nm axial repeat of the collagen
fibrils [31].

Fig. 22.3. (a) High-resolution AFM image of a single collagen fibril with a kink: due to kinks
collagen are sometimes compared to tubes. The other fibril displays the polymorphism of col-
lagen with native and FLS-parts in one fibril. (error signal, scale bar 500 nm). (b) AFM image
of a microdissected collagen fibril: The core of the collagen fibril is revealed and the banding
pattern can be recognized inside the fibril. The arrows indicate the overlap zones of the collagen
molecules that arise during the self-assembly process of the collagen fibril (topography signal,
scale bar 250 nm). (c) Line measurements on the microdissected collagen fibril b: Between point
A and B the banding can be recognized on the shell as well as in the core. The banding pattern
can be determined to be approximately 78 nm. Between point C and D the height difference of
around 16 nm between the substrate and the level of the cut area can be seen
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In contrast to other high-resolution imaging methods, like scanning electron
microscopy (SEM) or transmission electron microscopy (TEM), which are operat-
ing in a vacuum with dried samples and conducting surfaces, the preparation for
AFM investigations is very simple and does not alter the sample properties in most
cases. For structural and mechanical investigations in the submicron range the AFM
proved to be a suitable tool for manipulation and probing the mechanical properties
of biological macromolecules in the nanometer range. Besides the manipulation of
proteins like collagen it is also possible to probe and manipulate genetic samples.
Thalhammer et al. demonstrated that it is possible to use the AFM tip as a new tool
like a mechanical nanoscalpel and a nanoshuffle where minute amounts of mate-
rial can be extracted and further processed [32]. The AFM-based microdissection on
collagen fibers can be applied to reveal the inner structure of the specimen. During
manipulation the shell and upper parts of the fibril are scratched away, to image the
remaining core in a high-resolution mode (Fig. 22.3b, c). The dissection is carried
out in a defined angle to the fibril axis in order to exclude artifacts originated by an
orthogonal or parallel (to the fibril axis) scratching procedure. It could be shown that
there are no major geometrical differences of the banding on the shell and in the core
of native single collagen fibrils. The banding pattern inside the fibril fits to that on
the shell in width and distance. The fibril has a banding pattern of 78 nm, a height of
30 nm, and a width of 270 nm. The cut area, shown in Fig. 22.3b, is located in the
core of the fibril, which was confirmed by line measurements. Between the measured
distance A and B the banding can be recognized on the shell as well as in the core.
Among points C and D the height difference between the substrate and the level of
the cut area can be seen. The height difference between the substrate and cut area was
determined to be 16 nm [33]. The AFM could also be used to compose nanoscopic
collagen matrices by orientating individual collagen fibers of self-assembled colla-
gen layers [34]. AFM nanodissection of big FLS-fibrils with a width of about 1. 7 μm
and a banding pattern of 270 nm showed the FLS banding also in the core of the fib-
ril [35]. For FLS-fibrils a different assembly pathway and structure are postulated.
The characteristic banding mainly arises from the attachment of α1-acid glycopro-
tein in FLS-fibrils [28]. The characteristic banding of native fibrils is determined by
the repetition of overlap and gap zones [36].

22.2.2.2
Elasticity

Several investigations using the AFM as a tool for measuring the tensile modulus
of collagen fibrils and subunits revealed details of the protein assembly. Graham
et al. calculated force elongation/relaxation profiles of single collagen fibrils using
the AFM. The elongation profiles showed, that in vitro assembled human type I col-
lagen fibrils are characterized by a large extensibility. It was shown that the fibrils are
robust structures with a significant conservation of elastic properties [37]. Gutsmann
et al. probed the crosslinks on a lower level of organization using an AFM cantilever
to pull substructures out of the assembly. Two different rupture events were deter-
mined; the first with a strong bond and a periodicity of 78 nm (bonds between sub-
units) and a second weaker one with a periodicity of 22 nm (between molecules) [38].
Bozec and Horton [39] studied trimeric type I tropocollagen molecules by AFM, both
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topologically and by force spectroscopy, showing multiple stretching peaks on the
molecular level similarly as shown by Gutsmann et al. [38]. Fratzl et al. and Puxkandl
et al. investigated the fibrillar structure, viscoelastic and mechanical properties of
collagen by recording stress/strain curves [40, 41]. The stress/strain curves can be
divided into several regions [37]. At first crimps [42] and kinks [43] are removed,
before a linear region is seen where the collagen triple helices are stretched, along
with increase of the gap zones compared with the overlap zones. Slippage is first
seen within fibrils at crosslink deficient collagen, and then higher strains lead to a
disruption of the fibril. The mechanical behavior of native single fibrils was tested
by recording force-distance curves on the shell and in the core of the fibrils to gain
insights into the collagen assembly and mechanical properties [33]. The evaluation
of the adhesion forces of the spectroscopy data indicates a higher adhesion in the
core of the fibril (Fig. 22.4a). In Fig. 22.4b and c the height of the snap-out effect
calculated from the retrace curves is shown. The average value was calculated for
the shell to 5 nN and for the core to 6 nN, which points to a higher adhesion in the
core of the fibril. Gutsmann et al. suggested the presence of more highly crosslinked
collagen molecules near the fibril surface compared to the central region [29]. This
could lead to a higher amount of binding capacity for the tip and cause higher adhe-
sion forces during the measurement. However, the results could have been also influ-
enced by the scratching process, which could have led to a rupture of molecules and
destruction of crosslinks. The destroyed crosslinks and ruptured molecules could
stick to the tip and increase the measured adhesion force. Moreover, the collagen
fibrils were investigated in a dried state of preservation, which could have also an
influence on the mechanical properties. The mechanical properties of collagen-rich
tissues, e.g. tendons, are largely determined by the collagen structure [40]. An inho-
mogeneous assembly of collagen fibrils was published by several authors; Sarkar
et al. [44] proposed that fluid domains in the collagen allow molecules to slip rel-
ative to one another, which was shown by Mosler et al. [45], in order to relieve
applied stress. It has been proposed that, in case of high forces, the stiff outer shell of
the collagen fibrils could break while the fluid core remains intact and might be used
in the repair of the shell [29]. These morphological results as well as the statistical
evaluation of the Young’s modulus using the indentation measurements could not
confirm a “fluid” core or different structures of core and shell. Solely the adhesion
measurements show differences between core and shell.

22.2.2.3
von Willebrand Factor Network Formation and Platelet Binding

The multimeric von Willebrand Factor molecule is the key element in mediating
adhesion of platelets to sites of injury at rapid flow conditions. Because of a confor-
mational change from a globular state into an unrolled state, vWF is able to bind to
various types of collagen from the extracellular matrix. Single vWF molecules and
their adhesion and binding properties have been investigated by AFM technology.
In early studies, Marchant et al. examined the adhesion and structural properties of
vWF both on hydrated and dehydrated mica surfaces [46]. They experienced prob-
lems similar to those researchers are still facing in imaging soft matter under buffer
conditions today. On hydrophilic mica, vWF is only interacting weakly with the
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Fig. 22.4. (a) Typical sample of force-distance curves recorded on the shell and the core of
a single collagen fibril. The dark curve shows a spectroscopy curve on the shell, whereas the
gray dashed curve was recorded in the core. The slope of both curves is nearly the same and
indicates identical elasticity. Measurements on the shell and in the core have to be performed
in the same sample height to exclude “thin layer effects.” The Hertzian model was fitted to the
positive cantilever deflection range. (b) Elasticity measurement of a single collagen fibril. Force-
distance curves were recorded on the shell and the exposed core. On both measuring points
more than 100 curves were recorded. The diagram displays the Young’s moduli of the force-
distance curves versus the frequency. The nanoindentation experiment indicates no measureable
difference between core and shell. (c) Adhesion measurement on a single collagen fibril. The
data display the evaluation of the adhesion forces calculated from the height of the snap-out of
the retrace curve. The values show a higher adhesion in the core of the microdissected fibril

surface and thus easily moved by the tip into a perpendicular orientation to the fast
scanning direction. In contrast imaging of the protein in a dehydrated (but not very
physiological) case is performed easily due to a tighter molecule immobilization to
the surface (Fig. 22.5).

Marchant et al. speculated that the absence of water molecules in between
the vWF protein and the mica substrate in the dehydrated sample accounts
for the stronger protein–surface interaction. Raghavachari et al. extended this
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Fig. 22.5. Globular vWF molecules deposited on a thin collagen layer imaged in tapping mode
in air. A broad distribution of vWF sizes is visible

surface-dependent adhesion study of vWF to hydrophobic substrates under phys-
iological conditions [47]. Their data may provide a closer approach to the
surface-dependent functional behavior of vWF molecules. On a hydrophobic OTS
(octadecyltrichlorosilane) surface, vWF undergoes adsorption and molecular spread-
ing. In contrast, vWF is loosely adsorbed and presents more extended structures
on hydrophilic mica, which the authors explain as an optimization of hydration,
electrostatic and van der Waals interactions. The first AFM study of unrolled vWF
molecules was performed by Siedlecki et al. also on hydrophobic OTS [48]. The
authors used a rotating disc system to unroll vWF on the substrate and imaged
elongated vWF molecules using modified scanning probe tips and mathematical
morphology modeling techniques. But also in this study, tip-induced irreversible
deformation and elongation of globular vWF molecules occurred, which could be
distinguished from unrolled vWF due to shear stress.

The AFM technique was proven to be a significant tool for investigating surface
and conformation-dependent adhesion mechanisms and delivered valuable hints for
both the driving forces for adhesion to different surfaces and simultaneously for the
forces for the vWF monomer–monomer interaction, which keep the protein in its
globular state under low shear conditions. In order to understand the blood clot-
ting process it is important to extend the experiments presented above. Whereas the
unrolling and activation of a vWF molecule on a site of vascular injury is the initial
step for wound healing at high shear conditions, a single extended molecule would
never have been able to diminish or even stop bleeding. Only the whole entity of a
multitude of activated vWF molecules, self-assembling and forming huge networks,
gains the adequate potential to bind enough platelets out of the rapid blood stream to
seal a lesion. Imaging such networks is also a demanding task considering the elastic
properties of protein assemblies and fibers within the network.



116 D.M. Steppich et al.

Fig. 22.6. A huge vWF network formed under shear conditions on a thin collagen layer. After
dehydration the network was imaged in tapping mode in air. Both insets show different regions of
the network exhibiting similar and also very different features. Both elongated thick vWF fibers
(left inset) and globular vWF molecules (right inset) can be distinguished within the network

These networks can exhibit a broad variety of sizes dependent on the injury. In
vitro networks with diameters in the range from 1 μm (and below) up to the order of
mm were observed (Fig. 22.6). Both the very small and the almost macroscopic vWF
networks proved to be hemostatically active and could mediate platelet binding.

Under high shear flow conditions platelet binding to a site of injury, or to the pre-
formed vWF network to be precise, is accomplished in a two-step process. In a first
initial tethering, platelets bind via their GP Ibα receptor to the A1 domain of vWF.
This bond forms rapidly but has also a high dissociation rate and therefore a short
half-life. This weak adhesion decelerates the platelet and keeps it near the surface,
where a rolling motion is induced by the surrounding flow. The reduced velocity
accompanied with an increased residence time on the surface enables a slower but
tighter bond to be formed via the αIIbβ3 platelet binding site and the C1 domain of
vWF in the second step [8]. The rolling and terminal stopping of the platelet is often
accompanied by the formation of an extended cell membrane tether. These tethers
are pulled from small localized contact points formed between the cell body and the
vWF matrix via αIIbβ3 and the A1 domain. Dopheide et al. found also kinks in mem-
brane tethers, indicating that multiple bond formation within a tether is possible [10].
Tether formation further increases the residence time of platelets on the vWF matrix
compared to rolling platelets. Shao et al. addressed the physiologically important
fact that compared to platelets without tethers, tether formation significantly reduces
the force, experienced from the surrounding flow, which is working against the bond
between platelet and vWF matrix [49]. Thus, a cell membrane tether further increases
the residence time of platelets on the surface and increases the probability of tight
bonding between platelets and the vWF surface. The observed tether formation is
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Fig. 22.7. Platelets were imaged in buffer conditions after a shear stress of 20,000 Hz was
applied and subsequent formaldehyde fixation (image size 17 × 17 μm). Membrane tethers were
predominantly found in the direction of flow. But also kinked and broken tethers can be observed
indicating multiple binding sites within the tether

not a biochemically driven rearrangement of the cytoskeleton but is a function of the
shear rate of the surrounding liquid. Figure 22.7 illustrates immobilized platelets on
a vWF-coated surface exhibiting various membrane tethers.

After a tight bond has formed platelets are activated and spread on the surface,
exhibiting a smaller contact area for the surrounding flow and more binding sites
for the next layer of platelets stabilized via vWF between adjacent platelets. Fritz
et al. followed the activation process of platelets and were able to image the drastic
reorganization of the cytoskeleton by tuning the scanning force of the tip to visualize
internal structures of the cytoskeleton through the softer outer membrane [50].

22.3
Lab-on-a-Chip

In the previous section, the course of blood clotting was followed and investigated by
AFM step-by-step from the exposure of subendothelial matrix at a site of vessel dam-
age till platelet adhesion and thrombus formation occurred. On the following pages
we will sketch how the AFM technique can be utilized in determining both distinct
blood diseases and the age of bloodstains as an especially accurate measurement in
forensic science. In the second part of this section we will highlight Surface Acoustic
Wave technology as a relatively new and powerful tool for pumping small amounts
of liquid. This technique is perfectly suited for mimicking blood flow conditions in
vitro and can be combined to a variety of well-established methods for answering a
broad variety of questions.
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22.3.1
Nanomechanical Diagnostics

Atomic force microscopy has been widely applied in imaging biological samples
under physiological conditions (for a review see [51]). The shape of red blood cells
is characteristic of particular diseases and there is a growing interest in the identifica-
tion of ultrastructural features associated with diseases. In early publications, images
of fixed erythrocytes were presented [52, 53]. Easily recognizable erythrocytes were
observed but little subcellular detail was seen. Häberle and coworkers immobilized
the separated cells on a micropipette, which was mounted on the scanner. The imag-
ing was performed on the protruding part of the cell and they achieved a resolu-
tion in the 10-nm range [54]. Several groups demonstrated the imaging of red blood
cells in physiological media. At high resolution, the underlying cytoskeleton of the
blood cell has been resolved and flaws in the cytoskeleton could be observed [2]. The
membrane skeleton structures, without major distortions or deformations of the cell
surface, were observed by Kamruzzahan and coworkers using tapping mode under
near-physiological conditions [55]. With this approach significant differences in the
morphology of red blood cells from healthy humans and patients with systemic lupus
erythematosus were detected on topographical images. The surface of red blood cells
from systemic lupus erythematosus patients showed characteristic circular-shaped
holes approximately 200 nm in diameter under physiological conditions. Blood cells
are subject to various kinds of stresses in flow fields. Hemolysis is the phenomenon in
which a higher stress than normal damages the erythrocyte membrane and results in
the leakage of its contents. Even if the stress is not strong enough to cause cell lysis,
however, the cell membrane may sustain some damage. The fine surface structure of
sheared erythrocytes was observed by Ohta and coworkers [56].

Blood analysis including blood cell measurement is one of the most basic items
of hematological testing which is indispensable in health examination, disease diag-
nosis, and treatment. The common lab test is used to diagnose and monitor the body’s
response to diseases. Some tests measure the components of blood itself and oth-
ers examine substances found in the blood to identify abnormal function of various
organs. In forensic sciences the examination of bloodstains represents a major appli-
cation during crime scene investigation. There exist a lot of reliable methods for the
detection and identification of blood spots. For the evaluation of suspected blood-
stains solutions such as phenolphthalein, tetramethylbenzidine can be used, as they
change color when they come into contact with peroxidase or hemoglobin in the
blood [57]. For the detection of even minute amounts of blood traces the presump-
tive luminol chemiluminescence test is widely used in forensic practical work [58].
It is further possible to unambiguously attribute the blood to a certain individual
by using molecular biological techniques, such as genetic fingerprinting [59]. How-
ever, the determination of the age of a blood spot remains an unsolved problem in
forensic routine work. For more than a hundred years forensic scientists have been
engaged in finding a methodology, which allows determining the exact age of a dried
bloodstain. Since then several approaches were proposed to have potentially solved
this important problem during crime scene investigation, but none of these could
ever be established in forensic practice. An attempt was undertaken by evaluating



22 Nanomechanics and Microfluidics as a Tool for Unraveling Blood Clotting Disease 119

the time differences of the solubility of bloodstains of different ages [60]. In control
experiments it turned out, that both methods considerably diverge from the real age
of an investigated bloodspot. More recently, new methods were tested such as remis-
sion spectrophotometry [61] or electron-spin-resonance measurements [62], which
can detect an age-dependent increase of signal intensity of meth-hemoglobin, non-
hem-iron molecules, and organic radicals. Concordantly, these methods proved to
have a high error rate, which only allows a rough estimation of the age of a blood-
stain and does not excuse the high technical expense. In more recent times chro-
matographic methods were tested for use in dating blood spots. Inoue et al. used
high-pressure liquid chromatography (HPLC) to measure the quantitative compound
of the globin chains of the red blood dye hemoglobin [63]. They found a decrease of
the α-chains related to the heme, the color defining prosthetic group of the red blood
dye hemoglobin, with increasing age of a blood spot. The measurements of the stan-
dardized bloodstains revealed high deviations and revealed not to be practicable for
routine forensic work. Moreover, a mobile application of this method for the use
directly at a crime scene investigation seems not to be realizable. Taken together, all
described methods proved to be not applicable in routine forensic work, as the results
of the age measurement of the bloodstains provided too high deviations compared
to the real age. Most of these attempts rely on advanced technical equipment and,
therefore, do not allow application directly at a crime scene. Additionally, a part of
the sometimes rare trace material has to be consumed for the use of these approaches,
so that it will be lost for further important analysis, like molecular genetic investi-
gations. A new AFM-based methodology, which could be used for the age deter-
mination of dried bloodspots during crime scene investigation, was introduced by
Strasser and coworkers [64]. An AFM was used as a nanoindentor to monitor age-
related changes of the elasticity of bloodstains under standardized conditions. Since
the invention of the AFM, indentation experiments are generally applied in mea-
suring elastic properties. Nanoscaled materials are probed with the AFM due to its
high lateral and vertical resolution down to 0.01 nm. In contrast to other hardness
testers the force resolution of the AFM can reach ranges of 10−4 nN [65]. The appli-
cation of AFM-force spectroscopy is widespread and used for measuring polymer
systems [66,67], bone elasticity [68], collagen [69,70], or cells [71–73]. For the ana-
lytic procedure a fresh blood spot was applied on a glass slide and the AFM detection
started after drying of the blood drop. In a first step, an overview image was generated
showing the presence of several red blood cells, which could easily be detected due to
their typical “doughnut-like” appearance. The consecutive morphological investiga-
tions in a timeframe of 4 weeks could not show any alterations. Secondly, AFM was
used to test the elasticity by recording force-distance curves. The measurements were
performed immediately after drying, and at 1.5 h, 30 h, and 31 days. The conditions
were kept constant at room temperature (20◦C) and a humidity of 30%. The obtained
elasticity parameters were plotted against a timeline and repeated several times. The
elasticity pattern showed a decrease over time, most probably influenced by the alter-
ation of the blood spot during the drying and coagulation process. The preliminary
data demonstrates the capacity of this method for use in the development of cali-
bration curves, which can be used for estimation of bloodstain ages during forensic
investigations [64] (Fig. 22.8).
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Fig. 22.8. (a) Results of the morphological investigations of a dried blood spot by AFM. The
illustration is divided into rows and columns. The AFM images in the rows correspond to the
individual measuring days. The columns display identical scan areas depending on the alteration
time of the blood spot. The first series (first row) was scanned after 1.5 h, the second series
after 1 week, the third series after 2 weeks, and the fourth series after 4 weeks. The morphol-
ogy independent of the scan range (100, 60, and 25 μm) does not change with the alteration
time; (b) Force-distance curves of various elastic samples calculated with the Hertzian theory.
At rigid surfaces the AFM tip cannot penetrate into the sample, therefore the cantilever deflec-
tion corresponds to the extension of the z-piezo. The softer the sample the more penetrates the
tip into the sample, therefore the slope is very smooth. To get the elasticity modulus (Young’s
modulus, E) the Hertzian or similar models have to be fitted to the measurement curves; (c) Elas-
ticity change versus alteration time. The evaluation of the Young’s moduli indicates an elasticity
change depending on the alteration time. The bloodstain was measured after 1.5 h, after 30 h, and
after 31 days. Every column was calculated from more than 100 individual force-distance curves.
The whisker displays the standard deviation of the force curves

22.3.2
Mimicking Blood Flow Conditions on a Surface Acoustic Wave-Driven
Biochip

So far, only static experiments on blood compounds after adhesion or fixation have
been presented. The blood stream itself is a very dynamic process and caution has
to be exercised in interpreting data of the functional behavior of its cells, proteins,
etc. when achieved under static conditions. Apart from AFM there are a variety of
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Fig. 22.9. (a) A voltage signal on a piezoelectric material results in a propagating mechani-
cal deformation of the crystal. By adding a higher number of electrodes after one another and
applying an alternating signal, matching the resonance frequency f = v

λ
(v: sound velocity of the

piezoelectric material; λ: periodicity of the electrodes), the mechanical impulse is enhanced and
a Surface Acoustic Wave is emitted. (b) Side view of a piezoelectric material excited via an IDT
(not shown). The red lines display the elliptic course of the blue lattice points within one period
of movement. The reason for the terminus Surface Acoustic Wave accounts for the exponential
decrease into the substrate of the amplitude of an oscillating lattice point in the crystal

other techniques for investigation of blood clotting. SAWs offer an extremely potent
method of driving small amounts of fluids and mimicking the blood vessel system on
a planar substrate. The concept of Surface Acoustic Waves has been known since the
late 19th century, when Lord Rayleigh first gave a theoretical description of earth-
quake waves [74]. Since that time SAWs have gone a long way. About 80-years later
physicists started to apply this theoretical work to a scale Lord Rayleigh might not
have thought about [75]. By lithographical methods Interdigital Transducers (IDTs)
(Fig. 22.9) were deposited on piezoelectric substrates like LiNbO3, where an alter-
nating voltage signal excites a propagating mechanical high-frequency wave on the
order of 100 MHz, an amplitude of 1 nm, and a wavelength of a few μm. The energy
of the SAW is confined to the surface of the piezo and decreases almost totally within
one wavelength into the material.

Dependent on the boundary conditions of the piezoelectric substrate, shear- or
Rayleigh-waves, or a mixture of both wave modes, are excited. Only Rayleigh-waves
exhibit an “out of plane” movement of the oscillating parts of the substrate, which can
be applied for driving small amounts of fluids [76]. The surface oscillation dissipates
energy into the liquid, which results in a pressure gradient within the fluid and hence
induces fluid streaming. All further applications and experiments presented here are
performed on LiNbO3 chips and exploit the dissipated energy (leaky wave) of a
Rayleigh-wave to induce acoustic streaming in a fluid [77].

There are a variety of advantages to using a planar SAW-driven microfluidic
device compared to commonly used flow chambers. Because of the extremely small
amount of sample volume (down to a few μl) even expensive or rare materials
can be processed in contrast to conventional flow chambers with a typical working
volume of some ml. By adjusting the voltage on the IDTs the flow velocity and
therefore the shear rate of the fluid can be set very precisely. The 2D and optical
transparent chip further offers the possibility to combine the setup with imaging tech-
niques like fluorescence microscopy or AFM (see also Sect. 22.4). Furthermore, by
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Fig. 22.10. Mimicking a blood vessel. The IDTs (upper right) on the 2D biochip (1 × 1 cm)
drive the fluid clockwise within a hydrophobic-hydrophilic track. This track is deposited onto the
chip by means of photolithography. A variety of different hydrophobic-hydrophilic structures
can be produced to mimic even the smallest ramifications of blood vessels (Figure reprinted
from Schneider MF, Guttenberg Z, Schneider SW et al., An Acoustically Driven Microliter Flow
Chamber on a Chip for Cell-Cell and Cell-Surface Interaction Studies, ChemPhysChem 2008; 9:
641 with permission from Wiley-VCH)

means of standard optical lithography almost any flow geometry can be produced as a
hydrophobic-hydrophilic track on a SAW-driven biochip. Using such a SAW-driven
biochip, flow geometry and therefore the flow pattern can be fitted exactly to the
physical, chemical, or medical problem under investigation. Figure 22.10 displays a
hydrophobic-hydrophilic functionalized SAW-chip with a rectangular water channel
representing a physicist’s equivalent of a blood vessel. Full experimental freedom is
achieved by the possibility to grow cells or coat the surface with a variety of different
materials within the fluid track.

22.4
The Lab on a Chip – AFM – Hybrid

The SAW-driven artificial blood vessel provides the basis for testing variable blood
flow conditions. In order to provide a first insight into the structural and dynamic
properties of vWF-networks and -bundles we combined a microfluidic reactor, mim-
icking the hydrodynamic conditions in the microcirculatory system of our body [78]
with an atomic force microscope for minute protein manipulation. After presenting
the experimental setup and pointing out some basic advantages compared to com-
monly used AFM setups, we will present the hybrid setup in action, investigating the
dynamic network properties of the blood clotting protein von Willebrand Factor in
an amazing new way.

22.4.1
Experimental Setup

The completely planar reactor layout and fluid actuation system gives us the tech-
nological freedom to create a continuous flow in any desired geometry. No drain
and hence no supply is necessary, allowing us to monitor the identical solution of
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Fig. 22.11. The microfluidic set up. The unique combination of a microscope, an AFM tip,
and a SAW-driven pumping system enables both the study of the formation of macromolecular
VWF networks and conglomerates in real time and the mechanical manipulation of VWF aggre-
gates and bundle pulling in particular (Figure reprinted from reference [79] with permission from
Elsevier)

proteins, cells, vesicles, etc. without any loss of material or a change in any crucial
parameter for long periods of time (∼1 h). Although the fluid streaming induces a
lot of vibration on the cantilever and hence too much noise for imaging, force spec-
troscopy under certain circumstances is still possible (Fig. 22.11).

Nevertheless, this setup provides distinct advantages in imaging too. Especially
the measurement of the time course of sample alterations, induced by external stim-
uli, has always been a problem for AFM users. There are two significant deficits of
normally operated devices in investigating samples before and after the application of
either chemical or mechanical reagents or forces. One is the time scale till a reagent
makes an impact on the sample and the second is the recovery of the region of inter-
est (ROI) after this impact has taken place. Whereas chemical interactions such as
changes in pH or salt concentration can be induced without moving either sample or
tip, and thus do not affect the recovery of the ROI essentially, the equilibration pro-
cess and therefore the reaction of the system is diffusion limited. Depending on the
particle size of the added reagent the equilibration of the system may be extremely
long. Without additional external mixing, equilibration of pH or salt concentration
can be achieved within several minutes as a function of the sample volume. This
may be sufficient for a variety of special applications, but is far from an ideal sit-
uation, where an immediate response is desirable to distinguish between a reagent
effect and simple sample aging. An investigation of the influence of an enzyme of
protein, for example a blood clotting protein, to a target sample would only be mea-
surable as recently as several hours after addition depending on the protein size. Most
biological samples would degrade within that time. The SAW pumping system pro-
vides mixing ability for a great variety of fluids with different viscosities, emulsions
with particles of different sizes, and establishes equilibrium almost immediately. A
tremendous advantage in doing so is that the sample does not have to be taken out of
the AFM setup or moved at any time. Such actions increase the probability for sam-
ple contamination by other chemicals or dirt particles and open the door for other
unpredictable interferences to the system in every experiment.

Furthermore, in the hybrid setup the cantilever can rest on the ROI and does
not even have to be retracted during the few seconds of mixing. Thus, the fretful
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problem of recovering the actual scanning site is eliminated completely. Apart from
mixing and driving the system into equilibrium, measuring the effect of shear stress
on single cells, platelets of proteins, mimicking blood flow conditions or just adding
mechanical forces on the sample is almost impossible in a common AFM-setup.
Removal of the sample, putting it into an external flow chamber or any other device
and mounting it back into the AFM, makes it extremely difficult to recover the ROI,
and furthermore would cause a high degree of uncertainty in the system, if qualitative
and quantitative conclusions can still be drawn at all.

The planar setup, providing full optical accessibility of the light path between the
AFM tip and the fluidic track, is completed by an inverted microscope for recording
the microfluidic channel and the AFM tip simultaneously [79]. This optical control
system enables the online monitoring of any optically accessible event and thus pro-
vides a reliable means for reacting immediately with the AFM to every important
change of the system. Furthermore, additional optical images of stained samples to
a height profile for instance can often facilitate data interpretation a lot. In this way
optical microscopy provides a direct reference system for AFM results. This hybrid
system, combining the advantages of three different experimental approaches, does
not simply serve as an inbuilt reference system. The assembled techniques supply
information from different perspectives for the same question creating a unique and
more complemented picture of the scientific problem. Thus, applying the AFM tech-
nique and optical microscopy simultaneously whilst maintaining fluid streaming to
a particular sample, the acquired information is maybe more than just the sum of
results of single experiments performed one after the other. The challenges of mea-
suring a single sample in different devices after one another have already been dis-
cussed earlier.

This newly developed hybrid setup features high potential in every field where
there is benefit or simply the necessity of the combination of the high-resolution
imaging or the accuracy of force measurements of an Atomic Force Microscope,
fluid mechanics, and optical accessibility.

In the next two sections we will proceed one more step and present the microflu-
idic reactor–AFM hybrid system illuminating new correlations in blood clotting by
using the AFM cantilever not for measuring minute interaction forces or height pro-
files but as a hook for manipulating vWF networks.

22.4.2
Bundle Relaxation

vWF networks are a prerequisite for platelet aggregation at a site of vascular
injury. The formation of vWF networks and conglomerates was shown to be shear-
dependent and is thought to follow the same mechanism as the adhesion of vWF
molecules to the extracellular matrix. Above a critical shear flow vWF molecules
become activated, unroll and spontaneously self-aggregate with one another [3, 80].
On the other hand, there is only little knowledge about the actual binding proper-
ties and kinetics of vWF molecules inside such a network. Its reaction to an external
induced force or the relaxation of single bundles, pulled out of such a network, can
deliver valuable information about how such a network is made up on a molecular
and energetic level.
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Fig. 22.12. (a) ULVWF immobilized on the AFM tip. (b) Relaxation after rupture (each image
of the sequence is approximately 840 μm in height and 120 μm in width) (with courtesy of
Elsevier) (Figure reprinted from reference [79] with permission from Elsevier)

Therefore, in the course of an experiment the AFM cantilever tip is approached to
a protein network after the SAW-induced vWF conglomeration process is finished.
vWF bundles are gently pulled by an untreated AFM tip until they finally rupture
(Fig. 22.12). Acquired data of the time course of the relaxation process were ana-
lyzed using standard software. The hybrid setup enables us to study the relaxation of
ultra-large vWF (ULVWF) bundles of different lengths pulled from vWF networks
freshly formed by hydrodynamic stress in the microfluidic reactor while keeping all
external parameters constant. In this set of experiments the AFM was solely used as
a hook to pull vWF bundles until they finally rupture and not to quantify the required
rupture-forces.

On a more quantitative basis, the dynamics of the system were monitored by
measuring the end-to-end length of the bundle as a function of time. The maximum
length L0 was determined by the distance between the AFM tip and the point where
rupture occurred. A typical trace of the end-to-end distance (i.e. the distance from
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Fig. 22.13. End-to-end distance as a function of
√

t plotted in a log-linear scale for different
viscosities. The upper (black) curve corresponds to a viscosity of 1 cP, and the lower (blue)
curve corresponds to a viscosity of 40 cP. In the low viscosity regime two distinct relaxation time
scales could be observed (with courtesy of Elsevier) (Figure reprinted from reference [79] with
permission from Elsevier)

the AFM tip to the free end of the ULVWF) as a function of time is presented in
Fig. 22.13. We note that the relaxation has two characteristic time scales, and both
of these periods are well described by stretched exponentials of the form: L ∝ e(t/τ)β

with β ∼ 0. 5. The fact that the relaxation process follows a stretched exponential
implies that the underlying dynamics is governed by hopping events between random
minima in a rough energy landscape. Equivalently, the relaxation spectrum is com-
posed of a broad (random) distribution of exponential processes [81]. Such relaxation
behavior is very common in nature, and has been found in different contexts. In par-
ticular, it has been observed in the electric birefringence relaxation of ensembles of
synthetic polyelectrolytes [82], in the relaxation of DNA [83], and in proteins [84],
to name a few. In these studies, the origin of the relaxation spectrum arises from
the averaging over a multitude of parallel non-interacting (presumably exponential)
relaxation processes. Theoretically, stretched exponential and power-law behavior
has been extensively studied in the area of critical dynamics and glasses [85]. In the
context of single polymer relaxation, Cherayil et al. have shown [86] that after inclu-
sion of memory effects to the dynamics of the system, the relaxation is a stretched
exponential with an exponent of β ∼ 0. 5. These memory effects included in this
work accounted for the fact that a given conformation at earlier times affects the
distribution of conformations at a later time along the relaxation process.

vWF bundles present new features compared to those described previously: (1)
it has two clear relaxation time scales, and (2) the relaxation of the individual
molecules is coupled to the one of all others in a non-trivial fashion. In this sense,
we can say that vWF bundle relaxation is a more complex problem than those stud-
ied before. One of the striking features of our findings is that the longest relaxation
rate k, corresponding to the inverse of the longest relaxation time τ, seems not to
be dependent on the initial length of the bundle (data not shown). This implies that
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the dynamics of relaxation is dominated by conformational constraints, as well as
effective internal friction limiting the rate of deformation of the object itself.

To further unravel the physical origin of the observed phenomenon the effect of
viscosity of the solvent was studied on the long and short timescales of the bundle
relaxation by adding a thickening agent, such as glycerol. In Fig. 22.13 we show two
different traces of the end-to-end distance at different viscosities: 1 and 40 cP. As can
be seen, the initial temporal decay is slowed down such that the full relaxation can be
well described by a single stretched exponential. Interestingly, the slowest relaxation
rate is now faster than the one for pure buffer solution (with lower viscosity). Further
discussion on the origin of the double-time relaxation spectrum, and on the apparent
enhancement of the long-time relaxation rate is given below.

In a high viscous environment, surprisingly, only a single relaxation time is
observed. However, the relaxation spectrum found here is still different from the
one of a single collapsing polymer. There, the relaxation of the end-to-end distance
is supra-exponential, or in other words, the rate of compactification grows as the
polymer relaxes [87]. If at all, we only find evidence of such a relaxation type dur-
ing the first few 100 ms after rupture. This observation is not too surprising, as the
ULVWF consists of many single fibers of different lengths relaxing at the same time
in a complex fashion. Comparing it to the dynamics of a single polymer seems to at
the least be doubtful or not valid at all. The complexity of our system arises because
the relaxation of one fiber affects the relaxation of the other fibers, and vice versa.

For a better feeling of why the observed relaxation is a stretched exponential, it
is probably better to describe the bundle as a single entity relaxing in a rough poten-
tial landscape determined by the configurations of the vWF single fiber constituents.
The manifold of configurations is presumably strongly dependent on the number of
self-association contacts, and hopping from one state to the other can only be done
through thermally activated processes. The average barrier height will be reduced in
the highly stretched state because of entropic forces, and thus the rate of relaxation
should be faster at the beginning. Nonetheless, this argument would imply that one
would see a continuous change in the relaxation of the bundle, and not two clear
relaxation times as is found here. An alternative explanation is that there are two
attractive interactions of different origins, which in this case would presumably cor-
respond to self-association and hydrophobic attraction among monomers, driving the
relaxation in each of these two regimes. To this date it is still unclear which of these
interactions is the dominant one in the collapse of vWF, but we might argue that at
long times, the hydrophobic interactions must become important since in principle
the majority of the possible self-association contacts within the bundle should be
present and only unfavorable surface interactions with the solvent and entropy can
drive the further decrease in size.

With this unique combination of a Surface Acoustic Wave-driven planar micro-
fluidic reactor, an optical microscope, and an AFM cantilever used in an unortho-
dox way, it was possible to unravel new aspects and concepts in protein network
and bundle assembly. Beyond the scope of Imaging and Force Spectroscopy the
AFM technique was successfully implanted into a fluidic system and functioned as a
minute instrument in manipulating protein assemblies. Whereas bundle pulling was
performed manually and no rupture forces were quantified, the sophisticated AFM
control was a valuable tool for approaching and intruding protein aggregates and
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networks with distinct forces. In this case, the AFM technique, applied in a non-
conventional manner, provided an ideal means to achieve more details on a very
complex non-trivial question.

22.4.3
Stream Line Manipulation and Flow Sensoring

22.4.3.1
Stream Line Manipulation

The logical extension of the system presented above is to operate the AFM while
exposed to fluidic streaming. Limitations in imaging due to an increased noise level
can be compensated by benefits in other areas. This approach promises auspicious
potential for real-time investigation of von Willebrand Factor, whose activity is trig-
gered by the surrounding shear flow. With the help of the AFM cantilever, stream-
lines can be manipulated in a decisive way (Fig. 22.14), vWF network formation can
be induced and moreover fluid streaming velocities can be measured with tip bound
polymers.

Any stationary body inside a streaming fluid modifies the stream lines in a certain
way. As far as the cantilever is thin and long enough, the overall flow pattern in the
vicinity of the cantilever tip can be regarded as almost undisturbed. Around the tip
the almost parallel flow lines are bent. Considering no slip boundary conditions at
the tip, an extremely high shear rate can be induced dependent on the flow velocity of

Fig. 22.14. An AFM cantilever tip (scale bar ∼70 μm) is exposed to parallel and perpendicular
fluid streaming. Because of the variable geometry of the planar SAW-driven microfluidic reactor
and its adjustable pumping power, user-defined flow directions and velocities can be realized.
Around the tip at the very end of the cantilever, the streamlines are softly deformed. The stream-
lines in the figures a and b are an overlay of a set of pictures from a high-speed camera, showing
beads moving along the cantilever in a distinct way
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the surrounding fluid. The shape, direction, and magnitude of the shear flow pattern
including the shear rate acting on the tip can be varied both by an adjustment of the
external voltage on the SAW-pumping system and by a change of the AFM cantilever
position by the stepper control system in x-, y-, and z-direction relative to the variable
stream lines.

Damage to a blood vessel also induces a mechanical obstacle and thus a distur-
bance of the flow pattern to the stream lines. Although a daring simplification from
the point-of-view of a medical doctor, the effects of an injury to the vessel wall in the
blood stream and of an AFM tip in the microfluidic reactor resemble each other in
the basic aspects. Both create an increased shear rate in their close vicinity and hence
are able to induce a conformational change of vWF molecules, if this shear rate is
high enough. As discussed before, this conformational change is accompanied by an
activation of vWF’s binding potential resulting in a network formation both at the
vascular injury and the AFM tip (Fig. 22.15).

The simulation of the actual flow conditions around the AFM tip derived from the
experimentally detected stream lines for different flow conditions will soon make it
possible to estimate the forces around the tip. Knowing the precise behavior of vWF
under shear conditions will allow using vWF as a probe for sensing forces in a fluid
with and without the AFM tip. This will not only enable us to compare field and
point-like forces, but also to determine the forces on soft objects under flow, a field
which is only very little explored due to the lack of experimental data.

(a) (b)

Fig. 22.15. The cantilevers were exposed to a vWF solution in a (a) low shear and (b) high
shear regime for several minutes. Whereas in the low shear regime almost no or only minor
protein adhesion could be observed, vWF self-associates continuously in the high shear regime
forming a sticky three-dimensional conglomerate (cantilever width ∼30 μm)
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22.4.3.2
Flow Sensoring

Despite producing whole vWF conglomerates on the tip, it is much more difficult to
bind single proteins or polymer fibers with one end onto the AFM tip, while keeping
the rest of the protein unconstrained. This cannot be achieved simply by creating a
high shear rate around the tip and waiting for spontaneous adhesion. Defined protein
fibers are a prerequisite for investigating quantitative protein reactions to an external
fluidic stream on one hand, and could also be a valuable tool for probing streaming
properties by a protein “wind gauge” waving in the stream lines of a microfluidic
reactor on the other hand.

Similar to AFM Force Spectroscopy measurements, where the tip scans for a
protein on the surface first, protein fibers are “collected” from a vWF covered sur-
face. The tip penetrates a protein conglomerate and a fiber or bundle of variable
thickness is bound. Normally, a lot of such binding attempts have to be undertaken
to pick up a suitable protein fiber. In contrast to the bundle relaxation experiments
another prerequisite for a successful experiment is that the fiber does not rupture
during the pulling sequence. Relaxation of a thin fiber to the cantilever tip will result
most probably in an undefined and irreversible adhesion of the protein around the
tip. In order to bind a loose and mobile vWF fiber with one end onto the AFM tip,
it must not lose contact to another small and spatial unconfined body, acting as a
contact point for external pulling forces. This approach is similar to the method of
optical tweezers [88,89], where a protein is pinned to a solid surface (the AFM tip in
this case) and experiences forces mediated by a bead tightly bound to the protein’s
second end. The role of the bead is taken over by a stiff conglomerate of vWF in the
experiment shown in Fig. 22.16. In the course of the experiment, an extremely thin
vWF fiber (below the optical resolution of the microscope) was linked to the AFM
tip and remained attached to a freely moving vWF conglomerate (∼ vWF-“bead”).
The force on the vWF assembly due to the fluid streaming elongated the vWF fiber.
Throughout the experiment, the SAW-driven microfluidic system provided constant

Fig. 22.16. A tip bound vWF fiber experiencing alternating forces by the fluid stream mediated
by vWF assembly. The vWF assembly is highlighted by the spherical inset to guide the eye. The
dashed line illustrates the optically not resolved extremely thin vWF fiber and furthermore points
out the direction of the flow. Whereas on the picture on the left side the vWF fiber is stretched in a
fast flowing regime, the fiber length drastically decreases under a critical flow velocity (cantilever
width ∼30 μm)
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power to pump the liquid. However, in particular the streaming velocity is not con-
stant over the whole channel but is a function of the actual position inside the fluid.
To check for the elongation of the vWF fiber as a function of the fluid streaming, the
cantilever is retracted in 50-μm steps from its starting position far away from any
wall. With increasing relative cantilever distance, the flow velocity and therefore the
acting force on the fiber steadily decreased, resulting in a slight reduction of the fiber
length. Above a critical height, or in other words falling below a critical force on the
vWF-“bead,” the protein fiber contracted in a non-linear fashion (Fig. 22.17). Note
the continuous decrease of the flow velocity at the same time!

Similar experiments may help in understanding phase transitions in systems of
fractal geometry. From a mathematical point-of-view, the protein fiber can only
be considered as one-dimensional in a first approximation, but neither is it a two-
dimensional object. The divergence from the one-dimensionality of the vWF fiber
arises from multiple contact points of the linear molecule forming a protein ball of
yarn. Therefore, probing the reversible elongation and contracting properties of such

Fig. 22.17. While increasing the relative height the flow velocity steadily decreases whereas
there is a significant discontinuous reduction of the vWF fiber length between 150 and 200 μm.
Note that in first approximation the flow velocity is direct proportional to the acting force on
the fiber
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biopolymers may lead to a deeper insight into advanced mathematical concepts for a
description of protein assemblies.

Taking advantage of almost unlimited possibilities in protein engineering for
the replication of proteins [90–92], exhibiting similar dynamic conformational fea-
tures as vWF, industry can apply these findings for the production of a new kind
of flow sensor. Artificial proteins bound to an AFM tip on one end and to a bead
on the other end can sense both the flow direction and the flow velocity, indi-
cated by the polymer length. Such a sensor would be able to scan directly a three-
dimensional vector field. Furthermore, a modified AFM tip comprising a distinct
binding position for such a protein fiber would be of additional value. As this
was not the case in the experiment presented above, the minute force detection
of the AFM could not be taken into account. With an exactly known fiber con-
tact point it would be possible to calculate acting forces from the bending of the
cantilever, which could serve as an inbuilt reference measurement for the fiber
elongation.

22.5
Summary and Outlook

In this chapter we presented AFM as a multi-functional tool for answering ques-
tions concerned with blood clotting. With the help of the AFM technique, phe-
nomena like vWF network formation and its intrinsic dynamic structure, platelet
adhesion to vessel lesions and pathological altered blood cells could be addressed
and their underlying concepts elucidated. The combination of a Surface Acous-
tic Wave-driven two-dimensional microfluidic reactor with an AFM setup enabled
the investigation of the dynamic properties of the mechanically activated blood
clotting protein von Willebrand Factor not only under physiological buffer con-
ditions but also under physiological mechanical flow conditions. From its start in
1986 AFM has gone a long way and its journey is far from over. Especially in
combination with microfluidics the AFM technique is still at the very beginning
and there are a lot of fields of activity left. Researchers will be able to probe
dynamic correlations between components nobody has thought of yet. A demand-
ing, but with current techniques possible task would be the investigation of blood
clotting under atherosclerotic conditions. The properties of blood coagulation fac-
tors like vWF and also platelets depend strongly on the streaming pattern of the
blood flow. Mimicking atherosclerotic conditions on a SAW-driven biochip would
require only the production of a hydrophobic-hydrophilic track with a set of dif-
ferent “vessel” diameters which is easily achievable considering the recent state
of the technology. Imaging of the resulting protein networks under these different
physiological flow conditions can lead to a better understanding of thrombus forma-
tion, which may be a first step in preventing it. But this is just one example within
the framework of blood flow. The essential concepts that form the basics of the
results presented here will be extended to a far broader set of experiments and future
applications.
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23.1
Piezoelectric Materials

Materials play an important role in atomic force microscopic (AFM) analysis. Active
materials, in particular, present interesting challenges due to their nature. Active
materials possess properties or behaviors that change due to the vibration of energy
through stress, temperature, magnetic, or electrical fields. In this chapter, we discuss
the uniqueness of piezoelectric materials characterized using the AFM.

Piezoelectricity was firstly discovered in 1756 [1]. Materials made for piezoelec-
tricity were reported in 1880 [2, 3]. To date, piezoelectric effects have been widely
used in industrial and civilian applications, such as, transducers, sensors, actuators,
power generators, piezo motors, and fuel cells, among others [4–7]. Many materials
have piezoelectric properties; common ones are listed in Table 23.1. As seen here,
these materials are in single crystal polycrystal, polymeric form.

Among the materials listed in Table 23.1, poly(vinylidene fluoride) (PVDF)
is a unique polymer that has high pyro- and piezoelectric properties. PVDF has
wide engineering applications [5–8]. Besides the high piezoelectric coefficient,
advantages such as flexibility, bio-compatibility, lightness, and low acoustic and
mechanical impedance make PVDF a favorable material for bio- and MEMS
(microelectromechanical systems) applications.

Compared to piezoelectric ceramics, PVDF has higher voltage sensitivity and
lower acoustic impedance [12]. As a semicrystalline polymer, PVDF has five crys-
tallographic forms, α, β, γ, δ, and ε. Of those, the latter four crystalline structures
possess permanent dipole moment. The dipoles associated with individual molecules
are parallel to each other in the unit cell; as a result, overall PVDF exhibits non-zero
dipole moment. The β phase exhibits the strongest piezo-, pyro-, and ferroelectric
properties. In the α phase, the molecular dipoles are antiparallel in each unit cell
resulting in no-net dipole present. The polar phases can be obtained from the non-
polar α phase by different processes such as applying tensile stress (α phase →
β phase) [13, 14], poling under external electric fields (α phase → β and δ phase)
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Table 23.1. Piezoelectric materials

Materials Piezoproperties References

Crystals Quartz (SiO2) Low loss dielectric [8]
Berlinite (AlPO4) Insensitive

permittivity
[9]

Ceramics Lead zirconate
titanate (PZT)

Large dielectric
constant

[10]

Polymer Polyvinylidene
fluoride (PVDF)

Strong ferroelectric [11]

[15–17], and annealing or crystallization at high temperatures (α phase → γ and ε

phase) [18,19]. Among the four well-defined crystal structures, phase transformation
between crystalline and amorphous exists [20]. The β phase has been proven to have
the best piezoelectric response among the four major types of polymorph: TG+TG−
in α and δ phases, all trans(TTT) planar zigzag in β phase, and T3G+T3G− in γ and ε

phases. Such molecular and phase structures make this material of interest for study
using AFM.

23.2
Atomic Force Microscopy

Since its invention in 1984, the atomic force microscope has been widely used in
characterization and manipulation of almost all types of materials [21–23]. The
working principles of an AFM have been discussed in detail throughout this book.
Here a brief review is provided with a schematic figure, as shown in Fig. 23.1. In
this figure, the signal variation from laser movement due to the cantilever movement
or vibration can be detected by a photo diode sensor when the probe travels over
the sample surface. Through a feedback loop, this signal variation is collected and
imaged by a software. There are two major types of scanning modes, contact and
close contact (or tapping/vibrating mode). Contact-mode AFM is more useful for
making clear topographical images of hard materials with low average roughness
rather than soft materials.

A close-contact mode or tapping mode is useful for phase detection and non-
destructive imaging. The tapping mode eliminates the problems associated with fric-
tion, adhesion, and electrostatic forces caused scanning contact. The tapping-mode
imaging is obtained through oscillation of the cantilever assembly at the cantilever’s
resonant frequency in an ambient environment. Once the approaching oscillating tip
is in contact with the surface, the change of cantilever oscillation is reflected by the
surface properties of the sample disk. Typically, the tip oscillates at a high frequency
of 200 kHz. Vibrating (tapping) mode makes it possible to measure the topography
and phase of soft materials without damage to the material under study.

Beside surface and phase imaging, the AFM has been used for lateral and adhe-
sive force measurement. With the contact mode, the friction can be measured sensing
the left and right deflection of the probe during scanning. The adhesion force can be
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Fig. 23.1. A schematic diagram of AFM operation (courtesy: Taekwon Jee)

measured by the force displacement curve under the contact mode. Figure 23.2 shows
the principles of such measurement. In the figure, the probe is approaching from A
to C with increasing attractive force and detaching from C to D due to the repulsive
force that caused a sudden pull-off from D to E. The distance between B and D is
caused by adhesion force. Adhesion force can be calculated using Newton’s Law:

FAdhesion = k × �x (23.1)

where k is the spring constant (nN/nm) of the AFM probe.

23.3
Atomic Force Microscope Measurement

The scanning probe microscope (SPM) has been used for the study of ferroelec-
tric materials [24–27]. SPM could be used to map polarization in a local domain.
The spontaneous polarization, ferroelectric phase transition, surface phase transi-
tion, and pyroelectric change were observed through SPM in thin-film ferroelec-
tric polymers [28–30]. One typical example among the prior studies was AFM
probe-induced change. It was reported by Kimura et al. that the orientation of
PVDF crystals and molecules could be controlled through AFM, as shown in
Fig. 23.3 [31].
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Fig. 23.3. The AFM was used to align the orientation of PVDF’s microstructures through scan-
ning at 80◦C. The left shows morphological imaging and right is the schematic illustration. With
permission from the Applied Physics Letters, American Institute of Physics

23.3.1
Sample Materials

The PVDF thin films were prepared for AFM analysis. Granular PVDF (Goodfellow
Inc.), its solvent dimethylsulfoxide (DMSO), and other chemicals (EMD) were used
to synthesize films. Granular PVDF was mixed with acetone (80 ml) and DMSO
(20 ml) solutions. The concentration of PVDF was set at 40, 60, 80, and 100 g/L
each for various viscosities. The solution was heated and stirred at 40◦C for about
30 min till all solid particles were dissolved completely. The solution was then spin-
coated (using the SCS P6204 spin coater) at the speed of 3,000 rpm for 20 s. Samples
were then annealed at room temperature (23◦C), 40, 60, and 80◦C with corona pol-
ing of 30 kV for 2 min. These samples were labeled as A, B, C, and D, respectively.
Different viscosities of PVDF solutions were spin-coated on a gold-coated silicon
substrate (SCS P6204) at different speeds. Films were then heated at various temper-
atures before, during, and after 30 min with in situ corona poling at 30 kV for 2 min
(DB-20AC, Electro Technic Products Inc.). The microstructural analysis was then
conducted using wide-angle X-ray diffraction (D8 Advance, Bruker Axs Inc., USA)
and a FTIR. Details will not be discussed here.

23.3.2
Surface Image Analysis

The morphology and phase images were obtained using an Atomic Force Microscope
(DI Nanoscope IIIa), as shown in Fig 23.4. There are two images in this figure.
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(a) Phase image of commercial PVDF thin film

(b) EFM Image of commercial PVDF thin film
Fig. 23.4. (a) Phase image and (b) EFM image of commercial PVDF thin film [32]
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(a) (b)

Fig. 23.5. (a) Stretching of PVDF film triggered by high spinning motion. (b) Biaxial stretching
of PVDF film in nano-scale

Figure 23.4a represents the phase image while Fig. 23.4b is the Electrostatic force
microscope (EFM) image. In Fig. 23.4a the stretched structure is clearly seen. It
was caused by the corona process that stretches the PVDF in the direction indicated.
The electrical output due to electrical force gradients is shown in Fig. 23.4b. The
intensities are uniform across the sample indicating a stable electrical charge.

Morphological images of PVDF samples were acquired and results are shown in
Fig. 23.5. Figure 23.5a shows the stretching direction horizontally. The spherulites
and fibers seem to be connected from one spherulite to another. Figure 23.5b is a
sample with bi-axial stretching. There are two stretching directions seen, radial and
tangential to the spinning motion direction.

One sample that contains a mix of γ and β phase was analyzed using an AFM
(Pacific Nanotechnology, Inc.). There are at least two different morphological pat-
terns shown in Fig. 23.6. In Fig. 23.6a, where morphological images are shown, two
distinguishable colors appeared. At a smaller scale (Fig. 23.6b), it is seen there are
two types of structures; there are crushed smaller “grains” and stretched longer ones.
Figures 23.6a and b are a mix of α, β, or γ phase. For comparison, the sample con-
taining mostly α phase is shown in Fig. 23.6c. In this figure, structures are uniform
and only one phase is shown.

23.3.3
Surface Force Measurements

Surface forces, such as lateral (or friction), adhesion (sticktion), attraction, and repul-
sion, are important for MEMS and NEMS (nanoelectromechanical systems) devices
that have high aspect ratio. Adhesion (sticktion) and friction can readily destroy the
electrical connection during operation [32–34]. The adhesion force can be measured
using the lateral force microscope (LFM), based on the equation FAdhesion = k × �x.
Four samples previously discussed were analyzed using an AFM (PNI).

Results are shown in Fig. 23.7. For sample A (see previous materials session), the
�x is 310.96 nm (Fig. 23.7a). The adhesion force is then 1. 8 (nN/nm) × 310. 96 nm
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Fig. 23.6. Topography (left) and phase (right) image of sample A in (a) 40 μm; (b) 680 nm;
(c) α phase sample

equal to 732.6 nN. Here k is the force constant of the cantilever, 1.8 nN/nm.
According to this figure, the adhesion force of α and mixture of β and γ are almost the
same, however sample D, where most phases are γ, has the highest value of adhesion
(Fig. 23.7b).

It is believed that the amount of β phase reduces adhesion force due to electro-
static force. The β phase is less electrostatic than that of γ or α. The non-polar α phase
sample, on the other hand, has a high adhesion force due to the effect of electrostatic
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Fig. 23.7. (a) Force-displacement curve of sample A. (b) Plot of adhesion force of PVDF
samples

force. The existence of a high electrostatic force from a non-polar alpha phase has
been observed in the past.

The friction values of PVDF samples were measured using the L-R deflection
mode of LFM. Figure 23.8 is the comparison of friction values. It shows that the
samples A and B, which contain a high amount of β phase, provide a high value of
friction. The mixed phases of β and γ lead to a high roughness value compared with
samples where a single phase dominates such as α alone. The friction of samples
with mixed phases is high compared to samples with only a single phase. Overall,
a PVDF sample with a pure beta phase has either a low adhesion or a low friction
value.
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23.3.4
Nano-Piezoelectricity

As mentioned earlier active materials present interesting and challenging behavior
during AFM analysis. This uniqueness can be detected using the AFM with in situ
monitoring. A PVDF sample was metalized by sputtering a Ni/Cu film on both sides.
The sample was mounted on an AFM (PNI) holder with one loose end. The charge
signal of the PVDF due to mechanical bending can be measured directly through the
AFM reading, as shown in Fig. 23.9. In this figure, the y-axis is the output voltage
recorded by the AFM and the x-axis is time in seconds. Each peak shown in this
figure represents one bending motion. Under mechanical stress (bending), a charge
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Fig. 23.9. In-situ observation using an AFM of piezoelectricity under bending motion
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output was generated immediately with the motion and was released right after. The
highest output charge reached 13 mV while the average is around 7.

The microstuctures of the PVDF and surface morphology were analyzed using
an AFM (PNI). Images are shown in Fig. 23.10. Of the four images shown, the
height images are the left two and phase images are on the right. The height images
represent the surface topography. The phase images indicate varying phases of the
material. From the figures shown, material grains are around 5 μm in size. In the
same figure, the two subfigures on the top were made with no electrical potential
applied. The bottom two subfigures were obtained when 5 V was applied across the
thickness of the material. It is interesting to see that when an electrical voltage is
applied, the space between grains decreases. As highlighted by the circles in the
figure, areas of uneven surface height seem to be “squeezed” due to the applied
potential. This “squeeze” function is due to the dipole alignment inside the piezo-
material. Under an applied potential, the dipole alignment affects interactions of
individual grains leading to the expansion of the material. This is thus seen on the
surface.

Fig. 23.10. AFM surface analysis of PVDF under the influence of applied voltage [35]
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Fig. 23.11. Electrical conductivity measurement for a PVDF sample. (a) The simple diagram
of the experimental setup to measure the conductivity of PVDF. (b) Current output through the
Ag-coated area on the PVDF sample
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23.3.5
Conductivity Measurement of PVDF Samples

AFM can also measure the conductivity of a material. We have recently designed
and built a special configuration, as shown in Fig. 23.11. In this figure, Fig. 23.11a
illustrates the AFM setup to measure the conductivity. The setup contains an external
power supply, a picoameter, a labview PC system, and a shark box. The shark box
functions as a splitter. It distributes electrical potentials and passes a current from
samples to a picoameter.

A silver film was coated on a half area of a PVDF sample. Electrical potentials
(12 V) were applied. The positive end was connected to the Ag layer on the PVDF
sample, and the negative one to an AFM conductive probe. The AFM probe was
scanned by reciprocating between the Ag-coated area and PVDF regions. A cur-
rent was generated during scanning when the probe was above the Ag-layer. Current
flows to the picoameter displaying and recording its amplitude. The amplitude of the
generated current depends on the conductivity of the surface as shown in Fig. 23.11b.
Here the y-axis is the amplitude of the current and x-axis is the scanning time. The
average amplitude of generated current is 140 μA.

The conductivity measurement can also be presented in a map form. The AFM
image in Fig. 23.11a is actually a conductivity image. The left area shows a higher
output than the right. The current curve in Fig. 23.11b corresponds to the scanning
step in Fig. 23.10a.

23.3.6
Time-Dependent Study

The change of piezo-properties can also be analyzed using an AFM. In one of our
recent studies using the AFM, it was found that the PVDF has a phase transforma-
tion due to stress and this transformation is time dependent [36]. Using an AFM
(PNI), the surface morphology and phase images of each deformed PVDF film were
observed. The close-contact mode was used with SiN3 tips. For a quality image, the
scanning rate was set at 0.5 Hz with 512 resolutions.

Figure 23.12 shows the AFM results. In the figure, to the left are 3D views,
the middle ones are surface morphology images, and the right images show the
phases. The initial AFM scan was performed on the samples as soon as bend-
ing was applied, i.e. T = 0 min. Maintaining the same bending deformation,
the AFM scan was repeated at time (T) equal to 6, 13, 25, 35, 43, 61, and
68 min. Figure 23.11a is the reference sample prior to bending. The 3D (left),
surface morphology (middle), and phase (right) images are shown with a scan-
ning area of 20 × 20 μm. The highest peak in the scanned region is 123.29 nm.
Immediately after the same sample was bent, the AFM scan was performed on
a smaller area of 10 × 10 μm at the center region of the Fig. 23.12a. Results
are shown in Fig. 23.12b displaying a peak with a height of 750.51 nm. The
phase image shows island-like structures. When compared with Fig. 23.12a, both
the topographic and phase images confirm there is a drastic surface microstruc-
ture change due to bending deformation. In order to track the change, a series
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of scans were conducted at time points (T) of 6, 13, 25, 35, 43, 61, and
68 min.

Figure 23.12c (10 × 10 μm) shows that after 6 min, the upper island-like struc-
tures were dwindling, but the lower ones were enlarging. The fringes between
these island-like structures are less distinctive than that in Fig. 23.12b. In the phase
image, two piles of “islands” came apart and the upper one eventually disappeared
(Figs. 23.12d–h).

At the 13th minute, shown in Fig. 23.12d (10 × 10 μm), the upper island-like
structures continued to shrink and the lower counterparts showed a decreasing trend;
the fringes became clearer. The transformation in phase is clearly revealed by com-
paring the phase images of Figs. 23.12c and d. The rest of the AFM scans, given
in Figs. 23.12e through i, showed continued dwindling with time. As time went
on, the protruding area on the surface was gradually relaxed. A signal shift was
expected after each measurement. However, the change observed in relative peak
height was not related to the shift. Our results indicated that under deformation, the

(b)

(c)

(d)

(a)

T = 13 

T = 0 min 

T = 6 

Reference 

Fig. 23.12. AFM scans of PVDF film under deformation at (a) Reference sample without
deformation; (b) T = 0 min; (c) T = 6 min; (d) T = 13 min; (e) T = 25 min; (f) T = 35 min;
(g) T = 43 min; (h) T = 61 min; and (i) T = 68 min. Left: 3D images; Middle: surface morphol-
ogy images; Right: phase images
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Fig. 23.12. (continued)

PVDF sample underwent surface morphology and phase change. The change was
time-dependent and possibly related to a phase transformation.

This chapter discussed new AFM analysis of an active piezoelectric polymer.
Some recent results were presented herein. The PVDF piezoelectric polymer is
typical for a group of active materials. Their special requirement for AFM analy-
sis apparently furthers the application of AFM. The conductivity measurement and
time-dependent study were achieved based on this aspect. Future development of the
AFM-based technique depends on the advancement of materials.
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24 Quantitative Analysis of Surface Morphology
and Applications

Maria Cecı́lia Salvadori

Abstract. The quantitative analysis of surfaces using atomic force microscopy and scanning
tunneling microscopy is described. Roughness, correlation length, fractal dimension, and power
spectral density are discussed. A number of applications are presented, showing quantitative mor-
phological analyses. The applications include investigations of the dynamic growth of thin films,
periodicity of lines nanolithographed by AFM in PMMA, electrical resistivity of nanostructured
thin films, and grain size analysis.

Key words: Roughness, Correlation length, Fractal dimension, Power spectral density, Dynamic
growth, Nanolithography, Electrical resistivity, Grain size

24.1
Introduction

Atomic force microscopy (AFM) and Scanning Tunneling Microcopy (STM) are
powerful tools for imaging surface morphology at high spatial resolution. The mor-
phological analysis of surfaces can be extremely complex, however, it is not uncom-
mon for these techniques to be only partially employed.

In this chapter we discuss quantitative parameters used to describe or analyze
surfaces using AFM and STM. Parameters for quantification of surface morphol-
ogy are introduced. Roughness is the most widely used parameter for quantitative
characterization of surface morphology, but it adds limited information about the
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surface and is scale dependent, meaning that in terms of scanning probe microscope
(SPM) images, the derived roughness depends on the scan size (�). The parameter ξ ,
defined as correlation length, is another important parameter used to quantitatively
describe the surface. The area ξ × ξ is the minimum area of the surface that is rep-
resentative of the entire surface. The concept of fractal dimension, df , is introduced
and discussed as another quantitative parameter for surface morphology analysis.
But the most complete method to quantify a surface morphologically is the Power
Spectral Density (PSD). This technique involves basically a Fourier transform of
the surface topography, displaying a graphic of the squared modulus (amplitude) of
the Fourier transform (scaled by an appropriate constant) as a function of the mor-
phological wavelength (or frequency). A number of applications are then presented,
demonstrating some quantitative morphological analyses. The first application is the
dynamic growth of thin films. This approach allows us to investigate various growth
processes and associate them with universality classes. In addition, dynamic growth
studies provide us with some important parameters for quantitatively describing the
film surface, such as the correlation length ξ and fractal dimension df . The second
application is a periodicity analysis of lines nanolithographed by AFM in PMMA.
Nanolithography performed by AFM has been used to generate reproducible and
predictable periodic morphology that is mainly dependent on the scan size and
the number of scan lines. A PSD characterization provides in this case a powerful
method to identify the morphological wavelengths present in the nanolithographed
pattern. The third application is a study of the electrical resistivity of nanostruc-
tured thin films. The electrical resistivity of thin films is best described by a quantum
model, when appropriate conditions are satisfied. In this model, conduction electrons
are scattered by the surface morphology and quantitative morphological analysis of
the film surface is fundamental to the model. Related to this application, we also
explore the resistivity anisotropy that can be induced by film surface morphologi-
cal anisotropy. Finally, the last application that we consider is the quantitative grain
size analysis of surface morphology and its importance in some specific areas. In
this context we define and discuss “morphological grain size” and “crystallographic
grain size.”

24.2
Quantifying Morphology

Roughness is the most commonly used parameter for characterizing surface mor-
phology quantitatively, but surprisingly it provides incomplete information about the
surface. To exemplify the limitations of this parameter, let us calculate the roughness
of a simple surface (see Fig. 24.1) defined by a sinusoidal profile in the x direction
and flat in the y direction. In this case the roughness can be taken as

ωRMS =

√√√√√
x2∫

x1

[f (x)− < f (x) >]2dx

x2 − x1
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Fig. 24.1. Surface defined by a sinusoidal profile in the x direction and flat in the y direction.
The amplitude of the sinusoidal profile is h and its morphological wavelength is L

where f (x) = h sin(2πx/L), h being the amplitude of the sinusoidal profile and L
the morphological wavelength. Integrating over an integral number of cycles, we
obtain ωRMS = h/√

2. This result indicates clearly that the roughness of the surface
shown in Fig. 24.1 depends only on the amplitude h and is independent of the mor-
phological wavelength L. Embarrassingly, we conclude that two surfaces like that
shown in Fig. 24.1, having the same amplitude h but with different wavelengths L,
for example with cross sections as shown in Fig. 24.2, will have exactly the same
roughness.

Although roughness is thus a parameter carrying limited information, it never-
theless still plays an important role in morphology characterization. Let us consider
roughness further.

For a self-affine surface [1–12], as is the case for most “real surfaces,” the rough-
ness is scale-dependent. In terms of SPM image acquisition, the roughness depends
on the scan size (�). Figure 24.3 illustrates the behavior of self-affine surface rough-
ness as a function of �. We verify that the roughness increases as � increases and
that the roughness saturates for � > ξ . This distance ξ is a parameter named surface
correlation length [1–13]. The correlation length ξ is a meaningful parameter for the
quantitative description of a surface.

As will be seen in what follows, for � << ξ , the roughness ω(�, t) ∼ �α, where α

is a parameter called growth exponent [1–12] and is related to the fractal dimen-
sion df of the surface by df = 3 − α. The fractal dimension is itself an impor-
tant parameter for quantitative surface morphology analysis and will be discussed
below.

The most complete method to quantify surface morphology is through its Power
Spectral Density (PSD) [14]. This technique utilizes a Fourier transform of the sur-
face topography, displaying a graphic of the squared modulus (amplitude h) of the

Fig. 24.2. Cross sections of two different surfaces with the same amplitude h and with different
wavelengths L. These surfaces have the same roughness ωRMS = h/√

2
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Fig. 24.3. Illustration of the behavior of self-affine surface roughness as a function of the image
scan size (�), where ξ is the surface correlation length and α is a growth exponent

Fourier transform (scaled by an appropriate constant factor) as a function of the
morphological wavelength (or frequency). The PSD is expressed in squared length
units (for example nm2) and can be related to the roughness ωRMS (associated with
a given wavelength) and to the amplitude h of the surface Fourier transform by
PSD ∝ ω2

RMS ∝ h2. Two examples of PSD analysis are shown in Fig. 24.4. These
analyses were performed with the NanoScope IIIA software, version 5.30r3.sr3, from
Veeco. For most “real surfaces,” the amplitude increases with morphological wave-
length, as illustrated in the examples of Fig. 24.4. The PSD analysis presented in
Fig. 24.4a was performed with a homogeneous and isotropic rough surface, generat-
ing a broad band. Figure 24.4b shows a PSD analysis with pronounced peaks; in this
case the surface was anisotropic with parallel lines, defining specific morphological
frequencies (or wavelengths) as displayed in the analysis.

In the following we present a number of studies for which quantitative morpho-
logical analyses were carried out using the parameters introduced.

Fig. 24.4. Power Spectral Density (PSD) analysis for two different surfaces. (a) PSD for a
homogeneous and isotropic surface, generating a broad band. (b) PSD with pronounced peaks,
indicating the presence of specific morphological frequencies (or wavelengths)
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24.3
Applications of Quantitative Morphological Surface Analysis

24.3.1
Dynamic Growth of Thin Films

Film growth by deposition is clearly of great technological importance. Fluctuations
in the height h(x, t), surface location x, and time t can be measured directly using
a scanning probe microscope or indirectly by scattering. Analytical and numerical
treatments of simple growth models suggest that, quite generally, the height fluctu-
ations have a self-similar character and their average correlations exhibit a dynamic
scaling form, named the Family-Vicsek scaling relationship [15]. The roughness ω

and dynamic growth exponents α and z defined by this relationship are expected
to be universal, depending only on the underlying mechanism that generates the
self-similar scaling [16]. The determination of the growth exponents α and z is a
fundamental problem of statistical mechanics. Considerable effort, both theoretical
and experimental, has been made to investigate the surface growth process. Many
references on the subject can be found in the excellent review of Barabási and
Stanley [1]. Theoretical discrete models provided a substantial part of the driving
force behind early investigations of the surface morphology. Discrete models, numer-
ical simulations, and stochastic differential equations have been used to explain the
growth mechanisms on d-dimensional substrates. Such equations typically describe
the surface at large scales and times, which means that the short-range scale details
are neglected and the focus is only on asymptotic coarse-grained (hydrodynamic)
variables. In some sense, for d = 1 the growth phenomenon is reasonably well
understood. Moreover, for d > 1, there are many challenging problems that seem
insurmountable. Numerical simulations are generally impracticable or extremely dif-
ficult and numerical integrations are questionable, leading to somewhat inconclusive
results [1–16]. On the other hand, more detailed and accurate measurements of the
growth exponents of thin films are still lacking, and experimental confirmation of
dynamic scaling is scarce [16, 17].

To exemplify a typical experimental approach for measuring the growth param-
eters of thin films, we describe a study of diamond films synthesized by microwave
plasma-assisted chemical vapor deposition [18]. The roughness and dynamic expo-
nents of these films were measured using atomic force microscopy.

The equipment used for the diamond film deposition is described in detail else-
where [19, 20]. The substrate was silicon that had been scratched by 1-μm dia-
mond powder and cleaned in an acetone ultrasonic bath. The following growth
parameters were used: 300 sccm hydrogen flow rate (where sccm denotes cubic
centimeter per minute at STP), 1.5 sccm methane flow rate (0.5-vol% methane in
hydrogen), 70 torr chamber pressure, 820 ◦C substrate temperature, and nominal
850-W microwave power. The silicon substrate was divided into small pieces and
eight films were synthesized with different growth times: 17, 20, 24, 26, 34, 48, 63,
and 74 h.

The most economical way to characterize self-affine roughness is by a dynamic
scaling form [15,16]. In many situations, there is no information about the dynamics
of the growth and it is not possible to produce surfaces with different sizes. Suppose
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that the only data available are collected at the final stage of the experiment, consist-
ing of the values of the height h(x, t) of the surface, at different points x and times t.
In this situation, the scaling of the “local roughness” ωL(�, t) is studied, defined
by [15]

ω2
L(�, t) =

〈
[h(x, t) − h�(x, t)]2

〉
x

where L × L is the system size, � × � is a window selected on the surface and h�(x, t)
is the average height in this window. The angular brackets 〈〉x denote spatial (over x)
and ensemble averages. One can show that ωL(�, t) obeys the scaling form [1,15,16]

ω2
L(�, t) ∼ �αf (t/�z), (24.1)

where f (u) is the scaling function of the argument u = t/�z and z = α/β. The param-
eters α, β, and z are expected to be universal parameters, named growth exponents.
For very small times, u << 1, we have ωL(�, t) ∼ tβ when the roughness grows as tβ

and the different sites of the surface are practically independent. As time increases,
different sites on the surface begin to be correlated. The typical distance over which
the heights “know about” each other, the characteristic distance over which they
are correlated, is called the correlation length and is denoted by ξ (t), a parameter
already mentioned, which increases as ξ (t) ∼ t1/z. When correlations are signifi-
cant we have ωL(�, t) ∼ �α for � << ξ ; for � > ξ the roughness saturates, that is,
ωL(�, t) ∼= const ∼ ξα. For these conditions [1–12] the fractal dimension df of the
film surface is given by df = 3 − α. In the very long time limit, that is, as u → ∞, it
is expected that the roughness reaches its maximum (saturation) value ωsat(L) ∼ Lα.
In what follows, omitting for simplicity the index L, the roughness will be indicated
by ω(�, t); � will be measured in micrometers and ω in nanometers.

The roughness and fractal dimensions of the seven diamond films were mea-
sured using an AFM, a Veeco NanoScope IIIA. Ten different regions of each sam-
ple were analyzed, each of size 160 × 160 μm2. Using the AFM zoom facility,
these (160 × 160) μm2 regions were divided into smaller regions (windows) of size
� × � μm2, with � ranging from 3 up to 160 μm, and their local roughness ω(�, t)
measured. It was not possible to analyze the 74-h sample due to the formation of
large microcrystalline diamond grains, about 8. 5 μm in diameter; it was found that
ω = 600 nm, exceeding the z limit of the AFM. The average grain sizes were about
2.8 and 7. 0 μm for 17 and 63 h, respectively.

Figure 24.5 shows typical values of log10 ω(�, t) as a function of log10 (�)
for different growth times t. One can verify that for t < 34 h, the correlations
between different sites of the surface are small and the α power law growth is not
well defined. To determine the exponent α only the roughness of the 63-h sam-
ple was taken into account. Twelve different regions of this sample were analyzed.
Figure 24.6 shows log10[ω(�, t = 63 h)] as a function of log10 (�) for these 12
regions. It can clearly be seen that log10 (ω) as a function of log10 (�) shows a
power law growth, appearing as a straight line from 3 μm up to � = ξ ∼= 15 μm,
where ξ is the correlation length. For � ≥ ξ , the roughness saturates, that is,
ω(�, t) ∼= const according to Eq. (24.1), and is given by ω ∼= 400 nm. The fol-
lowing α values were found for a straight line best fit [21] for the 12 differ-
ent regions: 0. 36 ± 0. 06, 0. 49 ± 0. 04, 0. 51 ± 0. 04, 0. 51 ± 0. 08, 0. 51 ± 0. 03,
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Fig. 24.5. Roughness ω(�, t) as a function of the length � and of the growth time t; ω(�, t) is
measured in nanometers, � in micrometers, and t in hours

0.53 ± 0.03, 0. 53 ± 0. 06, 0. 58 ± 0. 07, 0. 64 ± 0. 08, 0. 66 ± 0. 11, 0. 66 ± 0. 08,
and 0. 70 ± 0. 10. To analyze the goodness of this straight line best fit we used a
standard statistical procedure [21] calculating the χ2

ν . The χ2
ν values range from 0.97

up to 0.99, showing that the fit describes the data well. From the above α values we
conclude that α = 0. 56 ± 0. 09.

The fractal dimension df of the 63-h sample was determined using the fractal
algorithm of the AFM software, where the surface was analyzed as described below.

Let us now describe the surface fractal dimension [1–12]. A surface S can be
measured by covering it with squares of linear dimension � and area �2. N(�) squares
are needed to cover the surface, so S(�) = N(�)�2. One might at first expect that for

Fig. 24.6. Roughness ω(�, t = 63 h) as a function of the length �. The 12 different symbols for
each curve correspond to the 12 different regions analyzed
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a surface N(�) ∼ �−2, since the area of the surface does not change if we change the
unit of measurement of �. But for fractal surfaces we have N(�) ∼ �−df . Surfaces
with df > 2 are fractal surfaces, where df is its fractal dimension.

Only the (160 × 160)-μm2 images were considered. The following values were
found for df : 2.43, 2.45, 2.46, 2.46, 2.47, 2.47, 2.48, 2.49, 2.49, 2.49, 2.50, and 2.50.
So df would be given by df = 2. 48 ± 0. 02 and consequently, as α = 3 − df , α is
given by α = 0. 52 ± 0. 02. This result is in good agreement with that obtained using
the roughness measurement.

Figure 24.7 shows log10 ω(t) as a function of log10 (t) for t = 17, 20, 24, 26, 34,
48, and 63 h. Since for small growth times [15] we must have ω ∼ tβ , determination
of the growth exponent β takes into account the roughness of the samples only for
small growth times, that is, 17, 20, and 24 h: ω(17 h) = 205. 7 ± 6. 9 nm, ω(20 h) =
219. 63 ± 7. 2 nm and ω(24 h) = 232. 0 ± 4. 9 nm. These values were estimated
from the average ω(t) = [ω(100 μm, t) + ω(130 μm, t) + ω(160 μm, t)]/3. With
a straight-line best fit [21], the growth exponent is given by β = 0. 34 ± 0. 02. Also
in this case, estimating the variances and χ2

ν indicates that χ2
ν = 0. 99, showing that

a straight-line fit provides a good description of the data.
Taking into account the above values for α and β, we obtain z = α/β = 1. 65 ±

0. 28. Consequently α + z = 2. 21 ± 0. 30, which satisfies the condition α + z = 2
within experimental error. This could be an indication that the growth of diamond
films is governed by the Kardar–Parisi–Zhang (KPZ) equation [1–12, 16, 22, 23].
However, according to the KPZ predictions, for d = 2 ballistic deposition [16],
α ∼= 0. 38 and β ∼= 0. 24. Thus α ∼= 1/2 and β ∼= 1/3, which are the growth expo-
nents predicted by the KPZ equation for d = 1. This could provide support for the
superuniversality conjecture [24]. On the other hand, the above discrepancies could
be a result of the formation of diamond microcrystallites, and in this case a some-
what different equation would govern the diamond film growth, as proposed by Hwa,
Kardar, and Paczuski [25].

Fig. 24.7. Roughness ω(t) as a function of time t for t = 17, 20, 24, 26, 34, 48, and 63 h
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Summarizing, dynamic growth of thin films allows us to investigate different
growth processes and associate to universality classes. With this approach one can
find a number of studies in the literature about growth dynamics of thin films [2–12].
In addition, a dynamic growth study yields important parameters for describing the
film surfaces quantitatively, such as correlation length ξ and fractal dimension df .

24.3.2
Periodicity Analysis of Lines Nanolithographed by AFM in PMMA

An AFM can be used for imaging and also for creating surface nanostructures; this
technique is called scanning probe lithography (SPL). A number of SPL techniques
have been developed, based on nanomanipulation [26–28], mechanical modification
[29–36], thermomechanical writing [37, 38], local oxidation [39–43], electron expo-
sure of resistance [44–46], dip-pen nanolithography (DPN) [47–49], electrochemical
dip-pen nanolithography (E-DPN) [50,51] and rapid direct nanowriting of a conduct-
ing polymer by electrochemical oxidative nanolithography [52].

Polymethylmethacrylate (PMMA) has been widely used as a photo- or elec-
tropositive resist for nano- and microscale fabrications. Thin, uniform layers of
PMMA are deposited on a substrate and selected areas exposed to ultraviolet light
or to a scanning electron beam. The irradiation creates scissions in molecular chains
in the exposed areas of the polymer, decreasing their average molecular weight and
allowing them to be removed through a development process. For nanodevice fabri-
cation, it can be advantageous to form desired nanostructures on the PMMA surface
after it has been irradiated and developed.

In the following we describe the application of an AFM nanolithography tech-
nique to mechanically modify PMMA surfaces previously irradiated and developed
[29]. A quantitative analysis using AFM images will be presented.

Glass microscope slides were cut into 14 × 5-mm2 pieces, cleaned and baked
at 150 ◦C for 10 min to remove residual humidity, and PMMA then deposited on
the samples using a spin coater. The samples were then baked again at 180 ◦C for
20 min to evaporate the polymer solvent. PMMA ARP671.06 was used, with molec-
ular weight of 950,000 -g/mol and concentration of 6% in chlorobenzene, from All-
resist. The average PMMA film thickness was 500 nm.

A selected area of the PMMA was electron beam scanned in a scanning electron
microscope (JEOL model JSM-6460 LV) using an e-beam nanolithography system
(Nanometer Pattern Generation System, NPGS) to create micropatterns that allowed
subsequent identification and location of smaller nanostructures to be formed by
AFM. The e-beam lithography was performed with a 30 kV, 50-pA electron beam.
The applied electron dose was 225 C/cm2 with an exposure time of 362 μs at each
scan point. The patterns consisted of two pads, each 20 × 100 μm2. The samples
were then immersed in a developing solution of one-part methyl isobutyl ketone
(MIBK): three-parts isopropyl alcohol (IPA) for 2 min and rinsed in IPA for 30 s.

The AFM used was a NanoScope IIIA with a tapping-mode probe. The procedure
was to first obtain a tapping-mode image of a selected region, then to perform contact
nanolithography, and finally to obtain a new tapping-mode image to visualize the
modified surface. To image a surface using the NanoScope IIIA in AFM tapping
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Fig. 24.8. SEM images of a typical AFM probe used for nanolithography. In the left image, low
magnification, one can see the cantilever with a small pyramidal tip. In the right image, higher
magnification, the pyramidal silicon tip can be seen

mode, the tip scans a maximum of 512 lines in a square area, interacting physically
with 512 points along each of these lines. Importantly, note that the tip touches the
surface only gently, and the polymer is not modified during image acquisition.

SEM images of a typical AFM probe used is shown in Fig. 24.8. The dimensions
of each cantilever were measured (average dimensions were 120 μm long, 33 μm
width, and 2. 5 μm thick), allowing calculation of its elastic constant [53]. A force
plot was then obtained so as to precisely determine the cantilever deflection to be
used in the lithography process. A typical deflection used was about 70 nm. In this
way it was possible to define the force between the tip and the polymer. The force
range was 0. 5–1. 0 μN.

Following calibration, the tip was engaged on the surface in contact mode and
nanolithography initiated. The mechanism is similar to image acquisition, but with
the scanning tip maintained in constant contact with the surface so as to scribe each
scan line. The distance between two scan lines is the ratio between the scan size and
the number of scan lines. For example, using a 20-μm scan size and 512 scan lines,
the distance between the scan lines is about 39 nm. Note that for a Nanoscope IIIa the
number of lines in each scan can be 512 or 256 or 128. In this study, the region was
scanned just once, using 1-Hz scan rate and 0◦ scan angle. Finally, a tapping-mode
image of the nanolithographed area was acquired, using a 45◦-scan angle for better
visualization of the surface morphology. The scan size, number of lines, and distance
between lines for the nanolithographed patterns are shown in Table 24.1.

A typical AFM image of a nanolithographed PMMA region is shown in Fig. 24.9.
Specifically in this case, the scan size and number of lines were 20 μm and 512
lines, respectively. Consequently the distance between scan lines was 39.1 nm. The
average morphological wavelengths present in this pattern were 39.2 nm and about
half of this value, 19.4 nm. The reason for the occurrence of wavelengths of half the
distance between scan lines is that the tip does not scan a single straight line, but
technically follows a zigzag pattern. In other words, for each line the tip scans from
left to right and from right to left, totaling two scratches for each line.

To characterize the morphological wavelengths present in each pattern formed
by nanolithography we use the Power Spectral Density [54]. The PSD of the image



24 Quantitative Analysis of Surface Morphology and Applications 163

Table 24.1. Scan size, number of lines, and distance
between lines for the nanolithographed patterns

Scan size (μm) Number of lines Distance
between lines
(nm)

10 512 19.5
20 512 39.1
20 256 78.1
30 512 58.6
40 512 78.1

shown in Fig. 24.9 is given in Fig. 24.10. The x-axis corresponds to the inverse of the
wavelength (λ) and the y-axis is the PSD. The PSD is given in nm2 and can be related
to the roughness � (associated with each wavelength) and to the amplitude h of the
surface Fourier transform as PSD ∝ �2 ∝ h2 [55]. The wavelength λ = 13. 8 nm
in Fig. 24.10 is related to the tip radius due to the tip convolution, and will not be
considered.

The sum of the PSD of nine different samples nanolithographed with 20-μm
scan size and 512 lines is shown in Fig. 24.11. From this spectrum one can extract
the average morphological wavelengths present for 20-μm scan size and 512 lines:
39.2 nm and 19.4 nm. The wavelength λ = 12. 9 nm in Fig. 24.11 is related to the
tip radius.

The mechanism of the process is to move material from the region where the tip
scratches the surface to the side of this region. In this way, the pattern profile obtained
is higher than that of the original surface, as illustrated in Fig. 24.12. Note that in this
last figure, the z-scale is 30 nm/division and the x and y-scale are 200 nm/division, so
the image is expanded in the vertical direction to emphasize the image profile.

Fig. 24.9. Typical AFM image of a nanolithographed PMMA region. The scan size was 20 μm
and the number of lines was 512
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Fig. 24.10. Power spectral density of the image shown in Fig. 24.9

In some samples, the nanolithographed region shows a fine structure as can be
seen in Fig. 24.13. In the AFM image of Fig. 24.13, aligned particles can be seen
between the lines produced by the tip scratches. This image suggests that particles
present in the developed PMMA [56, 57] are aligned during the nanolithography
process.

Five samples were prepared nanolithographing the PMMA surface with 40-μm
scan size and 512 lines and thus with distance between scan lines 78.1 nm. In all
samples the morphological wavelengths obtained were: 78, 39, 26 and 20 nm (see
Fig. 24.14). Note that 39 nm is half the distance between scan lines and 20 is about a
quarter of the distance between scan lines. The 26-nm wavelength is probably related
to fine structure of the developed PMMA.

Fig. 24.11. PSD sum of nine different samples nanolithographed with 20-μm scan size and
512 lines
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Fig. 24.12. AFM image of a border of the PMMA region nanolithographed using 20-μm scan
size and 512 lines

In addition, five samples were nanolithographed with 30-μm scan size and 512
lines, generating distance between scan lines of 58.6 nm. In all samples a morpho-
logical wavelength of about 53 nm was present. In three of the samples a wavelength
around 26 nm was observed, about half of the distance between scan lines.

Several more samples were prepared with different parameters, such as 10-μm
scan size and 512 lines, and 20-μm scan size and 256 lines. Table 24.2 summa-
rizes all the experimental results, showing the parameters used and the morphologi-
cal wavelengths obtained.

Fig. 24.13. AFM image of a nanolithographed PMMA with 20-μm scan size and 512 lines.
A fine structure is present, where aligned particles can be observed. The image width is 500 nm
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Fig. 24.14. PSD of five different samples nanolithographed with 40-μm scan size and 512 lines

A possible reason for morphological wavelengths of a quarter of the distance
between scan lines is illustrated in Fig. 24.15. In the process of moving material from
the region where the tip scratches the surface to the side of this region, depressions
are created between the lines. In this way, the process introduces a new periodicity
with wavelength of about one-fourth of the distance between lines (actually one-half
of the distance between scratched lines).

Summarizing, nanolithography performed using an AFM generated repro-
ducible and predictable periodicities, which were mainly dependent on the scan
size and the number of scan lines. Power Spectral Density characterization was
a powerful method for identifying the morphological wavelengths present in the
nanolithography patterns.

Table 24.2. Summary of results. Scan size, number of lines, dis-
tance between lines, and morphological wavelengths present in the
patterns formed

Scan size
(μm)

Number of
lines

Distance
between lines
(nm)

Morphological
wavelength
(nm)

10 512 19.5 18.7
20 512 39.1 39.2, 19.4
20 256 78.1 76.9, 39.2,

26.0, 19.6
30 512 58.6 53, 26
40 512 78.1 78.7, 39.2,

25.9, 19.6
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Fig. 24.15. Schematic suggesting the origin of wavelengths of one-quarter the distance between
scan lines. The figure is not in scale

24.3.3
Electrical Resistivity of Nanostructured Thin Films

The electrical resistivity (ρ) of thin films involves quantum effects when two condi-
tions are satisfied. The first is that the film thickness (d) must be smaller than the
electronic mean-free-path (�0), and the second condition is that the energy-level
quantization must be enhanced in the direction along the film thickness d. This
last condition occurs when we have a small number of Fermi subbands, given by

N ∼= d
(

3n
π

) 1
3
, where n is the number of free electrons per unit volume.

For the specific case of platinum and gold films, these two conditions can be satis-
fied for very thin films [58], as shown in Table 24.3. The film thicknesses d ≤ �0 and
the number of Fermi subbands, for the thickness used, was small (between 5 and 47).
Thus, quantum effects are expected in determining the electrical resistivity of these
thin films.

In the quantum model the calculation of the conductivity (σ = 1/ρ) as a func-

tion of the film thickness is done considering energy Eν = π2�2ν2

2md2 quantization of
the conduction electrons in the direction along the film thickness d in the Boltzmann
transport equation, taking into account the distribution function of the Fermi sub-

Table 24.3. Conditions for applicability of a quantum formalism for platinum and
gold thin films

Conditions for quantum formalism

Metal Condition (I) Condition (II)

d (nm) �0 (nm) n (m−3) N

Pt 1. 3 ≤ d ≤ 11. 7 ∼ 10 6. 6 × 1028 5 < N < 47
Au 1. 8 ≤ d ≤ 10. 5 ∼ 50 5. 9 × 1028 7 < N < 41
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bands ν and the scattering potential U(x, y) due to the film morphology. Then the
conductivity generated by the surface is given by [58]:

σs(d) ≈ e2

�

d5

2π6�2FS

6

N(N + 1)(2N + 1)

N∑
ν=1

k2
ν

ν2

where � is the roughness of the film surface, k2
ν = 2m

�2 (EF − Eν) are the wave num-
bers associated with the quantization in the direction along the film thickness d, and
FS is a function that depends on the interaction between the conduction electrons and
the film surface morphology.

As will be detailed below, FS depends on a characteristic interaction distance (�s)
and on the film morphology. Thus, in this case, the film surface morphology must be
quantified. For this purpose the film surface is represented by height fluctuations
given by z(x, y) = ± d

2 + h(x, y).
The film surface height fluctuations h(x, y) generate a scattering potential given

by U ≈ (
∂E
∂d

)
h(x, y) = π2�2ν2

m d3 h(x, y) and the conduction electron scattering is calcu-

lated from the transition probability given by: |<kν|U(x, y)|k′μ>|2.
The conduction electron scattering by the surface is calculated [58] taking into

account an average interaction distance (�s):

�s(d) ≈ v//τc,

where v// is the velocity parallel to the surface (x,y) and τc is the collision time, cor-
responding to the time that the electron interacts with the surface during the collision.
It is possible to calculate v// using the conduction electron velocity in the z direction
vz and the Fermi velocity vF:

v2
// = v2

F − v2
z , where vF = �

m

(
3π2n

)1/3 and vz = π�ν

md
.

The collision time is given by τc ≈ d/vz . Then the average interaction distance
can be written as:

�s(d) = <
v//

vz
> d =

( π

3n

)1/3 ∑
ν

⎡
⎣

(
3n
π

)2/3
(

d
ν

)2

− 1

⎤
⎦

1/2

. (24.2)

This quantity has been calculated for platinum and gold [58] thin films, showing
an almost linear relationship between �s and d.

The morphology contribution to FS is through the grain factor g(d) that will be
defined below.

At this point it is necessary to represent the film surface h(x, y) as a Fourier
expansion given by h(x, y) = Σn hn sin (2πr/λn) [14,58–65], where r is the position
vector modulus in the (x,y) plane given by r = √

(x2 + y2), λn is the morphological
wavelength present in the surface, and hn is the amplitude associated with each λn.

Specifically for the platinum and gold calculations, the morphological wave-
lengths λn were taken to be [14, 65] the film grain sizes Dn, so λn ≈ Dn, and the
wavelengths λn are given by an integer number of Fermi wavelengths λn = n λF.
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With this approach, FS is given by FS(g, �s) = g(d) �s(d), where �s(d) is given
by Eq. (24.2) and the grain factor is given by [58–64]:

g(d) = 1

kF

∑
n

(hn/�)2 (λF/λn)2 (24.3)

where kF is the Fermi wavenumber and hn and λn are associated with the Fourier
expansion of the film surface height fluctuations.

For the case of metals, where N >> 1, the total film resistivity is given by ρ(d) =
ρbulk + ρs(d), and is given in terms of the quantities defined above by [59]:

ρ(d)

ρbulk
= 1 + C�(d)2 g(d) �s(d)

d2(1 − 0. 15/d)

where C is a constant that depends of the material, and specifically for platinum and
gold is equal to CPt = 6. 261 × 103 nm−2 and CAu = 28. 072 × 103 nm−2, �(d)
is the roughness measured as a function of the thickness d, g(d) is obtained from
Eq. (24.3) measuring the morphological grain sizes as a function of the thickness d,
and �s(d) is calculated as given in Eq. (24.2).

The distinction between morphological and crystallographic grain sizes will be
discussed later in this text.

With this model, the platinum and gold resistivities were calculated for film thick-
ness between 1 and 10 nm [60]. The calculated values were found to be in excellent
agreement with the experimental data, as shown in Fig. 24.16.

On the basis of these results, it was further proposed that morphological
anisotropy of the film surface should induce an associated anisotropy in the resis-
tivity [61]. To estimate the metric scale needed for this effect to be manifested exper-
imentally, the theory described above was used to calculate the resistivity of a simple
surface with anisotropic morphology.

The geometry used for this estimate was similar to that shown in Fig. 24.1 of
this chapter. The surface was defined by a sinusoidal profile in the x-direction given
by z = h sin (2πx/L), where h is the amplitude of the sinusoidal profile and L the
morphological wavelength. A granular profile was assumed in the y-direction instead

Fig. 24.16. Measured (circles) and calculated (continuous line) [60] resistivities for (a) platinum
and (b) gold thin films. The fit is excellent
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Fig. 24.17. Anisotropy factor ρx/ρy as a function of morphological surface wavelength L. Each
curve corresponds to different amplitude of the sinusoidal surface profile

of a flat profile, as nanostructured thin films usually are when formed by filtered
vacuum arc plasma deposition.

The results of the calculation are shown in Fig. 24.17, where the anisotropic
factor ρx/ρy is given as a function of different morphological surface wavelengths L
and each curve corresponds to different amplitudes of the sinusoidal surface profile
between h = 0. 8 nm and h = 1. 5 nm.

In this calculation gold was taken as the film material and the average thickness
was 5 nm.

As is clear from Fig. 24.17, the morphological wavelength L that is required in
order for the anisotropic resistivity effect to be experimentally observable is too small
(several nanometers) to be nanofabricated on the surface.

We have investigated an alternative approach for creating an anisotropic surface
morphology. The substrate was a glass microscope slide scratched in one direction
with 1/4-μm diamond powder dispersed in water [61]. Figure 24.18 shows an AFM
image of the glass surface with anisotropic morphology.

Two substrates were cut from a single scratched sample as indicated in Fig. 24.19.
In this way substrate A has grooves in the longitudinal (y) direction and substrate
B has grooves in the transverse (x) direction. Electrical contacts were formed on
both ends of the substrates using silver glue followed by plasma deposition of rela-
tively thick (∼200 nm) platinum films onto the contacts, with a mask protecting the
center of the sample, as shown in Fig. 24.19. Both substrates were then positioned
in the plasma deposition vacuum chamber and their resistance measured through-
out the platinum film deposition process. The film resistance was measured after
the first six pulses of the repetitively pulsed plasma deposition process and sub-
sequently after every three pulses, thus determining film resistance as a function
of film thickness without removing the sample from vacuum for each individual
measurement.

The films were formed by filtered vacuum arc plasma deposition [66–69] and
the chosen material was platinum. The resistivity, ρ, was determined from the
measured resistance Rm from ρ = (Rm−Rc)dw/�, where w and � are the sam-
ple width and length, respectively, and Rc is an estimated contact resistance. The
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Fig. 24.18. AFM image of glass substrate surface after scratching with 1/4-μm diamond pow-
der, showing the morphological anisotropy

measured resistance values varied over the range 2. 5 M� to 15 � and the con-
tact resistance was about 5�. Noting that the contact resistance is constant dur-
ing the experimental measurements and that the highest resistances (∼M�) were
measured for the thinnest films, it is clear that the contact resistance is irrelevant
for these very thin films. The platinum film resistivity spanned the range 12 to
1. 2 �. m. The measured longitudinal and transverse resistivities, ρy and ρx respec-
tively, are shown in Fig. 24.20 as a function of film thickness d. The resistivity of
both samples increases with decreasing film thickness, as expected for very thin
films [58–64].

The resistivity anisotropy ratio ρx(d)/ρy(d) is shown in Fig. 24.21 as a function
of film thickness, and is greater than unity and varies with thickness. The resistiv-
ity anisotropy increases significantly for film thickness less than about 2 nm, up to
greater than a factor of 10 for the thinnest films investigated of thickness 0.4 nm.
We point out parenthetically that the anisotropy ratio ρx/ρy is expected to reach near
unity only for thicknesses d greater than about 70 nm [70, 71], which is consistent
with an extrapolation of the Fig. 24.21 data that indicates about 90 nm.

Fig. 24.19. Schematic showing preparation of samples A and B from the scratched glass sub-
strate; substrate A is grooved in the longitudinal or y-direction, and substrate B is grooved in the
transverse or x-direction. A schematic of the finished samples is shown on the right
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Fig. 24.20. Measured resistivity ratios ρx/ρbulk and ρy/ρbulk as a function of film thickness

These results indicate a significant resistivity anisotropy that is a consequence of
the film morphological anisotropy, attesting to the importance of quantitative mor-
phological analysis for this area.

Summarizing, according to our studies on platinum and gold thin film
resistivities, we have shown [58–64] that the conduction electrons are scattered by
the surface morphology. We have demonstrated that the quantitative morphological
analysis of the films surface is a very important parameter and must be taken into
account.

Fig. 24.21. Measured resistivity anisotropy ratio ρx/ρy as a function of film thickness d
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24.3.4
Morphological and Crystallographic Grain Sizes

A number of applications of morphological surface analysis have been discussed
in the above, including the importance of grain size determination for thin film
resistivity.

A very common way to measure grain size is by using X-ray diffraction [72]. This
technique allows measurement of an average grain size over the analyzed region,
which can be two or three orders of magnitude larger than the area analyzed in one
SPM image. In the following we discuss the distinction between morphological and
crystallographic grain size and the importance of morphological grain analysis.

The crystallographic and morphological grain sizes for the platinum and gold
thin films have been measured as a function of film thickness d using two different
techniques: X-ray diffraction and STM [73].

Typical top-view STM micrographs of platinum and gold films are shown in
Figs. 24.22 and 24.23. Figure 24.22 shows platinum films (a) 5 nm thick, and (b)
155 nm thick. Figure 24.23 shows gold films (a) 38 nm thick, and (b) 200 nm thick.
These images clearly show the nanostructured nature of the films and how the granu-
lar structure changes with film thickness. It can also be seen that the surfaces are com-
posed of different grain sizes. These surfaces have a characteristic fractal auto-affine
symmetry [1, 4] with a “cauliflower morphology,” where larger grains are composed
of aggregates of smaller grains. The “grain diameter” or “grain size” D measured
topographically on the film surface is the “morphological grain size.” The grain
dimension Dc measured by X-ray diffraction [72] is called the “crystallographic
grain size.” Thus, the morphological grain size is the grain dimension exposed in
the film surface; and crystallographic grain size is the grain dimension imbedded in
the film bulk.

The analyzed films were deposited by filtered vacuum arc plasma deposition
[66–69]. Two kinds of substrates were used—monocrystalline silicon and an ordi-
nary glass microscope slide. The second substrate, being amorphous, allows us to

Fig. 24.22. STM images of Pt thin film: (a) 5 nm thick, and (b) 155 nm thick
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Fig. 24.23. STM images of Au thin film: (a) 38 nm thick, and (b) 200 nm thick

check whether or not any preferential film crystallographic orientation is induced by
the substrate epitaxy.

The thickness d of the films was measured by placing a small piece of silicon
close to the sample, with an ink mark that was removed after deposition and the
step-height then measured by AFM.

The film thickness d(t) was determined as a function of deposition time t for the
platinum and gold films. The thickness increases linearly with time and the deposi-
tion rate was measured to be 7.6 nm/s for platinum and 29.6 nm/s for gold.

Characterization techniques used were STM for the morphological grain size and
X-ray diffraction for crystallographic grain size and orientation.

The microscope used was a Scanning Probe Microscope, Veeco Nanoscope IIIA,
in STM mode. Commercial platinum-iridium (STM) tips and homemade tungsten
tips were used. About four different regions were imaged for each sample. The
scan size was between 200 nm and 1 μm, with 512 × 512 pixels for the image
resolution.

The X-ray diffraction measurements were carried out in a Rigaku diffractometer,
with a 0. 05◦-step. The Cu-λKα beam was produced by a conventional X-ray genera-
tor and monochromatized with a graphite crystal. The crystallographic grain size Dc
was evaluated by the Scherrer equation [72].

Figures 24.22 and 24.23 show typical top view STM images of platinum and
gold thin films, respectively. This kind of micrograph was used to measure the
morphological grain sizes. Initially, the grain boundaries were defined and after
their sizes D were measured. For each film with thickness d, the number of grains
N(D) of dimension D were plotted in histograms as a function of D. The D range,
Dmin ≤ D ≤ Dmax depends on the film thickness. The minimum grain size Dmin
was limited basically by the resolution of the micrographs, since the pixel size used
was between 0.4 and 2 nm. Because of this limitation, we took Dmin ≥ 3–5 nm for
platinum and gold films, independent of the thickness d. On the other hand, Dmax
increases as d increases. A typical N(D) histogram is shown in Fig. 24.24 for a gold
film with d = 3 nm. The continuous curve represents the histogram best fit. From
these histograms were determined the average grain dimensions. Note that in the
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Fig. 24.24. Histogram of the morphological grain sizes D(d) for a Au film 3-nm thick

histograms, there is always a sharp cutoff for smaller grains. This is due to the image
resolution mentioned above.

The average values of the crystallographic and morphological grain sizes for each
thickness d are indicated in the following by Dc(d) and D(d), respectively.

The morphological and crystallographic grain size analyses yield similar results
for the silicon and glass substrates, within experimental error. Thus, in the
following we do not distinguish between the substrate used for each sample
analyzed.

In Fig. 24.25 the Dc(d) values are plotted as a function of d. For platinum, the
experimental results are indicated by open circles and for gold by solid circles. One
can see from these figures that the grain size Dc(d) saturates for large thickness [71].
For platinum films the saturation occurs at d ≈ 100 nm, with a maximum grain size
of around 23 nm. For gold films the saturation occurs at d ≈ 140 nm, with a maxi-
mum grain size of around 48 nm.

X-ray analysis confirmed that both platinum and gold films grow preferentially in
the (111) direction. This effect was observed for both the silicon and glass substrates,
showing that it is not an epitaxial effect. This implies that the films growth process
is self-oriented.

The average morphological grain size D(d), for platinum and gold, as a func-
tion of d is plotted in Fig. 24.26 in the form log[D(d)] vs. log (d). In both
cases D(d) increases rapidly in the region with thickness d < 4 nm. In the range
4 < d < 45 nm, D(d) is constant at D(d) ≈ 13 ∼ 15 nm. For thickness 2 < d <

45 nm, D(d) can be approximately described by the functions

DPt(d) ≈ 15. 5{1 − 1. 1 exp ( − 0. 9d1.8) − 2. 3 exp[−0. 001(d − 45)2]} and

DAu(d) ≈ 12. 8{1 − 3 exp ( − 0. 7d1.8) − 2. 3 exp[−0. 001(d − 40)2]}.
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Fig. 24.25. Average crystallographic grain size Dc(d) as a function of film thickness d, for Pt
and Au films. The experimental results are indicated by open circles for Pt and by solid circles
for Au

For d > 45 nm, D(d) increases with d and can be represented for both platinum
and gold by D(d) ≈ 10. 50 + 0. 0334 d + 0. 0022 d2. These results show that for
d > 45 nm the morphological grain size D(d) increases with d, as distinct from the
crystallographic grain size Dc(d) which saturates. This can be understood consider-
ing that for X-ray diffraction, crystalline defects are detected as grain boundaries, and
thus the Dc(d) saturation can be interpreted as high-density crystallographic defects.
Figure 24.27 shows a three-dimensional micrograph view of a gold film 200-nm
thick. This image suggests that the morphological grains are agglomerates of crys-
tallographic grains, exemplifying the concept described above.

Fig. 24.26. Average morphological grain size D(d) as a function of film thickness d, for Pt
and Au films. The experimental results are indicated by open circles for Pt and by solid circles
for Au
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Fig. 24.27. Three-dimensional view of STM image of a gold film 200-nm thick

The early growth is generally subdivided into three main categories: (a) layer-
by-layer growth, where a continuous monolayer is preferentially formed prior to
the deposition of the subsequent layer; (b) island growth, where the deposition
atoms tend to aggregate into island growth with thickness of several monolayers;
and (c) mixed mode [66]. For the platinum and gold films described here, the early
growth is in islands. Note that the thinner films analyzed here must be conductive
enough to allow STM images to be obtained, this implies that the films have already
coalesced.

Summarizing, nanostructured platinum and gold thin films with thickness
between 2 and 430 nm have been fabricated by filtered vacuum arc plasma
deposition. The films were analyzed measuring the morphological and crystallo-
graphic grain sizes as a function of film thickness. It was observed that for both
platinum and gold films the crystallographic grain size saturates for large thickness
and that they grow preferentially in the (111) direction. This effect was observed
for both silicon and glass substrates, indicating that the film growth process is self-
oriented. The morphological grain size, for platinum and gold films, increases mono-
tonically except in the range of thickness between 4 and 45 nm, where the grain size
saturates. The results show that for d > 45 nm the morphological grain size D(d)
increases with d, distinct from the crystallographic grain size Dc(d) which satu-
rates. This can be understood by considering that for X-ray diffraction, crystalline
defects are detected as grain boundaries, so the Dc(d) saturation could be inter-
preted as high-density crystallographic defects. Concerning the early growth of the
films, the films grow as islands, but the thinner films analyzed must be conductive
enough to allow STM images to be obtained; this implies that the films have already
coalesced.

The explanation above defined “morphological grain size” as the grain dimension
exposed on the film surface, and “crystallographic grain size” as the grain dimension
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imbedded in the film bulk. The importance of the morphological grain size has been
pointed out by several workers.

As discussed in this text as the third application of quantitative analysis of surface
morphology, the quantum theory applied to the electrical resistivity of nanostruc-
tured thin films [58–64] makes use of the morphological grain size as an important
parameter.

Thermoelectric power in very thin films has been also studied [74,75], taking into
account quantum size effects. In this study, the electrical resistivity theory [58–64]
was successfully used, meaning that the morphological grain size was an important
parameter in this case also.

24.4
Final Remarks

Quantitative analysis of surface morphology is an extensive field and it has not been
our intension to discuss it in all possible facets. A number of significant parameters
have been presented and four applications have been described where quantitative
morphological analyses were required. Importantly, note that the SPM technique is
fundamental for quantitative morphological analysis since it allows imaging surfaces
with precise measurement in three dimensions.
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25 Nanotribological Characterization
of Carbonaceous Materials: Study of Diamond
Coatings and Graphite

Marjorie Schmitt · Sophie Bistac

Abstract. Because of the development of nanotechnologies, it becomes essential to fully under-
stand the properties of the materials used in these specific conditions, more particularly those of
carbonaceous films. The mechanisms involved in the nanofriction of these coatings must be thor-
oughly studied; atomic force microscopy (AFM) seems to be a suitable technique to achieve this
objective.

In this work, an inventory is first drawn up concerning the role of both experimental and intrin-
sic properties on the nanotribological behaviour of various carbonaceous films.

Then results obtained with AFM in contact mode on diamond coatings and graphite powders
are presented: the effects of the scanning velocity, contact load and superficial chemistry on
friction are more particularly studied.

Key words: Diamond, Graphite, Superficial chemistry, Nanofriction

Abbreviations

AFM Atomic force microscopy
a-C Amorphous carbon films
a-C:H Hydrogenated amorphous carbon films
B−C−N Boron carbon nitride films
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C−N Carbon nitride films
CNx Amorphous carbon nitride films
DLC Diamond-like carbon films
DNP Diamond nanoparticles
FFM Friction force microscopy
HOPG Highly oriented pyrolitic graphite
LFM Lateral force microscopy
ns-C Nanostructured carbon films
ta-C Tetrahedral amorphous carbon films
VACNT Vertically aligned carbon nanotubes

25.1
Introduction

With the development of micro-nanotechnologies, and more particularly of the
micro- nanoelectromechanical systems (MEMS-NEMS), the understanding of the
interfacial phenomena that occur in a contact is essential. Appropriate technology,
not only in regard to the small size of the studied elements, but also to the specific
properties that are investigated, had to be developed.

The surface force apparatus (SFA) was first realized in order to study the prop-
erties (both static and dynamic) of a molecularly thin film in between molecularly
smooth surfaces. Then, the scanning tunnelling microscope (STM) was imagined to
investigate, with an atomic resolution, electrically conducting surfaces. And finally,
the atomic force microscope (AFM) was designed to test both electrically conduct-
ing and insulating surfaces at a nanoscopic scale; topographic analysis as well as
adhesion and electrostatic force measurements can be carried out. The friction force
microscope (FFM), stemmed from modifications of the AFM and led to the determi-
nation of friction. The conditions of use and operating parameters of these devices
are described in [1].

Carbonaceous coatings are part of the materials used in the design of MEMS,
and for other devices linked to nanotechnology; their friction and wear properties,
at a macroscopic scale, have long been the subject of numerous studies [2–7]. But
as it is well-known that friction is scale-dependent [8, 9], the nanotribology of these
materials is now under investigation.

Results concerning the influence of various parameters like the normal load, the
scanning velocity or the environment on the nanotribological behaviour of carbona-
ceous materials are summarized in the first part of this paper. Then, after a description
of the experimental details, nanofriction properties of diamond coatings and graphite
powders are given.

25.2
Nanotribology of Carbonaceous Materials: State of the Art

The tribological behaviours of carbonaceous materials are varied, depending on the
deposition method, the conditions of use; some results are presented below.
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(111) and (001) H-terminated diamond surfaces are studied with diamond AFM
tips: no difference in the friction is observed for the two surfaces (only differences
in the friction images are noticed, due to the different lattice spacing and orienta-
tion) [10].

LFM tests realized on diamond-like carbon (DLC) coatings with Si3N4 tips led
to a friction coefficient of 0.13 (even after 45 days of storage); this is in agreement
with macroscopic results [11].

The wear debris particles of DLC films were found to be generated only
for specific combinations of velocities, normal loads and number of sliding
cycles. These results along with the corresponding friction and adhesion mea-
surements are all indicative of a phase transformation mechanism of DLC sam-
ples at a nanoscale that is very similar to the ones predicted for the macro- and
microscales [12]. The numerous studies dealing with DLC coatings indicate that
their nanowear is strongly affected by many parameters, among which are the film
thickness, the number of sliding cycles and the deposition techniques [13–16].
Moreover, the ultra low friction and wear of DLC coatings find their origin in
the phase transformation of these films into a low shear strength graphite-like
phase; this is the case not only at macro- and microscopic scales, but also on
nanoscale [12].

Liu et al. demonstrate that for graphite and hydrogenated carbon films, the
macrotribological behaviour is not directly comparable with the nanotribological
one, due to the dependence of wear, plastic deformation and delamination on the
contact area [17].

The friction on the Si3N4 tip against the basal plane of highly oriented pyrolitic
graphite (HOPG) leads to a coefficient of friction of 0.06 [18].

Macro and nanotribological properties of HOPG are studied in parallel through
fretting tests (macroscopic scale) and AFM/LFM experiments [17]. It appears that
the nanoscopic friction coefficient remains relatively constant during the tests; this
is not the case in macroscopic experiments where the coefficient of friction greatly
depends on the tests duration. The initial coefficient of friction of graphite during
fretting tests—corresponding to the contact between a Si3N4 ball and the atomically
smooth surface of the graphite—is higher than the one obtained in LFM tests (with
a Si3N4 tip). Moreover, the coefficient of friction of the fretting steady state can
not be compared to those found in LFM measurements, because wear, elastoplas-
tic deformation, delamination of atom layers and material transfer occurred during
macroscopic tests, but this did not occur at a nanoscopic scale. A correlation between
the nano- and macroscopic tribological properties of this material is consequently not
obvious.

The concept of “superlubricity” was defined in 1993 by Shinjo and Hirano as the
fact that friction can be softened to the point of being almost non-existent, even in
the case of a dry contact between crystalline solid surfaces [19]. It has been shown
that this superlubricity is the cause of the ultra-low friction obtained between two
surfaces of graphite, during FFM tests [20]. These same authors also carried out
nanoscopic friction tests by varying the rotational angle between a graphite surface
and a tungsten tip: the origin of the ultra-low friction of graphite was then found to be
linked to the incommensurability between this graphite surface and a graphite flake
stuck (because of the sliding) on the tip [21].
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Mate studied the friction force as a function of the load in air for graphite, dia-
mond, a-C:H and buckminsterfullerene (C60) [22]: the friction force clearly depends
on the nature of the carbon, and the friction coefficient varies from 0.01 for the
graphitic basal plane to 0.8 for C60. The value obtained for graphite is smaller here
than the typical macroscopic one (0.1) [23], it is however in good agreement with
values obtained in previous studies [24, 25]. The intermediate value of 0.33 found
for a-C:H films is not much greater than the one (0.24) obtained in [26] for unlubri-
cated amorphous carbon films. The friction coefficient of diamond is initially equal
to 0.3, but it drops to 0.05–0.15 for contact loads higher than 400 nN [22]: these
values are similar to those identified in [27, 28] during macroscopic friction tests
in air.

Extremely thin carbon-nitride (C−N) and boron and carbon nitride (B−C−N)
of 1 and 3-mm thickness respectively are deposited on magnetic CoCrTa lay-
ers; indentation tests indicate that B−C−N films show better mechanical prop-
erties than C−N coatings. Lateral vibration wear tests are also conducted on
these coatings with a LM-FFM apparatus: it appears that the wear resistance of
the substrates are improved with B−C−N films. Moreover, the 1-mm B−C−N
films show the highest hardness and the best wear resistance properties; this is
linked first to the fact that these coatings are formed with graded composition
and second because a strong interface is formed between the film and the plasma
layer [29].

Riedo et al. observed a high microscopic friction for amorphous carbon thin
films, medium friction for carbon nitride, and very low friction for graphite; these
differences are neither related to the adhesion, nor to the surface morphology. The
authors suggest that different phonon excitation in the amorphous carbon and CNx
films is at the origin of the friction behaviour seen [30].

FFM measurements can also be used to study the chemistry of carbon films; in
the case of smooth a-C:H films deposited on silicon wafers, uniform friction maps
indicate that the surface of these films is chemically uniform [22].

It was established that for a hard disk application, a carbon film thickness superior
to 5 nm is necessary to obtain excellent nanofriction and wear properties [16].

The nanotribological properties of amorphous carbon films sputtered on Si(100)
substrates, with different thickness (from 5 to 85 nm), are studied under the applica-
tion of various normal loads (10–1, 200 μN) [31]: for N < 50 μN (low-load range),
the higher friction coefficient is observed for the thinner films, whereas in the high-
load range (N > 150 μN), the most important friction coefficient is noticed when
using the thickest films.

FFM measurements performed on ns-C and a-C films led to the conclusion that
the friction performances of the former are the best; it also appears that an increase of
the size of the primeval clusters induces a higher effective coefficient of friction [32].

The FFM measurements realized on a-C:H films indicate that the topography and
the friction force are strongly correlated: the low friction forces are observed on the
summits of the roughness map, whereas the high friction forces are linked to the
valleys of the topographical plot [22].

Grierson and Carpick present a review of a way to obtain hard carbon materials
for AFM tips; it turns out that the performance of the carbon-coated tips is excellent
when the film is well-adhered to the tips and is continuous [33].
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25.2.1
Role of the Scanning Velocity

Prioli et al. have shown that scanning velocity up to 40 μm s−1 does not influence
the coefficient of friction of ns-C and ta-C films [34]; this independence in regard
to velocity is in close agreement with the model [35] that suggests that the slid-
ing friction forces are determined by two competitive processes, both with opposite
logarithmic velocity dependence: the thermally activated cohesive forces between
the two surfaces in contact, and the kinetics of capillary meniscus formation at the
asperities at the tip–film surface interface. In the first process, an increase of friction
is observed, while a decrease occurs with the second one. In the case of ns-C and
ta-C films, both processes are present, and no velocity dependence is observed.

25.2.2
Role of the Environment

The friction properties of onion-like carbon (OLC) are studied with an ultra-high
vacuum AFM, with and without oil addition [36]. Results obtained by lateral force
microscopy (LFM) measurements indicate that in both experimental conditions, the
friction coefficient remains low. It was also shown that an increase of the contact
pressure, in the presence of oil, leads to a decrease of the friction coefficient: it seems
that onion-like carbons create low friction material at the contact area; at high contact
pressure, this reaction is accelerated. The formation of a smooth film consisting of
deformed OLC is the strongest reason for low friction.

The influence of the relative humidity (RH) on the tribological properties of ver-
tically aligned carbon nanotubes (VACNT), highly oriented pyrolitic graphite, dia-
mond nanoparticles (DNP) and molecular beam epitaxially (MBE) grown C60 was
tested through AFM/FFM measurements with a gold tip [37]; it appears that the max-
imum coefficient of friction for HOPG and DNP is obtained in the case of a relative
humidity varying between 60 and 80%. There is no decrease of the friction for MBE
C60 at 100% RH, probably because of the characteristic structure of the C60 clusters.

At the nanoscopic scale, the friction coefficient of ta-C remains constant in a rela-
tive humidity up to 70%, while a decrease of the friction is observed for ns-C films at
humidity higher than 30%; in particular, at 40% RH, the friction coefficient of ns-C
films, equal to 0. 11 ± 0. 02, is lower than that for ta-C films (0. 13 ± 0. 02) [34]. The
hydrophobicity of a-C films is responsible for the independence with the humidity
of the friction of ta-C, and the passivation of the dangling bonds of graphene planes
(coupled to the presence of closed graphene planes) contributes to the decrease of
the friction in the case of ns-C films.

The influence on friction of formation of capillary forces at the interface between
a-C films and an AFM tip has been studied in [38]: its effect is not very pronounced
for RH up to 75%. The contact at the tip–a-C film interface is influenced by the
capillary condensation of water only for RH values that are close to saturation (effect
of the condensation of water around the tip).

In the case of Si3N4 tips sliding against DLC films obtained by plasma source
ion deposition, it appears that in the wearless regime, when the relative humidity
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increases from 5 to 60%, the friction is monotone and reversible, and increases
with higher humidity. But adhesion is independent of RH: according to these results,
the mechanism that occurs here is not linked to the formation of a meniscus (other-
wise adhesion should increase); it could be the physisorption of water that increases
the shear strength [39].

The friction between hydrocarbon-coated AFM tips against diamond and amor-
phous carbon has been studied in air (40–60% RH) and argon [9]: in dry argon,
diamond showed the lowest interfacial shear strengths, followed by a-C in dry argon,
then diamond in air and finally a-C in air. The presence of water on the surfaces
samples could be at the origin of the higher friction in air.

25.2.3
Role of the Contact Load

The variation of the friction with load is accurately described by the Derjaguin–
Müller–Toporov (DMT) model [9, 40–43]; however, a behaviour closer to the
Johnson–Kendall–Roberts (JKR) model is observed in the case of a single crystal
of diamond [44]. A strong sensitivity to defects can be at the origin of the variations
that are observed from one location to the next.

When applying μN, the friction coefficient of VACNT dos not depend on the
nature of the counterface [45]; whereas under high applied forces, these materials
are both fractured and plastically deformed [37].

Wear of ns-C and ta-C has been studied through scratch tests [34]: the criti-
cal load to scratch ta-C films is higher than the one needed for ns-C films, in the
micronewton range. The previous result is no longer valid for normal loads in the
range of a hundred nanonewtons: in this case, ta-C films could be worn under the
application of normal loads that are lower than the ones used in the case of ns-C
films. The removal of a low density layer (due to the subplantation mechanism of the
film growth) from the ta-C surface could be the origin of this phenomenon [46].

The influence of the normal load (from 2 to 20 mN) on the friction of amorphous
carbon nitride (CNx) films grown on Si(100) substrates by reactive ion sputtering
and energetic ion bombardment during deposition (IBD) is studied in [47]. For sput-
tered films without energy IBD, three regimes of friction are observed, depending on
the applied loads:

Regime I: the friction coefficient decreases to a minimum value of about 0.1 when
the normal load increases; this corresponds to the initiation of the scratching.

Regime II: the friction coefficient increases to a maximum value of 0.4.
Regime III: the friction coefficient slightly increases (0.45).

The main friction mechanisms are adhesion and ploughing in regimes II and III,
whereas only adhesion takes place in regime I.

For films sputtered with high-energy IBD, an increase of the normal load induces
a rise of the friction coefficient to a maximal value; it remains then almost constant.
The plastic flow seems to be the dominant deformation mode.

These three regimes are also observed in the case of amorphous carbon films
tested under loads between 10 and 1, 200 μN [31].
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A tungsten tip is used to study the nanofriction, in the ambient, of HOPG: the
friction coefficient is found to vary between 0.005 and 0.015. Moreover, the depen-
dence of the friction force on the normal load is shown to be almost linear on this
material [25].

Various tips are also used for nanofriction tests against graphite, and again the
link between friction force and normal load is proved to be linear, the friction coeffi-
cient still evolving in the same range of values as previously [9, 18, 35].

The connection that can link the friction force and the applied load during
nanofriction tests on various carbon compounds is studied in [9]; well-defined single-
asperity tips are used for these experiments carried out in ambient air and argon (the
occurrence of plastic deformation or wear is avoided by applying low loads). On
the basis of the model of the Hertzian-type tip–sample contact, the interpretation of
the data shows that the friction is proportional to the contact area; and as the shear
stress remains constant in the range of the applied pressures, the measured friction
force (Ff) is proved to depend on the normal force (Fn) in the following manner:
Ff ≈ Fn

2/3. These authors have also showed that it is necessary to introduce an
effective friction coefficient for point-contact-like single-asperity friction (the clas-
sical friction coefficient is not suitable for a comparison of the frictional behaviour
of materials in the case of single-asperity friction); this coefficient is also helpful to
classify the nanoscopic friction properties of carbonaceous materials. The highest
friction is obtained for C60 thin film, a medium value is noticed for diamond and
amorphous carbon, and a friction close to zero is observed for graphite.

25.2.4
Role of the Chemistry

The functionality of self-assembled monolayers (SAMs) of ω-functional n-
alkanethiol has a great influence on their tribological properties (−COOH and −OH
functionalities lead to SAMs with high superficial energy). The highest friction coef-
ficient is observed for SAMs with −COOH functionality, whereas the lowest fric-
tion corresponds to the use of SAMs with −CH3 functionality: the higher the surface
energy, the greater the friction coefficient [48].

Riedo et al. showed that on the partially hydrophobic surface of DLC films, the
friction coefficient, at a nanoscopic scale, increases with the sliding velocity [35].

25.2.5
Role of the Chemistry – Bulk Chemistry

The properties of magnetron-sputtered DLC films with various H concentrations
(2, 28, 40 at %, but sp2/sp3 ratio not given) are studied at a nanoscopic scale, with a
diamond AFM tip: with higher H concentrations, the coefficient of friction increases,
and both the hardness and wear performances decrease [49].

On the contrary, in the case of micro-wave plasma chemical vapour deposition
DLC films, an increase of the H concentration in the plasma induces a higher sp3
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bonding fraction, and then a lower friction coupled with improved wear performance
(tests carried out with a diamond tip) [50].

The friction of the pulsed laser-deposited DLC films (with 34 or 53% sp3

bonding)/Si3N4 tip couple is not affected by an increase of the sp3 content. In a sec-
ond test series, the authors used CNx films with various N contents (0. 2 < × < 0. 3
leads to sp3 bonding varying between 36 and 53%): the resistance to sliding does
not depend on the sp2/sp3 bonding ratio. The nanofriction of DLC is higher than the
one of CNx, and both DLC and CNx films present higher friction properties than
HOPG [30].

The hydrophobicity of DLC films is modified by the incorporation of F: the
adhesion and friction properties measured by AFM in air decrease when the contact
angle increases [51].

25.2.6
Role of the Chemistry—Superficial Chemistry

During the friction in ultra-high vacuum between a Si AFM tip and a (111) dia-
mond surface (single crystal), the presence-absence of surface H is measured by
Low Energy Electron Diffraction [52]: for loads up to 30 nN, a removal of the H
from the surface induces an increase of the average friction coefficient by more than
two-orders of magnitude (compared with the H-terminated surface). This shows that
the presence of dangling bonds increases the contribution of adhesion to friction,
whereas their passivation leads to a serious decrease of this force.

In the case of ultrananocrystalline diamond films (sliding contact with W and
diamond AFM tips in ambient air), the passivation effect of H on these diamond
films in air is clearly demonstrated since a total hydrogenation of the surface (that
removes sp2-bonded carbon and oxygen) leads to a decrease of adhesion and friction
properties.

25.3
Experimental Details

25.3.1
Diamond Coatings: The Flame Process

The diamond coatings used in this study are obtained by the combustion flame pro-
cess, a technique initially devised by Hirose and Kondoh [53] to remedy the finan-
cial and materials drawbacks of Chemical Vapour Deposition (CVD). This method is
based on the fact that a flame can be considered as plasma in air, which means it can
play the role of a reaction chamber which gives the heat necessary for the creation of
the radicals involved in the formation and the growth of diamonds.

This device is not expensive as it only needs an oxy-acetylene torch coupled
to a mobile mount, flowmeters controlling combustible and oxygen flows, a cop-
per substrate holder equipped with a cooling system, and a pyrometer checking the
temperature of the substrate surface.
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Even if this apparatus is not sophisticated compared with a CVD device, it
requires the mastery of many parameters to succeed in synthesizing diamond coat-
ings satisfying the requisite conditions of purity and morphology.

From a structural point-of-view, the main difference between these diamonds
and those synthesized by CVD lies in the fact that the dangling bonds are here
mainly saturated by oxygen, instead of hydrogen terminations. The advantages and
drawbacks of the flame process as well as the conditions of deposition are given
in [54].

The diamond coatings used for the AFM measurements are a mix of {111} and
{100}-oriented crystals, deposited on triangular tungsten carbide plates; their grain
size varies between 2 and 8 μm.

25.3.2
Graphite Pins

In this study, various types of graphite powders are tested. The following is the spe-
cific designation of these powders:

Graphites A15 and A75: these powders are made of synthetic graphite and have two
different particle sizes, i.e., 15 μm (A15) and 75 μm (A75).

Graphite B: this powder is also a synthetic one, but its synthesis process is different
from the one of the previous graphite; the size of its particles is 75 μm.

Graphite C: made of natural graphite powder, with an average particles size of
75 μm.

All of the powders were compacted with a mechanical press into the shape of
small graphite pins of 5 mm diameter and 3 mm height (Hv : 1. 4 kg mm−2).

25.3.3
Atomic Force Microscopy

The working principle of the AFM is the following: a sharp probe scans the surface of
a sample, and during this displacement, a laser is focussed on the tip; the so-obtained
beam of light is reflected to a photodiode detector. The deflections of the cantilever,
due to the morphological or chemical modifications of the surface sample, induce
changes in the laser beam intensity; these variations are detected by the photodiode
and are finally recorded and analyzed by a computer. Two imaging modes can be
realized with an AFM: the contact and the tapping mode. In the first case, mostly
used for friction measurements, there is a continuous surface–tip contact, which leads
to the formation of adhesive and shear forces between the gas layer adsorbed on the
sample surface and the probe. This drawback can be avoided with the tapping mode,
where the contact between the tip and the surface is only intermittent; there is then
less damage in this imaging mode, and the measurements are of higher resolution.

In this work, measurements were carried out with a Nanoscope III (Digital Instru-
ments) device in the ambient (20◦C, 40% RH), in contact mode. The selected can-
tilever was a Si3N4 triangular one with a stiffness of 0. 58 N m−1. The size of
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the scanned zones varied from 800 × 800 nm2 to 30 × 30 μm2. The Trace-Minus-
Retrace (TMR) values were recorded as a function of the scanned distance, for every
test (scanning direction: from the top to the bottom). In this preliminary study, the
observations were qualitative and not quantitative; no calibration of the cantilevers
was made. Various scanning velocities and contact loads were used in order to
study the influence of these two parameters on the friction properties of diamond
coatings.

25.3.4
Tribometer for Macroscopic Tests

The graphite pins manufactured from the above-described powders were subjected
to macroscopic sliding tests against silicon wafers (with different superficial energy);
the applied normal load included 2, 5, 10, and 15 N and the corresponding friction
experiments were carried out on a commercial CSM pin-on-disc tribometer.

All experiments were run at an ambient temperature of 25◦C, and at a relative
humidity of 30–40% for a duration of 40 min. The sliding speed was kept constant
at a value of 10 rpm (which corresponds to a linear speed of 1. 73 cm s−1). Each test
was carried out three times to check the reproducibility of the results.

25.3.5
Modification of the Superficial Energy of Silicon Wafers

(110)-oriented silicon wafers, with one polished surface, were selected for the
macroscopic experiments; they were first used just as they are (superficial energy:
47 mJ m−2) and then submitted to a hydroxylation (hydrophilic surface) and a graft-
ing (hydrophobic surface).

Hydroxylation: the silicon wafers are immersed in a Piranha solution com-
posed of 70% sulfuric acid (H2SO4, 96% purity) and 30% hydrogen perox-
ide (H2O2 30%), and heated at 50◦C for 30 min. These substrates are then
cleaned with bi-distilled and deionized water in an ultrasonic bath; they are finally
dried with nitrogen. The so-obtained surfaces showed an important density of
silanol groups (5 Si−OH/nm2) [55], and were hydrophilic (superficial energy:
73 mJ m−2).

Grafting: this process could only be realized on surfaces that were beforehand
hydroxylated otherwise the strong bonds with the hydrolysable parts of the silanes
can not be formed. The high density of silanol groups obtained at the end of the
previous step will allow the adsorption of hexadecyltrichlorosilane (methyl ends).
After being hydrolyzed with the Piranha solution, the silicon wafers were immersed
in a 3:1 solution of carbon tetrachloride and HTS over 12 h; this step was real-
ized in an ultrasonic bath in order to eliminate the silanes that were not grafted
or physisorbed. The substrates were finally hydrophobic ones (superficial energy:
21 mJ m−2).
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25.4
Nanofriction Results

25.4.1
Diamond Coatings (Obtained by Flame Process)

25.4.1.1
Influence of the Scanning Velocity

Friction tests were realized on a 10 × 10-μm2 zone of the diamond coating, under a
constant contact load (corresponding to the application of ≈ 0 V), at various scanning
velocities: 0.2, 0.4, 0.5, 0.6, 0.8 and 1 Hz.

The scanning velocity seems to have little influence on the TMR, as the latter
does not vary a lot when the speed is increased (Fig. 25.1).

Similar tests were carried out on smaller zones to evaluate if the size of the scan-
ning area could play a role in the friction, in these experimental conditions: again,
the variations of the velocity do not induce glaring modifications of the TMR [56].
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Fig. 25.1. AFM measurements on a 10 × 10 μm2 zone of the diamond coating. (a) Topography
image; (b) TMR values as a function of the scanned distance, for different scanning velocities
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It was shown in [34] that the scanning velocity up to 40 μm s−1 does not influ-
ence the coefficient of friction of ns-C and ta-C films; this independence with the
velocity is in close agreement with the model according to which the sliding friction
forces are defined as the result of the competition between two mechanisms, both
with opposite logarithmic velocity dependence [35]: on the one hand, the thermally
activated cohesive forces between the two surfaces in contact, and, on the other hand,
the kinetics of capillary meniscus formation around the asperities at the tip–film
interface. In the first case, an increase of friction is observed, while a decrease occurs
with the second one. Both these processes could occur in the context of these mea-
surements, since these tests were carried out in the ambient (sufficient moisture for
the formation of a meniscus at the tip–surface contact); no velocity dependence is
consequently observed.

25.4.1.2
Influence of the Contact Load

The measurements of these test series were realized on a crystal facet (800 ×
800 nm2), on a crystal (1 × 1 μm2), and on surfaces of different sizes (from 20 × 20
to 30 × 30 μm2), under various contact loads. The TMR values were again recorded
as a function of the scanned distance, for contact loads corresponding to the applica-
tion of 0, 1 and 2 V (scanning direction: from the top to the bottom).

Tests were first realized on small areas, which means on the facet of a crystal and
on a crystal. It was observed, on these two surfaces, that the higher the contact, the
greater the values of the TMR. Moreover, the variations of the TMR at 0, 1 and 2 V
look the same: it seems that the topography of the surface is properly followed during
the application of these loads. It was also noticed that the details of the topography
on friction images are more visible when the contact load is bigger: the “sensitivity”
of the TMR measurement seems to be more important at higher loads [56].

Measurements on surfaces of bigger size are carried out as follows: a 30 ×
30-μm2 area is scanned (Fig. 25.2a), then a magnification of 25 × 25 μm2 is
made on the left bottom area of the previous surface (Fig. 25.2b); finally another
magnification is realized on the right bottom area of the last surface, leading
to a 20 × 20 μm2-scanned zone (Fig. 25.2c). The TMR values are recorded on each
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Fig. 25.2. AFM measurements on (a) 30 × 30 μm2, (b) 25 × 25 μm2 and (c) 20 × 20 μm2

zones of the diamond coating (friction-retrace images); (b) magnification realized on the dot-
ted square of image (a): (c) magnification realized on the dotted square of image (b)
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surface, as a function of the scanned distance, under the application of 0, 1, 2, 3 and
4 V.

The phenomena that were observed on the surfaces of smaller sizes are still valid
for these larger areas: the use of the highest contact loads again leads to greater
values of the TMR [56]. Furthermore, it appears that the topography of the coating is
carefully followed, even when applying the highest loads, in spite of the roughness
that becomes more important here.

In order to try to analyse these results in a quantitative way, the values of the
TMR, recorded on the same line, but at various contact loads (red line on Fig. 25.2)
are studied; the evolution of the TMR as a function of the applied load is plotted for
the three last scanned zones (20 × 20–25 × 25–30 × 30 μm2) (Fig. 25.3).

When the contact load varies from 0 to 4 V, it clearly appears that the values of
the TMR linearly increase; this variation is noticed for the three magnifications (the
correlation factors are very good in the three cases). However, the values obtained
in the case of the largest area (30 × 30 μm2) are slightly higher than those noticed
for the 25 × 25 μm2 and 20 × 20 μm2 zones (that are quite similar). This can be
linked to the fact that the analyzed surfaces were scanned at the same frequency:
an adequate combination of the scanning frequency and of the magnification (more
particularly in the case of these rough coatings) could lead to optimal friction results.

The influence of the applied normal load on a macroscopic scale, has been stud-
ied for a variety of carbonaceous materials: in a case of the natural diamond/natural
diamond couple, a rise of the normal load leads to an increase of the friction coef-
ficient; the damage of the diamond surface is supposed to be the origin of this phe-
nomenon [57]. However, for the same couple, Casey and Wilks observed no variation
of its coefficient of friction when the normal load is modified [58]; these results are
explained by taking into account the fact that the diamonds used as a counterface
present neither the same crystal orientation nor the same direction of polishing [59].
Samuels and Wilks revealed a much more complex influence of the normal load:
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Fig. 25.3. Variation of the TMR as a function of the contact load (measurements along the red
line) for scanned zones of different sizes
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depending on the direction of sliding, and hence on the polishing direction of the
diamond used as the counterface, an increase of the contact pressure induces either a
decrease of the friction, or a decrease followed by an increase of the friction coeffi-
cient [28].

According to the great diversity of the tribological behaviour of diamond coatings
that is observed at different scales, when the applied normal load is varied, it is
very difficult to establish a correlation between their nano- and macroscopic friction
properties in the present state of the research.

Moreover, in the specific case of the diamond coatings studied here, their signifi-
cant roughness plays an important part; it was proved that a strong correlation exists
between the topography of carbonaceous coatings and the friction force [22], and
based on the previous measurements, it is clear that the “scale” on which tests were
carried out ( facet of a crystal, crystal or part of the coating) is of great importance.
A correlation between the various measurements realized on the nanoscopic scale is
not easy to determine, consequently, it is even more difficult to find a link between
nano- and macroscopic tribological behaviours.

25.4.2
Graphite

25.4.2.1
Influence of the Contact Load

These preliminary tests were carried out on selected areas constituted of basal planes
of similar size of graphites A75, B and C; the scanning frequency is equal to 1 Hz,
and the contact load varied in the range of 0 to 3 V [60]. The TMR values were
recorded as a function of the scanned distance, for the various contact loads; the
example of graphite B is given in Fig. 25.4.

A precise quantitative study is not possible at this stage of the evaluation, but
general trends can be however drawn: the friction of graphite B seems to be greater
than that of graphites A75 and C; the values of the TMR observed for B are more
than three-times higher than those of graphites A75 and C (the latest vary in the
same range of values). The fact that the scanned surface for graphite B is 5 × 5 μm2

(instead of 2 × 2 μm2 for A75 and C) can play a part in these observed variations:
the z range on this area is 600 nm (it is only 40 nm and 50 nm for graphites A75 and
C), that indicates that the roughness is here more important; this may explain in part
the higher friction of graphite B. However, even on the “flat” zone of graphite B,
the TMR remains bigger than the values noticed on the smooth surfaces scanned on
graphites A75 and C.

Graphite B is also the only one for which the increase of the TMR is clearly
linked to the application of higher contact loads. For graphites A75 and C, the influ-
ence of the normal load is less markedly observable; it can be noticed, for example,
that graphite A75 under a contact load corresponding to a voltage of 2 V presents
TMR values which are not far from those observed at 3 V (sometimes they are even
higher). The same phenomenon is noticed for graphite C.
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Fig. 25.4. TMR values as a function of the scanned distance under various contact loads, for
graphite B

It appears then that graphite B is distinguished from the two others, whereas
graphites A75 and C have quite similar behaviours.

25.4.2.2
Influence of the Tips Chemistry: Nanofriction of Grafted Tip/A15 Couples

In this part of the work, the superficial chemistry of Si3N4 AFM tips was modified in
order to give them hydrophobic or hydrophilic characteristics (the same protocol as
for the change in the chemistry of the silicon wafers was used here); measurements
were then carried out with these tips against graphite A15.

The friction tests were realized on areas of different sizes (from 1 × 1 to 10 ×
10 μm2); the possible influence of the size of the scanned areas will also be studied.
The role of the experimental parameters is based on a variety of data: topography
and friction images, and values of the TMR.

25.4.2.2.1

Role of the Scanning Velocity [61]

These tests were performed on the same area, with the following experimental
parameters:

– scanning velocity: 0.5; 1; 2 Hz,
– contact loads: 0.5 and 2 V

Friction with a Hydrophobic Tip

The variations of the TMR, as a function of the scanned distance, were recorded for
the three scanning velocities, at 0.5 and 2 V (Fig. 25.5).
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Fig. 25.5. TMR values as a function of the scanned distance for the A15/hydrophobic tip couple,
for various scanning velocities

It appears that the scanning velocity has little influence on the tribological
behaviour of graphite A15; for a given load, there is no significant difference in
terms of TMR when the speed friction increases. However, for an applied contact
load of 2 V, the values of the TMR seem to be higher than those found under 0.5 V.

A variation of the scanning velocity should have induced modifications of the
interactions between the tip and the graphite at high and low speeds. But it turns out
that when tested with the hydrophobic edge, this speed did not play a fundamental
role on the tribological behaviour of the graphite.

Friction with a Hydrophilic Tip

The same tests as before were realized, but with a hydrophilic tip (Fig. 25.6).
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Fig. 25.6. TMR values as a function of the scanned distance for the A15/hydrophilic tip couple,
for various scanning velocities
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As was already the case for hydrophobic tips, it clearly appears that the scanning
speed has no real influence on the values of TMR, since for a given load, the various
curves intersect and no particular trends can be identified.

But it seems that even when the contact load increases to 2 V, the values of the
TMR keep the same order of magnitude as for low load (except for a few areas).

Here again, the scanning velocity does not play an important part in the tribolog-
ical behaviour of a hydrophilic tip rubbing against graphite A15.

For both hydrophilic and hydrophobic tips, the nanofriction properties do not
seem to be influenced by the variations of the scanning speed.

During friction tests with the hydrophilic tip, it is important to take into account
the presence of the capillary forces that occurred between the tip and the graphite
surface; they induced the formation of a meniscus in the vicinity of the tip. Its pres-
ence could interfere with the motion of the tip, which would therefore require a larger
force to continue the scanning of the surface. This might explain the higher values of
the TMR during friction with a hydrophilic tip.

In the case of friction with hydrophobic tips, it is difficult to explain why the
speed plays no role in the friction properties. In the case of ns-ta-C and C films, it was
shown that the coefficient of friction remains constant when the scanning speed of
the tip increases [34]. This behaviour has been attributed to the competition between
two phenomena: adhesion between tip and the substrate, and capillary forces [35]. If
neither of these two mechanisms was predominant, the coefficient of friction would
remain constant.

Finally, having tested the influence of the scanning velocity through experiments
under various contact loads, and as it was found that the TMR in the tests at high load
(2 V) were in most cases higher than when tested at low load (0.5 V), it is therefore
interesting to study the role of this parameter on the tribological behaviour of the
previous couples.

25.4.2.2.2

Role of the Contact Load

Tests were carried out at a constant scanning velocity (1 Hz), various contact loads
were used: 0, 1, 2 and 3 V on the hydrophilic tip/A15 and hydrophobic tip/A15
couples.

For both hydrophilic and hydrophobic tips, the variations of the TMR as a func-
tion of the scanned distance clearly reveals that an increase of the contact load
induces a rise of the friction [61]. Moreover, experiments were conducted on areas of
various sizes (from 2 × 2 to 10 × 10 μm2), and it appears that the friction is greater
on zones of larger size; this could be attributed to the roughness that becomes higher
on large areas.

At the end of these tests, it appears that the friction force becomes more important
as the load applied to the contact increases: this could be explained by the fact that the
tip must indeed continue its motion, following the topography of the scanned area,
and overcome any indentation phenomena that might occur at the highest loads.

The behaviour observed here seems to be the trend for most of the couples studied
in various works [34, 62–64]; the origin of such a behaviour could be attributed to
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parameters as varied as the low density layer on the surface of the film, the hardness
of this film, etc.

25.4.2.2.3

Comparison Between Hydrophilic and Hydrophobic Tips

Various areas (from 2 × 2 to 10 × 10 μm2) of graphite A15 were scanned with both
hydrophilic and hydrophobic tips, under different contact loads (0, 1, 2 and 3 V); the
scanning velocity remained constant (1 Hz) for all the tests [61].

At the end of these tests, it clearly appeared that the TMR values measured with
a hydrophilic tip are greater than those obtained with the hydrophobic tip (Fig. 25.7).
However, at high loads (2 and 3 V), the values of the TMR recorded with a hydropho-
bic tip are sometimes close to those obtained with the hydrophilic one, but only on
small parts of the area scanned.

It turns out then that in all the cases, for areas of the same topography, size and
scale height (z range of the images), the friction due to the sliding of a hydrophilic
tip is more important than that for the hydrophobic tip.

The same trend was observed in [48] in the study of the friction of grafted tips
on glass substrates: nanofriction tests reveal that the SAMs functionalized with CH3
have a lower coefficient of friction than the SAMs functionalized with COOH, which
is explained by the formation of hydrogen bonds between the COOH terminations.

The phenomenon that can explain the observed difference between the
hydrophilic tip/A15 and hydrophobic tip/A15 couples could be the creation of a
meniscus between the tip and the sample, resulting in the formation of a “screen”
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Fig. 25.7. TMR values as a function of the scanned distance for the A15/hydrophilic tip and
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that may cover interactions. These capillary forces are supposed to occur only in
the case of hydrophilic tips: the tips with a hydrophobic CH3 termination are indeed
little or non-reactive, and are therefore less likely to oxidize, unlike hydrophilic ones.

At nanoscale, it is possible that, under the experimental conditions of this study,
capillary forces are concentrated at the contact interface, and induce an increase of
the friction force. Water vapour could then concentrate around the tip rather than in
the tip–graphite interface; consequently, in order to move forward and continue the
friction, the tip should increasingly defeat these capillary forces. The latter consti-
tutes an additional obstacle to the advance of the tip, leading to an increase of the
friction force.

25.4.2.3
Friction of the A15/Grafted Silicon Wafer Couples: A Possible Correlation Between
Nano- and Macroscopic Behaviour?

The tribological properties of A15/Si couples, with Si wafers presenting different
superficial energies, are evaluated through tests on a pion-disc tribometer, in order
to provide a comparison between the results obtained at nano- and macroscopic
scales [65].

Under these experimental conditions, it appears that the coefficient of friction of
the A15/hydrophilic Si couple is smaller than the one obtained with a bulk substrate,
whereas the use of a hydrophobic silicon leads to a friction which is nearly four-times
higher compared with an untreated wafer: μ (bulk Si) = 0. 08; μ (hydrophilic Si) =
0. 065; μ (hydrophobic Si) = 0. 158.

The extremely low coefficient of friction obtained in the case of hydrophilic
wafers might seem surprising as a sliding on hydrophilic surfaces (that is to say
strongly polar) is generally more dissipative than what is observed on hydrophobic
(non-polar) surfaces. The specific behaviour of graphite in the presence of water
(lubricating action) can explain these results and confirm the key role of the adsorbed
moisture. After a Piranha treatment, the surface of the silicon wafer is covered with
OH clusters; these polar groups are in favour of the adsorption of water vapour
on the substrate. The amount of relative humidity at the level of the contact is, in
the case of the hydrophilic substrate, more important than during friction against
the bulk surface. Water acting as a lubricant for graphite, the friction coefficient in
the presence of a hydrophilic surface is lower than in the case of a bulk surface,
since the number of OH groups naturally present on the surface of bulk silicon is
not sufficient for this self-lubricating process to be fully realized; the coefficient
of friction of the graphite/bulk Si couple is consequently higher than that for the
graphite/hydrophilic Si couple, but remains below the one obtained after sliding
against the hydrophobic wafer.

It turns out that the higher the surface energy of the silicon wafers, the lower the
coefficient of friction of the studied couples; this underlines the unusual behaviour
of graphite rubbing. The friction on a non-polar surface will be more difficult than
on a polar one which promotes the self-lubrication of graphite.

The SEM images realized after friction showed that the transfer on the
hydrophilic wafer is composed of parallel tracks, themselves made up of clusters
spread in length, and plastically deformed. By contrast, graphitic planes are still vis-
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ible on the clusters that constitute the transfer on the bulk wafer; moreover, their ends
look like “strips”; such morphology may suggest that the process of spreading of the
material was underway, but that the “strips” were not sufficiently crushed to be inte-
grated into the body of the cluster. These clusters with this typical morphology, are
unfavourable to the friction, and might explain the higher friction coefficient noticed
during tests against bulk wafers (compared to hydrophilic ones).

The transfer on hydrophobic wafers is made of relatively spread out and rounded
clusters; such an aspect could let one suppose the formation of a “carrying” film,
favourable to the friction. However, the highest stabilized coefficient of friction is
observed during tests against this kind of substrate: it is then possible that, because of
the hydrophobic nature of the wafer (relatively low superficial energy), the transfer is
less important, limiting thus the formation of these small islands, which, in sufficient
quantity, could have been favourable to the friction.

Transfer onto hydrophobic surfaces seems therefore to be more difficult, as if
there was no (or little) affinity between graphite and the CH3 terminations covering
the hydrophobic wafers.

The surface chemistry plays then a fundamental role in the tribological behaviour
of graphite; this parameter has not, however, the same consequences according to
the scale on which the tests are conducted. The friction of graphite A15 against
bulk, hydrophilic and hydrophobic silicon wafers was studied on a macroscopic
scale, and it was found that the coefficient of friction of the A15/Si wafer couples
decreases when the surface energy increases [65]: the use of a hydrophilic silicon
wafer leads then to the lowest friction coefficient (macroscopic scale). On the con-
trary, it was observed that the friction due to the sliding of a hydrophilic tip against
graphite A15 is clearly more important than during friction with a hydrophobic tip
(nanoscopic scale).

The influence of surface chemistry on the tribological behaviour of A15 graphite
is undeniable, but the nature of the contact (Si3N4 tip/graphite or graphite/silicon
wafer), and the scale on which the tests are conducted also play an important role.

25.5
Conclusions

Atomic Force Microscopy is one of the most suitable techniques for determining
the tribological characteristics of materials at the nanoscale. The friction properties
of a wide variety of carbonaceous films have already been the subject of numerous
studies; the results obtained through these works are summarized in a “state of the
art” section.

Contact measurements carried out on diamond coatings (obtained by the flame
process) have revealed that the friction became more important when the applied
contact load increased; this was observed on a facet of a crystal, on a crystal and
also on larger zones of the diamond coating. Moreover, the appearance of the TMR
signal seemed to be similar to the topography of the coating.

Similar tests were realized on graphite powders; it appeared that if the scanning
velocity did not seem to influence their friction properties at the nanoscopic scale,
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the contact load, on the other hand, played an important part: an increase of this
parameter induced a rise of the friction. Moreover, the role of the superficial chem-
istry of the AFM tips was studied: a hydrophilic tip leads to a higher friction than in
the case of a hydrophobic tip, under the same experimental conditions. These results
are opposed to those obtained on a macroscopic scale: the nano-macro correlation
remains at present a challenge.
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26 Atomic Force Microscopy Studies of Aging
Mechanisms in Lithium-Ion Batteries

Shrikant C. Nagpure · Bharat Bhushan

Abstract. Lithium-ion batteries have been very popular in the past decade. They are now
commonly used in portable devices such as mobile phones, laptop computers, and digital cam-
eras due to their high energy density. Recently, they have been developed for applications
requiring long life, such as electric vehicles (EV) and hybrid electric vehicles (HEV). Pro-
longed aging is one of the key attributes in such applications. Investigation of aging mech-
anisms in lithium-ion batteries becomes very challenging as aging does not occur due to a
single process, but because of multiple processes occurring at the same time. Moreover, the
anode and the cathode in lithium-ion batteries have different aging mechanisms. In this chap-
ter, we review the recent studies conducted using the atomic force microscope (AFM) to
understand the aging mechanisms in lithium-ion batteries. These include studies conducted
to understand the surface film formation, the morphological changes, and the changes in
surface properties of carbon-based anodes and LiNi0.8Co0.2O2 and LiNi0.8Co0.15Al0.05O2
cathodes.

Key words: Batteries, Energy storage, Aging, Atomic force microscope, Hybrid electric vehi-
cles, Electric vehicles

26.1
Introduction

Energy (from the Greek ενεργóς , energos, “active, operation”) is one of the most
fundamental necessities for our existence. In recent years, “energy” has become
the buzz word. Countries’ economies revolve around their energy demands and
supply. Countries try to achieve energy independence by identifying their energy
sources and optimizing their uses. As shown in Table 26.1, energy sources can be
broadly classified into two main categories; non-renewable and renewable sources
[5]. Non-renewable energy sources take millions of years to be created and can-
not be replenished in a short time. Non-renewable energy sources include oil,
natural gas, coal, and nuclear. They are used extensively as compared to renew-
able energy sources, but their use produces greenhouse gases, and as such they
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have a detrimental impact on the environment. Renewable energy sources can be
replenished in a short period of time. Renewable energy sources include solar, wind,
geothermal, biomass, and hydro. Their use is clean and has much less impact on the
environment.

Energy exists in the universe in different forms as described in Table 26.2 [5].
According to the law of conservation of energy, energy can neither be created, nor
destroyed; it can only be changed from one form to the other. The two main forms
of energy are kinetic energy and potential energy. Kinetic energy exists in a system
by virtue of its motion, while potential energy is stored in a system by virtue of its
position. Kinetic energy is further classified into different forms as motion, electrical,
thermal, radiant, and sound. Similarly potential energy is classified as gravitational,
mechanical, nuclear, and chemical. Out of these different forms of energy, electrical
energy is the widely used form, and it is obtained from the various non-renewable
and renewable energy sources mentioned earlier.

“Electricity is a basic part of nature, and it is one of the most widely used forms
of energy” [5]. In 2007, according to the Energy Information Administration, the US
generated 4.05 trillion kWh of electricity. In 2005, the US was the leader in the gen-
eration of electricity, generating 23% of the total electricity generated in the world
[5]. Electrical energy helps in many ways; it lights cities, keeps houses warm or cool,
one can play music, watch television, and it also energizes computers, refrigerators,
washing machines, cooking ranges, etc. For some appliances, especially portable
appliances, we need the electrical energy in a stored form. A battery is a device used
to store electrical energy. Most notably, batteries are used in mobile phones and lap-
tops. Batteries have also helped in developing electric cars, which have less impact
on the environment.

A battery is a device that stores electrical energy in chemical form, and by
the principle of a galvanic cell, it converts this chemical energy into electricity as
and when needed. A galvanic cell is a device consisting of an anode and a cath-
ode dipped in an electrolyte, and it produces electricity by spontaneous reduction-
oxidation (redox) reaction. For example, consider a galvanic cell with a Zn anode
dipped in Zn(NO3)2 solution, a Cu cathode dipped in Cu(NO3)2 solution, and a
salt bridge of NaNO3, as shown in Fig. 26.1 [11]. In the anode compartment, the
Zn metal on the anode oxidizes, losing two electrons, and transforms to Zn2+ ions.
The Zn2+ ions go into the solution while the two electrons travel through the exter-
nal circuit, constituting the electric current. In the cathode compartment, the two
electrons reduce Cu2+ and form Cu metal. This Cu metal is deposited on the cath-
ode. The electrons can flow through the external circuit only if the two compart-
ments are electrically neutral. The two compartments are separated from each other
by a porous barrier, also called a salt bridge, which allows anions and cations to
flow through, thus neutralizing the charge in each compartment. A battery con-
sists of one or more galvanic cells connected in series or parallel. (Henceforth, in
this chapter a battery stands for one galvanic cell.) Batteries are broadly classified
as primary batteries and secondary batteries. Primary batteries are those which are
cycled (fully discharged) only once and discarded. Secondary batteries, also known
as rechargeable batteries, are those which can be cycled (charged and discharged)
more than once.
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Table 26.1. Different sources of energy (Adapted from [5])

Sources of Energy

Non-renewable
These energy sources take million years to be
created and so can not be replenished in short time.
Their use leads to greenhouse gases.

Renewable
These are the energy sources that can be
replenished in short period of time. Their use is
clean and has very less effect on the environment.

Oil Solar
Over millions of years the buried

remains of plants and animals are
turned into oil, e.g.: gasoline. Though
oil helps us in many ways, extracting,
moving and burning oil causes
greenhouse gases.

It is the energy from the rays of the sun. It is
converted to thermal energy or electricity.
The disadvantage of solar energy is
inconsistent amounts of sunlight reaching
earth and also a large surface area is needed
to collect considerable amounts of sun rays.

Natural Gas Wind
Decay matter from plants and animals

buried over millions of years turns to
natural gas. It is used mostly as
heating fuel. Though it burns cleaner
than other fossil fuels, it still affects
the environment.

Winds are created due to uneven heating of
the earth’s surface. These winds are
converted to electricity using wind mills. It
is not a continuous source of energy.

Coal Geothermal
Coal is sedimentary rock made of carbon

and hydrocarbon. Most of the coal
extracted in the US is used to generate
electricity. Coal when burned
generates greenhouse gases.

This is the energy from the heat within the
earth. The two main ingredients are water
and heat. The hot water can be directly used
for heating. Electricity is also generated
from geothermal resources. Geothermal
plants have very low emissions.

Nuclear Biomass
This is the energy contained in the

nucleus of an atom, e.g. a uranium
atom. Nuclear energy is used to
generate electricity through nuclear
fission reaction. It is clean, but the
radioactive emissions are dangerous
and as such needs special handling.

This is organic material from animals and
plants, e.g. wood, crops, and some garbage.
Biomass when burned can pollute the air.
The other way of extracting energy is to
convert it into methane or ethanol or
biodiesel.

Hydro
In the US most of the electricity is generated

by hydropower. Water is stored in dams and
then released to drive the turbines that
generate electricity. It is absolutely clean,
though some may argue that it affects the
natural habitat.



206 S.C. Nagpure · B. Bhushan

Table 26.2. Different forms of energy (Adapted from [5])

Forms of Energy

Kinetic
Kinetic energy is energy due to motion – the
motion of waves, electrons, atoms, molecules and
substances.

Potential
Potential energy is energy due to the position of
the system and is stored in the system – gravitational

Motion Gravitational Energy
Objects move from one place to another when a

force is applied according to Newton’s law of
motion. Energy due to this motion of objects is
motion energy, e.g. flowing water (hydropower).

Gravitational energy is energy by virtue
of position of the substance, e.g. water
stored behind a dam or in an over head
reservoir.

Electrical Energy Stored Mechanical Energy
Electrical energy is due to the movement of

electrons. Electrical charges moving through
wire is called electricity. It is the most widely
used form of energy, e.g. lighting.

Stored mechanical energy is energy
stored in objects by the application of
a force, e.g. compressed shock
absorber.

Thermal (Heat) Energy Nuclear Energy
This is the internal energy of a substance due to the

vibrations and movements of atoms and
molecules within the substance, e.g. geothermal
energy.

This is the energy contained in the
nucleus of an atom, e.g. nucleus of a
uranium atom.

Radiant Energy Chemical Energy
Radiant energy is electromagnetic energy that

travels in transverse waves. It includes visible
light, X-rays, gamma rays and radio waves, e.g.
solar energy.

Chemical energy is the energy by virtue
of which atoms and molecules are
held together, e.g. petroleum.

Sound
Sound is vibration of matter transferred through the

matter as a wave. It is propagated through matter
in longitudinal (compression/rarefaction) waves.

26.1.1
Battery Types

Batteries are classified according to their chemistries and shapes. Depending on
the chemistry of the battery, different materials are used to make its compo-
nents. Table 26.3 summarizes the properties of various battery chemistries, while
Table 26.4 lists the advantages and limitations of these batteries. These differ-
ent battery chemistries and their advantages and limitations are briefly discussed
here [12].
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Fig. 26.1. Schematic of a galvanic cell. Electricity is generated in a galvanic cell by spontaneous
oxidation of the anode and reduction of the cathode

26.1.1.1
Lead-Acid

French physician Gaston Planté introduced the lead acid battery in 1859. It was the
first commercially available rechargeable battery. Though many battery chemistries
were introduced later on, lead acid is still used in a lot of applications due its cost
effectiveness and ruggedness. Because of gassing and water depletion, this battery
can never be charged to its full capacity. Also, each time the battery is discharged
completely, it tends to lose a small amount of its capacity. Because of the lead
content, this battery is treated as non-friendly to the environment. They are used
in wheelchairs, hospital equipment, automobiles, and uninterruptible power supply
systems [12].

26.1.1.2
Nickel-Cadmium

The nickel-cadmium battery was invented in 1899 by a Swedish man, Waldmar
Jungner. In 1947, Neumann was successful in introducing the completely sealed ver-
sion of this battery. This battery has a moderate energy density and a long cycle life.
The main drawback in this battery is the memory effect, in which the battery gradu-
ally loses its maximum energy capacity if it is repeatedly recharged after being only
partially discharged. Though the metals used are toxic, it remains a favorite choice
in areas where the most rigorous charge-discharge cycles are expected. Because of
its ability to draw heavy load currents, it is also a favorite choice in applications like
power tools [12].



208 S.C. Nagpure · B. Bhushan

Ta
b

le
2

6
.3

.
C

ha
ra

ct
er

is
tic

s
of

co
m

m
on

ly
us

ed
re

ch
ar

ge
ab

le
ba

tte
ri

es
[1

2]

L
ea

d-
ac

id
(s

ea
le

d)
N

i-
C

d
N

i-
M

H
L

i-
io

n
co

ba
lt

ox
id

e
L

i-
io

n
m

an
ga

ne
se

L
i-

io
n

ph
os

ph
at

e

C
om

m
er

ci
al

us
e

si
nc

e
19

70
19

50
19

90
19

91
19

96
20

00
G

ra
vi

m
et

ri
c

en
er

gy
de

ns
ity

(W
h/

kg
)

30
–5

0
45

–8
0

60
–1

20
15

0–
19

0
10

0–
13

5
90

–1
20

In
te

rn
al

re
si

st
an

ce
(m

�
)

<
10

0
10

0–
20

0
20

0–
30

0
15

0–
30

0
pa

ck
12

V
pa

ck
6

V
pa

ck
6

V
pa

ck
10

0–
13

0
pe

r
ce

ll
25

–7
5

pe
r

ce
ll

25
–5

0
pe

r
ce

ll
C

yc
le

lif
e

(t
o

80
%

of
in

iti
al

ca
pa

ci
ty

)
20

0–
30

0
15

00
30

0–
50

0
30

0–
50

0
B

et
te

r
th

an
30

0–
50

0
>

10
00

Fa
st

ch
ar

ge
tim

e
(h

)
8–

16
1

2–
4

1.
5–

3
1

or
le

ss
O

ve
rc

ha
rg

e
to

le
ra

nc
e

H
ig

h
M

od
er

at
e

L
ow

L
ow

.C
an

no
tt

ol
er

at
e

tr
ic

kl
e

ch
ar

ge
Se

lf
-d

is
ch

ar
ge

/m
on

th
(a

tr
oo

m
te

m
pe

ra
tu

re
)

5%
20

%
30

%
<

10
%

C
el

lv
ol

ta
ge

(V
)

2
1.

25
1.

25
N

om
in

al
3.

6
A

ve
ra

ge
3.

7
N

om
in

al
3.

6
A

ve
ra

ge
3.

8
3.

3

L
oa

d
cu

rr
en

t
Pe

ak
5

20
5

<
3

>
30

>
30

B
es

t
0.

2
1

0.
5

or
lo

w
er

1
or

lo
w

er
10

or
lo

w
er

10
or

lo
w

er
O

pe
ra

tin
g

te
m

pe
ra

tu
re

(◦
C

)
−2

0
to

60
−4

0
to

60
−2

0
to

60
−2

0
to

60
−2

0
to

60
−2

0
to

60

M
ai

nt
en

an
ce

re
qu

ir
em

en
t

3–
6

m
on

th
s

30
–6

0
da

ys
60

–9
0

da
ys

N
ot

re
qu

ir
ed



26 Atomic Force Microscopy Studies of Aging Mechanisms in Lithium-Ion Batteries 209

Ta
b

le
2

6
.3

.
(c

on
tin

ue
d)

L
ea

d-
ac

id
(s

ea
le

d)
N

i-
C

d
N

i-
M

H
L

i-
io

n
co

ba
lt

ox
id

e
L

i-
io

n
m

an
ga

ne
se

L
i-

io
n

ph
os

ph
at

e

T
he

rm
al

ly
st

ab
le

T
he

rm
al

ly
st

ab
le

Pr
ot

ec
tio

n
ci

rc
ui

t
m

an
da

to
ry

Pr
ot

ec
tio

n
ci

rc
ui

t
m

an
da

to
ry

Pr
ot

ec
tio

n
ci

rc
ui

t
m

an
da

to
ry

Sa
fe

ty
T

he
rm

al
ly

st
ab

le
Fu

se
re

co
m

-
m

en
de

d
Fu

se
re

co
m

-
m

en
de

d
St

ab
le

to
15

0
(◦

C
)

St
ab

le
to

25
0

(◦
C

)
St

ab
le

to
25

0
(◦

C
)

To
xi

ci
ty

To
xi

c
le

ad
an

d
ac

id
s

ha
rm

fu
lt

o
en

vi
ro

n-
m

en
t

H
ig

hl
y

to
xi

c
H

ar
m

fu
lt

o
en

vi
ro

n-
m

en
t

R
el

at
iv

el
y

lo
w

to
xi

ci
ty

,
sh

ou
ld

be
re

cy
cl

ed

L
ow

to
xi

ci
ty

,c
an

be
di

sp
os

ed
of

in
sm

al
l

qu
an

tit
ie

s



210 S.C. Nagpure · B. Bhushan

Table 26.4. Advantages and limitations of commonly used rechargeable batteries (Adapted
from [12])

Advantages Limitations

Lead-acid
(sealed)

Very inexpensive and simple to
manufacture

Low energy density –
limits use to stationary
and wheeled
applications

Well-developed technology Voltage should never drop
below 2.1 V

Lowest self-discharge Allows only limited
number of full discharge
cycles

Low maintenance – no memory effect,
no electrolyte to fill on sealed version

Environmentally
unfriendly due to the
lead content

Capable of high discharge rates Thermal runaway can
occur due to improper
charging

Some versions can never
be charged to their full
potential

Nickel-
cadmium

Fast and simple charge Relatively low energy
density

High cycle life Shows memory effect
Good load performance Environmentally

unfriendly and so some
countries restrict its use

Long shelf life
Easy storage and transportation Relatively high

self-discharge, needs
recharging after storage

Good low temperature performance
One of the most rugged rechargeable

batteries
Lowest in terms of cost per cycle
Available in a wide range of sizes and

performance options
Nickel-metal-

hydride
30–40% higher capacity than standard

nickel-cadmium
Limited service life of

200–300 cycles
Relatively short storage

life
Less prone to memory effect than

nickel-cadmium
Limited discharge current

Simple transportation More complex charge
algorithm due to heat
generated during
charging
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Table 26.4. (continued)

Advantages Limitations

Environmentally friendly –
contains only mild toxins;
profitable for recycling

Trickle charge settings are
critical because the battery
cannot absorb overcharge

High self-discharge
Should be stored in a cool place

at 40 ◦C
High maintenance

Lithium-ion Highest gravimetric energy
density (Wh/kg)

Requires protection circuit to
maintain voltage and current
within safe limits

Does not need prolonged priming Aging is a major issue
Relatively low self-discharge Expensive to manufacture
Low Maintenance – no memory

effect
Cells with high current capacity

can be manufactured for power
tool applications

26.1.1.3
Nickel-Metal Hydride

Development of the nickel-metal hydride battery started in 1970. Only after sta-
ble metal hydride alloys were developed in 1980, was this battery available for
consumers. The cathode in the Ni-MH battery is composed of nickel hydroxide.
The anode is mostly composed of an intermetallic compound of type AB5 where
A is a rare earth mixture of lanthanum, cerium, and titanium, and B is nickel,
cobalt, manganese and/or aluminum [16]. The materials used in this battery are
non-toxic. Though it is better in some aspects than the nickel-cadmium battery, it
shares some of its drawbacks with the nickel-cadmium battery due to the nickel
technology. The cycle life of this battery is less than that of nickel-cadmium. It has
a higher energy density compared to nickel-cadmium and shows no memory effect.
Before the lithium-ion battery was introduced, the nickel-metal-hydride battery was
used in mobile computing and wireless communications. It is often believed among
researchers that nickel-metal-hydride led to the development of the lithium-based
battery [12].

26.1.1.4
Lithium-Ion

The research for lithium-ion battery technology started with lithium batteries. In
1912, G. N. Lewis began working on lithium batteries. Lithium (atomic number 3,
group 1, period 2) was used as an anode in lithium batteries. Lithium is an alkali
metal, and being the lightest of the metals with greatest electrochemical potential,
has the largest energy density for weight. But, lithium is very unstable, as it has only
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one valence electron. This made lithium batteries very unsafe for commercial use
and so, research shifted from a lithium battery to a lithium-ion battery, which is a
much safer option [12].

26.2
Lithium-Ion Batteries

Sony commercialized the lithium-ion battery in 1991, and since then it has been
growing and gaining popularity at a rapid pace. The lithium-ion battery was initially
used in mobile phones and laptop computers. This battery shows no memory effect
and requires minimal maintenance. Its energy density is the highest among the other
chemistries. Recently, due to its improved load characteristics and ability to draw
high currents, it has also been used in power tools and medical devices. A protection
circuit is often found in lithium-ion battery systems to limit charge and discharge,
voltages and currents for safety reasons. Also, to avoid any thermal runaway and
consequential fire hazard, the temperatures are continuously monitored in a lithium-
ion battery system. In spite of requiring a protection circuit and a risk of thermal
runaway, lithium-ion batteries have emerged as the single most favorite for portable
applications, due to the other advantages it has over the alternate battery chemistries.
The different types of lithium-ion batteries listed in Table 26.3 are discussed in detail
later on.

26.2.1
Electrochemistry of Lithium-Ion Batteries

The anode in a lithium-ion battery is mostly made up of graphitic carbon [24],
while different materials such as LiCoO2, LiMnO2, and LiFePO4 are being tried
for the cathode. The electrolyte in a lithium-ion battery is a lithium salt, such
as LiPF6, LiBF4, and LiClO4, soluble in an organic solvent, such as dimethyl
carbonate (DMC) and/or ethylene carbonate (EC). The chemical reaction in the
case of the lithium-ion battery is based on intercalation. In an intercalation reac-
tion, guest ions are introduced in the host structure. The intercalation reaction is a
reversible reaction and barely modifies the host structure. The host structure can be
either two-dimensional or even three-dimensional. Figure 26.2 shows a schematic
of an intercalation reaction between a carbon anode and a LiCoO2 cathode [6].
As seen in the schematic, intercalation reaction occurs during charging, and Li+
ions are transferred from the cathode into the anode. During discharging, a deinter-
calation reaction occurs, and Li+ ions are transferred from the anode to the cath-
ode while the electrons flow through the external circuit. The following chemi-
cal reaction occurs in a lithium-ion battery with a carbon anode and a LiCoO2
cathode:

Li1−xCoO2 + LixC6
←−−−−−−−−→ Li1−xC6 + LixCoO2

The Li+ ions are never oxidized in this chemical reaction but are only intercalated
and deintercalated to and from the anode or cathode. The Co in LiCoO2 undergoes
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Fig. 26.2. Schematic of intercalation-deintercalation process. During charging Li+ ions are
inserted in the anode structure by virtue of intercalation and during discharging, these Li+
ions are removed from the anode structure by virtue of deintercalation and transferred to the
cathode [6]

oxidation from Co3+ to Co4+ during charging, and reduction from Co4+ to Co3+
during discharge. This is slightly different than the reaction in conventional batter-
ies, where the anode undergoes oxidation and the cathode undergoes the reduction
reaction.

26.2.2
Different Shapes of Lithium-Ion Batteries

Figure 26.3 shows three different shapes of commercially available lithium-ion bat-
teries; cylindrical, prismatic, and pouch cell [12].

26.2.2.1
Cylindrical Cell

The cylindrical cell (Fig. 26.3a) is the most widely used among the available battery
shapes. The components are rolled and packed in a cylindrical case. The cylindri-
cal cell can hold more active material than any other battery shape. Hence, it has
more energy density. Also, they are easy to manufacture and have high mechanical
stability [12].
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Fig. 26.3. (a) Schematic of a cylindrical lithium-ion battery. The components are rolled and
packed in a cylindrical case [6]. (b) Schematic of a prismatic lithium-ion battery. The components
are stacked in layers and enclosed in a rectangular casing [2]. (c) Schematic of a pouch cell. The
components are stacked in layers and enclosed in a foil envelope [2]

26.2.2.2
Prismatic Cell

The prismatic cell (Fig. 26.3b) was developed in the early 1990s to serve the need
of the semiconductor industry, where devices continue to get smaller and smaller.
Because of its thinner geometry, it has lower energy density. Also, it becomes a
manufacturing challenge to pack the components into a thinner geometry. They are
mechanically less stable than cylindrical batteries and tend to bulge out due to a lack
of proper venting for built up gases [12].

26.2.2.3
Pouch Cell

The introduction of the pouch cell (Fig. 26.3c) in 1995 drastically reduced the man-
ufacturing cost of the battery systems. The components are stacked in a layer and
enclosed in a foil instead of a metallic casing. It is very flexible and the most com-
pact among the available battery shapes. It is lightest in weight as compared to any
other battery shapes, but has a slightly lower energy density and load current. The
drawbacks of the pouch cell are swelling due to the evolution of gases and high
sensitivity to twist [12].

26.2.3
Types of Lithium-Ion Batteries

In lithium-ion batteries, as stated earlier, graphitic carbon is the most common mate-
rial for the anode while newer materials are being tested for the cathode. The different
types of lithium-ion batteries, summarized in Tables 26.3 and 26.5, come from the
fact that cathodes can be composed of different materials [12]. All these types of
lithium-ion batteries require a protection circuit for safe operation. They don’t have
any toxic material and can be disposed off very easily [12].
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26.2.3.1
Cobalt Oxide

When Sony introduced the first lithium-ion battery they used cobalt oxide as a cath-
ode. These batteries have an energy density of 110–190 Wh/kg and have a cycle life
of 300–500 cycles. The drawback in these batteries is that, the charge-discharge rates
can not exceed 1C, and as such they are only suitable for low current discharge appli-
cations. Another drawback in these batteries is that the internal resistance increases
within 2–3 years of cycling [12].

26.2.3.2
Manganese Spinel

In 1996, scientists introduced manganese oxide spinel as a cathode material. The
three-dimensional spinel structure of the cathode allows higher ion flow between the
electrodes. Higher ion flow decreases the battery’s internal resistance and increases
its loading capacity. The manganese-spinel based battery also has less safety circuitry
because of its thermal stability [12]. The high current discharging capability has
made these types of batteries a favorite in current portable devices. The one drawback
of a spinel-based lithium-ion battery is the low capacity, as compared to a cobalt-
based lithium-ion battery. Its energy density is in the range of 110–120 Wh/kg. E-One
Moli Energy of Canada is the leading manufacturer of this type of battery [12].

26.2.3.3
Nickel-Cobalt-Manganese

Nickel-cobalt-manganese cathodes are being developed by Sony. The cathode is a
multi-metal oxide material consisting of nickel, cobalt, and magnesium to which
lithium is added. This battery is a compromise between the high current rate of a
spinel-based battery and the high capacity of cobalt-based batteries. It is very impor-
tant to keep in mind that these two characteristics cannot be combined in one sin-
gle battery system. Hence, various product ranges are available from Sony [12]. To
state an example, if a nickel-cobalt-manganese-based battery is charged to 4.2 V/cell
instead of its regular charging at 4.10 V/cell, which is 100 mV lower than cobalt and
spinel-based batteries, the capacity increases but the cycle life reduces from 800 to
300 cycles [12].

26.2.3.4
Phosphate

A123 Systems has introduced a battery with a cathode made up of nano-phosphate
materials. A123 Systems claims that their lithium-ion battery has the highest
gravimetric energy density (Wh/kg) among all the other commercially available
lithium-ion batteries. It can handle discharge rates 10-times the nominal rates and
can be continuously discharged to 100% depth-of-discharge at 35◦C. They also have
a lower nominal and peak charge voltage than the other lithium-ion battery systems
[12]. Valance Technology commercialized the phosphate-based lithium-ion battery
systems and sold it under the brand name of Saphionâ [12].
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26.2.4
Requirements in Modern Lithium-Ion Batteries

Lithium-ion batteries were introduced for devices like mobile phones and laptop
computers. These devices undergo rapid development cycles, and newer versions
arrive in a short period of time. As such, the age of the lithium-ion battery exceeded
the age of these devices. Recently, lithium-ion batteries have been trying to acquire
a market share in more durable goods, like the automobile industry. Lithium-ion
batteries have found applications in electric vehicles (EV), hybrid electric vehicles
(HEV), and temporary storage systems for renewable energy sources. EV or HEV not
only reduce the burden on gasoline consumption and in turn on the non-renewable
energy sources, but can also help protect the environment by lowering emissions. The
US Advanced Battery Consortium (USABC, www.usabc.org) was established by the
US Council for Automotive Research (USCAR). One of the objectives of USABC
is to continue the development of battery technology for EV and HEV. According to
USABC, a 42-V battery in a HEV should have a calendar life of 15 years [1]. Electric
vehicles should have a battery system that can last for 10 years [3]. In terms of cycles,
1000 cycles at 80% depth-of discharge are expected in EV [3] and 300,000 cycles at
50 Wh are expected in a plug-in HEV [4]. This makes a prolonged life for a lithium-
ion battery an absolute necessity, if it is to succeed in the automobile industry. End
of life for the batteries used in automobiles is usually considered to be reached when
the battery delivers only 80% of its rated ampere-hour capacity [4].

26.3
Aging of Lithium-Ion Batteries

Every secondary or rechargeable battery has a finite life, and the lithium-ion bat-
tery is no exception to this fact. Aging in a lithium-ion battery is a complex mech-
anism. Various interrelated processes occur at the same time during the cycles of a
lithium-ion battery. Because of the interactions of these processes, it is difficult to
study and predict the effect of any single process on the aging mechanism of the
battery [24]. During each charge and discharge cycle, a battery undergoes certain
chemical reactions which lead to its aging in subsequent cycles. Aging of a bat-
tery is not only dependent on its inherent chemistry but also depends on the charge-
discharge rates, depth of discharge (DOD), and operating environment. Aging can be
caused by changes in the electrode-electrolyte interface, changes in the electrolyte
and/or changes in the composite electrodes [24]. In a lithium-ion battery, aging stud-
ies are mainly focused on the changes occurring at the anode and the electrolyte
interface, and the cathode. As stated earlier, in almost all commercially available
lithium-ion batteries, the anode is made up of carbon, especially graphite, and the
cathode material varies as shown in Table 26.5. As such, many aging studies related
to the graphitic anode are available in the literature. Less data is available about
aging studies related to the cathode material. The majority of references found in the
literature regarding the AFM studies of the cathodes in lithium-ion batteries come
from the Advanced Technology Development Program (ATD), an initiative by the
US Department of Energy (DOE).
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Various destructive or non-destructive techniques are used to study the changes
in the anode and the cathode as the battery ages. Electrochemical impedance spec-
troscopy (EIS), synchrotron infrared microscopy (SIM), Fourier-transform infrared
spectroscopy (FTIR), X-ray diffraction (XRD), Raman spectroscopy, scanning elec-
tron microscopy (SEM), and atomic force microscopy (AFM) are a few techniques
regularly used by researchers in this field. Recent studies have shown that although
during aging the bulk properties change, such as a rise in impedance, capacity or
power fade of the battery, the underlying phenomenon can be attributed to the inter-
facial processes. Study of surface properties and nanostructural changes, if any, along
with morphological changes, can give better insight into the aging of a lithium-ion
battery.

The aging mechanisms in the anode differ from the aging mechanisms in
the cathode and so their aging effects are studied individually in the literature. While
the aging in the anode is mostly related to the solid electrolyte interphase, aging in
the cathode is related to nanostructural changes. We will divide our review of aging
in the anode and the cathode into two separate sections.

26.3.1
Anode

Carbon is the most common anode material in all the lithium-ion batteries [24]. Sev-
eral references are found in the literature regarding aging studies conducted on car-
bon anodes. Some studies were conducted on a carbon film deposited on a substrate,
and some studies were conducted on the anode from a full-sized lithium-ion bat-
tery. Here we will review scanning probe experiments conducted on natural graphite,
carbon film deposited on glass, and a graphite anode from a full-sized lithium-ion
battery.

26.3.1.1
Literature Review of Anode Aging

An in-situ study was conducted by Jeong et al. [14] on composite graphite elec-
trodes, prepared from graphite powder (NG-3), a caboxymethyl cellulose binder,
and a styrene butadiene rubber binder in a weight ratio of 98:1:1: on copper
foil (20 mm × 20 mm × 18 μm). In-situ AFM images (Fig. 26.4) showing surface
morphological changes in a composite graphite electrode during constant current
charging at 30 μA cm−2 in 1-M LiClO4/ethylene carbonate (EC) – diethyl car-
bonate (DEC) (1:1) were obtained using Electrochemical Atomic Force Microscopy
(ECAFM). Figure 26.4a shows a scan area of 20 × 20 μm, and Figs. 26.4b, c, d, e,
and f show approximately the square area marked by the white border in Fig. 26.4a.
At open circuit potentials of ∼3. 3 V (Fig. 26.4b), and 1.4 V (Fig. 26.4c), there are
no substantial changes in the surface morphology of the composite graphite anode.
The surface morphology starts to show changes when the open circuit potential is
reduced beyond 1.4 V. At the open circuit potential of 1.1 V (Fig. 26.4d) the particle
edges start to curl up. This curling continues as the open circuit potential is further
reduced to 1.0 V (Fig. 26.4e) and then to 0.8 V (Fig. 26.4f). Figure 26.4e, and f show
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Fig. 26.4. Topographic AFM images of the composite graphite electrode surface obtained at the
open circuit potential of (a) ∼3. 3 V, (b) ∼3. 3 V, (c) 1.4 V, (d), 1.1 V, (e) 1.0 V, and (f) 0.8 V
during constant current charging at 30 μA cm−2 in 1-M LiClO4/EC – DEC (1:1). (b)–(f) is the
square area shown in (a) [14]

the edges being swelled and also part of the edges being exfoliated. These changes
in the edges of the composite graphite electrode are observed due to the intercalation
of solvated lithium ions in the graphene layers.

Figure 26.5 [14] shows approximately the same area as in Fig. 26.4a but with
a scan size of 10 × 10 μm. Figure 26.5a shows the morphology of the graphite
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Fig. 26.5. Topographic AFM images of the composite graphite electrode surface obtained (a)
before and (b) after cycling it from its open circuit potential of ∼3. 3–0 V at 30 μA cm−2 in
1-M LiClO4/EC – DEC (1:1), (c) is obtained after cleaning the same sample by using a micro
cantilever and AFM in contact mode [14]

anode at an open circuit potential of ∼3. 3 V, while Figs. 26.5b and c show the mor-
phology when the graphite anode is charged to the open circuit potential of 0 V in
1-M LiClO4/EC – DEC (1:1). In Fig. 26.5b the entire surface is seen covered with
precipitates that are considered to be the decomposition products of the electrolyte
solution. Figure 26.5c is obtained after removing these precipitates by using an AFM
microcantilever tip in contact mode. This reveals the morphological changes in the
edges of the graphite flakes due to the process of intercalation.

Studies of other types of carbon samples exhibit a similar effect. Kong et al. [15]
studied the topographical changes in evaporated carbon film on glass (Fig. 26.6a),
and natural graphite (Fig. 26.6b). The evaporated carbon film sample was obtained
by electron beam evaporation of carbon films on glass. For the natural graphite
sample, natural graphite powder was compressed in a die without a binder by a
hydraulic press into thin disks of ∼1 mm thickness. The disks had a graphite den-
sity of 2 g cm−3 or about 88% theoretical density. Both samples were cycled from
their open circuit potential of ∼3. 0−0 V and then back to 3.5 V at 1–5 mV s−1 in
1-M LiPF6/EC – DEC (1:1). The virgin sample of evaporated carbon film (left-panel
of Fig. 26.6a) shows smooth surface morphology with tightly packed globular grains.
The virgin sample of natural graphite (left-panel of Fig. 26.6b) shows clearly aligned
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Fig. 26.6. Topographic AFM images of (a) evaporated carbon and (b) natural graphite elec-
trodes before and after electrochemical cycling from their open circuit potential of ∼3. 0–0 V
and back to 3.5 V at 1–5 mV s−1 in 1-M LiPF6/EC – DEC (1:1) [15]

graphite flakes with distinct edges. It shows the presence of visible cracks and an
inhomogeneous surface due to the relatively unpolished piston faces of the press.
The AFM images of both carbon samples after cycling show dramatic changes in
the surface morphology and non-uniformity. The surface roughness increased by an
order of magnitude after cycling. The size of some of the particles increased sub-
stantially, and they protruded from the surface. This is attributed to the local changes
in carbon structure, mechanical breakdown of carbon particles, or the non-uniform
surface layers.

An ex-situ study was conducted on the graphite anode of a full-sized lithium-
ion battery by Kostecki and McLarnon [18]. A pouch cell was constructed for
this study. The anode was composed of 92 wt.% MAG-10 graphite and 8 wt.%
Polyvinylidene Fluoride (PVDF) on Cu foil. The cathode was made up of 84 wt.%
LiNi0.8Co0.15Al0.05O2, 4 wt.% carbon black, 4 wt.% SFG-6 and 8 wt.% PVDF on
Al foil. The electrolyte was 1-M LiPF6/EC – DEC (1:1). The cell was subjected to
a formation cycle by charging and then discharging at a low rate of C/25. The cell
was then discharged at a constant current. During recharging the cell was charged to
a voltage limit of 4.10 V, and was held at that voltage until the current dropped to
C/20 or for a maximum of 2 h [23]. The cell was cycled at 60◦C for 140 cycles after
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Fig. 26.7. Topographic AFM images of a graphite anode from the (a) virgin cell and the (b)
cycled cell. The cell was cycled at C/2 rate, 100% DOD, between 3.0 and 4.1 V, at 60◦C and lost
65% of its capacity after 140 cycles [18]

which it lost 65% of its capacity. The pouch cell was then fully discharged, disas-
sembled in a He-atmosphere, and the graphite anode was washed in DMC for 24 h
before being examined for morphological changes with an AFM. Figure 26.7 shows
the AFM images from this study. The topography image of a virgin graphite anode
(Fig. 26.7a) shows randomly oriented graphite flakes with distinct basal planes,
steps, and edges. The topography image of the cycled anode (Fig. 26.7b) shows
nanocrystalline deposits on graphite flake cross-section plane steps and edges but
not on graphite planes. Thus, morphological changes in the graphite anode surface
are observed due to intercalation/deintercalation in aged cells. Raman spectroscopy
of this anode surface revealed spectral evidence of electrolyte decomposition prod-
ucts such as Li2CO3, (PO2)–, and (PO3)– at locations of significantly disordered
graphite surfaces [13, 18, 22].

26.3.1.2
Discussion of Aging Mechanisms in Anode Materials

The above review of AFM studies conducted on various carbon anodes suggests two
basic changes occurring at the anode surface that can be related to the aging of the
anode material. Firstly, due to the intercalation/deintercalation of Li+ ions into the
graphene layers during charge-discharge cycles, the anode surface undergoes mor-
phological changes that lead to edge deformation, and also mechanical stresses being
induced in the graphene layers. On the basis of their study (Fig. 26.4), Jeong et al.
[14] attributed the morphological changes in the composite graphite anode to the
intercalation of solvated lithium ions into graphene layers and the decomposition
thereof. Figure 26.8 shows a schematic of the changes in the edges due to this inter-
calation of solvated lithium ions. The edges can swell, curl, and exfoliate due to
the intercalation process [14]. The same results are observed in the case of highly
oriented pyrolytic graphite (HOPG), except that the intercalation began at a more
positive potential of ∼1. 1 V, and instead of curling edges, hill-like structures and
their growth into the interior was observed [14]. The different behavior between the
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Fig. 26.8. Schematic model of three topographical changes observed in the anode due to inter-
calation of solvated lithium ions [14]

composite graphite and the HOPG anode was due to the difference in the edge plane
structure, and that the intercalation reaction is greatly affected by the structure of the
host material [14].

Secondly, a surface film is formed on the anode surface during charge-discharge
cycles. Figures 26.5, 26.6, and 26.7 all show nanocrystalline deposits on cycled sam-
ples. This surface film is called a solid electrolyte interphase (SEI). It is formed from
the products of the decomposition of the electrolyte at the anode surface during the
first few initial charge-discharge cycles. This surface film plays a major role in the
aging of an anode in lithium-ion batteries [24]. The SEI formation process is an irre-
versible reaction accompanied by the irreversible consumption of Li+ ions resulting
in a permanent loss of cell capacity, commonly referred to as an irreversible capacity
loss (ICL) [15]. The SEI layer should be permeable to Li+ ions to facilitate the inter-
calation and deintercalation reaction, and at the same time it should be impermeable
to other electrolyte compounds. Thus, SEI has three major functions to perform: first,
it should have high permeability for Li+ ions so that they can reach the anode sur-
face; second, it should not allow the electrolyte to permeate through and prevent it
from further decomposing at the anode surface; and third, it should protect the anode
surface from corrosion. The electrolyte components should be able to support the
quick formation of SEI in the first few cycles without much loss of the electrolyte
and the active material, but in subsequent cycles it should not attack and deteriorate
the SEI. The mechanism and kinetics of the reduction of electrolytes in SEI forma-
tion is very complex and is a topic of on-going research [18]. Studies have shown
that the chemical composition of SEI varies depending on the anode material and
the electrolyte. According to Yang et al. [26] SEI contains (CH2OCO2Li)2 in pure
EC while C2H5OCOOLi and Li2CO3 are formed in mixed solvents with DMC or
DEC. Aurbach, in his studies [7, 8], showed that a very passivating agent such as
(CH2OCO2Li)2 is formed on carbon in EC – DMC. Studies are being conducted to
further characterize the chemical composition and structure of SEI [14, 15, 18]. All
the studies till now have indicated that the selection of electrolyte solvents, additives
and other components becomes very critical for SEI properties, composition, and
formation.
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Studies also show the existence of two different kinds of SEI present on the same
anode surface [24]. In the study conducted by BarTow et al. [9] on highly oriented
pyrolytic graphite in 1-M LiAsF6/EC – DMC, two different types of SEIs are formed.
The SEI formed on the basal planes is thin, rich in organic compounds, and is mainly
contributed by the reduction components of EC and DEC while the SEI formed on
the edge sites is thicker, richer in inorganic compounds, and is mainly formed by
the LiAsF6 salt. Similar results were found by Kostecki and McLarnon [18] in their
ex-situ study, in which SEI on the graphitic plane cross-section was dominated by
inorganic products, and SEI on basal planes was formed from organic polymers.
So SEI properties, formation, and composition are affected by the morphological
changes in the anode surface. Thus, the cycling of a lithium-ion battery can cause
disorders in graphene layers and lattice defects which can further lead to a non-
uniform SEI layer.

Table 26.6, published by Vetter et al. [24], summarizes the cause and effects of
aging in graphitic carbon anodes. Specific anode components can affect the aging
mechanism. The summary of the dominant aging mechanism in anode material as
given below is valid for most lithium-ion battery chemistries [24]:

� SEI is formed in the initial charge-discharge cycles. Though SEI is necessary
to prevent the further reduction of electrolyte and corrosion of anode material,
its growth beyond the initial cycles can increase the impedance in the battery.
Increased impedance is directly related to capacity and/or power fade.

� Irreversible consumption of Li+ ions can occur at the anode, which causes capac-
ity fade due to loss of active material.

� Growth of SEI can reduce the permeability and prevent Li+ ions from reaching
the anode surface and reduce the intercalation/deintercalation capacity.

� Lithium metal plating can also occur due to uneven current and potential distri-
butions over the anode surface. This causes Li+ ion loss, leading to capacity fade.

26.3.2
Cathode

As indicated previously, cathodes can be made of different materials. Depending
on the chemistry of the battery the cathode can be of cobalt oxide, manganese
spinel, nickel-cobalt-manganese or phosphate. Here we shall review a study of the
LiNi0.8Co0.2O2 and LiNi0.8Co0.15Al0.05O2 cathodes used in the ATD program
of DOE.

26.3.2.1
Literature Review of Cathode Aging

A study was conducted on a cell consisting of a carbon anode, LiNi0.8Co0.2O2
cathode, and 1-M LiPF6/EC-DEC (1:1) electrolyte [17]. Further details about cell
construction can be found in Zhang et al. [27]. Figure 26.9a shows images of the
LiNi0.8Co0.2O2 cathode from the virgin cell while Fig. 26.9b shows the correspond-
ing images from the cycled cell. The cell was subjected to two formation cycles and
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Table 26.6. Cause, effects, and influences of anode aging in lithium-ion battery [24]

Cause Effect Leads to Reduced by Enhanced by

Electrolyte
decomposition
(→ SEI)
(Continuous side
reaction at low
rate)

Loss of lithium
Impedance rise

Capacity fade
Power fade

Stable SEI
(additives)

Rate
decreases
with time

High
temperatures

High SOC (low
potential)

Solvent
co-intercalation,
gas evolution and
subsequent
cracking
formation in
particles

Loss of active
material
(graphite
exfoliation)

Loss of lithium

Capacity fade Stable SEI
(additives)

Carbon pre-
treatment

Overcharge

Decrease of
accessible surface
area due to
continuous SEI
growth

Impedance rise Power fade Stable SEI
(additives)

High
temperatures

High SOC (low
potential)

Changes in porosity
due to volume
changes, SEI
formation and
growth

Impedance rise
Overpotentials

Power fade External
pressure

Stable SEI
(additives)

High cycling
rate

High SOC (low
potential)

Contact loss of
active material
particles due to
volume changes
during cycling

Loss of active
material

Capacity face External
pressure

High cycling
rate

High DOD

Decomposition of
binder

Loss of lithium
Loss of

mechanical
stability

Capacity fade Proper binder
choice

High SOC (Low
potential)

High
temperatures

Current collection
corrosion

Overpotentials
Impedance rise
Inhomoge-

neous
distribution
of current
and
potential

Power fade
Enhances

other aging
mechanisms

Current
collector
pre-
treatment
(?)

Overdischarge
Low SOC (high

potential)

Metallic lithium
plating and
subsequent
electrolyte
decomposition by
metallic Li

Loss of lithium
(loss of
electrolyte)

Capacity fade
(Power fade)

Narrow
potential
window

Low temperature
High cycling

rates
Poor cell

balance
Geometric

misfits

SEI – Solid electrolyte interphase, SOC – State of charge
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one discharge cycle followed by a charge-neutral profile with 3% variation in state-
of-charge (SOC) at 60% SOC and 70◦C. The profile used for cycling the cell was
specifically adopted to study the behavior of these batteries in HEV; and the details
of the profile can be found in Zhang et al. [27]. After cycling, the cell lost power per-
formance (W/kg) by 15–30%. The topographic image of the virgin cathode shows
well-defined crystal planes and edges of the cathode material. In the topographic
image of the cathode from the cycled cell, the entire cathode surface is covered by
nanocrystalline deposits. The nanocrystalline deposits are seen in the intergranular
spaces as well as across the crystal planes. The conductance images were obtained by
holding the cathode sample at a positive potential of 1.0 V vs. the CSAFM tip. The
black areas indicate areas of high electronic conductance while white areas indicate
areas of low or zero conductivity. The magnitude of the current passing through the
cathode is determined by the local contact properties of the cathode and the AFM tip,
the local surface properties of the cathode and the AFM tip, and the AFM tip–cathode
voltage difference. The virgin cathode mostly had areas of high electronic conduc-
tance. The conductance image of the cycled cathode showed areas mostly with high
resistance and low conductivity. The areas of deep crevices and the intergranular
spaces are the only areas seen to be conductive in the cycled cell [17].

Fig. 26.9. Topographic (left-hand panel) and surface conductance images (right-hand panel) of
LiNi0.8Co0.2O2 cathodes from the (a) virgin cell and the (b) cell cycled at 70◦C, 60% SOC,
and 3% �SOC as per charge-neutral profile discussed in Zhang et al. [27] [17]
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To establish a relationship between the surface morphology change and the
cycling temperature, a plot of surface-average and root-mean-square (RMS) rough-
ness vs. temperature was created for the LiNi0.8Co0.2O2 cathode from the virgin
cell, the above-mentioned cycled cell, and a similar cell cycled at 40◦C (Fig. 26.10)
[20, 27]. From the plot it can be clearly seen that both the surface-average and the
RMS roughness of the cycled cathodes were lower than that of the virgin cathode.
According to the authors, the roughness decreased in the cycled cathodes due to
the nanocrystalline deposits in the intergranular spaces as well as across the crys-
tal planes. The difference between the surface-roughness and the RMS roughness
decreases as the cells are cycled at higher temperature (Fig. 26.10). The authors
attributed this decrease in the difference to the formation of a more uniform surface
with less protrusions and deep crevices [20, 27].

Fig. 26.10. Surface average and RMS roughness parameter of LiNi0.8Co0.2O2 cathodes from
the virgin cell, cell cycled at 40◦C, 60% SOC, 3% �SOC and cell cycled at 70◦C, 60% SOC,
3% �SOC as per charge-neutral profile (Adapted from [20, 27])

Another study was conducted on a cell with a LiNi0.8Co0.15Al0.05O2 cathode
[19]. The cell had a synthetic graphite anode, and 1.2-M LiPF6/EC-EMC (1:1) elec-
trolyte. Figure 26.11a shows images of a LiNi0.8Co0.15Al0.05O2 cathode from the
virgin cell while Fig. 26.11b shows the corresponding images from the cycled cell.
The cell was cycled at C/2 rate, 100% DOD, between 3.0 and 4.1 V, and lost 34%
of its power. The topographic images showed large polycrystalline agglomerates but
showed no substantial change in surface morphology of the cycled cell [19,21]. This
contradicted the earlier results of the LiNi0.8Co0.2O2 cathode as shown in Fig. 26.9
[17, 20]. Similar to the surface conductivity study of the LiNi0.8Co0.2O2 cathode,
the conductance images LiNi0.8Co0.15Al0.05O2 were obtained by holding the cath-
ode sample at a positive potential of 1.0 V vs. the CSAFM tip. The black areas indi-
cate areas of high electronic conductance while white areas indicate areas of low
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or zero conductivity. The magnitude of the current passing through the cathode is
determined by the local contact properties of the cathode and the AFM tip, the local
surface properties of the sample and tip, and the tip–cathode voltage difference. The
virgin cathode mostly had areas of high electronic conductance. The conductance
image of the cycled cathode shows areas mostly with high resistance and low con-
ductivity.

Fig. 26.11. Topographic (left-hand panel) and surface conductance images (right- hand panel)
of LiNi0.8Co0.5Al0.05O2 cathodes from the (a) virgin cell, and the (b) cycled cell. The cell was
cycled at C/2 rate, 100% DOD, between 3.0 and 4.1 V, and lost 34% of its power. The tip—
sample voltage difference is at 1.0 V [19]

26.3.2.2
Discussion of Aging Mechanisms in Cathode Materials

The ATD study has identified the cathode as the principal cause of premature per-
formance fade while the anode retained most of its original capacity [19]. In the
CSAFM study of LiNi0.8Co0.2O2 and LiNi0.8Co0.15Al0.05O2 cathodes the con-
ductance of the cathode surface dropped but the surface morphology changes in
LiNi0.8Co0.15Al0.05O2 and LiNi0.8Co0.2O2 are different.

The topographic image (left-hand panel of Fig. 26.9) of LiNi0.8Co0.2O2 shows
that the surface of the cycled cathode is covered with nanocrystalline deposits while
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the topography image (left-hand panel of Fig. 26.11) of LiNi0.8Co0.15Al0.05O2
does not show any substantial change in the surface morphology. The nanocrys-
talline deposits were observed in the intergranular spaces as well as across the crystal
planes. These nanocrystalline deposits in the case of the LiNi0.8Co0.2O2 cathode
decreased the roughness of the cycled cathode. The individual particle size was mea-
sured and was reported to be between 50 and 200 nm. These nanocrystalline deposits
can have an effect on the surface properties of the cathode and, the result could be an
increase in the overall cell impedance [20].

In a CSAFM study, both LiNi0.8Co0.2O2 and LiNi0.8Co0.15Al0.05O2 cath-
odes showed a drop in surface conductivity. The virgin cathodes had high conduc-
tivity while the cycled cathodes showed low conductivity and high resistance. The
high conductivity in the virgin samples was explained by highly conductive graphite
and acetylene black additives. These are found in abundance in the composite cath-
odes [19]. Kostecki and McLarnon [19] considered the contribution from the active
material of the composite cathodes to be negligible as compared to carbon. The drop
in the surface conductance or rise in the resistance was attributed to the loose cath-
ode particles, or the presence of a non-conductive film of polycarbonates [17, 19].
It was also suggested that the conductivity dropped due to the presence of a non-
conductive PVDF binder, SEI layers, and deep cavities between the particles of the
cathode. The reduced conductivity of the cathode surface was considered to be the
reason for the drop in cathode capacity and the rise in the overall impedance of
the battery. The SOC was observed to be non-uniform over the cathode surface.
According to the authors, due to non-uniform SOC, the local load current distribution
could be highly non-homogenous, leading to local overcharge or overdischarge. This
could further cause effects such as non-uniform electrolyte decomposition, structural
changes, etc.

The above discussion indicates that each cathode material can have an individual
degradation mechanism leading to the aging of a lithium-ion battery and so inde-
pendent study of each cathode material becomes evident. Both LiNi0.8Co0.2O2
and LiNi0.8Co0.15Al0.05O2 cathodes showed reduction in surface conductance
as the cell aged but there was no physical change in the LiNi0.8Co0.15Al0.05O2
cathode surface compared to nanocrystalline deposits observed in the case of the
LiNi0.8Co0.2O2 cathode. This indicates that more studies are needed to identify
the interfacial changes that can uniquely identify the aging precursors in each of the
cathode materials. As such, a single summary of cathode aging is hard to present.
In general, aging of a cathode for all lithium-ion batteries is based on three basic
principles [24]:

� Structural and surface property changes during cycling;
� Formation of a surface film or nanocrystalline deposits;
� Chemical decomposition/dissolution reaction.

Figure 26.12 gives a generalized summary of the cause and effect of the aging
mechanism in the cathode materials. During Li+ ion intercalation and deintercalation
cycles, the volume of the cathode material changes, leading to structural disorder-
ing and mechanical stresses. Also, phase transformation of the cathode takes place
during the intercalation and deintercalation cycles. In some cases, nanocrystalline



230 S.C. Nagpure · B. Bhushan

deposits are formed during the intercalation and deintercalation cycles. Metal disso-
lution and electrolyte decomposition takes place at the solid-electrolyte interphase.
All these causes eventually lead to a drop in capacity and a rise in impedance of the
battery.

26.4
Closure

Since Sony introduced the lithium-ion battery in 1991, it has become very popular
for consumer appliances such as mobile phones and laptop computers. The advances
in lithium-ion technology has furthered its use for durable applications such as elec-
tric vehicles (EV) and/or hybrid electric vehicles (HEV). Along with high power
capability, the batteries used in these applications need to meet the important crite-
rion of a long life. According to the US Advanced Battery Consortium (USABC,
www.uscar.org), a 42-V battery in a plug-in HEV should have a calendar life of 15
years [1]. Electric vehicles should have a battery system that can last for 10 years
[3]. In terms of cycles, 1,000 cycles at 80% depth-of discharge are expected in EV
[3] and 300,000 cycles at 50 Wh are expected in a plug-in HEV [4].

Lithium-ion battery technology has been shown to deliver high power for appli-
cations such as power tools. It also has the potential to achieve higher energy den-

Fig. 26.12. Cause and effect of aging mechanism of cathode materials (Adapted from [25])
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sities. The only hurdle in the success of the lithium-ion battery as the favorite
for the EV and HEV is the shorter cycling life. Different nanostructured cath-
ode materials are being tested to improve the life of the lithium-ion battery. In
lithium-ion battery technology, graphitic carbon has been well-established as the
anode material. Anode aging is known to be governed by the properties of solid
electrolyte interphase. AFM studies of different cathode materials show different
changes in interfacial properties as they age. As such it becomes necessary to
study each cathode material individually and identify the unique aging precursors
in each of them. A single technique would be insufficient to explain the com-
plex aging mechanisms of anodes and cathodes, so various techniques, such as
electrochemical impedance spectroscopy, synchrotron infrared microscopy, Fourier-
transform infrared spectroscopy, X-ray diffraction, Raman spectroscopy, and scan-
ning electron microscopy, are useful in studying the aging phenomena in lithium-ion
batteries.

Along with these studies, atomic force microscopy topography study and current-
sensing AFM (CSAFM) have proven useful in understanding the near surface or
surface changes in anode and cathode materials. This review also shows that the
in-situ electrochemical AFM (ECAFM) technique can be applied to study surface
morphological changes in the active material and formation of SEI. Furthermore,
techniques such as scanning spreading resistance microscopy (SSRM) and Kelvin
probe microscopy (KPM) can be used to study the changes in the surface properties
of the anode and cathode materials [10]. The results from scanning probe techniques,
such as changes in surface morphology, electronic conductivity, and state of charge
(SOC) over the material surface, can be correlated to the changes in the bulk prop-
erties of the lithium-ion battery such as rise in impedance, capacity fade, and power
fade. These results collectively can help in identifying the difference in behavior of
the cathode materials, the interfacial changes in the cathode materials at the onset
of aging, and aging precursors. A theoretical model based on these results can help
greatly in predicting the life of a lithium-ion battery. The experimental and theoreti-
cal results would help in selecting a better combination of nanostructured materials
for the cathode in a lithium-ion battery and in predicting the aging mechanism for
that cathode material. Thus, experimentation and theoretical modeling of lithium-ion
battery materials can help to improve the lithium-ion battery technology beyond its
current stature and meet the requirements of the USABC.
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