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Preface 

This book provides a comprehensive study of chemical reaction engineering, be- 
ginning with the basic definitions and fundamental principles and continuing 
a11 the way to practical application. It emphasizes the real-world aspects of chemi- 
cal reaction engineering encountered in industrial practice. A rational and rigorous 
approach, based on mathematical expressions for the physical and chemical 
phenomena occurring in reactors, is maintained as far as possible toward useful 
solutions. However, the notions of calculus, differential equations, and statistics 
required for understanding the material presented in this book do not extend 
beyond the usual abilities of present-day chemical engineers. In addition to the 
practical aspects, some of the more fundamental, often more abstract, topics 
are also discussed to permit the reader to understand the current literature. 

The book is organized into two main parts: applied or engineering kinetics 
and reactor analysis and design. This allows the reader to study the detailed 
kinetics in a given "point," o r  local region first and then extend this to overall 
reactor behavior. 

Several special features include discussions of chain reactions (e.g., hydrocarbon 
pyrolysis), modem methods of statistical parameter estimation and model dis- 
crimination techniques, pore diffusion in complex media, genera1 models for 
fluid-solid reactions, catalyst deactivation mechanisms and kinetics, analysis 
methods for chemical processing aspects of fluid-fluid reactions. design calcula- 
tions for plug flow reactors in realistic typical situations (e.g., thermal cracking), 
fixed bed reactors, fluidized be'd reactor design, and multiphase reactor design. 
Several of these topics are not usually covered in chemical reaction engineering 
texts, but are of high current interest in applications. 

Comprehensive and detailed examples are presented, most of which utilize 
real kinetic data from processes of industrial importance and are based on the 
authors' combined research and consulting experience. 

We firmly believe, based on our experience, that this book can be taught to 
both undergraduate and graduate classes. If a distinction must be made between 
undergraduate and graduate material it should be in the extension and the depth 
of coverage of the chapters. But we emphasize that to  prepare the student to 
solve the problems encountered in industry, as  well as in advanced research, 
the approach must be the same for both levels: there is no point in ignoring the 
more complicated areas that d o  not fit into idealized schemes of analysis. 

Several chapters of the book have been taught for more than 10 years at the 

vii 



Rijksuniversiteit Gent, at the University of Maryland, Cornell University, and the 
University of Delaware. Some chapters were taught by G.F.F. at the University 
of Houston in 1973, at the Centre de Perfectionnement des Industries Chimiques 
at Nancy, France, from 1973 onwards and at  the Dow Chemical Company, 
Terneuzen, The Netherlands in 1978. K.B.B. used the text in courses taught at 
Exxon and Union Carbide and also at  the Katholieke Universiteit Leuven, 
Belgium, in 1976. Substantial parts were presented by both of us at  a NATO- 
sponsored Advanced Study Institute on "Analysis of Fluid-Solidcatalytic Systems" 
held at the Laboratorium voor Petrochemische Techniek, Rijksuniversiteit, Gent, 
in August 1974. 

We thank the following persons for helpful discussions, ideas, and critiques: 
among these are dr. ir. L. Hosten, dr. ir. F. Dumez, dr. ir. J. Lerou, ir. J. De Geyter 
and ir. J. Beeckman, all from the Laboratorium voor Petrochemische Techniek 
of Rijksuniversiteit Gent; Prof. Dan Luss of the University of Houston and 
Professor W. D. Smith of the University of Rochester. 

Gilbert F. Froment 
Kenneth B. Biihoff 
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Notation 

Two consistent sets of &its are listed in the following pages: one that is currently 
the most common in engineering calculations (including, for example, m, hr, 
atm, kcal) and the S.I. units, which are only slowly penetrating into everyday use. 
In some formulas other units had to be used: the chemical engineering literature 
contains many correlations that are not based on dimensionless groups and they 
require the quantities to be expressed in certain given units only. This has been 
carefully indicated in the text, however. 

All the numerical calculations in the text are in the above mentioned engineer- 
ing units, but the intermediate and final results are also given in S.I. units. We 
feel that this reffects-and even simplifies-the practical reality that is going to 
last for many more years, and we have preferred tfiis pragmatic approach to 
preserve the feeling for orders of magnitude gained from years of manipulation 
of the engineering units. Finally, great attention has been given to the detailed 
definition of the units of the different quantities: for example, when a dimension 
of length is used, it is always clarified as to whether this length concerns the catalyst 
or the reactor. We have found that this greatly promotes insight into the mathe- 
matical modeling of a phenomenon. 

Engineering 
units S.I. units 

A reaction component 
A b heat exchange surface, m2 m2 

packed bed side 
A ,  reacting species in a 

reaction system 
A, heat exchange surface in a mZ m2 

batch reactor, on the side of 
the reaction mixture 

A m  logarithmic mean of A, and m2 m 
A, or of Ab and A ,  

A,  heat exchange surface for a mz m2 
batch reactor on the side of 
the heat transfer medium 

'4, total heat exchange surface m2 m2 
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Engineer~ng 
units S.I. unlts 

c,. c,, c, 

C.4br C8b . . . 

heat exchange surface for a 
packed bed on the side of 
the heat transfer medium 
gas-liquid interfacial area 
per unit liquid volume 
interfacial area per unit tray 
surface 
frequency factor 
absorption factor, L'!mF 
gas-liquid interfac~al area 
per unlt gas + liquid volume 
stoichiometric coefficient 
parameters (Sec. 8.3.b) 
surface to volume ratio of a 
particle 
external particle surface 
area per unit catalyst mass 
external particle surface 
area per unit reactor 
volume 
order of reactlon with 
respect to A 
order of reaction with 
respect to '4, 
gas-liquid interfacial area 
per unit packed volume 
liquid-solid interfacial area 
per unit packed volume 
reaction component 
fictitious component 
vector of fictitious 
components 
stoichiometric coefficient 
order of reaction with 
respect to B 
molar concentration of 
species A. B, j 
molar concentrations of 
species A. B . . . in the bulk 
fluid 
molar concentrations of 
adsorbed A, B . . . 
drag coefficient for spheres 

mpl:mp3 mp2,'mp3 

mPZ'kg cat. mP2;kg cat. 

m,z!m,' mpZ mp3 

kmol/m3 

kmolirn,' 

kmol,kg cat. kmolikg cat. 
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S.I. units 

molar concentration of 
reacting component S of 
solid 
coke content of catalyst 
molar concentration of 
vacant active sites of 

kg cokelkg cat. 
kmolikg cat. 

kg cokeikg cat. 
kmolikg cat. 

catalyst 
total molar concentration kmolllg cat. kmolikg cat. 
of active sites 
inlet concentration 
vector of concentrations 
molar concentration of d at 
eqcilibrium 
molar concentration of .4 in 
front of the interface 
molar concentration of 
fluid ieactanc inside the 
solid 
molar concentration of 
sorbed poison inside 
catalyst, with respect to 
core boundary 
equilibrium molar 
concentration of sorbed 
poison inside catalyst 
reactanr molar 
concentration at centerline 
of particle (Chapter 3) 
Laplace transform of C, 
molar concentration of 
fluid reactant in front of 
the solid surface 
molar concentration of A 
inside completely 
reacted zone of solid 
specific heat of fluid 
specific heat of solid 
Damkahler number for 
poisoning, k,, RID., 
molecular diffusivities of A, 
B in liquid film 
molecular diffusivity for A in 
a binary mixture of A and B 
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Eo, 

stirrer diameter 
internal tube diameter also 
tower diameter (Chapter 14) 
activation energy 
Murphree tray efficiency 
corrected for entrainment 
exponential integral 
Murphree tray efficiency 
overall tray efficiency 
point tray efficiency along 
gas streamline 
Eotvos number. based on 

d*p,g bubble diameter, - 
u 

error function 
complementary error 
function, I-err(?) 
total molar flow rate 
enhancement factor 
molar feed rate of reactants 
A and j 
force exerted per unit 
cross section 
objective function 
volumetr~c gas flow rate 
volumetr~c gas feed rate 
volumetric gas flow rate 
(Chapter 14) 
friction factor in Fanning 
equation 
fraction of total fluidized 
bed volume occupied by 
bubble gas 
fraction of total fluidized 
bed volume occupied by 
emulsion gas 
superficial mass flow 
velocity 
matrix of partial derivatives 
of model with respect to the 
parameters 
transpose of G 

Engineering 
units S.I. units 
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Engineering 
units S.I. units 

acceleration of gravity 
external force on species j in 
the 1 direction per unit 
mass of j 
partial derivative of 
reaction rate with respect to 
the parameter K, at  the uth 
set of experimental 
conditions 
Henry's law coefficient 
enthalpy of gas on plate n 
liquid height 
enthalpy of liquid on plate 
n 
heat of format~on of species 
j 
height of stirrer above 
bottom 
molar enthalpy of species j 
heat of reaction 
heat transfer coefficient for 
film surrounding a particle 
initiator; also intermediate 
species: inert; 
unit matrix 
molar flux of species j in 1 
direction, with respect to 
mass average velocity 
pressure drop in straight 
tubes 
j-factor for mass transfer, 

j-factor for heat transfer, 

equilibrium constants 
matrix of rate coefficients 
kinetic energy per unit mass 
flow averaged kinetic 
energy per unit mass 
reaction rate coefficient 

xxii 

kcalikmol 
kcal/kmol 
kcal/m: hr "C 

Nmikmol 
kJ;kmol 
m 
kJ/kmoi 

kJ/kmol 

m 

kJ;kmol 
kJ, kmol 
kJ,'mPz s K 

kmol/m2 hr kmol/m2 s 

kgf;mZ or atm N!m2 

see k:. k,, k p  
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Engineering 
units S.1. units 

k rate coefficient with respect 
to unit solid mass for a 
reaction with order n with 
respect to fluid reactant A 
and order m with respect to 
solid component S 
coking rate coefficient 

gas phase mass transfer 
coefficient referred to unit 
interfacial area 
liquid phase mass transfer 
coefficient referred to unit 
inierfacial area 
mass transfer coefficient 
(including interfacial area) 
between flowing and 
stagnant liquid in a 
multiphase reactor 

ki-I, k72 mass transfer coefficient 
(including interfacial area) 
beween regions I and 2 of 
flow model (Chapter 12) 

kc rate coefficient based on 
concentrations 

k g  gas phase mass transfer 
coefficient; when based on 
concentrations; when based 
on mole fractions ; when 
based on partial pressures; 
in a fluidized bed 
interfacial mass transfer 
coeficient for catalyst 
poison 
mass transfer coefficient 
between liquid and catalyst 
surface, referred to unit 
interfacial area 

kp reaction rate coefficient 
based on partial pressures 

kw rate coefficient for 
propagation reaction in 
addition polymerization 

NOTATION 

mf3"(kmol A)'-" mf3"(krnol .A)' -" 
(kmol S)-" (krnol s)-" 

m:'"- " hr-  mP3(m- "s"  

kg cokeikg cat. hr kg coke!kg cat 
atm or hr-'  s(N;m2) or s-  ' 
mG3 m: hr ~ n ~ ' / . m , ~  s 

hr- '(kmoli s-'(kmolf 
m3',1-ta +b' . . . l  m3; I - W - W  ..j 

m,3/mp' hr; mfJ, rn; S; 

kmol/mp2 hr: kmol!mP2 s; 
kmol/mpz hr atm kmollmpL s (Nim'); 
mf3;m,%r m /','m," s 
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Engineering 
units S.I. units 

k, 

k , ~ ,  k,e 

krp 

k ,  

k,. kt, 

k,. kE 

k ,  

li., 

k , .  k 2 . .  . 
k; 

k ; 

k ; 

k ; 

(k6c)b 

( k d b  

reaction rate coefficient 
(Chapter 3) 
rate coefficient for catalytic 
reaction subject to 
poisoning 
rate coefficient for 
first-order poisoning 
reaction at core boundary 
surface-based rate 
coefficient for catalytic 
reaction (Chapter 5) 
rate coefficients for 
termination reactions 
volume-based rate 
coefficient for catalytic 
reaction during poisoning, 
resp. in absence of poison 
rate coefficient based on 
mole fractions 
slutriation rate coefficient 
(Chapter 13) 
reaction rate coefficients 
rate coefficient of catalytic 
reaction in absence of coke 
mass transfer coefficient in 
case of equirnolar 
counterdiKusion, k,yJl 
mass transfer coefficient 
between stagnant liquid 
and catalyst surface in a 
multiphase reactor 
surface based reaction rate 
coefficient for gas-solid 
reaction 
mass transfer-coefficient 
from bubble to interchange 
zone. referred to unit 
bubble volume 
overall mass transfer 
coefficient from bubble to 
emulsion, referred to unit 
bubble volume 

m,'/m2 cat. hr mJ3!m2 cat. s 

ml J,'m2 cat. hr m,'/mz cat. s 

m13/m2 cat. hr m13/mZ cat. s 

m131m2 cat. hr mf3.!m2 cat. s 

m3/kmol hr or hr- ' mJ/kmol s or s-' 

mJ3/m3 cat. hr m,31m3 cat. s 

see k,, k, .  k ,  
depending on rate 
dimensions 
see k ,  

kmol A 

m13/mb3 hr mJ3/m,' s 
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Engineering 
units S.I. units 

(kce)b mass transfer coeficient 
from interchange zone to 
emulsion, referred to unit 
bubble volume 

( k t A  mass transfer coefficient 
from bubble + interchange. 
zone to emulsion, referred 
to unit bubble + 
interchange zone volume 

L volumetric liquid flow rate 
also distance from center to 
surface of catalyst pellet 
(Chapter 3) 
also distance between pores 
in a solid particle (Sec. 4.5) 
and thickness of a slab 
(Sec. 4.6) 
total height of fluidized bed 
height of a fluidized bed at 
minimum fluidization 
molar liquid flow rate 
modified Lewis number. 
.I,./P,c,, D, 
vacant active site 
ratio of initial 
concentrations CewiC,, 
molecular weight of 
species j 
mean molecular weight 
monomer (Sec. 1.4-6) 
Henry's coefficient based on 
mole fractions. also order 
of reaction 

mt total mass 
m total mass flow rate 
mi mass flow rate of 

component j 
N stirrer revolution speed; 

also runaway number, 
2f f /R ,pc ,k ,  (Sec. 11.5.~) 

'VA molar rate of absorption 
per unit gas-liquid 
interfacial area 

kgi kmol 

kg/kmoi 
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Engineering 
units S.I. units 

N,,, NB,  N ,  ... 

PA~Ps-P~... 

Par 

also molar flux of A with 
respect to fixed coordinates 
instantaneous molar 
absorption rate in element 
of age t per unit gas-liquid 
interfacial area 
number of kmoles of 
reacting components A, B, 
j . . . in reactor 
dimensionless group, 

total number of kmoles in 
reactor 
minimum stirrer speed for 
efficient dispersion 
characteristic speed for 
bubble aspiration and 
dispers~on 
order of reaction 
reaction product 
also power input (Chapter 
14) 
Prandtl number, c , d l  
profit over N adiabatic 
fixed beds 
active polymer 
Peclet number based on 
particle diameter, uiddD,. 
Peclet number based on 
reactor length, uiL/D,. 
number averaged degree of 
polymerization 
weightaveraged degree of 
polymerization 
probabilty of adding 
another monomer unit to a 
chain 
partial pressures of 
components A, 5, j . . . 
partial pressure of acetone 
(Chapter 9) 

kmol kmol 

kmol 

hr-' 

hr-I 

atm 

atm 

kmol 

s - I  

s-I 

Nm, s 

s/s 
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Eng~neering 
units S.1. units 

critical pressure 
film pressure factor 
total pressure 
reaction component 
heats of oxidation, 
adsorption, absorption 
stoichiometric coefficient; 
also heat flux 
order of reaction wirh 
respect to Q 
order of reaction with 
respect to Aj 
gas constant 

also radius of a spherical 
panicle (Chapters 4 and 5) 
also reaction component 
Reynolds number, d ,G/p  
or d, G / p  
total rate of change of the 
amount of component j 
pore radius in pore model 
of Szekely and Evans 
(Sec. 4.5) 
tube radius 
free radicals 
rate of reaction per unit 
volume 
also pore radius (Chapter 3) 
also radial position in 
spherical particle 
(Chaper 4) 
also stoichiometric 
coefficient 
rate of reaction of 
component A per unit 
volume 
or per unit catalyst mass 
rate of coke deposition 
rate of poison deposition 
rate of reaction of S, 
reactive component of 
solid, in gas-solid reactions 

atrn N(m2 
atm N;mZ 
atm N/mZ 

kca1,'kmol kJ/'kmol 

kcal/mZ hr kJ/m2s or kWim2 

kcal/kmol K or klikrnol K 
atm m3/kmol K 
m 

kmol/kg cat. hr kmol,&g. cat. s 
kg cokekg cat. hr kg cokehg cat. s 
kmol/kg cat. hr kmol/kg cat. s 
kmolkg solid hr kmolhg solid s 

NOTATION xxvii 



Engineering 
units S.I. units 

Sh' 

rate of reaction of A at 
interface 
radius of bend of coil 
radial position of 
unpoisoned or unreacted 
core in a sphere 
reaction rate per unit pellet 
volume 
mean pore radius 
reaction component 
also dimensionless group, 
f i  (Chapter 11) 
Schmidt number, p/pD 
internal surface area per 
unit mass of catalyst 
external surface area of a 
pellet 
modified Sherwood number 
for liquid film. kuA,.D,, 
modified Sherwood 
number, k, L, D,  (Chapter 3 )  
modified Sherwood number 
for poisoning, k,,R:D,, 
stoichiometric coefficient 
also parameter in 
Danckwerts' age 
distribution function 
also Laplace transform 
variable 
experimental error variance 
of model i 
order of reaction with 
respect to S 
pooled estimate of variance 
temperature 
bed temperature at radius 
R, 
critical temperature 
maximum temperature 
temperature of surroundings 
temperature instde solid, 
resp. at solid surface 

m2cat.,'kg cat. m'cat., kg cat. 

m2 m ' 
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clock time 
also age of surface element 
(Chapter 6)  
reference time 
reduced time 
time required for complete 
conversion (Chapter 4) 
contact time 

. 4 transfer function of flow 
model (Chapter 12) 
overall heat transfer 
coefficient 
linear velocity 
bubble rising velocity, 
absolute 
bubble rising velocity, with 
respect to emulsion phase 
emulsion gas velocity, 
interstitial 
interstitial velocity 

L(,L interstitial velocity of gas, 
resp. liquid 
fluid velocity in direction 1 
superficial velocity 
superficial gas velocity 
terminal velocity of particle 
reactor volume or volume 
of considered "point " 
volume of a particle 
equivalent reactor volume. 
that is, reactor volume 
reduced to isothermality 
bubble volume 
crit~cal volume 
also volume of bubble + 
interchange zone 
volume of interchange zone 
product molar volume 
bubble volume corrected 
for the wake 
corrected volume of bubble 
+ interchange zone 

Engineering 
units S.I. units 

hr s 
hr s 

m, hr m s 
m,':rn,' hr m ' m,' s 
mc3:m,' hr mi'&.i s 
rn, hr m,! s 
m.' mr3 
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Engineering 
units S.I. units 

w,. w,. 
w,. w:, 

volume of interchange zone, m3 m3 
corrected for wake 
total catalyst mass kg cat. kg cat. 
mass of amount of catalyst kg kg 
with diameter d, 
increase in value of reacting $ f 
mixture 
Weber number, 
p,L2 d;Q2ur 
amount of catalyst in bed j kg kg 
of a multibed adiabatic 
reactor 
cost of reactor idle time, 
reactor charging time. Sihr % is 
reactor discharging time 
and of reaction time 
weighting factor in 
objective function (Sec. 
1.6-2) 
price per kmole of 
chemical species A j  
fractional conversion 
fractional conversion of 
A. B. j  ... 
fractional conversion of A 
at equilibrium 
conversion of acetone into 
ketene (Chapter 9) 
total,conversion of acetone 
(Chapter 9) 
mole fraction in liquid 

S, kmol $, kmol 

phase on plate n 
eigenvector of rate 
coefficient matrix K ( E x .  
1.4.1-1) 

.conversion of 4. B . . . kmol 
conversion of A, 8 .  . . for kmol/m' 
constant density 
radius of grain in grain m 
model of Sohn and Szekely 
(Chapter 4) 

kmol 
kmol/m3 
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calculated value of 
dependent variable (Sec. 
1.6-2) 
also experimental value of 
dependent variable (Sec. 
1.6-2) 
coordinate perpendicular to 
gas-liquid interface 
also radial position inside a 
grain in grain model of 
Sohn and Szekely (Chapter 
4) 
also position of reaction 
front inside the solid in 
pore model of Szekely and 
Evans (Chapter 4) 
mole reaction of species '4, 
5.j ... 
gas film thickness 
liquid film th~ckness for 
mass transfer 
liquid film thickness for 
heat transfer 
mole fraction in gas phase 
leaving plate n 
weight fractions of gasoil. 
gasoline (Sec. 5.3-c) 
vector of mole fractions 
compressibility factor also 
total reactor or column 
length 
critical compressibility 
factor 
distance inside a slab of 
catalyst 
also axial coordinate in 
reactor 
distance coordinate in 1 
direction 

Engineering 
units S.I. untts 
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Greek Symbols 

Engineering 
units S.I. units 

convective heat transfer 
coefficient 
also profit resulting from 
the conversion of 1 kmole 
of .4 into desired product 
(Sec. 11.S.d) 
also weighung factor in 
objective function (Sec. 
2.3.~-2) 
vector of flow model 
parameters (Chapter 12) 
deactivation constants 

convective heat transfer 
coefficient, packed bed side 
stoichiometric coeficient of 
component j in a single. 
with respect to the ith, 
reaction 
convective heat transfer 
coefficient on the side of the 
reaction mixture 
convective heat transfer 
coefficient on the side of the 
heat rransfer medium 
convective heat transfer 
coefficient for a packed bed 
on the side of the heat 
transfer medium 
convective heat transfer 
coefficient in the vicinity of 
the wall 
wall heat transfer coefficient 
for solid phase 
wall heat transfer coefficient 
for fluid 

kg cat..;kg coke 
or hr- '  
kcal:m2 hr 'C 

kg cat. kg coke 
or s - '  
kJ,m's K 
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Engineering 
units S.I. units 

radical involved in a 
bimolecular propagation 
step; also weighting factor 
in objective function (Sec. 
2.3.c); stoichiometric 
coefficient (Chapter 5); cast 
of 1 kg of catalyst (Chapter 
11); dimensionless adiabatic 
temperature rise, 
x, - &/To (Sec. 11.5.c) 
also Prater number = 
(- AH)DtCi/Lc 
(Chapter 3) 
locus of equilibrium 
conditions in x - T 
diagram '. 

locus of the points in x - T 
diagram where the rate is 
maximum 
locus of maximum rate 
along adiabatic reaction 
paths in r - T diagram 
Hatla number, 

also dimensionless 
activation energy, EiRT 
(Section 11.5.c and 
Chapter 3) 
also weighting factor in 
objective function (Section 
2.3.c) 

d molar ratio steam/ 
hydrocarbon 

6.4 expansion per mole of 
reference component A,  
(q + s - a - b)/a 

E void fraction of packing m13/mr3 mj3/m,' 
&A expansion factor, yA,6, 
EG gas hold up mG3/mr3 mG3/m,3 
EL liquid holdup mL3/m,' mL3/m.' 
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VG 
'lb 

llquid holdup in flowing 
fluid zone in packed bed 
void fraction of cloud, that 
is, bubble + interchange 
zone 
pore volume of macropores 
void fraction at minimum 
fluidization 
internal void fraction or 
porosity 
pore volume of micropores 
dynamic holdup 
factor used in pressure drop 
equation for the bends; also 
correction factor in (Sec. 
4.5- 1 ) 
quantlty of fictitious 
component 
effectiveness factor for solid 
particle 
effectiveness factor for 
reaction in an unpoisoned 
catalyst 
utiilzation factor, liquid 
side 
global utilization factor 
effectiveness factor for 
particle + film 
fractional coverage of 
catalyst surface; also 
dimensionless time. D,I/L' 
(Chapter 3), ak'C,r 
(Chapter 4); residence time 
reactor chang~ng time 
reaction time 
reactor discharging time 
reaction time 
corresponding to final 
conversion 
reactor idle time 
angle described by bend of 
coil 
matrix of eigenvalues 

Engineering 
units S.I. units 

mL3, mr3 mL3;m,' 

S 

rad 
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Engineering 
units S.I. units 

thermal conductivity: also 
slope of the change of 
conversion versus 
temperature for reaction in 
an adiabatic reactor, 
kcgFAo(- AH) 
effective thermal 
conductivity in a solid 
particle 
effective thermal 
conductivity in a packed 
bed in axial. with respect to 
radial direction 
effective thermal 
conductivity in I direction 
negative of eigenvalue of rate 
coefficient matrix K 
thermal conductivity of 
solid 
effective thermal 
conductivity for the fluid 
phase with respect to a 
solid phase in a packed bed 
dynamic viscosity: also 
radical in a unimolecular 
propagation step 
viscosity at the temperature 
of the heating coil surface 
v~scosity at the temperature 
of the wall 
extent of reaction; also 
reduced length, : /L or 
reduced radial position 
inside a particle. r / R  
reduced radial position of 
core boundary 
extent of ith reaction 
radial coordinate inside 
particle 
extent of ith reaction per 
unit mass of reaction 
mixture 
prior probability associated 

kcallm hr "C 

kgjm hr 

kg/m hr 

kmol 

kmol 

m~ 

kmol kg- ' 

kg~m s 

kg/m s 

kmol 

kmol 
m, 

kmol kg-' 
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units S.I. units 

with the ith model. used in 
the design of the nth 
experiment 
catalyst bulk density 
liquid density 
bulk density of bubble 
phase 
bulk density of emulsion 
phase 
fluid density 
gas density 
bulk density of fluidized 
bed at minimum 
fluidization 
density of solid 
standard deviation 
also active and alumina site 
(sec. 2.2) 
error variance 
variance of response values 
predicted by the ith model 
surface tension of liquid 
critical surface tensron of 
liquid 
sorption distribution 
coefficient. Chap. 5 
tortuosity factor (Chapter 
3); also mean residence 
time (Chapter 10) 
Thiele modulus, 

V;S, ~k ,~ ;  (Chapters 3 
and 5). ,luk'Cs,, D,; 

(Chapter 11); also 
partioning factor (Sec. 3.5.c) 
deactivation function 
Bartlett's ;(,2 test 
sphericity of a particle 
age distribution function 
cross section of reactor o r  
column 
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Subscripts 

with respect to A,  B . . . 
coke 
gas; also global (Chapters 6 and 14) or regenerator (Chapter 13) 
liquid 
poison 
reactor (Chapter 13) 
at actual temperature 
a reference temperature 
adsorption; also in axial direction 
adiabat~c 
bulk ; also bubble phase 
bubble + interchange zone; also critical value: based on concentration 
desorption 
emulsion phase; also effective or exit stream from reactor 
at chemical equilibrium 
fluid; also film; aiso at final conversion 
average; also grain or pas 
interface; aiso ith reaction 
with respect to jth component 
liquid: also in 1 direct~on 
maximum; also measurement point (Chapter I?) 
tray number 
pellet, particle; also based on partial pressures 
reactor dimension; also surroundings also in radial direct~on 
inside solid; also surface based or superficial velocity 
surface reaction 
total: also tube 
volume based 
at the wall 
based on mole fractions 
initial or inlet condition; also overall value 

Superscripts 
T transpose 
d stagnant fraction of Ruid 
f flowing fraction of fluid 
s condition at external surface 
0 in absence of poison or coke 

radical 
calculated or estimated value 
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ELEMENTS 
OF 

REACTION 
KINETICS 

We begin the study of chemical reactor behavior by considering only "local" 
regions. By this we mean a "point" in the reactor in much the same way as is 
customary in physical transport phenomena, that is, a representative volume 
element. After we develop quantitative relations for the local rate of change of 
the amount of the various species involved in the reaction, they can be "added 
together" (mathematically integrated) to described an entire reactor. 

In actual experiments, such local phenomena cannot always be unambiguously 
observed, but in principle they can be discussed. The real-life complications will 
then be added later in the book. 

1.1 Reaction Rate 

The rate of a homogeneous reaction is determined by the composition of the 
reaction mixture, the temperature, and the pressure. The pressure can be deter- 
mined from an equation of state together with the temperature and composition; 
thus we focus on the influence of the latter factors. 

Consider the reaction 

It can be stated that A and B react at rates 

and Q and S are formed at  rates 



where N j  represents the molar amount of one of the chemical species in the 
reaction, and is expressed in what follows in kmol, and t represents time. 

The following equalities exist between the different rates: 

Each term of these equalities may be considered as the rate of the reaction. 
This can be generalized to the case of N chemical species participating in M 

independent' chemical reactions, 

with the convention that the stoichiometric coefficients, a,,, are taken positive 
for products and negative for reactants. A comparisori'with Eq. (1.1-1) would give 
A, = A, r ,  = -a (for only one reaction the subscript, i, is redundant, and 
z i j - + z j ) , A 2  = B , r 2 =  - b , A 3 = Q , z 3 = q , A 4 = S , a , = s .  

The rate of reaction is generally expressed on an intensive basis. say reaction 
volume, so that when V represents the volume occupied by the reaction mixture: 

For the simpler case: 

where CA represents the molar concentration of A (kmolim3). When the density 
remains constant, that is, when the reaction volume does not vary, Eq. (1.1-5) re- 
duces to 

In this case, it suffices to measure the change in concentration to  obtain the rate 
of reaction. 

' By independent is meant that no one of the stoichiometric equations can be derived from the others by 
a linear combination. Discussions of this are giver. by Denbigh [I], Prigoglne and Defay 121, and 
Aris [3]. Actually, some of the definitions and manipulations are true for any set of reactions, but it 
is convenient to work with the minimum, independent set. 
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1.2 Conversion and Extent of Reaction 

Conversions are often used in the rate expressions rather than concentrations, 
as follows: 

x ; = N A o - N A  x b = N B o - N B  (1.2-1) 

For constant density, 

x i  = c4, - c, .xi = CEO - C ,  (1.2-2) 

Most frequently, fractional conversions are used: 

which show immediately how far the reaction has progressed. One must be very 
careful when using the literature because it is not always clearly defined which 
kind of conversion is meant. The following relations may be derived easily from 
Eq. (1.2-1) to (1.2-3): 

y'. = N .  y .  
J 1 0 - 1  (1.2-4) 

An alternate, but related, concept to the conversion is the extent or degree of 
advancement of the general reaction Eq. (1.1-3), which is defined as 

a quantity that is the same for any species. Also 

where N j ,  is the initial amount of A ,  present in the reaction mixture. For multiple 
reactions, 

Equations 1.2-3 and 1.2-7 can be combined to give 
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If species A is the limiting reactant (present in least amount), the maximum 
extent of reaction is found from 

0 = N A o  + aA:max 

and the fractional conversion defined by Eq. 1.2-3 becomes 

Thus, either conversion or extent of reaction can be used to characterize the 
amount of reaction that has occurred. For industrial applications, the conversion 
of a feed is usually of interest, while for other scientific applications, such as 
irreversible thermodynamics (Prigogine [4]), the extent is often more useful; both 
concepts should be known. Further details are given by Boudart [S] and Aris [6]. 

In terms of the extent of reaction, the reaction rate Eq. (1.1-4) can be written 

With this rate, the change in moles of any species is, for a single reaction, 

for multiple reactions, 

The last part of Eq. (1.2-12) is sometimes useful as a definition of the "total" rate 
of change of species j. The utility of these definitions will be illustrated later in 
the book. 

1.3 Order of Reaction 

From the law of mass action.' based on experimental observation and later ex- 
plained by the collision theory, it is found that the rate of reaction (1.1-1) can often 
be expressed as 

The proportionality factor k,  is called the rate coefficient or rate constant By 
definition, this rate coefficient is independent of the quantities of the reacting 
species, but dependent on the other variables that influence the rate. When the 
reaction mixture is thermodynamically nonideal, k, will often depend on the 

See reference [A at the end of this chapter. 
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concentrations because the latter do not completely take into account the in- 
teractions between molecules. In such cases, thermodynamic activities need to 
be used in (1.3-1) as described in Sec. 1.7. When r is expressed in kmol!m3hr, then 
kc, based on (1.3-1) has dimensions 

hr- l(kmo]/m3)[l - ( ~ ' + b '  ++")I 

It can also be verified that the dimensions of the rate coefficients used with 
conversions are the same as those given for use with concentrations. Partial 
pressures may also be used as a measure of the quantities of the reacting species, 

In this case, the dimensions of the rate coefficient are 

With thermodynamically nonideal conditions (e.g., high pressures) partial pres- 
sures may have to be replaced by fugacities. When use is made of mole fractions, 
the corresponding rate coefficient has dimensions hr-' kmol m-3.  According to 
the ideal gas law : 

so that 

In the following, the subscript is often dropped, however. The powers a', b', . . . 
are called "partial orders" of the reaction with respect to A,  B, . . . The sum 
a' + b' . . . may be called the "global order" or generally just "order" of the 
react ion. 

The order of a reaction has to be determined experimentally since it only 
coincides with the molecularity for elementary processes that actually occur as 
described by the stoichiometric equation. Only for elementary reactions does the 
order have to be 1, 2, or 3. When the stoichiometric equation (1.1-1) is only an 
"overall" equation for a process consisting of several mechanistic steps, the order 
cannot be predicted on the basis.of,this stoichiometric equation. The order may 
be a frnction or even a negative nGmber. In Sec. 1.4, examples will be given of 
reactions whose rate cannot be expressed as a simple product like Eq, (1.3-1). 

Consider a volume element of the reaction mixture in which the concentrations 
have unique values. For an irreversible first-order constant density reaction, 
Eqs. (1.1-6) and (1.3-1) lead to 
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When the rate coefficient, k(hr-I), is known, Eq. 1.3-4 permits the calculation of 
the rate, r , ,  for any concentration of the reacting component. Conversely, when 
the change in concentration is known as a function of time, Eq. (1.3-4) permits the 
calculation of the rate coefficient. This method for obtaining k is known as the 
"differential" method: further discussion will be presented later. 

Integration of Eq. (1.3-4) leads to 

Thus, a semilog plot of C,/C,, versus t permits one to find k. A more thorough 
treatment will be given in Sec. 1.6. 

The integrated forms of several other simple-order kinetic expressions, ob- 
tained under the assumption of constant density, are listed in Table 1.3-1. 

Table 1.3-1 Integrated forms of simple kinetic expres- 
sions (constant density) 

Zero order 
kt  = CA, - CA k t  = C,,.u, 

First order 

A -  Q 

Second order 

Z A  - Q + S 

Caddell and Hurt [8] presented Fig. 1.3-1, which graphically represents the 
various simple integrated kinetic equations of Table 1.3-1. Note that for a second- 
order reaction with a large ratio of feed components, the order degenerates to a 
pseudo first order. 
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Figure 1.3-1 Graphical representation of uariolts simple integratt 
kinetic equations ( f ram Caddell and Hurt [a]). 
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All reactions are, in principle, reversible, although the equilibrium can be 
sufficiently far toward the products to consider the reaction irreversible for 
simplicity. The above considerations can be used for the reverse reaction and 
lead to similar results. 

For example, if we consider the simple reversible first-order reaction: 

From the stoichiornetry, 

C, + C, = C,, + C, 

and, 

= (kt + k2K.4 - kz(C.4, + C,,) 

The solution to this simple differential equation is 

The equilibrium concentration of A is given by, 

k2 
C.4.q = --- k 1  + k,  (CA.  + CQ,) 

In terms of this, the equation can be written, 

(CA - CAcq) = (CAo - CArq)e-(kl+kl)r 

or 

Note that the last equation can be written in terms of conversions t o  give the 
result : 
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This result can also be found more simply by first introducing the conversion into 
the rate expression, and then integrating. Also, the rate expression can be aiter- 
nately written as: 

Similarly, for a general second-order reversible reaction: 

The net rate, made up of forward and reverse rates, is given by 

where 

represents the equilibrium constant. 
Denbigh [ I ]  showed that a more general relationship that satisfies both the 

kinetic and thermodynamic formulations is 

where 

= stoichiometric number 

However, since the stoichiometric equation is unchanged by muitiplication with 
any positive constant, /3 > 0, 

one can choose n = 1 (Aris) 161. Also see Boyd [9] for an extensive review. Laidler 
[lo] also points out that if the overall reaction actually consists of several steps, 
the often-used technique of measuring the "initial" rate constants, starting with 
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the reactants and then with the products, need not result in their ratio being equal 
to the equilibrium constant. For example, consider 

The two "initial" rate constants are k ,  and k4,  but the principle of microscopic 
reversibiiity shows that, at true equilibrium, 

Therefore. caution must be used in the interpretation of combined kinetic and 
equilibrium results for complicated reaction systems. 

Equation (1.3-6) can be written in terms of conversions in order to simply find 
the integrated form (for a' = 1 = b' = q' = s'): 

Then 

where 

'QO 'SO Y = KC,, - - 
CA, 

Other cases, such as A eQ + S, can be handled by similar techniques, and 
Hougen and Watson [ I  I ]  present a table of several results. 
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Example 1.3-1 The Rate of an Autocatalytic Reaction 

An autocatalytic reaction has the form 

1 
A + Q  - Q + Q  

2 

Here, 

-- dC* - - klCACQ + k,  CQ2 
dt 

Thus, 

d 
- ( C ,  + C,) = 0 
dt 

or 

C ,  + CQ = constant = C , ,  + CQo =-- C ,  

In this case it is most convenient to solve for CQ: 

and C, would be found from 

C,(t) = co - CQ(t) 

Note that initially some Q must be present for any reaction to occur, but A 
could be formed by the reverse reaction. For the irreversible case, k2 = Si, 

Here, both A and Q must be present initially for the reaction to proceed. These 
kinetic results can also be deduced from physical reasoning. A plot of CQ(t) gives 
an "S-shaped" curve, starting at CQ(0) = CQo and ending at C Q ( m )  =Co = 
C,, + Coo; this is sometimes called a "growth curve" since it represents a buildup 
and then finally depletion of the reacting species. Figures 1 and 2 illustrate this. 
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Autocatalvtic reaction 
A + Q - + Q + Q  

4.0 

IkvCoti 

Figure 1 CQjC,, versus dimensionless time. 

C Q G O  

Figure 2 Dimensionless rate cersus C$CQ, 



Autocatalytic reactions can occur in homogeneously catalytic and enzyme 
systems, although usually with different specific kinetics. 

For the general reaction (1.1-3), the following treatment is used (see Aris [3] 
for more details): 

N 

2 a jA j  = 0 
j =  1 

In most cases the forward reaction depends only on the reactants and so the a; 
corresponding to those j with positive z j  are zero. Similarly, the reverse reaction 
usually depends only on the products. Aris [6] has given the relations for these 
for the case of simple reactions where the stoichiometric equation also represents 
the molecular steps: 

There are cases, however, where this is not true, as in product inhibition or 
autocatalytic reactions. In the former, increasing product concentration decreases 
the rate, and so the a; are negative when they correspond to positive a,; thus. 
for all these situations: 

aja; < 0 and x jq j  2 0 (1.3-8b) 

which is useful in deducing certain mathematical features of the kinetics. The only 
exceptions are autocatalytic reactions where the aja; > 0 for the species inducing 
the autocatalytic behavior. 

Also note that the rate can -be etpressed in terms of only the extent (and other 
variables such as temperature, of course) and the initial composition. This is seen 
by substituting for the concentrations in Eq. 1.3-7, 

Thus again we see that the progress of a reaction can be completely described by 
the single variable of extent/degree of advancement or conversion. 
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Among other derivations, Aris [6]  has shown how Eq. 1.3-9 can be used to 
show that 

and since k , ,  C j ,  and the forward and reverse products cL) are all positive, the 
sign of the right-hand side of Eq. 1.3-10 depends on the signs of the forward and 
reverse sums (&). For the nonautocatalytic cases where Eq. (1.3-8b) are satisfied, 
it is clear that 

which states that the rate always decreases with increasing extent as the reaction 
approaches equilibrium. For autocatalytic reactions this is not true and the rate 
may increase and then decrease. This general feature of any reaction with rate 
law (1.3-7) will be found useful later for some qualitative reasoning in reactor 
design: 

1.4 Complex Reactions 

The rate equations for complex reactions are constructed by combinations of 
terms of the type (1.3-1). For parallel reactions, all of the same order, 

-2 Q 
A - S  

R 

R ,  = ( k l  + k2 + k3 + . - .)CAa' (1.4-1) 

rQ = k ,  C,"' (1.4-2) 

rs = k,CAa' ( 1.4-3) 

The integrated forms of Equations 1.4-1 to 1.4-3 can easily be found from the 
following relations for first-order reactions: 
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Figure 1.4-1 Parallel first-order reactions. Concen- 
tration rersus time. 

and then : 

' 1  c [I  - e - f k c + L ; l f ]  C, - C,, = - 
k ,  + k 2  A0 

Figure 1.4-1 illustrates the results. - 
The relative product concentrations can be simply found by formally dividing 

the rate equations (or the integrated results): 

This ratio is implicit in time, and yields, after integration, 
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For consecutive reactions: 

1 7 

A - Q - S  

R, = k,CAa' (1.4-4) 

RQ = klCAa' - kzCQq' (1.4-5) 

R, = k2CQq' (1.4-6) 

Equations 1.4-4 to 1.4-6 can also be easily integrated for first-order reactions: 

and 

These results are illustrated in Fig. 1.4-2. 
If experimental data of C,, CQ are given as functions of time, the values of k ,  

and k ,  can, in principle, be found by comparing the computed curves, as in Fig. 
1.4-2, with the data. However, it is often more effective to use an analog computer 
to quickly generate many solutions as a function of (k,, k,), and compare the 
outputs with the data. 

The maximum in the Q curve can be found by differentiating the equation for 
CQ and setting this equal to zero in the usual manner with the following result: 

Again, it is often simpler to find the selectivity directly from the rate equations. 
Dividing gives 
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Figure 1.4-2 Consecutivefirsz-order reactions. Concentrations 
versus time for various ratios k J k , .  

which has the solution 

where 

Example I .4-I Complex Reaction Networks 

Many special cases are given in Rodigin and Rodigina [12]. The situation of 
general first-order reaction networks has been considered by Wei and Prater 
[ I  31 in a particularly elegant and now classical treatment. Boudart [5] also has 
a more abbreviated discussion. 
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The set of rate equations for first-order reversible reactions between the N 
components of a mixture can be written 

where the y, are, say, mole fractions, kji is the rate coefficient of the reaction 
Ai -r A, and 

In matrix form: 

It is simplest to consider a three-component system, where the changes in com- 
position with time-the reaction paths-can be followed on a triangular diagram. 
Figure 1 shows these for butene isomerization data from the work of Haag, Pines, 
and Lago (see Wei and Prater) [I 33. 

We observe that the reaction paths all converge to the equilibrium value in a 
tangent fashion, and also that certain ones (in fact, two) are straight lines. This has 
important implications for the behavior of such reaction networks. 

It is known from matrix algebra that a square matrix possesses Neigenvalues, 
the negatives of which are found from 

where I is a unit matrix and 5, 2 0 for the rate coefficient matrix. Also, N-eigen- 
vectors, x,, can then be found from 

Kx, = -I,x, (e) 
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Figure 1 Comparison of calculated reaction paths with 
experimentally observed compositions for butene iso- 
merization. The points are observed composition and the 
solid lines are calculated reaction paths. (Wei and Prater 
~131) .  

and these combined into 

where 

Wei and Prater found that a new set of fictitious components, B, can be defined 
that have the important property of being uncoupled from each other. The quanti- 
ties of B are represented by 6. These components decay according to 

4-0 -=  - I o { ,  so that (, = (,(O)~-"O' 
dt 

where the { represent the quantities of B. 
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This can be readily shown from the above matrix equations; let 

y = X <  = <,x, + r lx l  + -.. 
where 

Then substituting Eq. h into Eq. b gives 

and premultiplying each side by X- yields 

= A( 

where Eq. f was used for the last step. Equations g and i are the same, and so Eq. h 
shows that the fictitious components are special linear combinations of the real 
ones : 

< = x-'y 

Now, at equilibrium, 

dye, - = 0 = Ky,, = Oy,, 
dt 

and comparing the last equality with Eq. e shows that one of the eigenvectors is 
the equilibrium composition and that the corresponding eigenvalue is zero: 

xo=ycs  1,=0 

Physically, this is obvious, since a reaction path starting at the equilibrium com- 
position does not change with time: 

4, = lo(0) = constant 

Eq. (h) can then be written as 

which gives the decay of deviations from equilibrium. Geometrically, each eigen- 
vector, x,, represents a direction in space, and so the right-hand side of Eq. j 
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represents all the contributions that make up the reaction paths. Special initial 
conditions of, say, (,(0) # 0, <,, *(0) = 0 leave only one term on the right-hand 
side, and this one direction thus is that of the special straight-line reaction paths. 
Thus, knowing the rate constants, k j i ,  a series of matrix computations will permit 
one to determine the proper (real) starting compositions for straight-line reaction 
paths, which are (,(t). The above figure shows an experimental determination of 
these paths. Wei and Prater also show that only IV - 1 such paths need to be 
found, and the last can be computed from matrix manipulations. 

In addition to illustrating many features of monomolecular reaction networks, 
Wei and Prater illustrated how these results, especially the straight line reaction 
paths, could be helpful in planning experiments for and the determination of rate 
constants, and this will be discussed later. Also, these same methods have been 
used in the "stochastic" theory of reaction rates, which consider the question of 
how simple macroscopic kinetic relations (e.g., the mass action law) can result 
from the millions of underlying molecular collisions-see Widom for comprehen- 
sive reviews [14]. 

w not her common form of mixed consecutive-parallel reactions is the following: 

Q + B  - S 

Successive chlorinations of benzene, for example, fall into this category. The main 
feature is the common second reactant B, so that in a sense the reactions are also 
parallel. The rate expressions are 

There is no simple solution of these differential equations as a function of time. 
However, the selectivities can again be found by dividing the equations: 

This is precisely the same as for the simpler first-order case considered above, and 
so would result in the same final results. Thus, the common reactant, B, has no 
effect on the selectivity, but will cause a different behavior with time. An important 
consequence of this is that a "selectivity diagram" or a plot of Cp, Cs, . . . versus 
C,, or conversion, x,, is often rather insensitive to details of the reaction network 
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other than the concentrations of the main chemical species. This concept is often 
used in complicated industrial process kinetics of catalytic cracking, for example, 
to develop good correlations of product distributions as a function of conversion. 

Example 1.4-2 Catalytic Cracking of Gasoif 

An overall kinetic model for the cracking of gasoils to gasoline products was 
developed by Nace, Voltz, and Weekman 1151. The actual situation was a catalytic 
reaction and the data were from specific reactor types, but mass-action type rate 
expressions were used and illustrate the methods of this section. 

The overall reaction is as follows: 

1 
A - Q  

\A S 

where A represents gasoil, Q gasoline, and S other products ( C ,  - C,,  coke). 
For the conditions considered, the gasoil cracking reaction can be taken to be 
approximately second order and the gasoline cracking reaction to be first order 
(see Weekman for justification of this common approximation for the com- 
plicated cracking reaction) 116, 171. Then, the kinetic equations are (where y 
represents weight fractions): 

This parallel-consecutive kinetic scheme can be integrated, but an expression for 
the important gasoline selectivity can also be found directly by formally dividing 
Eqs. a and b: 

Integrating gives 
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Space velocity, wt/(wtilhrl 

Figure I Comparison of experimental conversions 
with model predictions for different charge stocks. 
Catalyst residence rime: 1.25 min. (Nace, Voltz, and 
Weekman [I 51). 

where 

Ei(x) = exponential integral (tabulated function) 

Figure 1 shows the conversion versus (reciprocal) time behavior for four different 
feedstocks, and a catalyst residence time of 1.25 min in the fluidized bed reactor 
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Conversion, HR fraction 

1.0 

Figure 2 Comparison of e.rperimenfai gas- 
oline selectioities with model predictions for 
difierent charge stocks. Catalyst residence 
time: 1.25 min. (Nace, Voltz, and Weekman 
~ 1 5 1 ) .  

Experimental data 
o p 3  

and Fig. 2 shows thecorresponding gasoline selectivities. The feedstock properties 
are as follows: 

i 1 

Rate Coostants at 900'F 
Weight percent hr - ' (weight fraction)- ' 

Feedstock Paraffins Napthenes Aromatics k,  k ,  k ,  

These results show the effects of different catalytic feedstock compositions on the 
rates of reaction-Nace, Voltz, and Weekman's paper contains additional valuable 
information of this type. 

Further papers from the same group [18, 191 provide correlations of these 
overall rate constants with important feedstock properties. An example is given 
in Fig. 3, and illustrates how a large variety of practical data can often be cor- 
related by using the properties of groups of similar chemical species as "pseudo- 
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Figure 3 Relationship between gasoii cracking rate con- 
stant and aromatic to naphthene ratio (Voltz, Nace, and 
Weekman [IS])). 

species." Another interesting example of this was given by Anderson and Lamb 
[20]. Further aspects of the catalytic cracking data will be utilized in future chap- 
ters. 

More comprehensive utilization of these techniques of "lumping" (the currently 
used terminology) groups of chemical species with similar kinetic behavior has 
been provided by Jacob et al. [Zl]. Based on heuristic reasoning from the rather 
well-known chemistry of catalytic cracking. plus availability of modem chemical 
analysis techniques, a 10-lump kinetic model was formulated. This model in- 
volved paraffins, naphthenes, aromatic rings, and aromatic substituent groups in 
light and heavy fuel oil fractions. Using the same data base as described above, 
the more detailed model was essentially able to predict correlations, such as in 
Fig. 3, as well as predict results for a much wider range of feedstocks. 

The question of efficient techniques for performing these lumping analyses are 
a subject of current research. The successful applications to date, as above, have 
been based on heuristic reasoning, and more formal procedures are not available. 
Basic theoretical results for monomolecular reaction systems have been provided 
by Wei and Kuo [22] and Ozawa [23], and important other features are given 
by Luss et al. [24] (and other references provided there). 

Example 1.4-3 Rate Determining Step and Steady-State 
Approximation 

Consider a simple reaction with one intermediate species: 

A - L I L P  
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The rate equations are: 

This is the same case solved earlier, and is illustrated in Fig. 1.4-2. 
There are some interesting and useful features of this simple system that will 

iilustrate the important concept of the rate determining step. Note from Fig. 
1.4-2 that when k, % k , ,  the two reactions are almost separate in time, and the 
overall rate of product formation is dominated by the slow reaction 2. Alge- 
braically, from the integrated rate equations given above, after a certain time in- 
terval : 

% = k , ~ ,  

k  - (- %) for 2 + 1 
k ,  

For the opposite case of k ,  %= k, ,  the integrated rate equations in a different 
rearrangement give: 

again after a certain time interval. Thus, the overall rate of product formation is 
dominated by the slow reaction 1. This shows that the overall rate is always 
dominated by any slow steps in the reaction sequence;' this concept of a "rate 
limiting step" will be used many times in the ensuing discussions. 

One of the most useful applications pertains to the notion of a stationary or 
steady state of the intermediate. Ifa stationary state between the main reactant and 

' This material was adapted from Kondrat'ev 1251. 

28 CHEMICAL ENGINEERING KINETICS 



product is to exist for this simple case, the rate of disappearance of A must be 
approximately equal to the rate of production of P. This would make a plot of 
Cp(t)  the mirror image of CA(t).  From Fig. 1.4-2, or from Eq. e, it is seen that this is 
almost true for large k , / k ,  > 10 + a. Physically, a large value of k , ,  relative to k , ,  
means that as soon as any I is formed from reaction of A, it is immediately trans- 
formed into P, and so the product formation closely follows the reactant loss. Thus, 
the intermediate is very short lived, and has a very low concentration; this can also 
be seen in Figure 1.4-2. 

The sum of Eq. a, b, and c gives 

If the stationary state exists, and the reactant loss and product formation are 
approximately equivalent, 

and so 

which is the usual statement. Then, from Eq. b 

which is indeed small for finite C, and ( k , / k , )  $= 1. Also, 

and the exact details of the intermediate need not be known. 
Rigorous justification of the steady-state approximation has naturally been of 

interest for many years, and Bowen, Acrivos, and Oppenheim [26] have resolved 
the conditions under which it can be properly used. The mathematical question 
concerns the correctness of ignoring the derivatives in some of a set of differential 
equations (i.e., changing some to algebraic equations), which is analogous to 
ignoring the highest derivatives in a single differential equation. These questions 
are answered by the rather complicated theory of singular perturbations, discus- 
sion of which is given in the cited article. 

Predictions from the steady-state approximation have been found to agree 
with experimental results, where it is appropriate. This should be checked by using 
relations such as Eq. h to be sure that the intermediate species concentrations are, 
in fact, much smaller than those of the main reactants and products in the reac- 
tion. When valid, it permits kinetic analysis of systems that are too complicated 
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to conveniently handle directly, and also permits very useful overall kinetic rela- 
tionships to be obtained, as is seen in Ex. 1.4-4 to 1.4-6. 

Example 1.4-4 Classical Unimolecular Rate Theory 

Another interesting example of complex reactions is in describing the chemical 
mechanism that may be the basis of a given overall observed kinetics. A question 
of importance in unimolecular decompositions (e.g.. cyclohexane, nitrous oxide, 
320 methane-see Benson [27])-is how a single molecule becomes sufficiently 
energetic by itself to cause it to react. The theory of Lindemann [28] explains 
this by postulating that actually bimolecular collisions generate extraenergetic 
molecules, which then decompose: 

A* A Q + . . . (  slow) 

Then, the rate of product formation observed is 

To find .4,* its kinetics are given by: 

To solve this differential equation in conjunction with a similar one for species A 
would be very difficult, and recourse is usually made to the "steady-state ap- 
proximation." This assumes that dCA./dt - 0, or that the right-hand side of Eq. d 
is in a pseudo-equilibrium or stationary state. Justification for this was provided 
in the last example. 

With this approximation, Eq. d is easily solved: 

Then, 

Now, at high concentrations (pressure), k,CA % k ,  (recall reaction 3 is pre- 
sumably slow), and so, 
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which is a first-order rate. Conversely, for low pressures, k, C, G k , ,  and, 

Thus, this theory indicates that simple decompositions that are first order at high 
pressures should change to second order at low pressures-many years of ex- 
perimentation have shown this to be the case. Better quantitative agreement with 
the data is provided by more elaborate but similar theories-see Laidler [lo] or 
Benson 1271. 

An important example of complex reactions are those involving free radicals 
in chain reactions. These reactions consist of three essential steps: 

1. Initiation or formation of the free radicals. 

2. Propagation, by reaction of the free radicals with reactants. 

3. Termination by reaction of free radicals to form stable products. 

Many types of reactions have mechanisms in this category: thermal cracking, 
some polymerizations, many liquid phase oxidations and combustion reactions, 
photochlorinations, and others. 

In a review article, Benson [29] distinguishes two broad categories of chain 
reactions that have somewhat different kinetic features: pyrolytic chains, con- 
taining a unimolecular step, and metathetical chains involving two reactants 
and only bimolecular steps. We consider the interesting and practical case of 
thermal cracking, or pyrolysis, to illustrate the principles. 

The Rice-Herzfeld 1301 mechanism, or variations, can often be used to explain 
the kinetics. In addition to the concepts noted above, they postulated that the 
fastest mode of reaction of a free radical with a hydrogen-containing molecule 
is the abstraction of a hydrogen atom, followed by decomposition of the new 
radical into an olefin molecule and another radical. These steps are then the 
propagation part of the scheme. 

Thus, the essential idea is that the overall reaction 

can be represented by a sequence of initiation, propagation, and termination 
steps: 

1. Initiation by breaking weak chemical bond: 

(reactant) - (free radicals) (1.4-8) 
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2. Propagation, consisting of hydrogen abstraction: 

(free radical) + (reactant) - (free radical + abstracted hydrogen) 
+ (large free radical) (1.4-9) 

and large free radical decomposition: 

(free radical) - (product) + (free radical) ( 1.4-10) 

3. Termination: 

(free radical) + (free radical) - (product) (1.4-1 1) 

There are certain general rules that are very helpful in constructing a mecha- 
nism, Laidler [lo]. The initiation step can be considered from the viewpoint of 
classical unimolecular reaction rate theory and is first order if: 

1. The degrees of freedom of the atoms in the reactant molecules are large; that is, 
the molecule is complicated. 

2 The temperature is low. 

3. The partial pressure is high. 

For the opposite conditions, the initiation reaction can be second order, following 
unimolecular reaction rate theory (Ex. 1.4-3). 

The termination step is determined by the following factors: 

1. Relative rate constants of the propagation steps, which lead to relative radical 
concentrations. 

Z Magnitude of rate constant of termination steps, which depend on the com- 
plexity of the radicals. 

3. Degrees of freedom in the termination reaction; if these are large, no third 
body (external) is required and if small, a third body is involved. 

Consider a simple example of a free radical reaction, which is represented by 
the following stoichiometric equation: 
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In reality, the reaction might proceed by the following steps: 

kr A, - 2R; Initiation (1.4-12) 

k Hydrogen 
R; + A ,  --L R I H  + R; abstraction (1.4-13) 

Propagation 
k Radical 

R; -L A,  + R; 
decomposition (1.4-14) 

k 
R; + R ;  --% A ,  Termination (1.4-15) 

R; and R; are radicals (e.g., when hydrocarbons are cracked CH;, C2H;, H'). 
The rate of consumption of A ,  may be written: 

The rate of initiation is generallymuch smaller than the rate of propagation so that 
in Eq. (1.4-16) the term k,CA, may be neglected.Theproblem is now to express C,,, 
which are difficult to measure, as a function of the concentrations of species which 
are readily measurable. For this purpose, use is made of the hypothesis of the 
steady-state approximation in which rates of change of the concentrations of 
the intermediates are assumed to be approximately zero, so that 

or, in detail, 

These conditions must be fulfilled simultaneously. By elimination of CR, one 
obtains a quadratic equation for C,, : 

the solution of which is, 
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Since k ,  is very small. this reduces to 

so that Eq. (1.4- 16) becomes: 

which means that the reaction is essentially first order. 
There are other possibilities for termination. Suppose that not (1.4-15) but the 

following is the fastest termination step: 

It can be shown by a procedure completely analogous to the one given above 
that the rate is given by 

which means that the reaction is of order 3/2. 
Goldfinger, Letort, and Niclause [31] (see Laidler [IO]) have organized resultsof 

this type based on defining two types of radicals: 

p-a radical involved as a reactant in a unimolecular propagation step. 

8-a radical involved as a reactant in a bimolecular propagation step. 

Usually the p radical is larger than the B radical, so that 

(termination rate constant magnitude)@p) < (pp) < (pp) (1.4-20) 

This leads to the results shown in Table 1.4-1. 

Table 1.4-1 Overall Orders for Free Radical Mechanisms 

First-Order Initiation S e d O r d e r  Initiation 

Shnple Simple Overall 
Termination Third Body Termination Third Body Order 

- - - - - -- - - 

BB 2 
BB PP BBM 4 
BP BBM F ~ P  BPM I 
PI' &M PPM + 

W M  0 
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Note that in the above example a first-order initiation step was assumed, and 
with a termination step involving both R;(B) and R;(p) ,  an overall first-order 
reaction was derived, in agreement with Table 1.4-1. The alternate R ;  + R ;  
termination was of the (BB) type, leading to a three-half-order reaction. 

Franklin [32] and Benson 129) have summarized methods for predicting the 
rates of chemical reactions involving free radicals and Gavalas [33] has shown 
how the steady-state approximation and use of the chain propagation reactions 
alone (long-chain approximation) leads to reasonably simple calculation of the 
relative concentrations of the nonintermediate species. Also see Benson [34]. 

Example 1.4-5 Thermal Cracking of Ethane 

The overall reaction is 

C2H6 = C2H4 + HZ 

and can be considered to proceed by the following mechanism: 
Initiation: 

Eq. 1.4-12: C2H6 A 2CH; 
(A 1 )  (R i )  

Hydrogen abstraction: 

Eq. 1.4-13: CH; + C2H, A CH, + C2H; 
(R;) (A,) (RlH) (Ri)  

and: 
k4 H '  + C2H6 - Hz + C2H; 

(R;) (A,) (R,H) (R;) 

Radical decomposition: 

Eq. 1.4-14: C,H; A C2H, + H' 
(Ri) ('42) ( R ; )  

Termination: 

ELEMENTS OF REACTION KINETICS 35 



By the above rules, since ethane is only a moderately complicated molecule 
(in terms of degrees of freedom), the initiation reaction (a) could be either first 
or second order. The classical Rice-Herzfeld [30] scheme would use the former, 
and with termination reaction (e), which is (C(p)-(H; C2H;), would lead to an over- 
all rate expression of first order. Using the above techniques gives 

This agrees with the overall rate data, which is first order. However, estimates of 
the concentrations of the ethyl and hydrogen radicals, as found from the steady- 
state approximation and the free radical rate expressions, indicate that the former 
is the larger, and thus that the alternate termination reaction (f) would be more 
appr~pr ia te .~  Unfortunately, this is (pp), and leads to an incorrect order of one- 
half. There are also other predictions of temperature coefficients of reaction and 
foreign gas effects that are not in agreement with the experiment. This is an il- 
lustration of how carefully one must check all the implications of an assumed 
mechanism. 

By assuming that the unimolecular initiation step was in the second-order 
range, Kiichler and Theile 1353 developed an alternate free radical result using 
termination Eq. (f). From Table 1.4-1 this (pp) termination for second-order 
initiation again leads to the proper overall first-order reaction rate: 

The ratio of ethyl to hydrogen radicals can be found from the rate expression 
for hydrogen radicals: 

' Benson 1271 presents the following estimates: 

Initial Free Radical Concentrations during Pyrolysis of C ,  H, 
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At moderate pressures, this expression gives larger ethyl than hydrogen radical 
concentrations, and is consistent with the use of termination (f). At lower pres- 
sures, the relative amount of hydrogen radicals is larger, and increases the im- 
portance of termination (e). This (Bp) step then leads to an overall order of 3, 
which is what is experimentally observed at low pressures. 

Other possible terminations are (g) and (h). The first would require a third 
body, because hydrogen is an uncomplicated radical, yielding a (B/?M) case with 
$-order reaction. This is usually not observed, however, because of the slowness 
of ternary reactions. Case h could be (B/?)-second order-or (j?/?M)-3 order 
with second-order initiation-or it could be (/?J)-3 order-or (BJM)-first 
order with first-order initiation. In any case, however, it would not predict the 
proper product distribution. 

Quinn [36] has performed further experiments indicating that the first-order 
initiation is probably more correct. To obtain the proper overall first-order be- 
havior, he had to assume that the radical decomposition step (d) has a rate inter- 
mediate between first- and second-order kinetics, approximately proportional to 
[C2H;][C2H,]"2. This makes the ethyl radical have behavior between /? and 
p, say (fip), and the table then indicates approximate first-order overall reaction, 
tending toward (88) termination-and 4 order-for lower pressures. More recent 
data indicate that a wide range of observations is best represented by Quinn's 
mechanism. 

The pyrolysis of larger hydrocarbons is somewhat simpler in choice of mecha- 
nism, since the hydrogen atoms play a less dominant role. Also, the molecules are 
sufficiently complicated so that the initiation step is usually first order. For 
example, Laidler [lo] discusses the case of butane: 

C4H4 - CH; + C3H6 

CH; + C,Hlo - CHI + C,H, 
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Thus, the ethyl radical is both and p, although the slowness of its decomposi- 
tion reaction tends to make the former more important. Thus, with first-order 
initiation and approximate (Bp)  behavior, the overall order is again approximately 
unity. Further details are given in Steacie [37] and Laidler [lo] and Benson [27] 
among others. 

This rather involved example illustrated the large amount of information that 
can be obtained from the general free radical reaction concepts. 

Example 1.44 Free Radical Addition Polymerization Kinetics 

Many olefinic addition polymerization reactions, such as that of ethylene or  
styrene polymerization, occur by free radical mechanisms. The initiation step can 
be activated thermally o r  by bond breaking additives such as peroxides. The 
general reaction scheme is: 

k aM, +bI  - P ,  Initiation (a) 

PI + M ,  
Propagation (b) 

k Pa-, + M, A P, 

k, P,  + P,,, - M , + ,  Termination (c) 

where M, is the monomer, 1 is any initiator, P,  is active polymer, and iU ,+ ,  is 
inactive. Note that all the propagation steps are assumed to have the same rate 
constant, k,, ,  which seems to be reasonable in practice. Also, a or b can be zero, 
depending on the mode of initiation. 

The rates of the reactions are 

dM1 -=  - ari - k,, IM , 1 P,  
dt 

where ri is the initiation rate of formation of radicals. Aris 131 has shown how these 
equations may be analytically integrated to  give the various species as a function 
of time for an initiation step first order in the monomer, M,, and a simple termina- 
tion step of an extension of Eq. (b), P, + M ,  -. M E + ,  . The more general case is 
most easily handled by use of the steady-state approximation, whereby dP Jdt  = 0, 
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as discussed above. Then each of equations e to fare equal to zero and, when added 
together, give 

0 = ri - k,(C P,)' (!3) 

which states that under thesteady-state assumption, the initiation and termination 
rates are equal. Thus, Eq. d is changed to 

for initiation independent of monomer, a = 0 in Eq. a, or for small magnitude of 
monomer used in the initiation step relative to the propagation or polymerization 
steps (usually the case). 

There are several possibilities for initiation, as mentioned above: second order 
in monomer (thermal), first order in each monomer and initiator catalyst, I, or 
first order in I. For the latter, the initiation rate of formation of radicals is given by, 

ri = k , l  (j) 

so that 

The rate of monomer disappearance is, then, 

This expression for the overall polymerization rate is found to be generally 
true for such practical examples of free radical addition polymerization as poly- 
ethylene, and others. 

Even further useful relations can be found by use of the above methods. Con- 
sider the case of reactions in the presence of "chain transfer" substances as treated 
by Alfrey in Rutgers [38] and Boudart [ S ] .  This means a chemical species, S, 
that reacts with any active chain, P,, to form an inactive chain but an active 
species, S ' : 

This active species can then start a new chain by the reaction 
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Thus, S acts as a termination agent as far as the chain length of P,, but does 
propagate a free radical S' to  continue the reaction. In other words, the average 
chain length is modified but not the overall rate of reaction. 

These effects are most easily described by the number average degree of poly- 
merization, P,, which is the average number of monomer units in the polymer 
chains. This can be found as follows. 

For no chain transfer: 

rate of monomer molecules polymerized 
(PN), = rate of new chains started 

- kpr M I  a, 1 I l l  

With a chain transfer agent present, this is changed to 

and shows the decrease in average chain length with increasing S. 
Further details about the molecular weight distribution of the polymer chains 

can be obtained by simple probability arguments. If the probability of adding 
another monomer unit to a chain is p, the probability of a chain length P  (number 
distribution) with random addition is 

N ( P )  = ( 1  - p ) p P - l  (starting with the monomer) (q) 

which is termed the "most probable" or "Schultz-Flory" distribution. Note that 
C,"=, N ( P )  = 1 ,  a normalized distribution. The number average chain length is, 
then. 
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The weight distribution is 

W ( P )  = ( 1  - p)'PpP- (normalized) 

and the weight average chain length is 

The latter equation (t') is valid, since it will be shown below that p - 1.0-. Thus, 
for random addition, the ratio of weight to number average chain lengths is 
always essentially equal to 2: 

For the specific free radical mechanism, the probability of adding another mono- 
mer unit is: 

since the ratio of initiation to propagation rates is small. Thus, the number average 
degree of polymerization is 

The same type of result as above would also be found with chain transfer agents, 
but, in addition, the effects of the various kinetic constants on the molecular 
weight distributions can then be estimated. Finally, note that many of these results 
can also be obtained by directly solving Eqs. d to f rather than using the classical 
probability arguments; see Ray [39] for an extensive review. 

ELEMENTS OF REACTION KINETICS 41 



1.5 Influence of Temperature 

The rate of a reaction depends on the temperature, through variation of the rate 
coefficient. According to Arrhenius: 

where T: temperature ("K) 
R: gas constant kcalfimol K 
E: activation energy kcal/kmol 
A,,: a constant called the frequency factor 

Consequently, when In k is plotted versus 1/T, a straight line with slope - E/R 
is obtained. 

Arrhenius came to this formula by thermodynamic considerations. Indeed for 

the reversible reaction, A Q, the Van't Hoff relation is as follows: 

Eq. 1.5-2 may be written, 

This led Arrhenius to the conclusion that the temperature dependence of k ,  and 
k, must be analogous to Eq. 1.5-2: 

with 
El - E2 = AH 

which is Eq. 1.5-1) Note that E ,  > E,, for an exothermic and conversely for an 
endothermic reaction. Since then, this hypothesis has been confirmed many times 
experimentally, although, according to the collision theory, k should be propor- 
tional to Tl f2  exp[- E / R T ]  and, from the theory of the activated complex, to 
T exp[- E / R q .  (Note that these forms also satisfy the Van't Hoff relation.) The 
influence of T1I2 or even T in the product with e-EfRT is very small, however, 
and to observe this requires extremely precise data. 

The Arrhenius equation is only strictly valid for single reactions. If a reaction 
is accompanied by a parallel or consecutive side reaction, which is not accounted 
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for in detail. deviations from the straight line may be experienced in the Arrhenius 
plot for the overall rate. If there is an influence of transport phenomena on the 
measured rate, deviations from the Arrhenius law may also be observed; this will 
be illustrated in Chapter 3. 

From the practical standpoint, the Arrhenius equation is of great importance 
for interpolating and extrapolating the rate coefficient to temperatures that have 
not been investigated. With extrapolation, take care that the mechanism is the 
same as in the range investigated. Examples of this are given later. 

Example 1.5-1 Determination of the Activation Energy 
For a first-order reaction, the following rate coefficients were found: 

Temperature ("C) k(hr- ') 

48.5 0.044 
70.4 0.534 
90.0 3.708 

These values are plotted in Fig. 1, and it follows that: 

L. 105 
r 

Figure 1 Determination of activation energy. 
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Example 1.5-2 Activation Energy for Complex Reactions 

The overall rate equation based on a complex mechanism often has an overall 
rate constant made up of the several individual constants for the set of reactions. 
The observed activation energy is then made up of those of the individual reactions 
and may be able to be predicted, or used as a consistency check of the mechanism. 

For example, the Rice-Henfeld mechanism for hydrocarbon pyrolysis has 
overall rate expressions such as Eq. 1.4-18: 

Thus, 

and 

Equating the temperature coefficients: 

d In ko 
(R.H.S.) dfllT)=d(llT) 

gives the relationship: 

Eo = +(El + E2 + E 3  - E 4 )  

An order of magnitude estimate of the overall activation energy is given by using 
typical values for the initiation. hydrogen abstraction, radical decomposition, 
and termination steps: 

This is the size of overall activation energy that is observed. Note that it is much 
lower than the very high value for the difficult initiation step, and is thus less than 
the nominal values for breaking carbon-carbon bonds. 

For the specific Example 1.4-5 of ethane pyrolysis, Eq. i of that example shows 
that the overall rate constant is: 
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and 

Eo = &El + E3 + E4 - E 5 )  

Values from Benson [27), p. 3.54, give 

Benson states that observed overall values range from 69.8 to 77 kcal/mol(291.8 
to 321.9 kJ/mol) and so Eq. e provides a reasonable estimate. Laidler and 
Wojciechowski 140) present another table of values, which lead to Eo = 65.6 
kcaI/mol (274.2 kJ/mol). Both estimates are somewhat low, as mentioned in 
EX. 1.4-5. 

For the second-order initiation mechanism, the rate constant is 

and 

Using Laidler and Wojciechowski's values 

This seems to be a more reasonable value. 

The exponential temperature dependency of the rate coefficient can cause 
enormous variations in its magnitude over reasonable temperature ranges. 

Table 1.5-1 gives the magnitude of the rate coefficient for small values of RT!E. 
It follows then that the "rule" that a chemical reaction rate doubles for a 10 K 

Table 1.51 Variation offate 
coefficient with temperature 

RTIE EIRT k/Ao 

ELEMENTS OF REACTION KINETICS 45 



rise in temperature often gives the correct order of magnitude. but is really only 
true for certain ranges of the parameter. 

Theoretical estimates of the frequency factor, A, for various types of reactions 
can be found in Frost and Pearson [41]. 

1.6 Determination of Kinetic Parameters 

1.6-1 Simple Reactions 

For simple homogeneous reactions, there are two main characteristics to be 
determined: the reaction order and the rate coefficient. The latter can be found in 
several ways if the kinetics (order) is given, but the former is often quite difficult 
to unequivcxally determine. 

The case of a simple first-order, irreversible reaction was briefly discussed in 
Section 1.3. In principle, with Eq. 1.3-5, one value of (C,, t) suffices to calculate k 
when C,, is known. 1.n practice, it is necessary to check the value of k for a set of 
values of (C,, t). This method, called the "integral" method, is simpler than the 
differential method when the kinetic equation (1.3-4) can be integrated. When 
the order of the reaction is unknown, several values for it can be tried. The stoichio- 
metric equation may be a guide for the selection of the values. The value for which 
k, obtained from Eq. 1.3-4 or Eq. 1.3-5, is found to be independent of the con- 
centration is considered to be the correct order. 

The trial-and-error or iterative procedure may be avoided by the use of the 
following method, which is, in fact, also a differential method. Taking the logarithm 
of Eq. 1.3-1 leads to 

log r = log k + a' log C, + b' log C, (1.6-la) 

There are three unknowns in this equation: k, a', and b', so three sets of values of 
r, C, ,  and C,  are sufficient to determine them were it not for the random errors 
inherent in experimental data of this type. It is preferable to determine the best 
values of a' and b' by the method of least squares. Indeed, the above equation is of 
the type 

y = a, + ax, + bx,  (1.6- 1 b) 

and eminently suited for application of the least squares technique. 
Sometimes it may be worthwhile to check the partial orders obtained in this 

way by carrying out experiments in which all but one of the reacting species are 
present in large excess with respect to the component whose partial order is to 
be checked. This partial order is then obtained from 

r = k'CAa' where k' = k c ,  C ,  . - . 
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By taking logarithms 

log r = log k' + a' log C, 

The slope of the straight line on a log r - log C, plot is the partial order a'. 
For a given simple order, the rate expression can be integrated and special 

plots utilized to determine the rate coefficient. For example, the k for a first-order 
irreversible reaction can be found from the slope of a plot of In CJC,, versus t, 
as indicated in Section 1.3. A plot of 1/C, versus t or xA/(l - x,) versus r is used 
similarly for a second-order irreversible reaction. For I - 1 reversible reactions, 
a plot of In(C, - CA,,)/(CA, - C,,,) or In(1 - x,jx,,,) versus t yields (k, + k z )  
from the slope of the straight line, and with the thermodynamic equilibrium 
constant, K = k,/k,, both k ,  and k ,  can be found. Certain more complicated 
reaction rate forms can be rearranged into such linear forms, and Levenspiel 
[42] or chemical kinetics texts give several examples. These plots are useful 
for an estimate of the "quality" of the fit to the experimental data, and can also 
provide initial estimates to formal linear regression techniques, as mentioned 
above. 

A more extensive discussion and comparison of various methods is presented 
in Chapter 2; they form the basis for many of the recent applications and can also be 
used for homogeneous reactions. Useful surveys are given by Bard and Lapidus 
[43]. Kittrell [U], and by Froment [45]. However, methods primarily for mass 
action form rate laws are considered here. 

1.6-2 Complex Reactions 

Complex kinetic schemes cannot be handled easily, and, in general, a multidi- 
mensional search problem must be solved, which can be difficult in practice. This 
general problem has been considered for first-order reaction networks by Wei 
and Prater [I31 in their now-classical treatment. As described in Ex. 1.4-1, their 
method defines fictitious components, B,, that are special linear combinations 
of the real ones, A j ,  such that the rate equations for their decay are uncoupled, 
and have solutions: 

Both the I.,,, and the coefficients in the linear combination relations are functions 
of the rate constants, kji, through the matrix transformations. Obviously, Eq. 
1.6.2-1 is enormously easier to use in determination of the 1, than the full solutions 
for the y j  which consist of Nexponential terms, and which would require non- 
linear regression techniques. In fact, simple logarithmic plots, as just described, 
can be used. Once the straight-line reaction paths are used to determine the Am, 
numerical matrix manipulations can then be used to readily recover the k j i .  
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Unfortunately, the method is not an automatic panacea to all problems of 
complext first-order kinetics. The only directly measured quantities are the y j .  
The i, are found by a matrix transformation using the k j i .  However, we don't 
yet know these since, in fact, this is what we are trying to find. Thus, a trial-and- 
error procedure is required, which makes the utilization of the method somewhat 
more complicated. Wei and Prater suggest an experimental trial-and-error 
scheme that is easily illustrated by a simple example and some sketches. 

The three-species problem to be considered is (e.g., butene isomerization): 

The compositions can be plotted on a triangular graph as shown in Fig. 1.6.2-1. 
The arrows indicate the course of the composition change in time and the point 
"em is the equilibrium position. Thus, an experiment a starts with pure A ,  and 
proceeds to equilibrium along the indicated curve. Now the above scheme for 
three components will give three A,,,, one of which is zero. It can be shown that 
the other two &--each corresponding to a (,--will give a straight line reaction 
path on the above diagram, lines @) @ and @ @. The first experiment didn't 
give a straight line and so one of the (, is not pure A , .  Thus, a second experiment 
is done, @I which again probably won't give a straight line. Finally, a t  experiment a, a straight line is found and possibly confirmed by experiment @with the 
indicated initial composition (mixture of -5 parts A,  and 1 part A,) .  The com- 
positions for experiment a or @are plotted as In[(, - i,,] versus time and the 
slope will be 1,. The other straight-line path @ @ can be found from matrix 
calculations, and then confirmed experimentally. For larger numbers of reacting 
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species, more (N - 1) of the straight line paths must be found experimentally 
by the iterative technique. Then the kji  are found. Obviously, this is a rather 
laborious procedure and is most realistically done with bench scale studies. 
However, as Wei and Prater strongly pointed out, extensive data must be taken if 
one really wants to find out about the kinetics of the process. Finally, the entire 
procedure is only good for first-order reactions, which is another restriction. 
However, many industrial reactions are assumed first order in any event, and so 
the method can have many applications. For example, see Chapter 10 in Boudart 
[5] .  Gavalas 1461 provides another technique for first-order systems that again 
estimates values for the eigenvalues of the rate coefficient matrix. 

Another method that can be used is to take the Cj measured as a function of 
time, and from them compute the various slopes, dCJdt. The general form of 
kinetic expressions can then be written, for M reactions, as: 

where C is the N-vector of concentrations. Then, since all the k's appear in a linear 
fashion, at any one temperature, standard linear regression techniques can be 
used, even with the arbitrary rate forms rj,, to determine the rate constants. Un- 
fortunately, however, this differential method can only be used with very precise 
data in order to successfully compute accurate values for the slopes, dCj/dt. 

An alternate procedure was devised by Himmelblau, Jones, and Bischoff [47]. 
This was to take the basic equations (1.6.2-2) for the C j  and directly integrate 
(not formally solve) them: 

which leads to 
M 11 

cJ{ti) - cJ< t~ )  = 2 kp rjp(c(t)Mt (1.6.24) - p = 1  to - 
Directly Integrals of 

measured measured data 

Notice again that the k's occur linearly no matter what the functions r j p  are, and 
so standard linear regression methods, including various weighting, and so on, 
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can be used. Also, only integration of experimental data is necessary (not dif- 
ferentiation), which is a smoothing operation. Thus, it seems that the advantages 
of linear regression are retained without the problems arising with data differentia- 
tion. 

Equation 1.6.2-4 can now be abbreviated as 
A# 

The standard least squares method would minimize the following relation: 

where 

n = number of time data points 
xj = C,(ti) - Cdt,), experimental value of dependent variable 

M x j  = 1 k p X i j , ,  calculated value of dependent variable 
p =  1 

wij  = any desired weighting function for the deviations 

Standard routines can perform the computations for Eq. 1.6.2-6 and will not be 
further discussed here. The result would be least squares fit values for the kinetic 
parameters, k,. 

This latter technique of Himmelblau, Jones, and Bischoff (H-J-B) has proved 
to be efficient in various practical situations with few, scattered, data available 
for complex reaction kinetic schemes (see Ex. 1.6.2-1). Recent extensions of the 
basic ideas are given by Eakman, Tang, and Gay [48,49, SO]. It should be pointed 
out, however, that the problem has been cast into one of linear regression at the 
expense of statistical rigor. The 'independent variables", X i j p ,  do not fulfill one 
of the basic requirements of linear regression: that the X i ,  have to be free of 
experimental error. In fact, the Xi jp  ate functions of the-dependent variables 
CAti) and this may lead to estimates for the parameters that are erroneous. This 
p;oblem will be discussed further in Chapter 2, when the estimation of parameters 
in rate equations for catalytic reactions will be treated. Finally, all of the methods 
have been phrased in terms of batch reactor data, but it should be recognized 
that the same formulas apply to plug Bow and constant volume systems, as will 
be shown later in this book. 

Example 1 A.2-1 Rate Constant Determination by the 
Himmelblau- Jones-Bischofl Method 
To illustrate the operation of the H-J-B method described above, as well as gain 
some idea of its effectiveness, several reaction schemes were selected, rate constants 
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Table I Application of the Himmelbiau- 
Jones- Bischofl method to estimation of 
rate coeficients in a simple consecutive 
reaction system 

- 2 - - klcl + k4c, - (k, + kdc, 

Data points: 31 at equal time intervals 

Calculated value 
Original 

Coefficient value a b 
Ran 1 (no error) 

k 1 1.000 1.000 1.m 
k* 1.000 1.000 1.000 
k 3 1.000 1.000 1.000 
k4 1.000 1.000 1.000 

Run 2 (no error) 
k1 I .Oa 1.013 1.012 
k, 0.50 0.497 0.496 
k 3  10.0 10.125 10.112 
k4 5.0 4.990 4.989 

Run 3 (5% error randomized by sign) 
kl 1.00 0.968 0.962 
kz 0.50 0.487 0.467 
k3 10.0 9.730 9.687 
k4 5.0 4.900 4.873 

Run 4 (10% error randomized by sign) 
k I 1.00 1.025 1.000 
kz 0.50 0.586 0.500 
k3 10.0 10.226 10.042 
k* 5.0 5.197 5.086 

Run 5 (15% error randomized by sign) 
k, 1.00 1.009 0.977 
k2 0.50 0.233 0.056 
k3 10.0 9.766 9.534 
k4 5 .O 4.623 4.392 



assumed, and hypothetical values of the dependent variables generated. The 
differential equations were solved for C,(t) at various times using analytical 
methods for simpler models and a Runge-Kutta numerical integration for the 
more complicated models. Error was added to the deterministic variables, and 
the resulting simulated data were processed with linear regression programs to 
yield estimates for the rate coefficients. 

Tables 1 and 2 show a simple consecutive reaction scheme and a more complex 
one and compare the original rate coefficients with those calculated from the 
simulated data. Each of the simulated sets of data was run for two weights: 
a: equal weighting of deviations of concentrations; b: weights inversely propor- 
tional to the concentration. 

For the relatively simple scheme of Table 1, the proposed method yielded 
constants in good agreement with the originally fixed constants, even as increasing 

Table 2 Application of the Himmelblau- 
Jones-Bischoff method to estimation oj  
rate coeficients in a more complex con- 
secutive reaction system 

Data points: 34 data points, no error, equal time 
intervals. (Double precision arithmetic used) 

Original 
Coeffkient value 

k ,  2.0 
k ,  10.0 
k3 15.0 
k4 6.0 
ks  4.0 
k6 0.1 

Calculated value 
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error was introduced, except for the value of k ,  in run 5. For the more complex 
model in Table 2, even without introducing random error, the values of k ,  and 
k3 deviated as much as 10 percent from the original values. 

After analyzing all of the computer results, including trials not shown, it was 
concluded that most of the error inherent in the method originates because of 
the sensitivity of the rate coefficients to the values obtained in the numerical 
integration step. If the concentration-time curves changed rapidly during the 
initial time increments, and if large concentration changes occurred,. significant 
errors resulted in the calculated rate parameters. It has been found that data- 
smoothing techniques before the numerical integration step help to remedy this 
problem. 

Another source of error is that errors in the beginning integrals tend to throw 
off all the predicted values of the dependent variables because the predicted values 
are obtained by summing the integrals up to the time of interest. Thus, it would 
seem that the use of unequal time intervals with more data at short times is im- 
portant in obtaining good precision. 

Example 1.6.2-2 Kinetics of O w n  Codimerization 

Paynter and Schuette [51] have utilized the above technique for the complex 
industrial process of the codimerization of propylene and butenes to hexene, 
heptene, octene, and some higher carbon number products of lesser interest. Not 
only are there a variety of products, but also many possible feed compositions. 
This is actually a catalytic process, but the mass-action kinetics used can serve to 
illustrate the principles of this section, as well as previous parts of this chapter. 

The most straightforward reaction scheme to represent the main features of 
this system are: 

5 
2C4-, - CB 

where the concentrations are: 

C3-propylene; C,  - ,-butene-1 : C, - ,-butene-2 (both 
cis and trans); C,-hexene; C7-heptenes; C,-octenes. 
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The C,' compounds are not of primary interest, and so an approximate overall 
reaction was used to account for their formation: 

6 
( C 3 + C 4 - ,  f C4-2)+(C6 f C 7 + C s )  -----) Cgf 

To obtain the proper initial selectivity, a further overall reaction was introduced: 

8 
3C3 - cg+ 

Finally, the butene isomerization reaction was also accounted for: 

C 4 - ,  & C 4 - , ,  with equilibrium constant K 1: 12 
7' 

The straightforward mass action rate equations then are 

-- dC3 - -2klC3' - k2C,C4-,  - k,C,C4- ,  - k,C,(C6 + C7 + C,) - 3k8C3' 
dt 

(a) 

dC4 - , -- 
dt 

- -k2C3C4- ,  - 2k4C4-1' - k6C4- , (C6 + C7 + C8)  

Certain aspects of these rate equations are obviously empirical, and illustrate the 
compromises often necessary in the analysis of complex practical industrial 
reacting systems. 
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Paynter and Schuette found that with a "practical" amount of data, the direct 
determination of the eight rate constants by the H-J-B method (or presumably 
by others) could adequately fit the data, but the constants were not consistent in 
all ways. Thus, several other types of data were also utilized to independently 
relate certain of the rate constants, and these concepts are considered here. 

The initial selectivities of C,/C, and C,/C, are found by taking the ratios of 
Eqs. d, e, or f under initial conditions: 

For pure butene-1 feed this reduces to 

which again reduces, for pure butene-1 feed, to 

Thus, with pure butene-1 feed, a plot of C ,  versus C, has an initial slope of 
(kl/k2)(C3/C4 - Eq. (i), and knowing the feed composition yields (k l /k2);  see 
Fig. 1 .  Similarly, for a given ratio of C4-2  and C4- ,, plus (C,/C4), Eq.  (h) yields 

Figure I Hexenes versus heptenes, T = 240°F. 
(Paynter and Schuette [Sl]). 
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Figure 2 Arrhenius plot oj k l .  

(Paynter and Schuette [ S t  1). 

(k,/k,). After a similar treatment of Eq. (k) and (j) the following values were 
obtained at 240°F: 

(all units so that rates are in pound molesfir-ft3 catalyst). Note that butene-2 is 
much less reactive than butene-I. Data at different temperatures give about the 
same ratio, indicating similar activation energies for reactions 1 to 5. 

At this point, only four constants, k , ,  k,, k , ,  k, need be determined by the H-J-B 
method. Figure 2 shows an Arrhenius plot for k,. Figure 3 presents a final com- 
parison of experimental data with model predictions using the determined rate 
constant values. 
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Time, min Time, min 

Time. min Time, min 

Time, rnin Time, min 

Figure 3 Comparison of experimental data with model 
predictions (concentration versus time). (Paynter and Schuette 
C513). 

Example 1.6.2-3 Thermal Cracking of Propane 

From a literature survey and from the experimental study of Van Damme et al. 
1521, Sundaram and Froment [53] developed the following so-called molecular 
reaction scheme for the thermal cracking of propane. Such a molecular scheme 
is an approximation for the true radical scheme. It is simpler and the corresponding 
set of rate equations is much easier to integrate, a great advantage when the in- 
tegral method of kinetic analysis is adopted. The reaction scheme is given in 
Table 1. 

All the reactions, except 4 and 5, are considered to be elementary, so that their 
order equals the molecularity. Reactions 4 and 5 are more complex and first order 
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Table I Molecular scheme for the thermal cracking ofpropane 

Reaction Rate Rate equation 

is assumed for these. The equilibrium constants Kc , ,  Kc, and Kc, are obtained 
from thermodynamic data (F. Rossini et al.) [54]. It follows that the total rate of 
disappearance of propane RclH, is given by 

while the net rate of formation of propylene is given by 

The experimental study of Froment et al. (loc. cit) was carried out in a tubular 
reactor with plug flow. The data were obtained as follows: total conversion of 
propane versus a measure of the residence time, VR/(FC,,,),; conversion of propane 
into propylene versus VR/(FclH,)o and so on. V, is the reactor volume reduced to 
isothermal and isobaric conditions, as explained in Chapter 9 on tubular reactors 
and (F,3,,)o is the propane feed rate. 

It will be shown in Chapter 9 that a mass balance on propane over an isothermal 
differential volume element of a tubular reactor with plug flow may be written 
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In Eq. (a) a more general notation is used. aij is the stoichiometric coefficient of the 
ith component in the ith reaction. 

After integration over the total volume of an isothermal reactor, Eq. a yields 
the various flow rates F j  at the exit of the reactor, for which V,j(F,,,,),, has a 
certain value, depending on the propane feed rate of the experiment. If Eq. a is 
integrated with the correct set of values of the rate coefficients k ,  . . . k ,  the ex- 
perimental values of Fj should be matched. Conversely, from a comparison of 
experimental and calculated pj  the best set of values of the rate coefficients may 
be obtained. The fit of the experimental F .  b means of the calculated ones, F j ,  

I .  can be expressed quantitatively by comput~ng the sum of squares of deviations 
between experimental and calculated exit flow rates, for example. These may 
eventually be weighted to account for differences in degrees in accuracies between 
the various F j  so that the quantity to  be minimized may be written, for n experi- 
ments: 

Sundaram and Froment [Ioc. cit] systematized this estimation by applying non- 
linear regression. 

The results a t  80OoC are given in Table 2. 
The estimation was repeated at other temperatures so that activation energies 

and frequency factors could be determined. 
Figure 1 compares experimental and calculated yields for various components 

as  a function of propane conversion at  800°C. 

Table 2 Values for the rate coefficients of the 
molecularscheme forpropane crackingaf80O0C 

Rate coefficient Value (s-' or : m3 kmol-' s-') 
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1.7 Thermodynamically Nonideal Conditions 

34 I I 1 I 

30 - - - camput& 
Experimental 
0 - C1H4 

=C3Y 
0 -CH4 - 
X = H a  

X 

- 

- 

- 

10 I I I I 
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It was mentioned in Sec. 1.3 that the rate "constant" defined there is actually only 
constant for thermodynamically ideal systems, and that in general it may vary 
with composition. Also, the classical form of the mass action law gives for the reac- 
tion 
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the rate law 

r~ = k ~ ~ C ~ C ~  - k ~ . - C ~ C ~  (1.7-2) 

At equilibrium, it was also shown there that 

Now we know from thermodynamics that the concentration equilibrium constant 
is not the "proper" one in the sense that it can be a function of concentrations in 
addition to temperature, especially for liquids and for gases at high pressure. Thus, 
in thermodynamics, the "proper" variable of activity is introduced: 

a. , - = yjCj y j  = activity coefficient (1.7-4) 

This leads to an equilibrium constant that is a function only of temperature 

How can this be extended into the kinetic equation so that it has a "proper" 
driving force? 

A useful way to do this is to use the transition state theory of chemical reaction 
rates (e.g., see Glasstone, Laidler, and Eyring [SS]; also, for a current review, see 
Laidler 1561). This is based on the hypothesis that allelementary reactions proceed 
through an activated complex: 

A + B ==== Xr - (products) (1.7-6) 

This activated complex is an unstable molecule, made up of the reactant molecules, 
and when it decomposes yields the products. For some simple reactions, the 
approximate structure of the activated complex can be estimated. It isalso assumed 
that the activated complex is in thermodynamic equilibrium with the reactants 
even when the reaction as a whole is not in equilibrium. This assumption would 
be difficult to prove, but seems to be essentially correct in practice. 

The rate of decomposition of the activated complex can be computed by the 
methods of statistical mechanics, and by utilizing the notion that one of the vibra- 
tional energy modes of the complex must be the one that allows dissociation to 
the products, leads to the following relation: 

where 

' That the concentration rather than the activity o f  the activated complex should be used here has been 
justified for certain cases by Emptage and Ross [571. 
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The factor, k,, is a universal frequency that can be used for any reaction and 
relates the magnitude of the rate to the concentration of the activated complex. 

Next using the assumption of equilibrium between the activated complex and 
the reactants, 

and Eq. (1.7-7) becomes: 

Similar considerations for the reverse reaction6 give, 

- 
k T -- - itt ) aRas 
Y 

Note that the k , ,  k, defined by Eqs. 1.7-9a to  10a are dependent only on tem- 
perature, 

The complete net rate can, therefore, be written 

1 
= - ( k l ~ ~ C ~ ~ ~ C B  - k 2 ~ ~ C ~ ~ ~ C ~ )  (1.7-1 la) 

7' 

This equation properly reduces to the equilibrium Eq. 1.7-5 no matter what the 
value of y', which could be a function of concentration just as any other activity 
coefficient. This equilibrium condition would also be true if y t  were ignored 

This is based on the principle of  microscopic reversibility, which here means that the same activated 
complex is involved in both the forward and reverse reactions. 
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(y' = l), but the kinetic relation would not be the same. In other words, the simple 
expedient of merely replacing the concentrations in Eq. 1.7-2 with activities does 
not give the same result. 

Comparing Eqs. 1.7-1 1 and 1.7-2 shows 

These relations can now be used to relate the concentration rate constants under 
thermodynamically ideal conditions, ki, to the values for any system. The utility 
of Eq. 1.7-1 1 to 12 will be illustrated by examples. Eckert [58] and Eckert et al. 
[59], [60], 1611 have given reviews of several examples of the use of these results. 

Example 1.7-2 Reactions of Dilute Strong Electrolytes 

A very interesting application of Eq. 1.7-12 is the Bransted-Bjerrum equation for 
rate constants in solutions where the Debye-Hiickel theory is applicable. The 
latter provides an equation for the activity coefficient, Rutgers [38]: 

log y j  = - A Z ~ ~ J ~  (a) 

where 

Z j  = charge (valency) of ion j 
1 = ionic strength of solution 

= 4 C j  CjZj2 

C j  = concentration of ion j 
A = constant 1.0.51 for water at 25OC 

For the reaction of A + B, with charges Z, and Z,, the activated complex 
must have charge (Z, + Z,). Therefore, Eq. 1.7-12 gives 

log k , ,  = log k 1  + logy, + logy, - logyz 

= log k ,  - A[ZA2 + ZB2 - (Z, + z,)~]$ 

= log k ,  + ~ A Z , Z , ~  (b) 

Eq. b gives an excellent comparison with experimental data, and is very useful 
for correlating liquid phase reaction data. ~ o u d a r t  [S] points out that the naive 
result of taking y' = 1 would result in 

log k , ,  = log k ,  - A(ZA2 + ZB2) 

which is neither qualitatively nor quantitatively correct. 
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Example 1.7-2 Pressure ENects in Gas Phase Reactions 

In the review of Eckert mentioned above, the study of Eckert and Boudart 1611 
on pressure effects in the decomposition of hydrogen iodide was summarized: 

This is one of the few gas phase reactions that seems to occur in the single bi- 
molecular step as shown7 and so can be handled directly with Eq. 1.7-12. 

For gases, the activity can be expressed as the fugacity (with standard state 
of 1 atm), and so Eq. 1.7-4 shows 

a .  = j. = 4.p. 
J I J J  

- - y . ~ .  =- ~jpj  ' ' ZRT 

where 
cpj = fugacity coefficient 
Z = compressibility factor 

Thus, 
y, = ZRT 6 

and Eq. 1.7-12 becomes: 
k, = (ZRT 4H1)2 
k ( Z R T ~ ; )  

$HI2 = RT-  Z 
4: 

At low pressures, & -+ 1 and z -, 1, so Eq. c becomes 

Thus, the ratio of the observed rate constant at high to that at low pressures is. 

kc 4H12 z -=- 
kc,  4: 

If the activated complex were not considered, a similar derivation would lead to 

The variation of the thermodynamic properties with pressure was calculated 
using the virial equation of state, with the constants for HI taken from data and 

' See Amdur and Hammes 1621. Above about 600 K, the reaction is dominated by the usual halogen- 
hydrogen chain reaction mechanism. 
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Concentration, rnoterfliler 

Figure I Variation in rate o j  H I  decomposition at 
321.4"C. Points taken from Kistiakowsky's data; line 
represents Eq. d.  (Adaptedfrom Eckert and Boudart 
C611). 

estimated from a model of the activated complex. Figure 1 shows excellent agree- 
ment with the data of Kistiakowsky [63] at pressures up to 250 atm, leading to a 
density variation of 300, for Eq. d but not for Eq. e. Thus, proper use of the thermo- 
dynamic corrections allows prediction of the nonideal effects. 

Problems 

1.1 For the thermal cracking of ethane in a tubular reactor, the following data were obtained 
for the rate coefficient at different reference temperatures: 

T("C) 702 725 734 754 773 789 803 810 827 837 
k ( s - ' )  0.15 0.273 0.333 0.595 0.923 1.492 2.138 2.718 4.137 4.665 

Determine the corresponding activation energy and frequency factor. 

1.2 Derive the result given in Table 1.3-1 for the reaction A + B + Q + S. 
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1.3 Derive the solutions to the rate equations for the first order reversible reaction given in 
Sec. 1.3. 

1.4 A convenient laboratory technique for measuring the kinetics of ideal gas phase single 
reactions is to follow the change in total pressure in a constant volume and temperature 
container. The concentration of the various species can be calculated from the total 
pressure change. 
Consider the reaction 

aA + bB + ... - qQ + sS + ... 
(a) Show that the extent can be found from: 

(Note that the method can only be used for Aa # 0.) 
(b) Next show that the partial pressure for the jth species can be found from 

(c) Use the method to determine the rate coefficient for the first-order dccontposition of 
di-t-butyl peroxide 

(CH3),COOC(CH3), - 2(CH3)*C0 + C2H6 

The data given below are provided by J. H. Raley, F. E. Rust, and W. E. Vaughn 
[J.A.Ch.S., 70.98 (1948)l. They were obtained at 154.6'C under a 4.2-mmHg partial 
pressure of nitrogen, which was used to feed the peroxide to the reactor. Determine 
the rate coefficient by means of the differential and integral method of kineticanalysis. 
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1.5 The results of Problem 1.4 can be generalized for the measurement of any property of the 
reaction mixture that is linear in the concentration of each species: 

The Lj  could be partial pressures (as in Problem 1.4), various spectral properties, ionic 
conductivity in dilute solutions, and so on. Then the total observed measurement for 
the mixture would be: 

I = I I ~ = C K , C ~  
I J 

(a) For the general single reaction, 

show that the relation between the extent of reaction and I is 

where 

(b) After a long("infiniten) time, theextent e m  can be evaluated for irreversible reactions 
from the limiting reagent, and for reversible reactions from thermodynamics. Use 
this to formulate the desired relation containing only measured or determined 
variables (see Frost and Pearson [41]): 

1.6 Show that thegeneral expression for the concentration at which the autocatalytic reaction 
of Ex. 1.3-1 has a maximum rate is 

Note that this agrees with the specific results in the example. 

1.7 Derive Eq. 1.3-10. 

1.8 Derive the concentration as a function of time for the general three species first order 
reactions: 

These should reduce to all the various results for first order reactions given in Sea 1.3 
and 1.4. Also determine the equilibrium concentrations C,.,, CQq, Cs,, in terms of the 
equilibrium constants for the three reactions. 
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1.9 Show that if a solution [ = AyA + By, + Cy, is assumed for the network of Problem 1.8, 
such that 

the values of 1 are found from 

where a > 0, /3 > 0 are to be expressed in terms of the individual rate constants. Demon- 
strate how this is consistent with the Wei-Prater treatment. Show that the root 1 = 0 
gives the equilibrium concentrations as found from the three coupled equilibria, and 
that the other roots are real and positive. 

1.10 For the complex reactions 

(a) Use Eqs. 1.2-10 and 12 to express the time rates of change of N,, N, ,  N p ,  and N ,  in 
terms of the two extents of reaction and the stoichiometric coefficients a, b, b', q, q', 
and s; for example, 

(b) In practical situations, it is often useful to express the changes in all the mole numbers 
in terms of the proper number of independent product mole number changes-in 
this case, two. Show that the extents in part (a) can be eliminated in terms of dN,/dt 
and dNS/dt to give 

Thisalternate formulation will beoften used in the practical problems to beconsidered 
later in the book. 

(c) For the general reaction 
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The mole number changes in terms of the extents are: 

where N is the N-vector of numbers of moles, 5 is the M-vector of extents, and a' 
is the transpose of the M x N stoichiometric coefficient matrix a. Show that if an 
alternate basis of mole number changes is defined as an M-vector 

that the equivalent expressions for all the mole number changes are 

where d is the M x M matrix of the basis species stoichiometric coefficients. 
Finally, show that these matrix manipulations lead to the same result as in part (b) 

if the basis species are chosen to be Q and S. 

1.1 1 Show that the overall orders for a free radical reaction mechanism with a first-order 
initiation step are 3 and + for a /3/?, respectively pp termination. 

1.12 The thermal decomposition of dimethyl ether 

CH,OCH, - CH, + CO + Hz 

CH30CH3 - CH, + HCHO 

is postulated to occur by the following free radical chain mechanism: 

CH30CH3 k' CH; + OCH; 

k 
CH; + CH30CH, --f, CH, + CHzOCH; 

k 
CH,OCH; ---A CH; + HCHO 

(a) For a first-order initiation step, use the Goldfinger-Letort-Niclause table to predict 
the overall order of reaction. 
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(b) With the help of the steady-state assumption and the usual approximations of small 
initiation and termination coefficients, derive the detailed kinetic expression for the 
overall rate: 

and verify that the overall order, n, is as predicted in part (a). Also find ko in terms of 
k,, kz, k 3 ,  and k,.  

(c) If the activation energies of the individual steps are E, = 80, E2 = 15, E3 = 38, 
E, = 8 kcal/mol, show that the overall activation energy is E ,  = 62.5 kcal/mol. 

1.13 Laidler and Wojciechowski [40] provide the following table of individual rate constants 
for ethane pyrolysis: 

Reaction ,443 E (kcal/rnol) 

85.0 1st-order initiation 
70.2 2nd-order initiation 
10.4 hydrogen abstraction 
39.5 radical decomposition 
6.8 H'  + C2H6 + 

0 H' + C,H; + termination 
0 CzH; + C,H; -. termination 

In s-I or cm' m ~ l - ~ s - ' .  

(a) Derive the overall kinetic expressions for the four combinations of the two possible 
initiation steps (1 or la) and the termination steps (5 or 6). 

(b) Compare the overall rate constants at T = 873 K with the experimental value of 
8.4 s- I. 

(c) Show that the ratio of the rates of reaction 5 and 6 is given by 

(d) Calculate the "transition pressure level" where terminations ( 5 )  and (6) are equivalent 
( rg  = r6) at T = 640°C, and compare with the measured value of 60 mmHg. At this 
point, the overall reaction is changing from 1 to 4 order. 

*1.14 The overall reaction for the decomposition of nitrogen pentoxide can be written as: 

These problems were contributed by Prof. W. J. Hatcher, Jr., University of Alabama. 
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The following reaction mechanism is proposed: 

N205  - NO, + NO, 

NO, + NO, - N20,  

NO, + NO, - NO, + 0, + N O  

NO + NO, - 2N0,  

If the steady-state approximation for the intermediates is assumed, prove that the de- 
composition of N,05 is first order. [See R. A. Ogg, J. Ch. Phys., 15,337 (1947)l. 

*1.15 The previous reaction was carried out in a constant volume and constant temperature 
vessel to allow the application of the "total pressure method" outlined in Problem 1.4. 
There is one complication however: the dimerization reaction 2N02  N20, also 
occurs. It may be assumed that this additional reaction immediately reaches equilibrium, 
the dimerization constant being given by 

2866 
log K, = - - log T - 9.132 (T in K; K ,  in mm-I) 

T 

The following data were obtained by F. Daniels and E. H. Johnson [J. Atr~. Cko11. Soc., 
43,53 (1921)l at 35"C, with an initial pressure of 308.2 mmHg: 

Determine the first-order rate coefficient as a function of time. What is the conclusion? 
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1.16 Reconsider the data of Problem 1.15. Determine the order of reaction together with the 
rate coefficient that best fits the data. Now recalculate the valueof the ratecoefficient as a 
function of time. 

1.17 The catalytic oxidation of a hydrocarbon A by means of air into the desired product G 
is assumed to occur according to the mechanism 

The following conversion data of the different species were collected for an inlet partial 
pressure of A equal to 0.00252 atm. 

t (kg at.  

hrlkmd) A B C D E F G H 

Each of these reactions are considered to be pseudo first order. 
Determine the rate coefficients by means of the method of Himrnelblau, Jones, and 
Bischoff. 
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- 
KINETICS 

OF 
HETEROGENEOUS 

CATALYTIC 
REACTIONS 

2.1 Introduction 

T~~ of homogeneous reaction kinetics and the equations derived there 
remain valid for the kinetics of heterogeneous catalytic reactions, provided that 
the concentrations and temperatures substituted in the equations are really those 
prevailing at the point of reaction. The formation of a surface complex is an 
essential feature of reactions catalyzed by solids and the kinetic equation must 
account for this. In addition, transport processes may influence the overall rate: 
heat and mass transfer between the fluid and the solid or inside the porous solid, , that the conditions over the local reation site do not correspond to those in 
the bulk fluid around the catalyst particle. Figure 2.1-1 shows the seven steps 
involved when a molecule moves into the catalyst, reacts, and the product moves 
back to the bulk fluid stream. To simplify the notation the index s, referring to 

inside the solid, will be dropped in this chapter. 
The seven Steps are: 

1. ~ ~ ~ n s p o r t  of reactants A, B ... from the main stream to the catalyst pellet 
&ace. 

2 Transport of reactants in the catalyst pores. 

3 ~dsorption of reactants on the catalytic site. 

4 surface chemical reaction between adsorbed atoms or molecules. 

5  sorption of products R, S . . . . 
6 Transport of the products in the catalyst pores back to the particle surface. 

7. ~ ~ ~ f l S p 0 r t  of products from the particle surface back to the main fluid stream. 



Bulk fluid stream 

Figure 2.1-1 Steps involved in reactions on a solid catalyst. 

Steps 1, 3, 4, 5, and 7 are strictly consecutive processes and can be studied 
separately and then combined into an overall rate, somewhat analogous to a series 
of resistances in heat transfer through a wall. However, steps 2 and 6 cannot be 
entirely separated: active centers are spread all over the pore walls so that the 
distance the molecules have to travel and therefore the resistance they encounter, 
is not the same for all of them. This chapter concentrates on steps 3,4, and 5 and 
ignores the complications mduced by the transport phenomena, which is treated 
in detail in Chapter 3. 

The main goal in this chapter is to obtain suitable expressions to represent the 
kinetics of catalytic processes. Many details of the chemical phenomena are still 
obscure, and so, just as in Chapter 1, we will only briefly discuss the mechanistic 
aspects of catalysis. Further details are presented in several books in this area- 
an entree to this area is provided in books on chemical kinetics and catalysis; 
some texts specifically intended for chemical engineers are by Thomas and Thomas 
El], Boudart [2], and a useful brief introduction by Thomson and Webb 133 and a 
discussion of several important industrial catalytic processes is given in Gates, 
Katzer and Schuit [62]. For further comprehensive surveys, see Emmett 143 and, 
for current progress, the series Advances in Catalysis [S]. 

Even though we won't consider catalytic mechanisms in detail, there are certain 
principles that are useful in developing rate expressions. The most obvious is that 
the catalytic reaction is often much more rapid than the corresponding homo- 
geneous reaction. From the principle of microscopic reversibility, the reverse 
reaction will be similarly accelerated, and so the overall equilibrium will not be 
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affected. As an example of this acceleration, Boudart [6] compared the homo- 
geneous versus catalytic rates of ethylene hydrogenation. The first route involves 
a chain mechanism, with the initiation step (Chapter 1) involving hydrogen and 
ethyl radicals-a usual difficult first step. The catalytic reaction, on the other hand, 
has as a first step the formation of a solid surface-ethylene complex, that is 
apparently energetically a more favorable reaction. Using the available data for 
both types of reactions, and knowing the surface area per volume of the 
(CuO-MgO) catalyst, Boudart showed that the two rates were 

Homogeneous: 

r = loz7 exp ( - - 4iy) p H 2  

Catalytic: 

r = 2.1oZ7 exp ( - - ' ~ ~ ) P H 2  

For example, at 600 K the ratio of catalytic to homogeneous rate is 1.44.10". 
The above equations show that the principal reason for the much higher 

catalytic rate is the decrease in activation energy. This feature is the commonly 
accepted special feature of catalytic versus homogeneous reactions. 

The exact nature of the reasons for and the ease of formation of the surface 
complex are still not entirely known. One can visualize certain structural require- 
ments of the underlying solid surface atoms in order to accomodate the reactants, 
and this has led to  one important set of theories. Also, as will be seen, various 
electron transfer steps are involved in the formation of the complex bonds, and 
so the electronic nature of the catalyst is also undoubtedly important. This has 
led to other important considerations concerning the nature of catalysts. The 
classification of catalysts of Table 2.1-1 gives some specific examples (Innes; see 
Moss [7]). Recent compilations also give very useful overviews ofcatalytic activity: 
Thomas [8] and Wolfe [9]. Burwell [lo] has discussed the analogy between 
catalytic and chain reactions: 

Overall Reaction 
- - -  

Reaction Chain Terminology Catalysis Terminology 

A + B + R  
Catalyst (cat.) Chain initiation Preparation and introduc- 

tion of catalyst; sorption 
A  + cat. + A cat. Chain propagation Catalytic reaction 
B + A  cat. + R  + cat. 
Cat. + P -+ Pcat. Chain termination Desorption; poisoning by P 
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Table 2.1- 1 Classijkation of heterogeneous catalysts 

Primary Class Examples of Reactions Some Catalysts 

Hydrogenation- Of multiple carbon-carbon bonds (e.g., butadiene Chromia, iron oxide, calcium-nickel phosphate 
dehydrogenation synthesis) 

Hydrogenation of aromatics and aromatization Platinum-acid alumina and chromium or 
molybdenum oxides 

Of oxy-organic compounds (e.g., ethanol -+ acetaldehyde) Copper (generally transition metals and oxides 
Group 1B metals for first three reactions) 

Hydrogenation of oxides of carbon and the reverse Nickel 
reaction (e.g., methane reforming with steam) 

Methanol synthesis from CO + H2 Zinc oxide with chromia; copper 
Hydrocarbon synthesis (Fischer-Tropsch) Promoted iron oxide; cobalt 
CO + H2 + olefin (0x0-process) Cobalt-thoria 

Amonia synthesis Iron promoted with potash and alumina 

Hydrodesulphurization Cobalt-molybdenum oxide; sulphides of nickel, 
tungsten 

Oxidation SO, -+ SO, ; naphthalene to phthalic anhydride Vanadium pentoxide 
Ammonia to oxides of nitrogen Platinum 
Ethylene to ethylene oxide Silver 
Water gas shift Iron oxide 

Acid catalyzed Cracking; alkylation; isomerization; polymerization Synthetic silica-aluminas, acid-treated montmoril- 
lonite and other clays; aluminium chloride, 
phosphoric acid 

Hydration- Ethanol % ethylene, also dehydration of higher alcohols Alumina; phosphoric acid on a carrier 
dehydration 

Halogenation- Methane chlorination (to methyl chloride) Cupric chloride (generally chlorides, fluorides of 
dehalogenation copper, zinc, mercury, silver) 

4 
From Moss [7] 



Table 2.1-2 Producls of thermal and catalytic cracking 

Hydrocarbon Tbeml  Crackii Catalytic Cracking 
- - 

n-Hexadecane Major product is C, with much 
(cetane) C, and C,; much C, to CIS nu- 

okfins; few branched aliphatics 
Alkyl aromatics Cracked within side chain 
Nonnal olefins Double bond shifts slowly; little 

skeletal isomerization 
Olefins Hydrogen transfer is a minor 

mction and is nonselective for 
tertiary olefins 

Crack at about same rate as cor- 
nsponding paraffins 

Naphthenes Crack at lower rate than paraffins 

Alkyl aromatics Crack at lower rate than paraffins 
(with propyl 
or larger sub- 
stituents) 

Aliphatics Small amounts of aromatics 
formed at W°C 

From Oblad. Milliken, and Mills [l I]. 

Major product is C, to C,, few 
n-a-olefins above C,; aliphatics 
mostly branched 

Cracked next to ring 
Double bond shifts rapidly; 

extensive skeletal isomerization 
Hydrogen transfer is an impor- 

tant reaction and is selective for 
tertiary olefins 

Crack at much higher rate than 
corresponding paraffins 

Crack at about same rate as 
paraffins with equivalent 
structural groups 

Crack at higher rate than 
paraffins 

Large amounts of aromatics 
formed at W ° C  

One or two examples of the use of these concepts will illustrate the ideas and 
help to formulate appropriate rate equations. The acidic catalysts, such as silica- 
alumina, can apparently act as Lewis (electron acceptor) or Brqnsted (proton 
donor) acids, and thus form some sort of carbonium ion from hydrocarbons, 
for example. Note the analogy between this hydrogen deficient entity and a free 
radical. However, the somewhat different rules for the reactions of carbonium 
ions apply from organic chemistry and permit semiquantitative predictions of 
the products expected; see Table 2.1-2 from Oblad, et al. [I I]. 

Greensfelder, Voge, and Good 1121 in a classic work, used the following con- 
cepts for n-hexadecane cracking: (1) the initial carbonium ions formed are domi- 
nated by secondary ions because of the ratio of 28 to 6 possible hydrogen atoms, 
(2) the carbonium ion splits at a beta-position to the original ionic carbon atom, 
forming an alpha-olefin and another primary carbonium ion, (3) this new ion 
rearranges and again reacts as in (2) until a difficult-to-form fragment of 3 or 
more carbon atoms might be formed (e.g., from n-sec-C,'), and (4) this final 
carbonium ion reacts with a new hexadecane molecule, thereby propagating the 
chain plus yielding a small paraffin. A final assumption, based on separate cracking 
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Carbon number of produet 

Figure 2.1-2 Catalytic cracking of n-hexadecane. Solid line: 
experimental products, 24 per cent conversion over alumina- 
zirconia-silica at 500°C. Dotted line: Calculated products, car- 
bonium ion mechanism (from Greensfelder, Voge, and Good [12]). 

studies, was that the olefins were highly reactive, and that, half formed as in step 
(2), they crack according to the same scheme. Figure 2.1-2 illustrates the predic- 
tions resulting from this method. In a later comprehensive review, Voge 1131 
indicated that different catalysts, in fact, gave somewhat different product dis- 
tributions; these could be approximately accounted for by altering the last as- 
sumption about the fraction of olefins that crack. 

More extensive discussions for several reaction types is provided by Germain 
[14]. Most catalytic cracking today utilizes zeolite catalysts. These are crystalline 
aluminosilicates that contain "cages," often of molecular dimensions, that can 
physically "block," branched chain molecules, for example (often called molecular 
sieves). Some of the above ideas undoubtedly apply, but the prediction of the 
selectivity is now much more complicated. (They are also much more active as 
catalysts.) Some aspects of their properties are reviewed by Venuto [IS], where 
more than 50 different reactions catalyzed by zeolites are listed. 

' 

Metal catalysts are primarily concerned with hydrogenations and dehydrogena- 
tions. (Note that, except for noble metals, they would not actually survive in a 
severe oxidizing environment.) The classical example of the difference in behavior 
of acid and metal catalysts is the ethanol decomposition: 

acid C 2 H , 0 H  - C2H, + H,O (dehydration) 
catalysl 
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C,H,OH a C2H,0 + H2 (dehydrogenation) 
catalyst 

With hydrocarbons, the two types of catalysts cause cracking or isomerization 
versus hydrogenation or dehydrogenations. 

An interesting and very practical example of these phenomena concerns catalysts 
composed of both types of materials-called "dual function," or bifunctional 
(in general, polyfunctional) catalysts. A lucid discussion is provided by Weisz 
[16], and a few examples indicate the importance of these concepts, not only to 
catalysis, but also to the kinetic behavior. Much of the reasoning is based on the 
concept of reaction sequences involving the surface intermediates. Consider the 
scheme where the species within the dashed box are the surface intermediates. 

The amount of R in the fluid phase now depends not only on the relative rates 
between Al, RI, Sl, as in homogeneous kinetics, but also on the relative rates of 
desorption to reaction. For irreversible surface reactions, and very slow desorp- 
tion rates, no fluid phase R will even be observed! A detailed experimental verifi- 
cation of this general type of behavior was provided by Dwyer, Eagleton, Wei, 
and Zahner 1171 for the successive deuterium exchanges of neopentane. They 
obtained drastic changes in product distributions as the ratio (surface reaction 
rate)/(desorption rate) increase. 

If the above successive reactions were each catalysed by a different type of site 
(e.g., a metal and an acid), a bifunctional catalytic system results: 

: A / ,  R l ,  R12 - Sl, j 
-.------------------------------.-------..----.---.-- ---. 

The essential difference here is that the true intermediate, R, must desorb, move 
through the fluid phase, and adsorb on the new site if any product S is to be formed. 
As will be seen, this can allow an extra degree of freedom in the catalyst behavior. 

Weisz defines a "nontrivial" polystep sequence as one where a unique con- 
version or selectivity can be achieved relative to the usual type of sequence. Thus, 

site 
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would be considered "trivial," since the results obtained from a bifunctional 
catalyst would be essentially similar to those from the two reactions successively 
carried out one after the other. Now for the sequence 

site 

the maximum conversion to S would be limited by the equilibrium amount of R 
formed when the steps were successively performed. However, if the second site 
were intimately adjacent to the first, the RI, intermediate would be continuously 
"bled off," thus shifting the equilibrium toward higher overall conversion. This 
is extremely important for cases with very adverse equilibrium. 

This appears to  be the situation for the industrially important isomerization 
of saturated hydrocarbons (reforming), which are generally believed to proceed 
by the following sequence: 

- H 
(saturate) 4 (unsaturate) - (isounsaturate) 

metal acid I I 

cat cat. + H l  llmetal cat. 

(isosaturate) 

[See also Sinfelt [18] and Haensel [19]. The isomerization step is usually highly 
reactive (recall the cracking discussion), and so the first part of the reaction has 
exactly the above sequence. Weisz and co-workers performed imaginative ex- 
periments to prove this conjecture. They made small particles of acid catalyst 
and small particles containing platinum. These particles were then formed into 
an overall pellet for reaction. Weisz et al. found that a certain intimacy of the two 
catalysts was required for appreciable conversion of n-heptane to isoheptane, as 
seen in Fig. 2.1-3. Particles larger than about 90 pm forced the two steps to proceed 
successively, since the intermediate unsaturates resulting from the metal site 
dehydrogenation step could not readily move to the acid sites for isomerization. 
This involves diffusion steps, which would carry us too far afield for now, but the 
qualitative picture is clear. Further evidence that olefinic intermediates are in- 
volved was from experiments showing that essentially similar product distribu- 
tions occur with dodecane or dodecene feeds. 

Another example presented was for cumene cracking, which is straightforward 
with acidic (silica-alumina) catalyst: 
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Temperature. 'C Component particle size, ZR 

Figure 2.1-3 Isomerization of n-heptane over mixed component catalyst, 
for varying size of the component particles: (a) conversion versus tem- 
perature; (6) conversion at 468°C versus component particle diameter 
(jirom Weisz [[17]). 

However, a drastic change in product distribution occurred with a Pt/A1,O3 
catalyst, which mainly favors the reaction: 

(Methylstyrene) 

The presumed sequence was: 
. - - . - . - - - - - - - - - - - - - - - - , 

(SiAI) ' (SiAI) 
Cumene - i cumene/catalyst i - benzene + C,H, . , 

(SiAI) 

With only acid sites, the intermediate actually plays no role, but the metal sites 
permit the alternate, and then apparently dominant, reaction. Many further 
aspects of polyfunctional catalyst conversion and selectivity behavior were also 
discussed by Weisz 1161, but our main goal is to develop kinetic rate expressions. 
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The above discussion should provide some basis for construction of rate equa- 
tions. We usually assume that we have a given catalyst from which experimental 
data will be obtained. However, the above considerations should always be kept 
in mind if changes are made in the catalyst formulation, or if changes occur during 
the process--obviously the kinetic expressions could be qualitatively, and certainly 
quantitatively, different in certain cases. 

In all of the above, we have been rather nonquantitative about the surface 
intermediates. In fact, their nature is a subject of current research, and so only a 
fairly general quantitative treatment is possible. It is generally conceded that an 
adsorption step forms the surface intermediate, and so a brief discussion of this 
subject is useful before proceeding to the actual rate equations. 

Some useful references are Brunauer 1201, de Boer 1213, Flood [22], Gregg 
and Sing 1231, Clark 1241, and Hayward and Trapnell[25]. 

There are two broad categories of adsorption, and the important features for 
our purposes are: 

Physisorption Chemisorption 

van der Waals forces covalent chemical bonds 

more than single layer only single layer coverage 
coverage possible 

For a surface-catalyzed reaction to occur, chemical bonds must be involved, and 
so our interest is primarily with chemisorption. Again, some general classifications 
of various metals for chemisorption of gases are possible, as shown in Table 2.1-3 
from Coughlin [26], and similar properties are involved. Note that the transition 
elements of the periodic table are frequently involved, and this appears to be based 
on the electronic nature of their d-orbitals. 

The classical theory of Langmuir is based on the following hypotheses: 

1. Uniformly energetic adsorption sites. 

2 Monolayer coverage. 

3. No interaction between adsorbed molecules. 

Thus, it is most suitable for describing chemisorption (except possibly for assump- 
tion 1) and low-coverage physisorption where a single layer is probable. For higher- 
coverage physisorption, a theory that accounts for multiple layers is the Brunauer- 
Emmett-Teller (B-E-T) isotherm (see [20-243,1631). 

Langmuir also assumed that the usual mass-action laws could describe the 
individual steps. Thus, calling "I" an adsorption site, the reaction is: 
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Table 2.1-3 C/assi$cation of merals as to chemisorp I ion 

Group Metals 0, CzH, CIH, CO Hz CO, N, 

A Ca, S r ,  Ba, 
Ti, Zr, 
Hf, V, 
Nb, Ta, 
Cr, Mo, 
W, Fe, 
Re" + + + + + + +  

B, Ni, Con + + + + + + -  
Bz Rh, Pd, Pt, 

Ira + + + + + -  - 

C Al, Mn, 
Cu, Aub + + + + - - - 

D K + + - - - - - 

E Mg. Ag, 
Zn,  Cd, 
In, Si, 
Ge, Sn, 
Pb, As, 
Sb, Bi + - - - - - - 

F Se, Te - - - - - - - 

From Coughlin [26]. 
" Behavior is not certain as to group. 

Au does not adsorb 0,. 

where "Al" represents adsorbed A. The rates are: 

where C1 and CAI are surface concentrations, krnolshg catalyst. Also, the total 
sites are either vacant or contain adsorbed A: 

C, = Cf + CAI (2.1-4) 

At equilibrium, the "adsorption isotherm" is found by equating the rates: 

~ ~ C A I  = kn CA CI  
= kaC*(C, - CAf) 
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p1p-t P/P"~ PlPYt 

Figure 2.1-4 Types of adsorption isotherm (after Brunauer, Deming, 
Deming and Teller [28]). 

Thus, the amount adsorbed is given by: 

where 

K, = kdk* 
= adsorption equilibrium constant 

An alternate way to write Eq. 2.1-5, (often used by chemists) is in terms of the 
fractional coverage: 

The shape of Eq. 2.1-5 is a hyperbola. 
There are three forms of isotherm commonly observed, although others oc- 

casionally occur, and they are shown in Figure 2.1-4. Here, p,,, refers to the satura- 
tion pressure of the gas at the given temperature. Type I is the Langmuir isotherm, 
and Type I1 results from multilayer physisorption at higher coverages. Type IV is 
the same as Type 11, but in a solid of finite porosity, giving the final level portion 
as p -+ p,,,. The "heat of adsorption" is 

and for chemisorption, can have a magnitude similar to that for other chemical 
reactions-more than 10 of kcal/mol. 

The Langmuir treatment can be extended to other situations, and we consider 
two that will be of use for constructing kinetic expressions. For  two species ad- 
sorbing on the same sites: 
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At equilibrium : 

CAI = KA CAC, 

CB, = KBCBCI 

C, = Ct + KACAC, + KBCBCl 

and 

Thus, the adsorbed amounts are given by 

If the molecule dissociates on adsorption: 

A, + 21 2Al 

and at equilibrium: 

CAI2 = KACA2 C12 

Then, 

and finally: 

Another way to state the assumptions of the classical Langmuir theory is that 
the heat of adsorption, Q,, is independent of surface coverage, 9. This is not always 
the case, and more general isotherms for nonuniform surfaces can be developed 
by summing (integrating) over the individual sites, Oi, (e.g., see Clark [24] and 
Rudnitsky and Alexeyev C641). 
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If Q. depends logarithmically on 6 over a range of surface coverages greater than 
zero, 

Q,= -Q,In6 

0 = exp( - Q JQA 

Then. 

= aCAm 

This has the form of the Freundlich isotherm, which often empirically provides a 
good fit to adsorption data, especially in liquids, that cannot be adequately fit 
by a Langrnuir isotherm. Using a linear dependence of Q, on 8, 

Q. = Qd(1 - a0) 

approximately gives the Temkin isotherm: 

This has been extensively used for ammonia synthesis kinetics. 
Even though these isotherms presumably account for nonuniform surfaces, 

they have primarily been developed for single adsorbing components. Thus, the 
rational extensions to interactions in multicomponent systems is not yet possible, 
as with the Langmuir isotherm. This latter point is important for our further 
applications, and so we essentially use only the Langmuir isotherms for develop 
ing kinetic rate expressions. However, not all adsorption data can be represented 
by a Langmuir isotherm, and this is still an unresolved problem in catalytic 
kinetics. 

2.2 Rate Equations 
Any attempt to formulate a rate equation for solid-catalyzed reactions starts from 
the basic laws of chemical kinetics encountered in the treatment of homogeneous 
reactions. However, care has to be taken to substitute in these laws the concentra- 
tions and temperatures at the locus of reaction itself. These do not necessarily 
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correspond to thosejust above the surface or the active site, due to the adsorption 
characteristics of the system. In order to develop the kinetics, an expression is 
required that relates the rate and amount of adsorption to the concentration of 
the component of the fluid in contact with the surface. 

The application of Langmuir isotherms for the various reactants and products 
was begun by Taylor, in terms of fractional coverage, and the more convenient 
use of surface concentrations for complex reactions by Hougen and Watson 1271. 
Thus, the developments below are often termed Langmuir-Hinshelwood- 
Hougen-Watson (L-H-H-W) rate equations. 

Consider the simple overall reaction: 

The chemisorption step will be written as, 

where " I "  represents a vacant site. 
Assuming a simple mass action law: 

where 

k ,  = chemisorption rate coefficient 
C, = concentration of vacant site 

C,, = concentration of chemisorbed A 
K, = adsorption equilibrium constant 

The surface chemical reaction step is 

If both reactions are assumed to be of first order, the net rate of reaction of A1 is: 

where 

k, = surface reaction rate coefficient 
K,, = surface reaction equilibrium constant 

Finally, the desorption step is 
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with rate 

or 

r, = k k  C,, - -- 
C R '  "I i K d  

where 

k, = rate constant for desorption step 
K, = adsorption equilibrium constant = l / K d  

Note that adsorption equilibrium constants are customarily used, rather than both 
adsorption and desorption constants. 

Since the overall reaction is the sum of the individual steps, the ordinary thermo- 
dynamic equilibrium constant for the overall reaction is 

This relation can be used to eliminate one of the other equilibrium constants, 
often the unknown K,,. 

If the total number of sites, C,, is assumed constant, it must again consist of 
the vacant plus occupied sites, so that 

C, = Cl + CAt + CR, (2.2-5) 

The total sites may not always remain constant during use, and this will be dis- 
cussed further in Chapter 5 on catalyst deactivation. 

The rigorous combination of these three consecutive rate steps leads to a very 
complicated expression, but this needs to be done only in principle for transient 
conditions, although even then a sort of steady-state approximation is often used 
for the surface intermediates in that it is assumed that conditions on the surface 
are stationary. The rates of change of the various species are 
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Thus, a steady-state approximation on the middle two equations, as in Chapter 1, 
indicates that the three surface rates will be equal: 

Combining Eq. 2.2-1, 2, 3, 5, and 6 permits us to eliminate the unobservable 
variables C,, CAI, CRt in terms of the fluid phase compositions C, and C,, as 
shown by Aris [28]: 

Equation 2.2-7 thus gives the reaction rate in terms of fluid phase compositions 
and the parameters of the various steps. Even for this very simple reaction, the 
result is rather complicated for the general case. Quite often it is found that one of 
the steps is much slower than the others and it is then termed the "rate controlling 
step." For example, suppose the surface reaction was very slow compared to the 
adsorption or desorption steps: 

k,, kR + k ,  

Then Eq. 2.2-7 approximately reduces to 

which is much simpler than the general case. Another example would be adsorp- 
tion of A controlling: 

k,, k ,  + kA 

which leads to: 

For other than simple first-order reactions, the general expression similar to 
Eq. 2.2-7 is exceedingly tedious, or even impossible, to derive, and so a rate-con- 
trolling step is usually assumed right from the beginning. This can be dangerous, 
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however, in the absence of knowing the correct mechanism, and more than one 
rate-controlling step is certainly feasible. For example, if one step is controlling 
in one region of the variables and another for different conditions, there must 
obviously be a region between the two extremes where both steps have roughly 
equal importance. The resulting kinetic equations are not as complicated as the 
general result, but still quite a bit more involved than for one rate-controlling 
step and will not be discussed further here; see Bischoff and Froment 1291 and 
Shah and Davidson 1301. 

As an example of this procedure, let us derive the rate equation for A'# R when 
surface reaction is rate controlling. This means that in Eq. 2.2-1, kA -* co, and since 
from Eq. 2.2-6 the rate must remain finite, this shows that 

Eq. 2.2-10 does not mean that the adsorption step is in true equilibrium, for then 
the rate would be identically zero, in violation of Eq. 2.2-6. The proper interpreta- 
tion is that for very large k,,, the surface concentration of A is very close to that 
of Eq. 2.2-10. Similarly, from the desorption Eq. 2.2-3. 

CRl 1 KRCR Cl (2.2-1 1) 

If Eqs. 2.2-10 and 1 1  are substituted into Eq. 2.2-5, we obtain 

Thus, finally substituting Eqs. 2.2-10, 11, and 12 into Eq. 2.2-2 gives 

where Eq. 2.2-4 was also used. This final result is exactly the same as Eq. 2.2-8, 
which was found by reducing the general Eq. 2.2-7. This direct route, however, 
avoided having to derive the general result at all. 

The total active sites concentration, C,, is not measurable. Note from Eqs. 
2.2-7, 2.2-8, and 2.2-9 and the other expressions that C, always occurs in com- 
bination with the rate constants k,, k , ,  and k,. Therefore, it is customary to 
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absorb C,  into these rate coefficients so that new coefficients k are used, where 
k = kiC, .  

Even the simpler, one rate-controlling stepequations still contain a large number 
of parameters that must be experimentally determined. This important subject is 
discussed in detail in Section 2.3. It has been suggested several times that, for 
design and correlation purposes, the whole adsorption scheme is unnecessary 
and should be eliminated in favor of a strictly empirical approach, using, say, simple 
orders. For some purposes this is indeed a reasonable alternative, but should be 
justified as a permissible simplification of the adsorption mechanisms. These are 
still the only reasonably simple, comprehensive results we have for describing 
catalytic kinetics and sometimes provide valuable clues to qualitative behavior 
in addition to their use in quantitative design. The following example illustrates 
this. 

Example 2.2-1 Competitive Hydrogenation Reactions 

This application of the foregoing concepts was discussed by Boudart [31]. The 
following data on the liquid phase catalytic cohydrogenation of p-xylene ( A )  and 
tetraline (B) were given by Wauquier and Jungers [32]. As a simulation of a 
practical situation, a mixture of A and B was hydrogenated, giving the following 
experimental data: 

Total 
Composition of Mixture Hydrogenation Rate 
CA c, CA + c, Exp. Calc. 

Note that the common simple procedure of correlating total rate with total 
reactant concentration would lead to the rate increasing with decreasing con- 
centration (i.e., a negative order). This effect would be rather suspect as a basis 
for design. In order to investigate this closer, data on the hydrogenation rates of 
A and B alone were measured, and they appeared to be zero order reactions with 
rate constants: 

Hydrogenation rate of A alone: 

(r,) = 12.9 
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Hydrogenation rate of B alone: 

Also, B is more strongly adsorbed than A ,  and the ratio of equilibrium constants 
is 

Our problem is to explain all of these features with a consistent rate equation. 
Consider a simple chernisorption scheme with the surface reaction controlling. 

For A reacting alone, 

where concentrations have been used for the bulk liquid composition measure. 
If the reaction product is weakly adsorbed, the total sites equation becomes 

For a simple first-order, irreversible surface reaction: 

A1 - product, (rJ1 = k', C,, (f) 

The use of Eq. (d) and (e) gives: 

In liquids, an approximately full coverage of adsorption sites is common (i.e., 
very large adsorbed concentrations), which means that K A C A  % 1, and Eq. (g) 
becomes 

(rA) ,  = k;C, = k ,  
= 12.9 [ E q .  (a)] (h) 

Thus, the zero order behavior of A alone is rationalized. Similarly, for B alone, 

k;C, = kz 

= 6.7 [Eq. (b)] 

Now for both reactions occuring simultaneously, 

C, = C ,  f CAI  + C,, 
= CX1 + K A C A  + KBCB)  
z C,(KACA + K B C J  (k) 
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r, = k; C,, 

- - k2 KB Cs 
KACA + KBCB 

The total rate is given by 

If the values of CA and C, given in the cohydrogenation data table are substituted 
into Eq. 0, it is found that the total rate values given in that table are predicted. 
In addition to illustrating an adsorption scheme for a real reaction, this example 
also shows that for some cases the o b s e ~ e d  phenomena can only be rationally 
explained by these ideas. Some parts of the data could be empirically correlated 
[zero and negative (?) orders] without any theory, but the adsorption scheme 
can explain all the data. 

Let us now consider a more complicated reaction and devise the chemisorption 
reaction rate form. Dehydrogenation reactions are of the form 

and a specific example will be discussed later. The fluid phase composition will 
here be expressed in partial pressures rather than concentrations, as is the custom 
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in adsorption work for gases. Assume that the adsorption of A is rate controlling, 
so that for the chemisorption step, 

for the reaction step, 

and for the desorption steps, 

The total concentration of active sites is 

where the overall equilibrium relation K = KAK,/KR Ks was used in the last 
step. 

Equations 2.2-14 to 17 are'now substituted into the rate equation for adsorption, 

to give 

Equation 2.2-18 is the kinetic equation of the reaction A R + S under the 
assumption that the adsorption is of the type A + I* A1 (i.e., without dissocia- 
tion of A), and is of second order to the right, first order to the left, and is the rate 
determining step of the process. The form of the kinetic equation would be different 
if it had been assumed that step 2-the reaction itself-or step 3-the desorption- 
is the ratedetermining step. The form would also have been different had the 
mechanism of adsorption been assumed different. 
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When the reaction on two adjacent sites is rate determining, the kinetic equa- 
tion is as follows: 

where k,, = k;,sC, and where s = number of nearest neighbor sites.' 
When the desorption of R is the rate-determining step: 

Kinetic equations for reactions catalyzed by solids based on the chemisorption 
mechanism may always be written as a combination of three groups: 

a kinetic group: [e.g., in Eq. 2.2-181, k>C, = k A  

a driving-force group: ( p ,  - p,p,/K) 

K  A an adsorption group: 1 + - p, ps + K R p R  + K s p ,  
K 

such that the overall rate is: 

- - (kinetic factor)(driving-force group) 
(2.2-21) 

(adsorption group) 

Summaries of these groups for various kinetic schemes are given in Table 2.2-1. 
(See Yang and Hougen [33].) The various kinetic terms k and kK all contain the 

' For a reaction A + B -., the proper driving force is based on the adsorbed concentration of B that 
is adjacent to the adsorbed A :  

C,,ladj = (no. nearest neighbors) (probabilily of B adsorbed) 

Then. 

See Hougen and Watson [27] for further details. Similar reasoning leads to Eq. 2.2-19. 
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Table 2.2-1 Groups in kinetic equations for reactions on solid caralysrs 

Driving-Force Groups 

Reaction A e R  A + R + S  A + B + R  A + B = $ R +  S  

PR PR Ps PR PRPS 
Adsorption of A  controlling PA - - PA - 7 PA - - 

K KPB 
PA - -- 

KPB 

0 
PR PR Ps 

Adsorption of B controlling 0 Ps - - Ps - - 
K~~ KP* 

PR PA - & Desorption of R controlling pA - - - PR PAPB PR 
PAPB - - 

K Ps K K Ps K 

PR PR Ps PR PR Ps 
Surface reaction controlling PA - z p, - - PAPB - - PAPB - 7 K K 

Impact of A controlling 
0 0 

PR PRPS 
( A  not adsorbed) PAPB - 2 PAPB - 7 
Homogeneous reaction PR I'R 1's I'R PR 1's 

PA - K PA - y PAPB - - PAPB - 7 controlling K 

Replacements in the General Adsorption Groups 
(1 + KAP* + KBP, + KRP, + KSPS + K,P,)" 

Reaction A e R  A S R + S  A + B e R  A + B e R + S  

Where adsorption of A is rate KApR KApRps KA PR KA PRPS - - 
controlling, replace KApA by K K K~~ K ~ s  

Where adsorption of B is rate K~~~ KBPR PS 
0 0 

controlling, replace KBpB by KPA KPA 

Where desorption of R is rate 
KKRpA KKR PA PA PB 

K K ~ ~ s ~ ~  KK, -- 
controlling, replace KRpR by Ps Ps 

Where adsorption of A  is rate 
controlling with dissociation 4% /? 
of A, replace KApA by 

Where equilibrium adsorption 
of A takes place with dissoci- 
ation of A, replace KApA by & 6 a 
and similarly for other 
components adsorbed with 
dissociation 



Table 2.2-1 (Continued) 

Where A  is not adsorbed, 
replace KApA by 0  0  0 0  

and similarly for other 
components that are not 
adsorbed 

Kinetic Groups 

Adsorption of A controlling k~ 
Adsorption of 3 controlling k ,  
Desorption of R controlling k~ K 
Adsorption of A  controlling with dissociation k ,  
Impact of A  controlling k~ K~ 
Homogeneous reaction controlling k 

Surface Reaction Controlling 

A e R  A e R + S  A + B + R  A + B + R + S  

Without dissociation ~ , K A  kQKA k~ KA Kn k~ KA KB 
With dissociation of A ~ , K A  ~ , K A  k~ KA KB k ,  KA KB 
B not adsorbed ~ , K A  k A . 4  k ,  KA k ,  KA 
B not adsorbed, A  dissociated k ,  K, k, KA k ,  KA k ,  KA 

Exponents of Adsorption Groups 
-- 

Adsorption of A  controlling without dissociation n = 1 
Desorption of R controlling n = l  
Adsorption of A  controlling with dissociation n = 2 
Impact of A  without dissociation A  + B e  R n =  1 
lmpact of A  without dissociation A + B e  R + S n = 2 
Homogeneous reaction n = O  

Surface Reaction Controlling 

A S R  A * R + S  A + B = R  A + B + R + S  

No dissociation of A  1 2 2 
Dissociation of A  2 2 3 
Dissociation of A  

(5 not adsorbed) 2 2 2 
No dissociation of A 

(5 not adsorbed) I 2 1 
- - 

From Yang and Hougen [33]. 



total number of active sites, C,. Some of them also contain the number of adjacent 
active sites, s or s/2 or s(s - 1). Both C, and s are usually not known and therefore 
they are not explicitly written in these groups. They are characteristic for a given 
catalytic system, however. An example of the use of the Yang-Hougen tables 
would be for the bimolecular reaction 

A + B  F==== R + S  

For surface-reaction controlling: 

where 1 = any adsorbable inert. 
Finally, schemes alternate to the L-H-H-W mechanisms are the Rideal-Eley 

mechanisms, where one adsorbed species reacts with another species in the gas 
phase: 

A1 + B  - Rl 

These yield similar kinetic expressions, but they are somewhat different in detail. 

Example 2.2-2 Kinetics of Ethylene Oxidation on a Supported 
Silver Catalyst 

Klugherz and Harriott [34] provide an interesting example of an extension of 
the standard L-H-H-W kinetic schemes. Based on several types of evidence, 
including lack of qualitative or quantitative fit of the experimental data with the 
usual kinetic equation forms, they postulated that the bare metal was not, in fact, 
the location of the active sites. For example, ethylene does not pzrticularly adsorb 
on metallic silver. They further postulated that a certain portion of the silver 
metal contained one type of chemisorbed oxygen, which then provided the active 
sites for the main reaction. Further evidence for this type of behavior was provided 
by Marcinkowsky and Berty [35], and more detailed mechanism studies by 
Kenson 1361. 

The kinetic scheme was: 

oxygen chemisorption: 

2Ag + 0, ===== 21 (equilibrium) (a) 

ethylene oxidation: 

C 2 H 4 + 1  C2H4.1 
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0 2 + 2 1  x 2 0 . 1  

C2H, - 1 + 0,. I - C 2 H , 0  $ 21 
L--+ (CO, + H 2 0 )  

Define: 

C: = silver surface with atomic oxygen 

C, - C: = silver surface that is bare 

po, pp = partial pressure of oxygen, respectively reaction products 

K, ,  K, ,  K O ,  K p  = adsorption equilibrium constants 

Then, if Eq. (a) is assumed to be in (dissociative) equilibrium, the results of Sec. 2.1 
give 

Based on various evidence about adsorption and desorption rates, a surface 
reaction controlling relation was chosen. (Sec. 2.3 presents more formal methods 
for such decisions.) Then, the other steps yield: 

C,, = Kopo C,* for Eq. (b)  (f) 

Finally, the total acti~te site concentration, C,*, is 

The rate equation is then found from 

Note that Eq. (k) has some different features from the usual L-H-H-W forms. 
At high ethylene pressures and low oxygen pressures, reaction orders for oxygen 
greater than unity are possible-this seems to be often observed in hydrocarbon 
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Figure 1 Comparison of predicted relative 
rate of ethylene oxide formation based on 
Equation ( k )  with experimental data (lines 
are predicted ratc~s) (firom Kiuyherz and 
Harriott [37]). 

Figure 2 Comparison of predicted relative 
rate of carbon dioxide formation with experi- 
mental data (fines are predicted rates) @om 
Klugherz and Harriott [37]). 



oxidation systems. Also, maxima in rates are predicted. Figures 1 and 2 illustrate 
the use of equations of the form of Eq. (k) for both ethylene and by-product CO, 
production. 

For transformations consisting of sequences of reversible reactions, it is fre- 
quently possible to take advantage of the concept of the ratedetermining step 
to simplify the kinetic equations. This is similar to the.approach used above for 
single reactions consisting of a sequence of adsorption-, reaction- and desorption 
steps. Boudart 1371 has discussed this approach and shown that catalytic se- 
quences comprised of a large number of steps can frequently be treated as if they 
took place in at most two steps. 

An example of this is provided by Hosten and Froment's study of the kinetics 
of n-pentane isomerization on a dual function Pt-Al,O, reforming catalyst, carried 
out in the presence of hydrogen 1381. As discussed earlier in Sec. 2.1 of this chapter. 
this reaction involves a three-step sequence consisting of dehydrogenation, 
isomerization, and hydrogenation. The dehydrogenation and hydrogenation 
steps occur on platinum sites, represented by I; the isomerization step occurs on 
the acidic alumina sites, represented by a. Each of these steps involves adsorption, 
surface reaction, and desorption so that the following mechanistic scheme can 
be written for the overall reaction: 

Dehydrogenation 
A + [  - A1 K I = C A  JP, . CI 

A1 + 1 - M l +  H21 K t  = C M I  - C H ~ ~ C A I  ' CI 

H21 - Hz + 1 K3 = P H ~  . C J C H ~ I  
MI .--' M + l  = PM . CJCMI 

Isomerization 
M + u  M a  K J  = C M ~ / P M . ~ ~  

M a  N u  K6 = ~ N S / C ,  

No N + a  7 = PN ' C,/CNI 

Hydrogenation 
N + l  Nl  K ,  = C N ~ P N  - c, 
Hz + I Hz1 K9 = C H ~ J P H ,  . CI 

N l +  H21 - Bl + 1 K l o  = ~ B I  ' CJCNI . C H ~ I  

BI += B + Z  K t ,  = PB.CJCBI 
It was observed experimentally that the overall rate was independent of total 

pressure, and this provides a clue as to which step might be rate determining, 
When one of the steps of the dehydrogenation or hydrogenation reactions is 
considered to be rate determining, the corresponding overall rate equation is 
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always pressure dependent. This results from the changing of the number of moles 
and was illustrated already by means of the treatment of dehydrogenation reac- 
tions given above. Since these pressure dependent rate equations are incompatible 
with the experimental results, it may be concluded that the isomerization step 
proper determines the rate of the overall reaction. Additional evidence for this 
conclusion was based on the enhancement of the overall rate by addition of 
chlorine, which only affects the acid site activity. 

When the surface reaction step in the isomerization is rate determining, the 
overall reaction rate is given by 

The total pressure dependence of the rate is only apparent. Provided the isomeriza- 
tion is rate controlling, n-pentene is in equilibrium with n-pentanelhydrogen and 
i-pentene with i-pentanehydrogen. When the equilibrium relations are used, the 
partial pressures of the pentenes can be expressed in terms of the partial pressures 
of the pentanes and hydrogen, leading to 

I 

P., + K,&PA + P" 

It is clear that written in this:form the rate is independent of total pre~sure.~ 
For the case of adsorption of n-pentene on the acid sites rate determining, a 

similar derivation leads to 

and for desorption of i-pentene rate controlling: 

WhereK, = K,K,K,K,is theequilibriumconstant fordehydrogenation,and K, = K , K 9 K r o K , ,  
is the equilibrium constant for hydrogenation. 
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These two equations are also independent of total pressure. The discrimination 
between these three rate equations is illustrated in the next section. 

2.3 Model Discrimination and Parameter Estimation 

In a kinetic investigation it- is not known a priori which is the rate-controlling 
step and therefore the form of the rate equation or the model. Also unknown, of 
course, are the values of the rate coefficient k and of the adsorption coefficients 
K , ,  K , ,  K , , .  . . , or, in other words, of the parameters of the model. A kinetic 
investigation, therefore, consists mainly of two parts: model discrimination and 
parameter estimation. This can ultimately only be based on experimental results. 

2.3.a Experimental Reactors 

Kinetic experiments on heterogeneous catalytic reactions are generally carried out 
in flow reactors. 

This flow reactor may be of the tubular type illustrated schematically in Fig. 
2.3.a-1 and generally operated in single pass. To keep the interpretation as simple 
as possible the flow is considered to be perfectly ordered with uniform velocity 
(of the "plug flow" type, as discussed in Chapter 9). This requires a sufficiently 
high velocity and a tube to particle diameter ratio of at least 10, to avoid too 
much short circuiting along the wall, where the void fraction is higher than in the 
core of the bed. The tube diameter should not be too large either, however, to 
avoid radial gradients of temperature and concentration, which again lead to 
complications in the interpretation, as  will be shown in Chapter 11. For this 
reason, temperaturegradients in the longitudinal (i.e., in the flow direction) should 
also be avoided. Although computers have enabled to handle nonisothermal 
situations up to a certain extent, determining the functional form of the rate 
equation is possible only on the basis of isothermal data. Isothermal conditions 
are not easily achieved with reactions having important heat effects. Care should 
be taken to minimize heat transfer resistance at the outside wall (for very exo- 
thermic reactions, for example, through the use of molten salts). Ultimately, 
however, no further gain can be realized since the most important resistance then 
becomes that at the inside wall, and this cannot be decreased at will, tied as it is 
to  the process conditions. If isothermicity is still not achieved the only remaining 
possibility is to dilute the catalyst bed. 

Excessive dilution has to be avoided as  well: all the fluid streamlines should 
hit the same number of catalyst particles. Plug flow tubular reactors are generally 
operated in an integral way, that is, with relatively largeconversion. This is achieved 
by choosing an amount of catalyst, W(kg), which is rather large with respect to 
the flow rate of the reference component A a t  the inlet, F,,(kmol/hr). By varying the 
ratio W/F,, a wide range of conversions (x) may be obtained. T o  determine the 
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Figure 2.3.a-I Various types of experimental reactors. (a)  Tubular reactor, 
(b)  tubular reactor with recycle, (c) spinning basket reactor, and (d) reactor 
with internal recycle. 



reaction rate, the conversion versus W/FAo data pertaining to the same tem- 
perature have to be differentiated, as can be seen from the continuity equation 
for the reference component A in this type of reactor (see Chapter 9) 

and over the whole reactor: 

Plug flow reactors can also be operated in a differential way. In that case, the 
amount of catalyst is relatively small so that the conversion is limited and may be 
considered to occur at a nearly constant concentration of A. The continuity equa- 
tion for A then becomes 

and rA follows directly from the measured conversion. 
Very accurate analytical methods are required in this case, o; course. Further- 

more, it is always a matter of debate how small the conversion has to be to fulfill 
the requirements. Figure 2.3.a-1 also shows a reactor with recycle. In kinetic 
investigations such a reactor is applied to come to a differential way of operation 
without excessivt consumption of reactants. The recirculation may be internal 
too, also shown in Fig. 23.a-1. It is clear that in both cases it is possible to come to 
a constant concentration of the reactant over the catalyst bed. These conditions 
correspond to those of complete mixing, a concept that will be discussed in Chapter 
10 and whereby the rate is also derived from Eq. 2.3.a-1. Another way of achieving 
complete mixing of the fluid is also shown in Fig. 2.3.a-1. In this reactor the 
catalyst is inserted into a basket which spins inside a vessel. Recycle reactors or 
spinning basket reactors present serious challenges of mechanical nature when 
they have to operate at high temperatures and pressures, as is often required with 
petrochemical and petroleum refining processes. 

Transport phenomena can seriously interfere with the reaction itself and great 
care should be taken to eliminate these as much as possible in kinetic inves:iga- 
tions. 

Transfer resistances between the fluid and the solid, which will be discussed 
more quantitatively in Chapter 3, may be minimized by sufficient turbulence. 
With the tubular reactor this requires a sufficiently high flow velocity. This is not 
so simple to realize in laboratory equipment since the catalyst weight is often 
restricted to avoid a too-high consumption of reactant or to permit isothermal 
operation. With the spinning basket reactor the speed of rotation has to be high. 

Transport resistances inside the particle, also discussed in detail in Chapter 3, 
can also obscure the true rate of reaction. It is very difficult to determine the true 
reaction kinetic equation in the presence of this effect. Suffice it to say here that 
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Differential reactor Integral reactor -- 
Differential method Integral method 

Rate equation 

Figure 2.3.a-2 Relation between dzrerentiai and integral methodr of kinetic analysis 
and dzjJerentia1 and integral reactors. 

internal resistance can be decreased, for a given catalyst, by crushing the catalyst 
to reduce its dimensions. If the industrial reactor is to operate with a catalyst 
with-which internal resistances are of importance the laboratory investigation 
will involve experiments at several particle diameters. The experimental results 
may be analyzed in two ways, as mentioned already in Chapter 1-by the dif- 
ferential method of kinetic analysis or by the integral method, which uses the 
x versus W/FAo data. The results obtained in an integral reactor may be analyzed 
by the differential method provided the x versus W/F,, curves are differentiated 
to get the rate, as illustrated by Fig. 2.3.a-2. An excellent review of laboratory 
reactors and their limitations is by Weekman [65]. Both methods will be discussed 
in the following section. 

2.3.b The Differential Method of Kinetic Analysis 

A classical example of this method is the study of the hydrogenation of isooctenes 
of Hougen and Watson 1271. By considering all possible mechanisms and rate 
determining steps they set up 18 possible rate equations. Each equation was 
confronted with the experimental data and the criterion for acceptance of the 
model was that the parameters k , ,  K, ,  K, ,  . . . , had to be positive. In this way 16 
of the 18 possible models could be rejected. The choice between the seventeenth 
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and eighteenth was based on the goodness of fit. The way Hougen and Watson 
determined the parameters deserves further discussion. Let us take the reaction 
A 8 R + S ,  with the surface reaction on dual sites the rate-controlling step, as 
an example. The Eq. 2.2-19 may be transformed into 

where 

Eq. 2.3.b-1 lends itself particularly well for determining a, b, c, and d, which are 
combinations of the parameters of Eq. 2.2-19, by linear regression. This method 
has been criticized: it is not sufficient to  estimate the parameters but it also has 
to be shown that they are statistically significant. Furthermore, before rejecting a 
model because one or more parameters are negative it has to be shown that they 
are significantly negative. This leads to  statistical calculations (e.g., of the con- 
fidence intervals). 

Later, Yang and Hougen [33] proposed to discriminate on the basis of the 
total pressure dependence of the initial rate. Initial rates are measured, for ex- 
ample, with a feed consisting of only A when no products have yet been formed 
(i.e., when p,  = p, = 0). Nowadays this method is only one of the so-called 
"intrinsic parameter methods." (See Kittrell and Mezaki [39].) Equations 2.2-19, 
2.2-18, and 2.2-20 are then simplified: 

Clearly these relations reveal by mere inspection which one is the rate-determining 
step (see Fig. 2.3.b-1). A more complete set of curves encountered when r,, is 
plotted versus the total pressure o r  versus the feed composition can be found in 
Yang and Hougen 1393. 

These methods are illustrated in what foliows on the basis of the data of 
Franckaerts and Froment 1401. They studied the dehydrogenation of ethanol into 
acetaldehyde in an integral type flow reactor over a Cu-Co on asbestos catalyst. 

110 CHEMICAL ENGINEERING KINETICS 



Surface reacrion 
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Figure 2.3.6-1 Initial rare versus total pressure for various rate controlling steps. 

In most of the experiments, the binary azeotropic mixture ethanol-water, con- 
taining 13.5 mole percent of water was used. This was called "pure feed." A certain 
number of experiments were also carried out with so-called "mixed feed" con- 
taining ethanol, water and one of the reaction products, acetaldehyde, for reasons 
which will become obvious from what follows. Figure 2.3.b-2 shows an cxample 
of a conversion-W/FAo diagram at 1 atm with pure feed. Analogous diagrams 
were established at 3,4,7, and 10 atrn, with both pure and mixed feed. From these 
results the initial rates were obtained by numerically differentiating the data at 
x = 0 and WJF,, = 0. The temperature and total pressure dependence of this is 
shown in Fig. 2.3.b-3. This clearly shows that the surface reaction on dual sites is the 
rate-determining step. An even more critical test results from rearranging Eq. 
2.3.b-2. 

which leads to the plot shown in Fig. 2.3.b-4. k and KA may be calculated from the 
intercept and the slope. Of course, it is even better to use linear regression methods. 
It is evident that the other parameters K ,  and K ,  can only be determined from 
the complete data, making use of the full equation 2.2-19: 

where the additional term Kwpw takes into account the presence of water in the 
feed and its possible adsorption. In order to determine all the constants from 
Eq. 2.3.b-6, it is transformed into 

y = a + bpA + cp,  + dp, + ep,  (2.3.b-7) 

KINETICS OF HETEROGENEOUS CATALYTIC REACTIONS 111 



w kg cat . hr ( *ma1 1 
Fiqure 2.3.b-2 Ethanol dehydrogenation. Conversion versus space 
time at various temperatures. (W/F,,)(kg cat. hrlkmol). 



Ftqure 2.3.b-3 Ethanol dehydrogenation. Initial rate versus total pressure at various 
temperatures. 

PA, (am) 

Figure 2.3.b-4 Ethanol dehydrogenation. Rearranged initial rate data. 



where y, a, b, c, and d have the form given in Eq. 2.3.b-1 and where 

Note that for pure feed of A, the reaction stoichiometry dictates that p, = p,,  
and so from this type of data only the sum of c + d = (K, + ~ , ) / m  can be 
determined. K, and K s  can only be obtained individually when experimental 
results are available for which p,  # p,. This requires mixed feeds containing A 
and either R or S or both in unequal amounts. The equilibrium constant K was 
obtained from thermodynamic data, and the partial pressure and rates were 
derived directly from the data. The groups a, b, c, d, and e may then be estimated 
by linear regression. Further calculations lead to the 95 percent confidence limits, 
the t-test, which tests for the significance of a regression coefficient and an F-test, 
which determines if the regression is adequate. Franckaerts and Froment 1401 
performed these estimations and the statistical calculations for different sets of 
experimental data as shown in Fig. 2.3.b-5 in order to illustrate which kind of 
experiments should be performed to determine all parameters significantly. 
Franckaerts and Froment also found Kw to be nonsignificant so that they deleted 
it from the equations without affecting the values of the other parameters. The 
final results are shown in the Arrhenius plot of Fig. 2.3.b-6. 

Initial rate data vs p, n 
1 Form of rate equation 1 

Basis: pure feed Basis: mixed feed 

W 
- = O - * k , K A  

W -- - 0 -P k, KA,  KR 
FA, FA, 

W W 
A11 - -+ k, K,, K R  + Ks All-+ k,  K A ,  K R ,  K s  

FA0 FA, 

I Parameter estimation I ' 
Figure 2.3.b-5 Strategy of experimentation for model discrimina- 
tion and parameter estimation. 
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Figure 2.3.b-6 Ethanol dehydrogenation. Arrhenius plot for rate coeficient and 
adsorption constants. 

From the standpoint of statistics, the transformation Eq. 2.2-19 into Eq. 2.3.b-1 
and the determination of the parameters from this equation may be criticized. 
What is minimized by linear regression are the I ( res idual~)~ between experi- 
mental and calculated y-values. The theory requires the error to be normally 
distributed. This may be true for rA ,  but not necessarily for the group 
JbA - pRpS/K)/rA and this may, in principle, affect the values of k, K,,  K,, 
K, ,  . . . . However, when the rate equation is not rearranged, the regression is no 
longer linear, in general, and the minimization of the sum of squares of residuals 
becomes iterative. Search procedures are recommended for this (see Marquardt 
[41]). It is even possible to consider the data at all temperatures simultaneously. 
The Arrhenius law for the temperature dependence then enters into the equations 
and increases their nonlinear character. 

2.3.c The integral Method of Kinetic Analysis 
The integration of the rate equation leads to 
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Table 2.3.c-I Comparison d t h e  differential and integral methods at 285°C 

k(h~)l/kg c8 t .h~)  K,(atm- ') K,(shn- ') K,(stm- ') 

Differential method 
with linear regression 1.66 0.40 2.23 0.49 

Integral method with 
nonlinear regression 2.00 0.39 3.17 0.47 

What a n  be minimired in this case is either x[ (w /FAo)  - (@O)12 or 
Z(X - 2)'. 

The regression is generally nonlinear and in the second case the computations 
are even more complicated because the equation is implicit in x. Peterson and 
Lapidus [42] used the integral method with nonlinear regression on Franckaerts 
and Froment's data and found excellent agreement, as shown by Table 2.3.c-1. 
A further illustration of such agreement is based on Hosten and Froment's data 
on the isomerization of n-pentane [38] as analyzed by Froment and Mezaki [43]. 

The data indicated that the overall rate was independent of total pressure, 
supporting the conclusion that the isomerization step was rate controlling. Within 
this step, three partial steps may be distinguished: surface reaction, adsorption, 
or desorption, which could be rate controlling. The first was rejected because of 
(significant) negative parameter values. The adsorption and desorption rate ex- 
pressions each contained two parameters-with values given in Table 2.3-c-2. 
Note here that discrimination based on the Yang-Hougen total pressure criterion 
is impossible in this case, since both rate equations are independent of total 
pressure. 

In thiscase theexpression W/FAo versus f ( x )  was linear in two groups containing 
the parameters, so that linear regression was possible when the sum of squares on 
W/FA0 was minimized. When the objective function was based on the conversion 
itself, an implicit equation had to be solved and the regression was nonlinear. 
Only approximate confidence intervals can then be calculated from a lineariza- 
tion of the model equation in the vicinity of the minimum of the objective function. 

Again the agreement between the linear and nonlinear regression is excellent, 
which is probably due to the precision of the data. Poor data may give differences, 
but they probably do not deserve such a refined treatment, in any event. 

The problem of estimation in algebraic equations that are nonlinear in the 
parameters was recently reviewed by Seinfeld [44] and by Froment [45] and [46], 
who give extensive listsof references. Standard textbooksdealing with this topic are 
by Wilde and Beightler 1471, Beveridge and Schechter 1481, Hoffmann and 
Hofmann f493, Himmelblau [SO], and Rosenbrock and Storey [51]. 

The kinetic analysis of complex reaction systems requires more than one rate 
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Table 2.3.c-2 Isomerization of n-pentane: comparison of methods for parameter 
estimation 

~t AI,O, + CI, ~t 
n-pentane n-pentene . - i-pentene i-pentane 

Integral Metbod 

,(PA-?) 
Desorption rate controlling: r = -+-=- (a1 + ~ z K A )  

PH> + KAPA FAO 

Regression Linerr Noatinear 

k(kmol/kg cat. atm hr) 0.93 f 0.21 0.92 f 0.09' 
KA(atm-I) 2.20 f 1.94 2.28 0.95. 

Sum of squares of residuals: 1.05 on - 2.82 x lo-' (on x) ( 3 
(PA-?) , 

Adsorption rate controlling: r = +-=- (a1 + a3K~)  
PIil + K~~~ k;0 

Regression Liaw Nodnear 

k(kmol/kg cat. atm hr) 0.89 + 0.10 0.89 f 0.07. 
Kdatm- I) 6.57 f 3.47 8.50 f 2.78* 

Sum of squares of residuals: 0.70 on - 1.25 x lo-' (on x) ( L) 
(A represents n-pentane; B is: i-pcntane. a,. a,. and a, are functions or the feed composition. of K, x 
and 7, given in the original paper of Hosten and Froment 1381. K is the equilibrium constant, x the 
conversion, and q the selectivity for the isomerization, accounting for a small fraction of the pentane 
converted by hydrocracking.) 

approximate 95 percent confidence interval. 

or more than one exit concentration or conversion to be measured. It is then 
advisable40 determine the parameters of the different rate equations by minimizing 
an objective function that is a generalization of the sum of squares of residuals 
used in the "single response" examples discussed so far, that is, the weighted 
least squares. 

Several degrees of sophistication can be considered. Let it suffice to mention 
here the relatively simple case of the following objective function: 
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x, y, z, . . ., are the measured conversions (or "responses") and a, p, y, . . . , are 
weighting factors that are inversely proportional with the variance of the cor- 
responding response. To determine these variances requires replicate experi- 
ments, however. In the absence of these experiments, the weighting factors have 
to be chosen on the basis of sound judgment, providing that it is checked if the 
parameter estimates are independent of this choice. An example of multiresponse 
analysis of kinetic data of the complex o-xylene oxidation on a V,O, catalyst 
using the integral method is given by Froment [52]. There are cases in which the 
continuity equation cannot be integrated analytically, but only numerically, in 
particular when several reactions are occurring simultaneously. Parameter estima- 
tion still remains possible, although it is complicated by the numerical integration 
of the differential equations in each iteration of the parameter matrix. Various 
techniques used to estimate parameters in algebraic equations that are nonlinear 
in these parameters may be used to optimize the iterations. One positive aspect of 
the numerical integration is that it yields theconversions directly, but this does not 
compensate for the increase in computing effort with respect to that required for 
the solution of an implicit algebraic equation. 

Another approach, called "indirect," is often applied for estimation in the 
process control area but is equally applicable here. It proceeds with the necessary 
conditions for minimizing what is now an objective functional instead of an ob- 
jective function and then attempts to determine parameter estimates that satisfy 
these conditions. The above-mentioned references also deal with these methods. 

An example in which the kinetic equations had to be integrated numerically is 
given by De Pauw and Froment [53]. It concerns the isomerization of n-pentane 
accompanied by coke deposition. Another example is given by Emig, Hofmann, 
and Friedrich [54] and concerns the oxidation of methanol. 

2.3.d Sequential Methods for Optimal Design of Experiments 

Mechanistic model studies of the type discussed here have not always been con- 
vincing. Often the data were too scanty or not sufficiently precise, but, even more 
often, the design was poor so that the variables were not varied over a sufficient 
range. There is no fitting technique that can compensate for a poor experimental 
design. 

In the design of experiments, much is just common sense. However, when the 
cases are complex, a rigorous, systematic approach may be required to achieve 
maximum efficiency. Until recently, most designs were of the factorial (i.e., of the 
a priori) type. During the last few years, however, sequential methods have been 
proposed that design a n  experiment taking advantage of the information and 
insight obtained from the previous experiments. Two types of sequential methods 
for optimal design have been proposed: optimal discrimination and optimal 
estimation. 
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Figure 2.3.d. 1-1 Overlapping of confidence inter- 
vals. 

2.3.d. 1 Opritnal Sequential Discrimination 

Suppose one has to discriminate between two models = ax + b and y'2) = ax, 
where y is a dependent variable that can be a conversion or a rate. At first sight 
it is logical to  plan an experiment where a maximum difference or "divergence" 
can be expected. It can be seen from Fig. 2.3.d.l-1 that for the given example this 
would be for values of the independent variable x close to zero and x j ,  but surel) 
not in the vicinity of x,. Suppose n - 1 experiments have been performed at  n - 1 
settings of x, so that estimates for a and b can be obtained. To plan the nth ex- 
periment the region of interest ("operability region") on the x-axis is divided intc 
a certain number of intervals. The grid points are numbered i. Then the estimate: 
i) ' ') and jt2) are computed for each grid point. Then the divergence between thc 
estimates of the function y for each of the two models 

is calculated and the nth experiment is performed with settings correspondin; 
to  the grid point on the x-axis where DiVn is maximum. 

The criterion is easily extended to more than two models, as follows: 

where k and I stand for the models and the index i for the grid point. The doubl 
summation ensures that each model is taken consecutively as a reference. 
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Box and Hill [55] argued that the criterion would have to account for the un- 
certainties associated with the model predictions, that is, the variances at2, since 
the divergence might be obscured by eventual large uncertainties in the model 
predictions in agiven rangeof thesettings (Fig. 2.3.d.l-1). Startingfrom information 
theory Box and Hill derived the following expression for the divergence between 
two rival models: 

a2 is the variance of the observations y and a,', respectively. aZ2, is the variance 
of the estimated value of the dependent variable for the ith grid point under model 
1, respectively model 2. x , . , - ,  is the prior probability of the model 1 after n - 1 
experiments. The product nian- n2,.- is a factor that gives a greater weight to 
the model with the greatest probability after n - 1 experiments. After the nth 
experiment has been performed at the settings of the independent variables where 
D,, is a maximum the adequacy of each of the models remains to be tested. Box 
and Hill [55] and Box and Henson 1661 expressed the adequacy in terms of the 
posterior~robabilities. These will serve as prior probabilities in the design of the 
n + lth experiment. We will not go any further into this concept, which requires an 
insight into Bayesian probability theory. The approach proposed by Hosten and 
Froment [56] uses elementary statistical principles. The underlying idea is that 
the minimum sum of squares of residuals divided by the appropriate number 
of degrees of freedom is an unbiased estimate of the experimental error variance 
for the correct mathematical model only. For all other models this quantity is 
biased due to a lack of fit of the model, The criterion for adequacy, therefore, 
consists in testing the homogeneity of the estimates of the experimental error 
variance obtained fromeach of the rival models. This isdone by means of Bartlett's 
x2-test. 

m m 

(In j2) x (D.F& - x (D.F.)i In si2 

In Eq. 2.3.d.l-4,? is the pooled estimate of variance plus lack of fit; (D.F.), is the 
degrees of freedom associated with the ith estimate of error variance plus lack 
of fit, si2; and m is the number of rival models. 

Whenever X: exceeds the tabulated value the model corresponding to the 
largest estimate of error variance is discarded and xC2 is recalculated. Another 
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model may be discarded when xC2 exceeds the tabulated value and so on. Applying 
statistics to nonlinear models requires the model to be locally linear. For the 
particular application considered here this means that the residual mean square 
distribution is approximated to a reasonable extent by the X2 distribution. Further- 
more, care has to be taken with outliers, since X 2  appears to be rather sensitive to 
departures of the data from normality. In the example given below this was taken 
care of by starting the elimination from scratch again after each experiment. 
Finally, the theory requires the variance estimates that are tested on homogeneity 
to be statistically independent. It is hard to say how far this restriction is fulfilled. 
From the examples given, which have a widely different character, it would seem 
that the procedure is efficient and reliable. 

Example 23.d.l-1 Model discrimination in the dehydrogenation 
of I-butene into butadiene 

Dumez and Froment studied the dehydrogenation of 1-butene into butadiene on 
a chromium-aluminium oxide catalyst in a differential reactor [57]. This work is 
probably the first in which the experimental program was actually and uniquely 
based on a sequential discrimination procedure. The reader is also referred to a 
more detailed treatment, Dumez, Hosten, and Froment [58]. The following 
mechanisms were considered to be plausible: 

(a)  Atomic Dehydrogenation ; Sugace Recombination of Hydrogen 

where B = n-butene; D = butadiene; H, = hydrogen, M = an intermediate 
complex 

(b)  Atomic Dehydrogenation; Gas Phase Hydrogen Recombination 
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(c)  Molecular Dehydrogenation 

(d)  Atomic Dehydrogenation; Intermediate Complex with Short Lqetime; Surface 
Recombination of Hydrogen 

(e)  As in ( d )  but with Gas Phase Hydrogen Recombination 

For each of these mechanisms several rate equations may be deduced, depending 
on the rate-determining step that is postulated. Fifteen possible rate equations 
were retained, corresponding to the rate-determining steps a ,  . . .a4, b ,  . . . b4, 
c ,  . . . c3,  d l ,  d 2 ,  e l  and e, respectively. These equations will not be given here, 
except the finally retained one, by way of example. 

The discrimination was based on the divergence criterion of Eq. 2.3.d.l-2 in which 
y is replaced by r and model adequacy criterion Eq. 2.3.d.1-4 utilized. Since the 
experiments were performed in a differential reactor the independent variables 
were the partial pressures of butene, pa, butadiene pD and hydrogen, pH,. The 
operability region for the experiments at 52S°C is shown in Fig. 1. The equilibrium 
surface is also represented in this figure by means of hyperbola parallel to the 
p,p,,-plane and straight lines parallel to the p,h , -  and p,p,-plane respectively. 
Possible experiments are marked with a white dot. Experimental settings too 
close to the equilibrium were avoided, for obvious reasons. The maximum number 
of parameters in the possible models is six, so that at least seven preliminary 
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Figure I Model discrimination in butene dehydrogenation. Operability region, 
equi/ibrium surface, location of preliminary and designed experiments at 525°C. 

experiments are required to estimate the parameters and start the discrimination 
procedure with Eq. 2.3.d.l-2. As can be seen from Table 1 after these seven pre- 
liminar experiments already the models a,, b,, a,, b,, and c, may be eliminated. 
The eighth experiment, which is the first of the designed ones, is carried out ai 
the conditions represented by 8 in Fig. 1. The model adequacies are then recal- 
culated. Note that after each experiment the elimination was started from scratch 
again to avoid discarding a model on the basis of one or  more experiments with a 
biased error, especially in the early stages of discrimination. 
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Table 1 Dehydrogenation of I-butene. Evolution of sequential model discrimination 

Number of Designed 1 2 3 4 5 6 7 
Experiments 

Total Number of 
Experiments 

7 8 9 10 11 12 13 14 

23.68 
Eliminated model 

(EM) 
22.36 

EM 
21.03 

EM 
19.68 

EM 
18.31 

EM 
16.92 

EM 
15.51 

EM 
14.07 

EM 
12.59 

EM 
i 1.07 

EM 
9.49 

After seven designed experiments or after a total of 14 experiments no further 
discrimination was possible between the dual-site rate-determining models a,, 
b, , c2 , d, , and e l ,  since the differences between these models were smaller than 
the experimental error. The models a,,  b, ,  and d ,  were then eliminated because 
they contained at least one parameter that was not significantly different from 
zero at the 95 percent confidence level. It is interesting to note that none of the 
designed feed compositions contains butadiene. From the preliminary experiments 
it follows already that butadiene is strongly adsorbed. Consequently, it strongly 
reduces the rate of reaction and therefore the divergence. The design is based upon 
maximum divergence. Finally, it should be stressed how efficient sequential design 
procedures are for model discrimination. A classical experimental program, less 
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conscious of the ultimate goal, would no doubt have involved a much more 
extensive experimental program. It is true that, at first sight, the limited number 
of experiments provides less feeling for the influence of the process variables on 
the rate or conversion, which is of course of great importance for practical ap- 
plication. Such information is easily generated a posteriori, however; the detailed 
response surface can be obtained by means of the computer, starting from the 
retained model. 

Example 23.d.l-2 Ethanol Dehydrogenation. Sequential 
Discrimination Using the Integral Method of 
Kinetic Analysis 

The above example dealt with the design of an experimental program carried 
out in a differential reactor. When the data are obtained in an integral reactor it 
is more convenient to deal with the integrated form of the rate equation. This is 
illustrated in the present example, that also deals with real data, although the 
design is only applied a posteriori. 

In the work of Franckaerts and Froment on ethanol dehydrogenation 1401 
three rate equations were retained. They were already referred to in Eqs. 2.2-18, 
2.2-19, and 2.2-20. The authors discriminated between these models on the basis 
of a classical experimental program. This allowed the calculation of the initial rates 
and these were then plotted versus the total pressure. 

Assuming the tubular reactor to be ideal and isothermal the continuity equa- 
tiog for ethanol may be written: 

where r, may be given by either Eqs. 2.2-18,2.2-19, or 2.2-20, in which the partial 
pressures are expressed in terms of the conversion of ethanol. Equation 2.2-19 
then takes the form 

where a = 1 + 0.155 and 0.155 is the molar ratio of water to ethanol in the feed. 
What is measured in an integral reactor is the exit conversion, so that Eq. (a) has to 
be integrated for the three rival rate equations to give an expression of the form 
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W t F ~ ~  

Fi,qure I Ethanol dehydrogenation. Operability region, location of preliminary 
and ojdesigned experimentsfor optimal discrimination. Preliminary experiments 
1 ,  2 , 3 , 4 , 5 .  

which is implicit in the dependent variable, the conversion, x. The independent 
variables are W/F,, and p,. Equations like (b) are generally rather complex. By 
way ofexample, for the rate equation Eq. 2.2-19, the integrated continuity equation 
becomes 

where 

[xC tg ( 2C2x  + ' Z  ) - arc tg ( 
= ,/4- J 4 A z c z  - Bz2 

when 4A2C2 - Bz2 is positive. 
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Figure 1 shows the operability region in the p, - (W/FAo)  plane at 275'C. 
Since Eq. (b) contains four parameters, at least five preliminary runs have to be 

performed. Then the parameters are calculated by means of nonlinear regression, 
minimizing the sum of squares of residuals of the true dependent variable, x- 
preferably not of WIF,,, as mentioned already. This requires a routine for solving 
the implicit equation for x, of course. 

Next, the first experiment is designed using the criterion Eq. 2.3.d.1-2 in which y 
now stands for the conversion, x. Thcn the adequacy criterion Eq. 2.3.d.I-4 is 
applied. The design is given in Table 1. Here too the adsorption and desorption 

Table I Sequential design for optimum discrimination in the de- 
hydrogenation of ethanol into acetaldehyde, using integral reactor 
duta as such 

Experiment 
Number WIF,, p, x x,' Delete Model 

0.88 1 0.339 5.83 
0.2 1 0.1 18 2.0 
0.2 3 0.14 3.75 
0.2 3 0.14 5.40 
2.66 1 0.524 7.59 5.99 Adsorption 

2.01 3.84 
0.6 1 0.262 3.07 
1.6 3 0.352 3.42 
0.4 10 0.148 3.64 
0.2 3 0.14 4.60 3.84 Desorption 

- 
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models are rejected and the model with surface reaction as rate determining step is 
retained. Again the designed experiments, encircled on the figure, are located on 
the borderline of the operability region. Note that the design procedure for 
sequential discrimination is applicable even when the continuity equation (a) 
cannot be integrated analytically, but only numerically. This problem is encoun- 
tered quite often when dealing with complex reactions. 

2.3.d.2 Sequential Design Procedure for Optimal Parameter Estimaiion 

Even if model discrimination has been accomplished and one test model has been 
selected as being adequate, it is frequently necessary to obtain more precise 
estimates of the parameters than those determined from the discrimination pro- 
cedure. Or the model may be given, from previous experience, so that only estima- 
tion is required. Box and co-workers developed a sequential design procedure for 
decreasing the amount of uncertainty associated with estimates of parameters. 
It aims at reducing the joint confidence volume associated with the estimates. An 
example of such a joint confidence region is shown in Fig. 2.3.d.2-1 for a rate 
equation with three parameters (from Kittrell C673). 

If the model is linear in the parameters each point on the surface of this volume, 
that is, each set of parameter values corresponding to a point on the surface, 
will lead to the same sum of squares of residuals. The example given in the figure 
is typical for rate equations of the Hougen and Watson type. The long, narrow 

Figure 2.3.d.2-1 Confidence region: heterogeneous rate equation with three 
parameters (after Kittreil [67]). 
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shape results primarily from important covariance terms, that is, a high degree 
of correlation among the various parameter estimates. Widely varying values of 
the estimates will lead to the same overall fit of the equation to the data. The 
problem now is to choose the experimental settings in such way that the volume 
of the confidence region is minimized by a minimum number of experiments. 

Let the rate be given by: 

or, more compactly, 

Let the partial derivatives of r with respect to any parameter, K i .  evaluated at 
the uth set of experimental conditions and taken at some set of parameter values 
KO be given by gUsi. Then, 

After n - 1 experiments the matrix of these derivatives, G, contains n - 1 rows 
and V columns (V parameters). When GT is the transpose matrix of G the product 
GT- G is a (V x 9) matrix. Box and Lucas 1593 have shown that, under certain 
plausible assumptions, a choice of experimental settings for the nth experiment, 
which maximize the determinant of GTC, will minimize the volume of the joint 
confidence region of the parameter estimates. The matrix G, used in the planning 
of the nth ex~eriment contains n rows. The nth row is different for each of the 
grid points of the operability region. The nth experiment has to be carried out in 
that experimental setting where the determinant GTG is maximum. Then the 
parameters are reestimated. If the experimenter is not satisfied with the confidence 
volume another experiment is designed. 

Example 23.d.2-1 Sequential Design of Experiments for Optimal 
Parameter Estimation in n-pentane 
Isomeritation. Integral Method of Kinetic 
Analysis 

The method is illustrated for the adsorption rate controlling model for n-pentane 
isomerization. This rate equation contains two independent variables p,  and pH* 
or the n-pentane conversion and the ratio hydrogenin-pentane. In reality these 
experiments were not planned according to this criterion. Thirteen experiments 
were carried out, shown in Fig. 1. This figure shows the limits on the experimental 
settings, that is, it shows the so-called operability region. 

A grid is chosen through, or close to, the experimental settings to use the 
experimental results. Three preliminary, unplanned experiments are "performed" 
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Table I n-pentane isomerization adsorption model. Sequential experirnen~al design 
for optimal parameter determination 

Case Preliminary Planned k 2s(k) Ks Zr(K,) Gr.G 
Runs Runs 

108 
1 121 

1 1 1  0.79 0.39 3.35 27.57 3.87 x lo-' 
105 0.82 0.08 6.15 2.99 4.09 x lo-' 
114 0.89 0.08 8.20 3.55 8.15 x lo-'  
105 0.89 0.07 8.21 2.54 1.62 
114 

13 unplanned experiments: 
k = 0.89; 2rjk) = 0.10 
K, = 6.57; 2r(Ka) = 3.47 

to calculate first estimates for the parameters. Then the fourth experiment is 
planned. The value of GTG is calculated in each point of the grid. The fourth 
experiment is performed at these values of the independent variables where the 
determinant is maximum. 

The results are shown in Table 1 for three cases. The preliminary experiments 
for each case were chosen in a somewhat arbitrary manner in an attempt to in- 
vestigate the sensitivity of the experimental design to the settings of the preliminary 
runs (i.e., the parameter estimates obtained from these runs). It can be seen that 
the designed experiments always fall on either of the two settings 105 and 114, 
both on the limits of the operability region. The design seems to be insensitive to 
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Figure 1 Experimental settings for n-penlane isomerization at 
425°C and with 0.0121 mol% chlorine. 

the choice of the preliminary runs and consequently to the preliminary estimates 
of the parameters. Also, it is shown that only three designed experiments suffice 
to reduce the standard deviation of the parameter estimates to that based on all 
ITexperiments of Fig. 1. T+ drop in the standard deviations experienced in Case 
1 after only one designed experiment is really spectacular. This is due to the poor 
choice of the preliminary runs, of course. 

Juusola et al. applied this procedure to the design of experiments on o-xylene 
oxidation in a differential reactor [m]. Hosten [61] recently proposed a different 
criterion than that discussed here. Instead of minimizing the volume of the joint 
confidence volume associated with the estimates, he used a criterion aimed at a 
more spherical shape for this confidence volume. The results are close to those 
described above. 

To summarize, the approach followed in Section 2.3.d on optimal sequential 
design is illustrated in Fig. 23.d.2-2 by means of a kind of flow diagram (from 
Froment 145,463). 

Finally, the sequential methods for the design ofan experimental program permit 
a substantial saving in experimental effort for equal significance or a greater 
significance for comparable experimental effort, with respect to classical procedures. 
Automatic application of these methods, no matter how powerful they are, should 
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DISCRIMINATION LOOP 

Parameter estimation in rival models 
L 

t - Model adequacy 
Dirrimination i L  lr 1L - Diiergence 
Design criterion 

J . 
1 1  

COMPUTER BEST MODEL 

A 

ESTIMATION LOOP 

Parameter estimation 
Confidence intervals 

Figure 2.3.d.2-2 Sequential procedure for optimal 
design of experiments (from Froment 1463). 

not be substituted for sound judgment. Mere visual inspection of the rateequations 
may already reveal regions of maximum divergence, although it has to be added 
that this may become more difficult, or perhaps impossible, with complex multi- 
variable models. 

Problems 

2.1 Derive the basic Eq. 2.2-7 for a single reversible catalytic reaction. 

2.2 Consider the catalytic reaction 

A + B  R + S  

(a) Derive the Langmuir-Hinshelwood-Hougen-Watson kinetic rate expression, as- 
sumingthat adsorption is rate controlling. 

(b) Compare the result of part (a) with that found from Yang and Hougen, Table 2.2-1. 
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2.3 In a study of the dehydrogenation over a brass catalyst of sec-butyl alcohol to methyl 
ethyl ketone, 

L. H. Thaller and G.  Thodos [A.I.Ch.E.J., 6. 369 (1960)) obtained data that appeared 
to show two different steps controlling, depending on the temperature level. At low 
temperatures, surface reaction was controlling, while at high temperatures desorption 
of (perhaps) hydrogen seemed controlling. A selection of their initial rate data is given 
below. 
(a) Using the data at T = 37 I0C, determine the parameters occurring in the appropriate 

initial rate expression. 
(b) Using the data at T = 28S°C and 302°C. again detennine the appropriate param- 

eters. 
Note that the intermediate temperature level results should presumably depend upon 
both surface reaction and desorption steps, since at some point both steps will have 
equal rates (see Problem 2.5). 

Data : 
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2.4 The Michaelis-Menten (Briggs-Haldane) mechanism inenzyme kinetics is based uponthe 
following reaction scheme between the reactant (substrate S), and the catalyst (enzyme E) 
to give the product, P: 

(a) Use the steady-state hypothesis for the enzyme-substrate complex, ES, to derive 
the Michaelis-Menten kinetic expression: 

where [E,]  = [ E l  + [ES]  represents the measurable total enzyme concentration 

K ,  = (k, + k,)/k, is the "Michaelis constant" 
K = k,k,/k*k, 

(b) Show that the maximum initial rate is given by 

mar 

2.5 (a) For the reaction in Problem 2.3, show that the initial rate expression, assuming that 
both surface reaction and desorption of R are rate controlling, is 

(See Bischoff and Froment [29].) 
(b) Show that the result reduces to the proper Yang and Hougen Table 2.2-1 results 

for each of the special cases (k,/k,,) + oo and (k,,/k,) -+ oo 
(c) Using the combined results of Problem 2.3 and the above results, compare the model 

with the data at the intermediate temperature level, T = 315.5"C (also see Shah 
and Davidson 1301 and R. W. Bradshaw and B. Davidson, Clrem. Eng. Sci. 24, 1519 
( 1969). 

2.6 Consider the reaction A R + S, occurring on dual sites. Determine the rate equation 
in the case that all four elementary steps are simultaneously rate determining. 

2.7 The followingdata wereobtained by Sinfelt et al. [Sinfelt, J. H., Hurwitz, H., and Shulman, 
R. A. J .  Phys. Chem., 64, 1559 (1960)l for the dehydrogenation of methylcyclohexane 
to toluene. In addition, they found that the product toluene had essentially no effect on 
the rate. 
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(a) Discuss which of the steps-adsorption, surface reaction, and desorption-might 
be rate controlling in view of the above data. 

(b) Show that a rate expression based on the mechanism 

fits the data; also estimate the activation energies. 
(c) Discuss the results of b in view of a. 

2.8 The isomerization of n-pentane was considered in the text, where several rate expression 
were stated. Derive the final result for desorption of i-pentene controlling: 

2.9 For the isomerization of n-pentane, derive the rate expression if the surface reactic 
step of the dehydrogenation reaction were rate controlling. Contrast this with the corre 
rate of Problem 2.8, especially regarding variations with total pressure. 

2.10 For the isomerization of n-pentane, the following experimental data were collected I 
Hosten and Froment [38]: 
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y is the molar ratio HJhydrocarbon. The pentane feed consisted of 92.65 mole % n - C5 
and 6.37 mole % i - C,. The overall equilibrium constant is 2.07, while the selectivity 
for isomerization is nearly constant and equal to 0.91. Estimate the parameters in the 
adsorption model by means of the integral method of kinetic analysis. Both W/FAo and 
x can be used as dependent variables. Comment on this choice. Compare the results and 
the computational effort for both cases. 

2.1 1 A catalytic reaction A* B is carried out in a fixed bed reactor. Comment on the con- 
centration profiles of adsorbed species as a function of bed depth for various rate de- 
termining steps. 

2.12 The dehydrogenation of ethanol was carried out in an integral reactor at 275°C with the 
following results: 
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The overall equilibrium constant is 0.589. The feed consisted of the azeotropic mixture 
ethanol-water, containing 13.5 mole % water. Water is not adsorbed on the catalyst. 
Estimate the parameters of the adsorption, surface reaction, and desorption models, 
using conversion as the regression variable. Comment on the feasibility for the estimation 
of the parameters. Which model is the best? On what basis? 

References 

[I] Thomas, J. M. and Thomas, W. J. Introduction to the Principles of Heterogeneous 
Cata&s, Academic Press. New York (1967). 

[2] Boudart, M. Kinetics of Chemicai Processes, Prentice-Hall, Englewood Cliffs, N. J. 
(1968). 

[3] Thomson, S. J. and Webb, G. Heterogeneous Catalysis, Wiley, New York (1968). 

[4] Emmett, P. H., ed. Catalysis, Vol. 1-7, Reinhold, New York (1954-1960). 

[5] Advances in Catalysis, Academic Press, New York (1949-19 ) 

[6] Boudart, M. Ind. Chem. Belg., 23, 383 (1958). 

[7] Moss, R. L, The Chemical Engineer (IChE), No. 6,  CE 114 (1966). 

[8] Thomas. C. L. Catalytic Processes and Proven Catalysisrs, Academic Press, New York 
(1970). 

[9] Catalyst Handbook, Wolfe Scientific Books (1970). 

[lo] Burwell, R. Chem. Eng. News, Aug. 22, p. 58 (1966). 

[I 11 Oblad, A. G., Milliken, T. H., and Mills, G. A. The Chemistry of Petroleum Hydro- 
carbons, Reinhold, New York (1955). 

1121 Greensfelder, B. S., Voge, G. M., and Good, H. H. Ind. Eng. Chem., 41,2573 (1949). 

1131 Voge, G. M. Catalysis, Emmett, P. H .  ed., Vol. VI, Reinhold, New York (1958). 

KINETICS OF HETEROGENEOUS CATALYTIC REACTIONS 137 



[I41 Germain, J. E. Caralytic Conversion of Hjdrocarbons, Academic Press, New York (1969). 

[IS] Venuto. P. B. Chem. Tech., April (1971). 

[I61 Weisz, P. B. Ad?. Catal., 13, 137 (1962). 

1171 Dwyer, F. G., Eagleton, L. C., Wei, J., and Zahner, J. C. Proc. Roy. Soc. London, A302, 
253 (1968). 

[I81 Sinfelt, J. H. Ado. Chem. Eng., 5,37 (1964). 

[19] Haensel, V. Ind. Eng. Chem. 57, No. 6, 18 (1965). 

[ZO] Brunauer, S. The Adsorption ofGases and Vapors, Princeton University Press, Princeton, 
N.  J. (1945). 

[21] De Boer, J. H. The Dynamical Character of Adsorption, Oxford University Press, 2nd 
ed., Oxford (1968). 

[22] Flood, E. A., ed. The Solid-Gas Interface, 2 vols., Marcel Dekker, New York (1967). 

[23] Gregg, S. J. and Sing, K. S. W. Adsorption, Surface Area, and Porosity, Academic Press, 
New York (1967). 

[24] Clark, A. The Theory of Adsorption and Catalysis, Academic Press, New York (1970). 

[25] Hayward, D. 0. and Trapnell, B. M.  W. Chemisorption, Butterworths, London (1964). 

[26] Coughlin, R. W. Ind. Eng. Cfzem., 59, No. 9, 45 (1967). 

1271 Hougen, 0 .  A. and Watson, K. M. Chemical Process Principles, Vol. Ill, Wiley, New 
York (1947). 

[28] Aris, R. Introduction to the Analysis of Chemical Reactors, Prentice-Hall, Engiewood 
Cliffs, N. J. (1965). 

1291 Bischoff, K. B. and Froment, G. F. Ind. Eng. Chem. Fund., 1 ,  195 (1965). 

[30] Shah, M. J., Davidson, B. Ind. Eng. Chem., 57, No. 10, 18 (1965). 

[31] Boudart, M. Chem. Eng. Prog., 58, No. 73 (1962). 

[32] Wauquier, J. P. and Jungers, 1. C. Bull. Soc. Chim., France, 1280 (1957). 

1331 Yang, K. H. and Hougen, 0. A. Chem. Eng. Prog., 46, 146 (1950). 

(341 Klugherz, P. D. and Harriott, P. A. I. Ch. E. J., 17, 856 (1971). 

[35] Marcinkowsky, A. E.and Berty, J .  M. J. Catal., 29,494 (1973). 

[36] Kenson, R. E. J. Phys. Chem., 74, 1493 (1970). 

1371 Boudart, M. A. I. Ch. E. J., 18, 465 (1972). 

[38] Hosten, L. H. and Froment, G. F. Ind. Eng. Chem. Proc. Des. Devpt., 10,280 (1971). 

[39] Kittrell, J. R. and Mezaki, R. A. I. Ch. E. J., 13, 389 (1967). 

138 CHEMICAL ENGINEERING KINETICS 



1401 Franckaerts, J .  and Froment, G.  F. Cliem. Eng. Sci., 19, 807 (1964). 

1411 Marquardt, D. W. J. Sac. Ind. Appl. Math., 2.431 (1963). 

[42] Peterson, T. I .  and Lapidus, L. Chem. Eng. Sci., 21, 655 (1965). 

[43] Froment, G. F. and Mezaki, R. Chem. Eng. Sci., 25,293 (1970). 

[44] Seinfeld, J .  H. Ind. Eng. Chem., 62, 32 (1970) 

[45] Froment, G. F. Proc. 7th Eur. Symp. "Computer Application in Process Development," 
Erlangen, Dechema (April 1974). 

[46j Froment, G.  F. A .  I .  Ch. E. J . ,  21, 1041 (1975) 

[47] Wilde, D. G.  and Beightler, C. S. Foundations of Optimization, Prentice-Hall, Englewood 
Cliffs, N. J. (1967). 

[48] Beveridge, G. S. G. and Schechter, R. S. Optimization Theory and Pracrice, McGraw- 
Hill, New York (1970). 

1491 Hoffmann, U .  and Hofmann, H. Einfihrung in die Oprimierung, Verlag Chemie, Wein- 
heim BRD (1971). 

1501 Himmelblau, D. M. App!ied Non linear Programming, McGraw-Hill, New York (1972). 

[51] Rosenbrock, H. H. and Storey, C. Compurational Techniques for Cl~emicai Engineers, 
Pergamon Press, New York (1966). 

[52] Fr0ment.G. F. Proc.4th 1nt.Symp. Chem. React. Engng, Heidelberg 1976, Dechema 1976. 

[53] De Pauw, R.  P. and Froment, G. F. Chem. Eng. Sci., 30,789 (1975) 

[54] Emig, G. Hofmann, H. and Friedrich, F. Proc. 2nd Int. Symp. Chem. React. Engng., 
Amsterdam 1972, Elsevier, B5-23 (1972). 

[SS] Box, G. E. P. and Hill, W. J .  Technomerrics, 9, 57 (1967). 

[56] Hosten, L. H. and Froment, G. F. Proc. 4th Int. Symp. Chem. React. Engng., Heidelberg 
1976, Dechema 1976. 

[57] Dumez, F. J. and Froment, G. F. ind. Eng. Cl~em. Proc. Des. D e ~ t . ,  15,291 (1976). 

[58] Dumez, F. J., Hosten, L. H., and Froment, G. F. Ind. Eng. Cfiem. Fundam., 16, 298 
(1977). 

[59] Box, G. E. P. and Lucas, H. L. Biometrika, 46, 77 (1959). 

[60j Juusola, J. A., Bacon, D. W., and Downie, J. Can. J. Chem. Eng., 50, 796 (1972). 

[61] Hosten, L. H. Chem. Eny. Sci., 29,2247 (1974). 

1621 Gates, B. C., Katzer, J. R., and Schuit, G. C .  A. Chemistry of Calafyric Processes, 
McGraw-Hill, New York (1978). 

[63] Brunauer, S., Deming, L. S., Deming, W. E., and Teller, E. J. J. Am. Soc., 62, 1723 
(1940). 

KINETICS OF HETEROGENEOUS CATALYTIC REACTIONS 139 



[641 Rudnitsky, L. A. Alexeyev, A. M. J. Cata!., 37,232 (1975). 

[65] Wcekman, V. W. A.  I. Ch. E. J., 20,833 (1974). 

[66] Box. G .  E. P. and Hens0n.T. L.. M.B.R. Tech. Rept. No. 51, University of Wisconsin, 
Madison, Wisconsin, January 1969. 

[67l Kittrell, J.  R., Advan. Chem. Eng. 8.97 (1970). 

140 CHEMICAL ENGINEERING KINETICS 



TRANSPORT 
PROCESSES 

WITH 
FLUID-SOLID 

HETEROGENEOUS 
REACTIONS 

The fact that various transport steps of the reactants and products must be con- 
sidered was briefly described at the beginning of Chapter 2. This chapter provides 
a quantitative treatment of these aspects of the overall problem, called steps 1,7 
and 2,6 in Chapter 2. 

Part One 
Interfacial Gradient Effects 

3.1 Surface Reaction Between a Solid and a Fluid 

Consider a reactive species A in a fluid solution, in contact with a reactive solid. 
It is convenient for the present to define a rate based on the interfacial surface 
area, and if it is first order: 

r ~ i  = krC.41 (3.1-1) 

where 

r,,i = rate of reaction of A at surface, kmol/mp2 hr 
k, = rate coefficient for the reaction, mJ3/mP2 hr 

CAl = concentration of A at the interface, kmol/mJ3 

The consumption of A at the interface has to be compensated for by transport 
from the bulk fluid. This is described by the usual mass transfer coefficient in terms 
of an appropriate driving force: 



where 

N, = mass flux with respect to the fixed solid surface, kmol/mp2 hr 
kg = mass transfer coefficient, mf3/mp2 hr 

C ,  = concentration of A in bulk stream, kmol/mf3 

For steady state, the two rates must be equal, and this is used to eliminate the 
unmeasured surface concentration, CAi  

rAi = N, = r, 

Thus, 

and 

where an "overall" rate coefficient can be defined as 

There are two limiting cases: when the mass transfer step is much more rapid than 
the surface reaction step, k, % k,, and Eq. 3.1-4 gives: k, - k,. Also, CAi - C, ,  
and so the reactant concentration at the surface is the same as that measured in the 
bulk. The observed rate corresponds to the actual reaction-this is termed 
"reaction controlling." The other limit is that of almost instantaneous reaction, 
k, % k, ,  and Eq. 3.1-4 gives k ,  - k,. Also, CAi 2 0, and the observed rate cor- 
responds to the fluid phase mass transfer step, not the reaction-this is termed 
"diffusion controlling." 

The same procedure may be followed for a second-order reaction: 

rAi = k,CAi2 

which, with Eq. 3.1-2, leads to 

A totally different form of concentration dependence is found, that is neither 
first order or second order (or one could state that the "overall" coefficient is 
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not constant). Equation 3.1-6 reduces to the proper form in the two limitini 
situations: 

r ,  - k,CA2 kg 9 k, 
r ,  = kgCA k ,  9 kg 

For an nth-order reaction, one finds 

r ,  cannot be solved explicitly from Eq. 3.1-7 for arbitrary n, so that no equatior 
equivalent to Eqs. 3.1-3 or 3.1-6 is obtained; r ,  may be obtained by iteratikc 
methods (see Frank-Kamenetskii [I]). Thus, in general, consecutive rate processe! 
of different order cannot easily be combined into an overall expression, but can bi 
handled by numerical techniques. 

It follows that the occurrence of consecutive steps does not lead to seriou. 
complications when the rate is to be predicted, provided, of course, the rate co- 
efficients and the order of the reaction are given. The reverse problem, that is 
the determination of the order and the rate coefficients is much more complicated 
however. Sometimes transport coefficients may be found in the literature for thi 
case at  hand so that it becomes possible to calculate the mass transfer effect 
Generally, however, it will be necessary to derive the mass transfer coefficient* 
from specific experiments. Therefore, the experiments have to be performed undei 
conditions for which the global rate is preferably entirely determined by the mas, 
transfer rate. This is generally achieved by operating at higher temperatures sincc 
the reaction rate coefficient is enhanced much more by a temperature increas 
than the mass transfer coefficient; that is, the activation energy of the reactiol 
is much higher than that of the transport phenomenon. The other extrem 
situation whereby the global rate is entirely determined by the rate of reactioi 
may be reached by increasing the turbulence or by operating at a lowc 
temperature. Finally, it is evident that such experiments should be performec 
under isothermal conditions to avoid further complications such as the need tl 
include a heat transfer rate equation in the treatment. 

3.2 Mass and Heat Transfer Resistances 

3.2.a Mass Transfer Coefficients 

Section 3.1 described how the mass transfer coefficient can be combined with th 
rate coefficient for simple reactions. This section gives more detailed discussio 
of how to obtain values for the mass transfer coefficients. 
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As mentioned previously, the mass transfer coefficient is defined as in transport 
processes (e.g., Bird, Stewart, and Lightfoot [2]) and several driving force units 
are in common use: 

The units and numerical values of k, are different, of course, for each of these 
equations, but to avoid complicating the notation only one symbol is used here, 
as was already done for the rate coefficient in Chapter 1. 

It will be recalled from transport phenomena, we know that it is most useful to 
define a mass transfer coefficient to describe only the diffusive transport and not the 
total diffusive plus convective. The coefficients are identical only for the special 
case of equimolar counter-diffusion and this is the value of the coefficient k,O, 
which is actually cnrrclated in handbooks. 

For example, a \ c i j  common situation in unit operations is diffusion of species 
A through a stagnartt film of 8, for which the film theory, together with the proper 
solution of the diffusion equations, give 

the driving force being expressed in mole fractions. 
An analogous treatment using the relative flux ratios from the stoichiometry 

of the general reaction, 

yields the result for transport of species A: 

where 

with 

This expression is often written in terms of partial and total pressures and is then 
called the "film pressure factor, p*" The basis for Eqs. 3.2.a-2 to 4 is considered 
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in Example 3.2.c-1. Then, correlations of the mass transfer coefficients can be 
presented in terms of the jD-factor, for example, 

1, = f (Re) 

where Sc = Schmidt number = (p/p,D) and the k, differ in numerical value, 
depending on the driving force. 

Of particular interest for the following chapters is the mass transfer coefficient 
between a fluid and the particles of a packed bed. Figure 3.2.a-1 shows some of 

10 

loo 

jD 

lo-' 

lo-? 
to0 10 lo2 lo) 

Figure 3.2.a-1 Mass tranger between a fluid and a bed of particles. 
Curve I : Gamson et a(. [3], Wilke and Hougen [4]. Curue 2: Taecker 
and Hougen [5]. Curve 3: McCune and Wiihelm [6]. Curve 4: Ishino 
and Otake [7]. Curve 5: Bar Ilan and Resnick 181. Curve 6:  De Acetis 
and Thodos 191. Curve 7: Bradrhaw and Bennett [lo]. Curve8: Hougen 
[ I  I]; Yoshida, Ramasnlami, and Hougen 1121 (spheres; c = 0.37). 
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the most significant experimental results for this situation. For use in calculations 
it is convenient to have a numerical expression for the relation jD versus Re. The 
following relations are fairly representative for the results shown in Fig. 3.2.a-1. 
The intersection of the lines at Re = 190 has no physical meaning, merely repre- 
senting the correlation of Hougen, et al. [l 1, 121. For packed beds of spheres with 
E = 0.37, for Re = d,G/p < 190 

and for Re > 190 

The use of these correlations for calculating values for k, is illustrated below. 

3.2.b Heat Transfer Coefficients 

Fluid-to-particle interfacial heat transfer resistances also need to be considered. 
These are described by 

(- AH)r,  = hja,(T," - T )  (3.2.b-1) 

The heat transfer coefficient, h,, is also correlated with respect to the Reynolds 
number by means of a j-factor expression: 

The most representative experimental results for the case of interfacial heat 
transfer between a fluid and the particles of a packed bed are shown in Fig. 3.2.b-1. 

3.2.c Multicomponent Diffusion in a Fluid 

For a binary mixture, the single diffusivity, DAB, is used in the Schmidt number. 
However, most practical problems involve multicornponent mixtures, whose 
rigorous treatment is much more complicated. 

In general, the flux of a given chemical species can be driven not only by its 
own concentration gradient, but also by those of all the other species; see Toor 
[17], for example: 

The last term accounts for bulk flow of the mixture. The exact form of the Djk 
depends on the system under study. For ideal gases, the kinetic theory leads to 
the Stefan-Maxwell equations, which can be rearranged into the form of Eq. 
3.2.c-1-a treatment using matrix methods is given by Stewart and Prober [18]. 
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Figure 3.2.b-I Hear rransfer between a j u i d  and a bed of particles. 
Curve I: Gamson et al., Wilke and Hougetr [3, 41. Curuc 2 :  Brrtr- 
meisrer and Bennett (a)  for dJd, > 20, ( b )  mean correlation [13]. 
Curve 3: Glaser and Thodos [14]. Curve 4 :  de Acefis and Thodos 
[9]. Curve 5: Sen Gupta and Thodos [15]. Curve 6 :  Handley and 
Hegqs [I61 (E = 0.37). 

For liquids, there is no complete theory yet available-for a discussion of cor- 
rections for thermodynamic nonidealities, and other matters, see Bird, Stewart, 
and Lightfoot [2]. A comprehensive review of available information on gas difTu- 
sion is by Mason and Marrero [19], and for liquids see Dullien, Ghai, and Ertl 
[20,213. 

The form of Eq. 3.2.c-1 is too complex for many engineering calculations, 
and a common approach is to  define a mean effective binary diffusivity for species 
j diffusing through the mixture: 

Using Eq. 3.2.c-1, Toor [17] and Stewart and Prober [18] showed that the matrix 
of the Dj, could be diagonalized, which then gives the form of Eq. 3.2.c-2, and the 
many solutions available for binary systems can be adapted for multicomponent 
mixtures. 
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Considering the case of ideal gases, the Stefan-Maxwell equations are given 
in Bird, Stewart, and Lightfoot 123: 

where the Djk are the usual binary diffusivities. For a binary system 

where y,  + y2 = 1 was utilized. Solving for the flux: 

For equimolar counter diffusion, N2 = -N, and: 

Thus, for the multicomponent gas mixture, an effective binary diffusivity for 
species j diffusing through the mixture is found by equating the driving force Vyj  
in Eqs. 3.2.c-2 and 3.2.c-3, with this result: 

The classical use of Eq. 3.2.~-7 in unit operations is the so-called "Wilke (1950) 
equatio:~" for diffusion of species 1 through stagnant 2,3,. . . . Here, all the flux 
ratios are zero for k = 2.3,. . . , and Eq. 3.2.c-7 reduces to 

Even though Eq. (3.2.~-8) is often recommended for computing an effective 
diffusivity in reacting systems, it is not really the appropriate equation, except 
for very dilute solutions. In other cases, the other species are not necessarily 
stagnant, but rather the steady state flux ratios are determined by the reaction 
stoichiometry. Thus, for a general chemical reaction, 

5 = constant 
@i 
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and so Eq. 3.2.c-7 becomes 

The last equation is for species j a reactant. In a theoretical study, Hsu and Bird 
[22] have compared various uses of Eq. 3.2.c-9 in a ternary system with surface 
reaction versus the exact solution of the Stefan-Maxwell equations; the most 
straightforward is to use merely some mean composition, j j ,  to compute an 
average value of Dh. 

It is also useful, for certain applications, to define an alternate effective binary 
diffusivity with the flux relative to the fixed solid-any bulk flow is then included 
in the values for DL: 

Nj = - C,Dj,Vyj (3.2.~-10) 

then the same procedure results in 

which is essentially just the numerator of Eq. 3.2.c-7. Kubota, Yamanaka, and 
Dalla Lana [23] solved the same problem as Hsu and Bird, and stated that the 
rezults indicated that, using constant mean compositions, Eq. 3.2.~-11 provided 
somewhat more accurate representation of the exact Stefan-Maxwell results than 
did Eq. 3.2.c-7. However, there is not really enough experience at the present time 
to choose between them. 

Example 3.2.c-I Use of Mean Effective Binary Diffusivity 
For a chemical reaction 

Eq. (3.2.c-9) gives for the mean binary diffusivity: 

with 
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The flux expression Eq. 3.2.c-2 can be written for one-dimensional diffusion as 

When integrated for steady state diffusion, with N, = constant, and with an 
average constant value for DAm, Eq. e gives: 

where yf, is the "film factor" of Eq. 3.2.a-3, which is defined relative to the equi- 
molar counter diffusion case with 6, = 0, yfA = 1. 

3.3 Concentration or Partial Pressure and Temperature 
Differences Between Bulk Fluid and Surface of a Catalyst 
Particle 

One of the most important uses of the above mass and heat transfer relationships 
is in determining external mass and heat transfer resistances for catalyst particles. 
Here, the rate is usually expressed in terms of catalyst mass (kmol/kg cat. hr), 
and using a, = external surface per weight of catalyst (mP2/kg cat.) gives 

rA = am kg(CA - CA;) (kg : mf3/mp2 . hr) 

= a, k,(p, - p,,") (kg: kmol/mp2.hr.atm) (3.3-1) 

In experimental kinetic studies in particular, the question often arises if the partial 
pressure drop ApA over the so-called external film may be neglected. One has to 
check whether or not it is allowed to substitute p,, the partial pressure of A in 
the bulk fluid stream, into the rate equation for the reaction. The value of k, is 
determined from a correlation, such as Eq. 3.2.a-5 with Eq. 3.2.a-2, 3. 

The calculation of Ap, is not straightforward, since the calculation of the film 
pressure factor pfA requires the knowledge of pbs. 

The iteration cycle then is as follows: 

1. Start with the assumption that p,," = p, or ApA = 0. It can be shown by 
L'Hopital's rule that in this case pI, = p, + 6,p,. With this value of pfA, k, 
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is calculated by means of Eq. 3.2.a-5 and with this kg the partial pressure dror 
Aj), is obtained from relation Eq. 3.3-1. 

2. Substitution ofApA in Eq. 3.2.a-3 givesa better estimate for pf, with which a neu 
value for kg and Ap, are computed. The cycle is continued until convergena 
of the Ap, values is obtained. 

It is usually found that ApA is rather small, although exceptions occur. It i. 
more common to find fairly large AT. Significant AT, or Ap,, is especially likel; 
in laboratory reactors, which are likely to have rather low flow rates through t h ~  
reactor, whereas commercial reactors commonly have very high flow rates anc 
thereby small external film resistance. The only positive check, of course, is tc 
compute the actual values. 

A simple estimate of the temperature difference in terms of the concentratior 
drop is provided by dividing Eq. 3.2.b-1 by Eq. 3.3-1, as shown by Smith [24]: 

For gases flowing in packed beds the values of the groups are such that 

The maximum possible actual temperature difference would occur for completc 
very rapid reaction and heat release, p,," 1. 0: 

Thus, use of the physical properties, the reaction stoichiometry, and the bul! 
fluid phase composition permits a quick estimate of (AT),,,. 

Example 3.3-1 interfacial Gradients in Ethanol Dehydrogenation 
Experiments 

The dehydrogenation of ethanol into acetaldehyde 

C,H,OH = CH,CHO + H, 

is studied in a tubular reactor with fixed catalytic bed at  27S°C and atmospheri 
pressure. 
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The molar feed rate of ethanol, FAo is 0.01 kmol/hr, the weight of catalyst, 
W : 0.01 kg. At this value of WJF,, the measured conversion is 0.362 and the 
reaction rate, r~ : 0.193 kmol/kg cat.hr. The inside diameter of the reactor is 
0.035 m. The catalyst particles are of cylindrical shape with diameter = height = 
d = 0.002 m. The bulk density of the bed, p, amounts to 1500 kg/m3 and the void 
fraction, E, to 0.37. From these, a, = 1.26 m2/kg. Estimate the partial pressure and 
temperature difference between the bulk gas stream and catalyst surface. 

In a calculation of this type it is frequently encountered that physicochemical 
data concerning the reacting components are lacking. Excellent estimates may 
then be obtained through the use of general correlations for the transport prop 
erties, however. In this example only correlations that can be found in Reid and 
Sherwood [25] are used. They also explain the background of these correlations. 

Estimation of the Partial Pressure Drop over the Film 

Estimation of Viscosities 

Hz : Use the Lennard-Jones potential, with 

C,H,OH: Use the Stockmayer potential, with 

CH3CHO: Use the method of corresponding states, since the potential param- 
eters are not available. 

T, = 461 K, pc = 54.7 atm (55.4 bars). Zc = 0.257 

pAC [ = (1.9 T, - 0.29) x Zc-2/3 

with 

kg or 0.060293 - 
m-hr  
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Viscosity of the Gas Mixture 

Composition of the reaction mixture: 

1 - x, 
PA = 

p, = 0.4684 atm = 0.4745 bar 

x.4 
PR = Ps = p, = 0.2658 atm = 0.2693 bar 

Since the hydrogen content cannot be neglected, Wilke's method may yield too 
high a value for the viscosity of the mixture. Therefore, the viscosity is computed 
as 

or p, = 0.4684 x 0.05775 + 0.2658(0.0475 + 0.060293) = 0.0557 k d m .  hr. From 
Wilke's method, a value of0.06133 kgim. hr is obtained. 

kg M ,  = 1 y j M j  = 0.4684 x 46 + 0.2658 x (44 + 2) = 33.77 - 
kmol 

Sinse some of the required potential parameters are not known, the semiempirical 
relation of Fuller-Schettler-Giddings will be applied. 

Note 

DAs has been experimentally measured at 340 K as 0.578 cm2/s. The Fuller- 
Schettler-Giddings formula yields for DAs at 340 K: 
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From Eq. 3.2.c-9: 

cmz mz 
= 0.4203 - = 0.1512 - 

s hr. 

Now the Schmidt and Reynolds numbers may be calculated. 

P m  sc=-= 0.0557 
= 0.490 from which (Sc)'I3 = 0.622 

p,DA, 0.7510 x 0.1512 

Since Re < 190 the following j, correlation should be used: 

j, = 1.66 (Re)-"." and j, = 0.3635 

Now the partial pressure drop can be calculated. 
Assuming that ApA = 0 and with 6 ,  = 1 the film pressure factor for a reaction 

A =$ R + S becomes: 

Apk = 0.02718 atm = 0.02753 bar 
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Substitution of this estimate for Ap, in Eq. (3.2.a-3). written in terms of partial 
pressures leads to a better estimate for p,, 

This new estimate for the film pressure factor may be considered sufficientIy close 
to the starting value 1.4684, so that no further iterations on ApA need to be per- 
formed. 

Estimation of the Temperature Drop over the Film 

The calculation of AT requires two further properties of the reaction mixture to 
be calculated: the specific heat r p ,  and the thermal conductivity, I. 

c,-values for the pure components can be found in the literature or can be 
estimated accurately from the correlation of Rihani and Doraiswamy 1261. The 
c, values are given in the following table. The heat capacity of the mixture may be 
computed accurately by means of 

c p  = C Y j c p j  

kcal 
C ,  = 0.4684 x 25.43 + 0.2658(19.39 + 6.995) = 18.92------ 

kmol K 

The thermal conductivities of the pure components are estimated by Bromley's 
method. 

Ethanol Acetaldehyde Hydrogen 

AH, (::) 

kmol '. (7) 
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The following details provide the basis for the numbers in the table: 

C,H,OH (polor nonlinear nolecule) 

From Perry 1271 : 

kcal 
AH* = 9220 - = 38600 kJ/kmol 

kmol 

Consequently, 

lur, 9220 B,*=-=-- kcal kJ - 26.22 - = 109.78 - 
T, 351.7 kmol K kmol K 

pb, the density of liquid ethanol at the normal boiling point is estimated using 
Schroeders' rule : 

em3 
V , = 9 ~ 7 = 6 3 -  

mol 

1000 kmol 
Pb = -- 63 m3 

kcal 
tin, ,, = 1.19 + 2.03 = 3.22 - 

1 1 kmol K 
-CH,-OH CH,CH,- 

kcal 
c, = c, - 2 = 25.43 - 2 = 23.43 - = 91.8 kJ/kmof K 

kmol K 

Ma -- T, - 1.3~" + 3.6 - 0.3 tin,,, - 0.69 - - 3a 
P T 

kcal 
1 = 1.102 x lo-'- - kJ - 4.61 x - 

rn s K m s K 

156 CHEMICAL ENGINEERING KINETICS 



CH,CHO (polar nonlinear molecule) 

AH,, has to be estimated 

Giacalone's simple method is used. 

2.303 RGT, log p, 2.303 x 1.986 x 294 x 461 x log 54.7 
AHvb = - - 

T - T ,  461 - 294 

kcal 
AHvb = 8919 - = 37342 kJ/kmol 

kmol 

AHvb - 8919 Asvb=---- kcal - 30.34 - = 127.03 kJ/kmol K 
T, 294 kmol K 

pb is found in the literature: 

783 kmol -- 
44 m3 

kcal 
c, = c, - 2 = 19.39 - 2 = 17.39 - = 72.81 kJ/kmol K 

kmol K 

kcal 
= 23.614 ----- = 98.867 kJ/kmol K 

kmol K 

kcal 
rl = 0.8989 x lo-' - - - 3.763 x 10-'kJ/m s K 

m s K 

H, (nonpolar linear molecule) 

M1 T 
- = 1 . 3 ~ "  + 3.4 - 0.7 - 
l' T 

kcal 1 = 6.499 x - - 27.21 x l O ~ ~ k J / m  s K 
m s K  
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Thermal Conductivity of the Gas Mixture 

To estimate the factors A, j ,  the Lindsay-Bromley equation is appropriate and 
will be applied here. 

The required Sutherland constants are 

The Lindsay-Bromley formula yields 

kcal 
1, = 0.6286 x lo-' + 0.2795 x + 0.6727 x lo-' = 1.5808 x 

Note 

If the thermal conductivity of the mixture would have been considered as linear 
in the composition, 1, would be given by 

kcal 
i, = 2.4825 x - =.10.394 x kJjm s K 

m s K  



This value is 50 percent higher than the more correct estimate. 
Then, the Prandtl number is: 

(Pr)'I3 = 0.670 

From Fig. 3.2.b-1, a value of 0.60 may be chosen for j ,  at Re = 19.65. The heat 
of reaction is calculated as follows: 

kcal 
( - A H )  = ( A H k , ,  - (AH),, - (AH) , ,  = 16800 --- = 70338 kJ/kmol 

kmol 

so that 

This is a difference between bulk and surface temperatures that may be considered 
as significant. 

Part Two 
Intraparticle Gradient Effects 

Now that we have discussed various aspects of external mass transfer and surface 
reactions, the remaining problem of transport and reaction when the catalytic 
surface is not directly accessible to the bulk fluid needs to be described. 

3.4 Catalyst Internal Structure 

From the discussion of surface rates, it is seen that the total rate of reaction is 
proportional to the amount of catalytic surface present. The usual way to obtain 
a very large amount of catalytic surface area is to use a porous material with 
many small pores. The reason that this provides an enormous increase in area 
can be simply seen by considering a given volume of space filled with successively 
smaller tubes. For a cylinder 

surface area 2nrL 2 - --=- 
volume nrZL r 
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r. A 
(b)  

Figure 3.4-1 Pore-size distribution in catalyst pellets. (a) Pellet 2. 
(b)  Pellet I. (From Cunningham and Geankoplis 1281.) 

If a volume were filled with cylinders (idealized pores) of radius 2 cm, 2pm, 20 A, 
Eq. 3.4-1 gives 

Size of Cylinder, cm Total Surface ArealUnit VoIrrme, cm2/cm3 
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Thus, the amount of area in the unit volume is very much larger when it contains 
small pores and so most practical catalysts are manufactured in this form. Typical 
values of the amount of internal surface area available range from 10 m2/g cat. to 
200 m2/g cat. with most toward the larger value. 

A typical catalyst pellet will have a pore size distribution as shown in Fig. 3.4-1, 
given by Cunningham and Geankoplis [28]. 

The major pore sizes in pellet "2" (Fig. 3.4-la) are between -20 to 200 A, 
although depending on the specific manufacturing details, many other distribution 
curves are possible. One important special case is where the pellet is made by com- 
pressing smaller particles together, for which the second peak in Fig. 3.4-16 @ellet 
" 1 ") represents the so-called t'macropores" between the particles while the usual 
peak represents the "micropores." Based on the above arguments, most of the 
catalytic surface is contained in the micropores, but all of the pores can contribute 
to diffusion resistances. Both pellets were made from 90pm grains of alumina, but 
pellet 1 was not as highly compressed in manufacture; thus pellet 1 would be 
expected to have significant macropore structure, but not pellet 2. The physical 
properties were 

Pelfet Length [cm] Dia [cm] S, [rn2lg cat] V' [cm3/g cat] ps [R cat/cm3 cat] 
1 1.705 2.623 314 1.921 0.441 
2 1.717 2.629 266 0.528 1.1 15 

The internal void fraction, or porosity, of each pellet is given by 

An excellent reference that discusses the methods for determination of pore area, 
volume, and size distributions is Gregg and Sing 1293, where they show how to 
utilize nitrogen adsorption data for these purposes. 

The "pore size distribution" can be defined: 

f (r)dr = fraction open volume of (r, r + dr) pores (3.4-2) 

Thus, 

The above data were plotted with a logarithmic abcissa because of the large range 
of sizes covered. and the ordinate is such chat 
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directly from the graph. Thus, it is easily seen that the pore size distribution is 
found from 

It is often very convenient not to have to utilize the entire curve, f (r), by defining 
a mean pore size, 

which can be computed from the f(r) data. If the pores can be considered to be 
cylinders, the total internal surface area (which can also be measured directly) 
per pellet volume would be 

Now if there were really a single pore size, 

f (r) = cs&r - r,") 
where 6( ) is the Dirac delta function, and then: 

Therefore, t could be found from: 

Since psS, and E, can be measured more simply than the complete f(r), this is a 
commonly-used approach. 

It can be seen from the above derivation that the use of the average pore radius, 
F, would be best for a fairly narrow pore size distribution, and possibly not very 
accurate for a wide one. Also, for a bimodal distribution, f occurs in the "valley," 
or the pore size present in least amount. These results can be seen from the above 
data where F, = 123 A and f ,  = 40 A. Therefore, except for a narrow pore size 
distribution, the more complete characterization by f (r) should be used. Actually, 
automated equipment is now available to measuref(r), and this should be done if 
there is any question of a complicated pore structure. 

The assumption of (infinitely long) cylindrical pores is obviously not always 
going to be true for all porous solid structures, but Brunauer, Mikhail, and Bodor 
[30] argue that this shape is intermediate between flat-plate and spherical shapes, 
and, on the average for the (usually) unknown pore structure, would probably 
give the best results. 



3.5 Pore Diffusion 

3.5.a Definitions and Experimental Observations 

Let us first consider diffusion in an idealized single cylindrical pore. Fick's law 
for a binary system with equimolar counter diffusing occurring is: 

where N A  is expressed in moles of A diffusion per unit pore cross-section and unit 
time and where z is the diffusion path length along the pore. The diffusivity, DAB,  
is the ordinary fluid molecular diffusivity as used in other transport phenomena 
studies, and values for it can be found in handbooks. DAB varies as and p-' 
for gases. It is the result of fluid-fluid intermolecular collisions as considered in 
the kinetic theory of gases. When the pore size gets so small that its dimensions 
are less than the mean path of the fluid, however, fluid-fluid collisions are no 
longer the dominant ones. Instead, fluid-wall collisions are important, and the 
mode of diffusive transport is altered. This can occur for gases at less than atmos- 
pheric pressure, although not usually for liquids, in typical pellets. From the 
kinetic theory of gases, the so-called Knudsen diffusivity can be formulated to 
take the place of DAB in Eq. 3.5.a-1: 

where M A  = molecular weight of the diffusing species. Note that DKA is a function 
of the pore radius, r, and varies with but is independent of p, (Strider and 
Aris [31], have generalized these results to more complicated shapes, for example, 
overlapping spheres structures). 

Equation 3.5.a-2 was derived assuming totally random, or diffusive, collisions 
of the gas molecules with the wall, which is reasonable when the pore size is still 
large with respect to molecular dimensions (but much smaller than the mean free 
path). A further extension of this reasoning is to the case where the pore size is, 
in fact, of the same order of magnitude as the molecules themselves. Weisz 1321 
terms this region "configurational" diffusion, and Fig. 3.5.a-1 presents his estimate 
of the order of magnitude of the observed diffusivities. 

The events here would be expected to be very complicated since specific details 
of the force-fields and so on of the molecules making up the walls and their interac- 
tions with the diffusing molecules would have to be accounted for. These situations 
can arise from considering very large molecules in the usual catalysts, such as in 
petroleum desulfurization processes, from solids with very small pores, such as 
zeolite catalysts, and in many biological situations such as diffusion across cell 
walls. Fairly large molecules in small capillaries can also undergo surface migration 



Figure 3.5.a-I Dlfusiuity and size of aperture 
(pore); the classical regions of regular and 
Knudren and the new regime of configurational 
diffusion (adapted from Weisz, [32]). 

and other complications. There is no comprehensive theory yet available for 
these problems, but because of the recent importance and interest in zeolites, 
they are being intensively investigated (see Brown, Sherry, and Krambeck 1333; 
reviews are by Riekert [34] and Barrer U51. 

Example 3.5.a-I EHect of Pore Diffusion in the Cracking of 
Alkanes on Zeolites 

An interesting semiquantitative illustration of the possible strong effects of pore 
diffusion on a chemical reaction was provided by Gorring 1361. Hydrocarbon 
cracking was briefly discussed in Chapter 2, where a typical product distribution 
from silica-zirconia or silica-alumina catalyst was described. The cracking of 
n-tricosane over the zeolite H-erionite (Chen, Lucki, and Mower [37]) yielded 
a strikingly different result, shown in Fig. 1. 

There are almost no C,-C, products and maxima at C, and C ,  ,. In the absence 
of any reason for the catalytic reaction to have this behavior inherently, it was 
postulated that diffusion in the rather restricted pores or "cages" of erionite 
might provide the answer (Figs. 2 and 3). 
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Carbon number of nonnal paraffin 

Figure I Product distribution from cracking n-tricosane 
over H-erionite at 340°C( from Chen, Lucki, and Mower 
[37], after Gorring [36]). 

Figure 2 View of erionife framework (from 
Gorring 1363). 



I 
Direction 
of C axis 

Figure 3 (a)  Erionite cage viewed approximately 20" 
from direction of 8-axis. (b) Erionire &membered ring 
front and side ~ iews .  View ofoffreriteframenork Cfrom 
Gorring [36]). 

Carbon number of n.alkane 

Fiqurc14 Diffusion corfli'cirn fs of 'n-alkanes in potassium 
T zrolitr at 31H)"C (.from Gorring [36]). 



Gorring therefore measured effective diffusivities (the exact physical meaning 
of these "diffusivities" computed from the experimental data is not completely 
clear) for the n-alkanes, with the following results (shown in Fig. 4). 

Note that the diffusivities change by order of magnitude. thus having a great 
effect on the relative concentrations and reaction rates. The underlying quantitative 
reasons for this so-called "window effectV'are not completely clear, beyond estima- 
tions of the close dimensional fits of the molecules in the cages provided by 
Gorring. As mentioned above, this area of configurational diffusion needs ad- 
ditional work. Further applications of "shape-selective" catalysis have been 
reviewed by Chen and Weisz 1381. 

3.5.b General Quantitative Description of Pore Diffusion 

In an actual solid, with its complicated pore structure, the concept of an effective 
diffusivity is defined by the equation: 

where N A  is expressed in moles of A diffusing per unit pellet surface area and unit 
time. This measurable diffusion flux is per unit area of pellet, consisting of both 
pores and solid. It is therefore related to that of Eq. 3.5.a-1 by the ratio of surface 
holes/total area, which, for random pores using Dupuit's law, is equivalent to 
the internal void fraction, E, (usually with values between 0.3 and 0.8). Also, the 
diffusion path length along the pores is greater than the measurable pellet thick- 
ness due to their "zigzag" nature and to constrictions, and so on. The concentra- 
tion gradient must also thus be corrected by a "tortuosity factor," T, leading to: 

The definition of tortuosity factor in Eq. 3.5.b-2 includes both the effect of altered 
diffusion path length as well as changing cross-sectional areas in constrictions; 
for some applications, especially with two-phase fluids in porous media, it may 
be better to keep the two separate (e.g., Van Brake1 and Heertjes [39]). This 
tortuosity factor should have a value of approximately ,,h for loose random pore 
structures, but measured values of 1.5 up to 10 or more have been reported. 
Satterfield [40] states that many common catalyst materials have a 7 - 3 to 4; 
he also gives further data. 

Thus, the effective diffusivity would have the form 

TRANSPORT PROCESSES 



The units of D, are 

Turning to a general description of pore diffusion, the "dusty gas" theory of 
Mason et al. 141,423 utilizes the results from the formal kinetic theory of gases, 
with one "species," the "dust," having a very large "molecular weight." Their 
final results can be clearly visualized in the form utilized by Feng and Stewart 
C431. 

N, = (diffusive flux) + (viscous flow flux) 
+ (fluxes caused by other driving forces) 

where the viscous flow flux is found from 

with B, = D'Arcy constant, a function of porous media geometry 

= r2/8 for a long cylinder of radius r 

and the diffusive flux is found from the extended Stefan-Maxwell form: 

Equations 3.5.b-4 to 6 can also be combined to give a single equation containing 
only the total flux resulting from both diffusive and viscous flow mechanisms: 

The use of these full equations involves the same complexity as described earlier 
in Section 3.2 for the ordinary Stefan-Maxwell equations. In a binary system, the 
above Eq. 3.S.b-7 gives, using y, = 1 - yA 

where 
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For equimolar counterdiffusion, NB = - NA, and then, 

This additive resistance relation is often called the "Bosanquet formula." 
For large pore materials (ir., micron size pores) such as some carbons and glass, 

or for very high pressure drops, the forced flow term can be important (e.g., Gunn 
and King [MI). A detailed study of the effects of pressure gradients was presented 
by Di Napoli, Williams, and Cunningham [45], including criteria for when the 
isobaric equations are adequate; for less than 10 percent deviations, the fotlowing 
must be true: 

> 10 - 20 (3.5.b-11) 
P D C ,  K A  

For isobaric and isothermal conditions, Eq. 3.5.b-8 gives 

NA = - DcA V C A  (3.S.b-12) 

which was also derived by Scott and Dullien and Rothfeld [46,47] by a somewhat 
different method. 

Similarly, for the second component, 

for pure diffusion and steady-state conditions. Thus, the ratio of fluxes then always 
is given by 

N B  e De .B - - = = - -  (3.5.b-13) 
N A  D ~ A  D..xA 

where the penultimate expression utilized Eq. 3.5.b-9, and the last, Eq. 3.5.a-2. 
Equation 3J.b-13 is true for all pressure levels (if Eq. 3.S.b-11 is satisfied), not just 
in the Knudsen region, and is known as Graham's law. 

To use Eqs. 3.5.b-7, 8, or 12 to predict the pore diffusivity requires knowledge 
of two parameters: the porosityltortuosity ratio, eJ7, and the average pore radius, 
i. The major difficulty resides in obtaining values for the tortuosity, 7. The porosity, 
E,, is usually readily measured, as is a mean pore radius, f ,  and values for the 
molecular and Knudsen diffusivities, D, can be estimated or found in data tabula- 
tions. Since real solids are normally quite complex in their internal structure, the 
tortuosity must usually be obtained from data on the actual solid of interest- 
Satterfield [40] gives typical values. Often this means performing a pore diffusion 
measurement at one pressure level, to define r, and then the above equations can 
be utilized to predict values for other conditions. For examples of this see Satterfield 
and Cadle [48, 493, Brown, Haynes, and Manogue [SO], Henry, Cunningham, 
and Geankoplis [Sl] and Cunningham and Geankoplis 1283. 
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For steady-state one-dimensional diffusion experiments (see Satterfield [40]), 
V .  N A  = 0 or N A  = constant, and so Eq. 3.5.b-12 can be directly integrated 
between i = 0 and i = L: 

with Eq. 3.5.b-13 

Since (Dt , ,dD, . , , )  = XI-', measurements at various pressure levels permits 
determination of both D,,, and D,.,,. This experimental approach is usually 
termed the Wicke-Kallenbach method (Wicke and Kallenbach 1521 or Weisz 
[53]; also see Satterfield [a]) and has been widely used to measure effective 
diffusivities. Transient methods are also available (e.g., Dogu and Smith [54]). 

Again, for multicomponent systems, a practical method is to define an effective 
binary diffusivity as was done in Sec. 3.2. Using fluxes with respect to the pellet. 

Then, as in Section 3.2, the concentration gradient from Eq. 3.5.b-15 is equated 
to that of Eq. 3.5.b-7 (with clp,ldz = 0). to give 

(Also see Butt [SS].) 
For chemical reactions, the steady-state flux ratios in Eq. 3.5.b-16 are determined 

by the stoichiometry N J N j  = z J z j  As pointed out by Feng, Kostrov, and 
Stewart [56], however, this only leads to simple results for single reactions. since 
there is no simple relation between the species fluxes for complex networks. 

3.5.c The Random Pore Model 

For the actual pore-size distribution to be taken into account, the above relations 
for single pore sizes are usually assumed to remain true, and they are combined 
with the pore size distribution information. The "random pore" model, or micro- 
macro pore model. of Wakao and Smith [57,58]) is useful for compressed particle 
type pellets. The pellet pore-size distribution is, somewhat arbitrarily, broken up 
into macro ( M )  and micro (p) values for the pore volume and average pore radius: 
E ~ ,  rM and E,. r,, (often a pore radius of - 100 A is used as the dividing point). 
Based on random placement of the microparticles within the macropellet pores. 
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Dtretion of 
diffusion 

t 6M t 1 - eM 1 Macropore; 

/ Microporous particles 

Figure 3.5.~- I Drfision areas in random pore model. (Adapted 
from Smith 1241.) 

a probabilistic argument for diffusion through the macroregions, the micro- 
regions, and series interconnections gives the indicated areas (see Fig. 3.S.c-1): 
The various parallel contribution are added up as follows: 

where in the second and third terms the D, is based on the microvoid area, and 
so the ratio (microvoid/particle) area is required, and in the last term it is also as- 
sumed that in the macro-micro series part, the microdiffusion is the dominant 
resistance. In Eq. 3.S.c-1 DM and D, are found from Eq. 3.5.b-10, but not correcting 
for porosity and tortuosity which are already accounted for in Eq. 3.5.c-1: 

1 1 
- I +  (3.5.c-2) 

DM.,, DAB DKM Or D K ~  

Note again that no tortuosity factor appears in Eq. 3.5.c-1: for either E, = 0 or 
cy = 0, it reduces to 

DP = (cS2D)~ or ,t (3.5.~-3) 

which implies that r = I/&,. This is often a reasonable approximation-see Weisz 
and Schwartz 1591 and Satterfield [40]. 

For catalysts without unambiguous micro and macro pores, a different a p  
proach is required. 



3.5.d The Parallel Cross-Linked Pore Model 

More general models for the porous structure have also been developed by Johnson 
and Stewart [a] and by Feng and Stewart [43], called the parallel cross-linked 
pore model. Here, Eqs. 3.5.b-4 to 6 or Eq. 3.5.b-7 are considered to apply to a 
single pore of radius r in the solid, and the difFusivities interpreted as the actual 
values rather than effective diffusivities corrected for porosity and tortuosity. A 
pore size and orientation distribution function f ( r ,  Q), similar to Eq. 3.4-2, is 
defined. Then f  (r, R)drdQ is the fraction open area of pores with radius r and a 
direction that forms an angle R with the pellet axis. The total porosity is then 

and the total internal surface area 

(A s,) = jJ r  f r ,  ~ k i r d ~  

The pellet flux is found by integrating the flux in a single pore with orientation I 
and, by accounting for the distribution function; 

N, = 114 Nj. ,f (r. W r d Q  (3.S.d-3) 

where&, represents a unit vector or direction cosine between the [direction and the 
coordinate axes. Feng, Kostrov, and Stewart 1561 utilize the complete Stefan- 
Maxwell formulation, Eq. 3.5.b-7, but we will only give results for the simpler mean 
binary diffusivity. Applied to a single pore and therefore excluding the porosity and 
tortuosity corrections, Eq. (3.5.b-15) may be written 

where 

Then, Eq. 3.5.d-3 becomes 

The term 6,61 is the tortuosity tensor. 
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Two limiting cases can be considered: 

1. Perfectly communicating pores, where the concentrations are identical at a 
given position z-that is, C,jz; r, Q) = Cj(z). 

2 Noncommunicating pores, where the complete profile C i z ;  r, Q) is first found 
for a given pore, and then averaged. 

For pure diffusion at steady state, dNJdz = 0 or Nj = constant, as used 
earlier for Eq. 3.5.b-14, and thus Eq. 3.5d-6 can be directly integrated 

where the square bracket in Eq. 3.5.d-7 would integrate to the same form as Eq. 
3.5.b-14. Therefore, for steady-state pure diffusion, no assumption need be 
made about the communication of the pores, and Eq. 3.5.d-7 will always result. 
For other situations, however, the two extremes give different results, as will be 
discussed later for chemical reactions. 

It would seem that for the usual types of catalyst pellets with random pore 
structure, the situation would be closest to the communicating pore case; then, 
since C, is now independent of; and R, Eq. 3.5.d-6 can be written as, 

where ~ ( r )  is a reciprocal tortuosity that results from the R-integration, and also 
the differential form of Eq. 3.5.d-1 was used. Thus, Eq. 3.5.d-8 provides the result 
that the proper dinusivity'to use is one weighted with respect to the measured 
pore-size distribution. 

Finally, if the pore size and orientation effects are unconelated, 

f (r, Q) = f (r)fn(n) 

where f ( r )  is exactly the distribution function of Eq. 3.4-2, and 

Jj.... = I 

Then, Eq. 3.5.d-8 becomes 

For completely random pore orientations, the tortuosity depends only on the 
vector component cos R, and 

TRANSPORT PROCESSES 173 



so that in the notation of Eq. 3.5.b-3, T = 3. Recall that this value is commonly, 
but not always, found (Satterfield 1401). 

Satterfield and Cadle [48, 491 and Brown, Haynes, and Manogue [SO] have 
tested the various models against experimental data from several types of solids, 
pressures, and the like. Both the macro-micro and the parallel path models are 
often superior to the simple mean pore-size model, as might be expected ; the former 
two are more or less equivalent, where applicable, but the path model 
seems to be slightly more general in its predictive abilities. These theoretical 
models do not completely describe all aspects of pore diffusion, and some complex 
interactions have recently been described by Brown et al. 161, 621 and by Abed 
and Rinker [63]. 

Feng et al. [56] and Patel and Butt 1641 have compared the fit of several of the 
above models to extensive experimental, rnulticomponent pore diffusion data, 
with resulting standard deviations in the range of 0.1. 

In summary, a fairly narrow unimodal pore-size distribution can be adequately 
described by the simple mean pore-size model. A broad pore-size distribution, 
f ( r ) ,  requires a more extensive treatment, such as the parallel path model. A 
bimodal pore-size distribution can also be described by the micro-macro random 
pore model. 

3.5.e Pore Diffusion with Adsorption; Surface Diffusion; Configurational 
Diffusion 

When sorption of the diffusing species occurs. two additional complications may 
arise. One, the sorbed phase can have a sufficiently large accumulation of solute 
that it must be included in the mass balance equations. Second, the sorbed phase 
could be mobile, which would add to the diffusion flux. The former case has been 
extensively considered in a series of papers by Weisz, Zollinger, and Rys et al. 
1651. The mass balance becomes 

where C,,(kmol/kgsol) = CAI(CA) through the adsorption process. If instan- 
taneous adsorption equilibrium is assumed, the functional form is found from the 
isotherm, and (for constant D,) 

The usual diffusion results are then used, but with a modified effective diffusivity, 
that does not have the same value as the steady-state value, D,. 



The second situation of "surface diffusion" is less well understood. It is usually 
represented by a Fickian-type flux expression, using the adsorbed concentration 
as the driving force: 

If instantaneous adsorption equilibrium is again assumed, the total flux is 

Thus, except for a simple linear isotherm, CAI = (C,KA)CA, the diffusivity is 
concentration dependent. The mass balance now becomes 

which, for a linear isotherm, reduces to 

Some recent discussions of the theoretical bases are by Yang, Fenn, and Haller 
[66] and Sladek, Gilliland, and Baddour (671 for gases, and by Dedrick and 
Beckmann 11491 and Komiyama and Smith [68] for liquids. Values of D,, have 
been collected by Schneider and Smith 1691 and by Sladek et al. [67],and for hydro- 
carbon gases in the usual catalyst substrate materials have values in the range 
10-'-lo-' cmP2/s. The contribution to the mass flux is most important for 
microporous solids, and can be appreciable under some conditions, especially 
for liquids. 

Example 3.5.e-I Surface Diflusion in Liquid-Filled Pores 

Komiyama and Smith [70] have studied intraparticle mass transport of benzal- 
dehyde in polymeric porous amberlite particles. With methanol as the solvent, 
there was very little adsorption of the benzaldehyde, and the uptake data could 
be accurately represented by the usual constant diffusivity equation, Eq. 3.5.e-5a 
with a linear adsorption isotherrn,as seen in Fig. 1. The porosity was about E, = 0.5, 
and the tortuosity about T = 2.7, which is a reasonable value based on earlier 
discussion. 

However, with water as the solvent, there is much more adsorption, leading 
to both nonlinear isotherms and to significant surface diffusion. The uptake data 
now could only be adequately represented by the complete Eq. 3.5.e-5, as seen in 
Fig. 2. Line 1 is the result of assuming no surface diffusion and using the above 
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Modified time, t X R ! ~ ,  r"%n 

Figure I Desorption curves of benzaldehyde from 
arnberlite particles into methanol. Experimental 
(XAD4) .  Experimental (XAD-7). Transient 
uptake solution of Eq. 3.5.e-5a for the indicated 
values of D,,,, the apparent d ~ f i i v i t y .  m ,  is the 
total amount of benzaldehyde desorbed at infinite 
rime (from Komiyama and Smith [70]). 

Dimensionlar time, ( D ~ ) ' ~ / R  

Figure 2 Adsorption curve o/ benzaldehyde (in water) 
for arnberlite (XAD-4); C,/C, = 0.0804(fhm Komi- 
yama and Smith [70]). 



porosity and tortuosity values. Lines 3 were an attempt to fit thecurve with a single 
diffusivity value, and it is seen that the entire set of data has a definitely different 
shape. Line 2 is the result of utilizing Eq. 3.5.e-5 along with the measured adsorp- 
tion isotherm data, and it can be seen that excellent agreement is obtained. Note 
that for this system, the surface diffusion flux was about 5 to 14 times the pore 
volume diffusion flux. 

As described in Sec. 3.5% then: are still many puzzling aspects of configura- 
tional diffusion that remain to be explained. About the only theoretical infoma- 
tion available concerns the motion of spherical particles in liquids through cylin- 
drical pores. Anderson and Quinn [71] have shown that the effective diffusivity 
in straight, round pores (tortuosity T = 1.0) is given by: 

- -- *e - OK-' 
&,D 

where 

9 = partitioning factor 

a = # (molecular size) 

and - 
K - ' = wall-particle interaction 

. (I -- 9): . = ( 2, sphere on center line 
4+, sphere off center 

Thus, as an approximation, including a tortuosity factor, 

SatterfieId and Colton et al. 172, 731 have studied diffusion of several sugars 
and other types of molecules in microporous catalyst support solids and cor- 
related their data with the relation 

log,, - = -2  - [&7Ql 0 
The tortuosity factor, r, was estimated by extrapolating to (air) + 0, together with 
known D and E,, and reasonable values were obtained. Even though Eqs. 3.5.e-7 
and 3.5.e-8 appear to be quite different, they result in similar numerical values of 
the hindrance effects. 
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3.6 Reaction with Pore Diffusion 

3.6.a Concept of Effectiveness Factor 

When reaction occurs on the pore walls simultaneously with diffusion, the process 
is not a strictly consecutive one, and both aspects must be considered together. 
Comprehensive discussions are available in Satterfield [40] and in Aris [74]. 
We first consider the simplest case of a first-order reaction, equimolar counter- 
diffusion, and isothermal conditions-generalizations will be discussed later. 
Also, the simplest geometry of a slab of catalyst will be used. When the zcoordinate 
is oriented from the center line to the surface, the steady-state diffusion equation 
is 

where 

k ,  = reaction-rate coefficient based on pellet volume, mJ3/m,3 hr 

= p,S,k, (3.6.a-2) 
k ,  = surface rate coefficient mJ3/mP2 hr 

The boundary conditions are 

C,(L) = C,' (surface concentration) 

= 0 (symmetry at center line) 
dz 

and the solution is 

This then leads to the concentration profiles as shown in Fig. 3.6.a-1. 
The physical meaning of the results is that the diffusion resistance causes a con- 

centration profile to exist in the pellet since reactants cannot diffuse in from the 
bulk sufficiently rapidly. A small diffusion resistance (say, large D,) gives a rather 
flat curve and conversely for a large diffusion resistance. Since the rate of reaction 
at any point in the pore is k,C,(z), this profile causes a decreased averaged rate 
relative to that if the concentration were everywhere C,'. In a practical situation 
however, this slight penalty of loss of average reaction rate in a porous catalyst 
pellet is more than offset by the enormous increase in surface area of the pores, 
and the net result is still favorable for these catalyst formulations. 

178 CHEMICAL ENGINEERING KINETICS 



%/L 

Figure 3.6.a-I Distribution and average value of reactant 
concentration within a catalyst pore as a function of the 
parameter 4. (Adapted from Levenspiel 1751.) 

The above curves could be used to directly characterize the diffusion limita- 
tions, but it is more convenient to have a "rating factor" for the effect. This was 
provided by Thiele 1761 and Zeldowich 1771, who defined the eflectioeness factor: 

rate of reaction with w r e  diffusion resistance q = r 

rate of reaction with surface conditions 

Thus, the actual reaction rate that would be observed is: 

When the concentration profile found from the diffusion equation is substituted 
into the numerator of Eq. 3.6.a-4, this becomes: 

tanh 4 q = -  
4 
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4 (Jab) or h 

Figure 3.6.a-2 EJectiveness factors for ( I )  slab, ( 2 )  
cylinder, and (3) sphere( from Aris 1781.) 

where 

4 = modulus = LJ~,ID, 
A plot of Eq. 3.6.a-6 is shown in Fig. 3.6.a-2. It shows results similar to our 

physical reasoning above concerning diffusion resistance. For 4 -* 0, q -r 1, 
which means no appreciable resistance, and conversely for r$ + m. Note that the 
latter can occur for small diffusivity, large pellet size, L, or  very rapid reaction 
rate. From the mathematical properties of tanh 4, the asymptotic relation as 
4 + cc (i.e., exceeds 3) is 

These results can be extended to more practical pellet geometries, such as 
cylinders or spheres, by solving the diffusion equation in these geometries. For 
the sphere, 

and for the same boundary conditions one finds 

where 

R = sphere radius 
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The (h, q )  plot has roughly the same shape as the result from Eq. 3.6.a-6, but the 
asymptote for h + co is: 

In other words, the curve has a similar shape, but is shifted on a log-log plot by a 
factor of three (see Fig. 3.6.a-2). Therefore, if a new spherical modulus were defined 
with a characteristic length of R/3, the following would result: 

Now the curve for spheres exactly coincides with that for slabs when 4 + a, 

(and (b + 0, of course), and almost coincides (- 10 to 15 percent) for the whole 
range of 4. 

@ 

Figure 3.6.a-3 Eflecficenessfactors for slab, cylinder and sphere asfunctions of the 
Thiele modulus 4. The dots represent calculations by Amundson and Luss (1967) 
and Gunn (1967). (From Aris [74].) 
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Aris 1793 noted this, and from similar results for cylinders and other geometries 
found that a general modulus for all shapes could be defined with 4 - q curves 
practically superimposed: 

where S, is the external surface area of the pellet. Note that for spheres, 

as found above. Thus, Fig. 3.6.a-1 is approximately true for any shape of catalyst 
pellet, even irregular ones, if the proper modulus is used, Eq. 3.6.a-16-see Fig. 
3.6.a-3. 

It should be mentioned that the differences between values for various shapes 
in the intermediate range of 4 1 1 can be larger for non-first-order reactions, 
particularly when tending toward zero order and/or with Langmuir-Hinshelwood 
rate forms; see Knudsen et al. [80] and Rester and Aris [81]. 

3.6.b Generalized Effectiveness Factor 

All of the above was for first-order reactions. Since many catalytic reactions are 
not in this category, other cases must also be considered. It would seem that the 
diffusion equations must be solved for each new case, but a brief discussion of a 
method of Stewart et al. [82], Aris 1831, Bischoff [84], and Petersen 1851 will be 
given and will show that a generalized or normalized modulus can be defined that 
approximately accounts for all such cases. 

Since the geometry can be handled by Eq. 3.6.a-16 consider the simple slab 
problem with a coordinate system such that z = 0 at the center. The general 
problem is then : 

[D~(CJ 21 = ~JC,) 
dz 

where r, m p,rA = reaction rate per pellet volume 

Equation 3.6.b-1 with 3.6.b2b can be integrated once to obtain 

where 
C, = reactant concentration at centerline (unknown as yet) 
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A second integration of Eq. (3.6.b-3) from center to surface gives 

This equation gives C, (implicitly) for given values of L, C,", D,, r,. 
The effectiveness factor is found from Eq. 3.6.a-4 by noting that for the steady- 

state situation Eq. 3.6.b-1 shows that 

so that with Eq. 3.6.a-4: 

Combining Eqs. 3.6.b-3 and 5 gives: 

The C, in Eq. 3.6.b-6 is found from Eq. 3.6.b-4. Equation 3.6.b-6 thus gives the 
effectiveness factor for any reaction rate form and any effective diffusivity [such as 
in Eq. 3.5.b-9 or 161. For a simple first-order reaction, Eq. 3.6.b-6 reduces to 
Eq. 3.6a-6. 

In order to match the asymptotic portions of the curves that could be generated 
from Eq. 3.6.b-6, let us consider briefly the physical meaning of 4 -+ co, or strong 
diffusion limitations. Under these conditions, very little reactant would be able 
to diffuse to the center of the pellet, and any that did would be in equilibrium for 
a reversible reaction or zero for an irreversible one. Thus, the asymptotic effective- 
ness factor, which will be defined as 1/4 for all cases, becomes from Eq. 3.6.b-6, 

Thus, a generalized or normalized modulus can be defined that will lead to ap- 
proximately the same curve, Fig. 3.6.a-3, for any geometrical shape, any reaction 
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rate form, and any diffusivity relationship: 

Equation 3.6.b-8 and Fig. 3.6.a-3 then can be used for all of the above cases. See 
the books of Petersen 1863 and Aris [74] for more extensive examples. 

Specific applications have recently been provided by Dumez and Froment 
[150] and by Frouws, Vellenga, and De Wilt [151]. 

Certain reaction rate forms can lead to unusual behavior, that is not well 
represented by the general modulus approach, over the entire range of modulus 
values. For isothermal systems, these are associated with rate equations that can 
exhibit empirical or approximate negative order behavior. For example, Satterfield, 
Roberts, and Hartman [87,88] have shown that rate equations of the form 

can lead to more than one solution to the steady-state mass balance differential 
equations, for certain ranges of the parameters-primarily large values of K. 
These multiple steady states involve the transient stability of the catalyst particle, 
but are more commonly found in conjunction with thermal effects, and will be 
more thoroughly discussed in Section 3.7. 
Luss 1891 has derived a necessary and sufficient condition for uniqueness: 

Thus, for an nth order reaction, 
r, = k,C," 

one finds from the criterion Eq. 3.6.b-9 that there will be a unique steady state if 

From this result, it is readily seen that only orders n < 0 can possibly violate the 
criterion for certain values of (C JC,'). Luss also showed that for rate forms 

uniqueness is guaranteed by 
KC,' 8 

Since this pathological behavior can only occur for very special ranges of the 
reaction rate parameters, (e.g., see Lee and Luss [W], we will not discuss it further 
here. Aris 1911 has presented a comprehensive review of these questions of unique- 
ness and stability. 
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Example 3.6.b-1 Generalized Modulus for First-Order Reversible 
Reaction 

For this case, the reaction rate is 

where 

K = equilibrium constant 
C,' = sum of surface concentration of reactant and product 

Also, 

and with constant D,, 

Then, 

For an irreversible reaction with K + oo, Eq. e reduces to Eq. (3.6.a-16). (See 
Carberry [92].) 

For an nth order irreversible reaction, the generalized modulus becomes 

which with Fig. 3.6a-3 gives a good estimate of for this case-also see Fig. 
3.6.b-1. Equation 3.6.b-10 can also be used to show how the observed kinetic 
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Ftqure 3.6.b-I Generaiized plot of effecti~3eness factor for simple order 
reactions. 

parameters are related to the true ones in the region of strong pore diffusion 
resistance-so-called "diffusional falsification." From Eq. 3.6.a-5: 

(r,),b = vku(Ct)l 

1 - - k,(C:)n 
4 

Thus, the observed order is (n + 1)/2, and is only equal to the true order, n, for 
first-order reactions, n = 1. Also, 

and so 
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Thus, with strong pore diffusion limitations, the observed activation energy is 
one-half the true one. This provides one possible experimental test for the presence 
of pore diffusion problems. since if the observed E is 25-10 kcal/mol (21- 
42 kJ/mol), it is probably one-half of a true chemical activation energy value. 
However, if the observed E is 220 kcal/mol(84 kJ/mol) it could be the true one 
or one-half of -40 kcal/mol (168 kJ/mol), and so the test is inconclusive in this 
case. 

Weisz and Prater 1933 showed that over the entire range of 6, the falsified 
activation energy is given by 

or considering the diffusivity: 

Languasco, Cunningham, and Calvelo 1943 derived a similar relation for the 
falsified order: 

(They actually extended these to nonisothermal situations; the full relations are 
given below.) From the shape of the effectiveness factor curves, it is seen that the 
logarithmic slopes vary from 0 to - 1, which give the simple limits given above. 

Experimental verification of the above concepts will be given in the following 
examples. Of course, practical difficulties often prevent perfect agreement, and 
it is sometimes necessary to perform direct experiments with a catalyst pellet; 
see Balder and Petersen 1951 for a useful single-pellet-reactor technique and a 
review by Hegedus and Petersen 11521. 

Example 3.6.6-2 Effectiveness Factors for Sucrose Inversion in Ion 
Exchange Resins 

This first-order reaction 

H ' 
C12H22011 + --* C6H1206 + C6H1206 

(sucrose) (glucose) (fructose) 

was studied in several different size particles by Gilliland, Bixler, and O'Connell 
1961. Pellets of Dowert resin with diameters of d,, = 0.77,0.55, and 0.27 rnm were 
used,and in addition crushed Dowex with d ,  1. 0.04 mm,all at 50°C. By techniques 
to be discussed later in this chapter, the crushed resin was shown not to essentially 
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have any diffusion limitations, the rate coefficient thus obtained was the chemical 
rate coefficient The results were: 

'Calculated on the basis of approximate nonnality of acid 
resin = 3 N. 

The pellet diffusivity was also separately measured, in the Na+ resin form: D, = 
2.69 x lo-' cm2/s. More exact values for the H' resin form were also computed 
from the reaction data, but as an example of the estimation of an effectiveness 
factor, the Na+ value will be used here. 

The Thiele modulus for spheres can now be computed from 

and the values are shown in the above table. It is seen that the effectiveness factor 
values thus determined give a good estimation to the decreases in the observed 
rate constants. 

Gilliland et al. also determined rate constant values at 60" and 7OCC, and the 
observed activation energies were 

d,, mm E, kal/mol (W/mol) 

0.04 25 (105) 
0.27 20 (84) 
0.55 18 (75) 
0.77 18 (75) 

Homogeneous acid solution 25 (105) 

The activation energy for diffusion was about 6 to 10 kcal/mol (25-42 kJ/mol) 
and so in the strong pore diffusion limitation region with d, = 0.77 mm., the 
predicted falsified activation energy is 

which is close to the experimental value of 18 kcal/mol(75 kJ/mol). 
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Thus, the major features of the effectiveness factor concept have been illustrated. 
Several other aspects, including such practical complications as resin bead swelling 
with sucrose sorption and the like are discussed in Gilliland et al.'s original article. 

Example 3.6.b-3 Methanol Synthesis 

Brown and Bennett [97] have studied this reaction using commercial 0.635 cm 
(4 in.) catalyst pellets, with 6, = 0.5, S, = 130 m2/g, dominant pore size N 100 to 
200 A. The reaction is 

The mean binary diffusivity for the reaction mixture was computed from Eq. 
3.2~-11: 

At the experimental conditions of p, = 207 bars = 204 atm and T = 300 to 
4GQ°C, the Knudsen diffusion can be neglected, and ordinary bulk diffusivities 
can be used in Eq. b. It was stated that "the variation (of DAm, with composition 
dependence from Eq. b) was nor negligible." 

The intrinsic rate was determined by crushing the catalyst pellets into small 
particles; the rate data could be represented by the Natta rate equation 

where thej, are fugacities. 'However, it was also found that the pellet rate data was 
well represented by the empirical equation 

for any one temperature, and for the high ratio of H2/C0 = 9+ used. 
The results of Eqs, b and d were then introduced into the general modulus, 

Eq. 3.6.b-8, 

The value of the tortuosity factor was r = 7.2 for the effective diffusivity, which 
corresponds to results in similar pellets of Satterfield and Cadle [48,49]. 

The results are given in Fig. 1, which shows good results-complete agreement 
forthe higher temperaturedata, and within about 25 percent for lower temperatures. 
If the latter data were decreased to agree with the theoretical effectiveness factor 
line, a smoother Arrhenius plot is obtained, and so these points may contain some 
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Modulus, O 

Figure I Correlation of eflectiwness jbctors 
for the 6.3-mm pellets at 207 bars. The solid 
line is calculated from the data for the 0.4-mm 
particles by the method of Bischoff. A calue of 
7.2 was used for T Cfrom Brown and Bennett 
[971). 

systematic error. However, considering the precision of all the various data that 
must be utilized, the overall agreement is satisfactory. 

A recent review on intraparticle diffusion in multicomponent catalytic reactions 
is by Schneider [153]. 

3.6.c Criteria for Importance of Diffusional Limitations 

We have now seen how possible pore diffusion problems can be evaluated: com- 
pute the generalized modulus and use Figs. 3.6.a-3 or 3.6.b-1 to see if the value of 
q is less than unity. In the design situation this procedure can be used since k,  
is presumably known, but when determining kinetic constants from laboratory 
or pilot plant data this can't be done since k ,  is what is being sought. Thus, criteria 
for the importance of pore diffusion, independent of k, are also useful. There are 
two main types that are generally used. 

The first is a classical test and involves performing experiments with two sizes 
of catalyst. Then from Eq. 3.6.b-8, if one assumes that k ,  and D, are the same (this 



may not be true if the smaller pellet is made by cutting a larger one; see Cadle 
and Satterfield [98] : 

( L  is understood to be VdS,, of course.) 
Also, 

Thus, the two sizes will give two different values to the moduli (only the ratio can 
be determined from Eq. 3.6.c-1) and so if the two observed rates are the same, 
q1 = q2 and the operation must be on the horizontal part of the 4 - q curve (i.e., 
no pore diffusion limitations). At the other extreme, q = l/$, and so 

Therefore, in this case, the observed rates are inversely proportional to the two 
pellet sizes. For intermediate degrees of pore diffusion limitation, the ratio of 
rates will be less than proportional to L2/L1. A graphical procedure was given 
by Hougen and Watson [99] in which a line of coordinates [L,, (rl),bs] to 
[L,, (r2)obs]r which is equivalent on a log-log graph to (4, ,  ql) to (d2, q2), except 
for additive scale factors, is plotted on the effectiveness factor graph. Then the 
position where the slope of the line segment is equal to the slope of the (4, q) 
curve gives the region of operation. Then, the points (L,, r , )  and (L,. r , )  cor- 
respond to the points (4,, yl) and (4,. q2). This scheme also includes the two 
limiting cases just discussed, of course. If more than two particle sizes are used in 
the experiments, a method proposed by Stewart et al. [82] is somewhat more 
accurate. This involves plotting several of the observed rates versus particle size 
on a separate sheet of graph paper, shifting this on the (4 - q) plot, and then 
comparing the relative position of the two sets of coordinate axes. The advantage 
of the latter method is that more of the curves are matched rather than just the 
slopes. 

The other method, which can be used for a single particle size, is called the 
Weisz-Prater criterion [93] and is found for a first-order reaction by solving 
Eq. 3.6.a-16 for k,: 

4' k , = - D  ~2 1' 

and substituting into 
(~v)obs = qkvC: 

42 = q - D,C," 
L2 
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Now if all the directly observable quantities are put on one side of the equation, 

At this point, we have just performed some algebraic manipulations, since we 
still can't find the right-hand side (RHS) of Eq. 3.6.c-4. However, from the two 
limiting cases of Fig. 3.6.a-3, the following is true: 

1. For 4 + 1, q = 1 (no pore diffusion limitation) and so RHS = (1) $2 4 1. 

2 For 4 , 1, q = I/# (strong pore diffusion limitation) and so 

1 
RHS = - . @ %  1. 

4 
Thus the criterion becomes, if 

then there are no pore diffusion limitations.' 

Example 3.6.c-I Minimum Distance Between BifuctionaI Catalyst 
Sites for Absence of Difusional Limitations 

Weisz [lo01 utilized Eq. 3.6.c-5 to determine the minimum distance between the 
two types of active sites in a bifunctional catalyst so that the reactive intermediates 
could be sufficiently mobile to result in an appreciable overall reaction rate (this 
was qualitatively discussed in Sec. 2.1). For the important case of hydrocarbon 
isomerizations, the first step on catalytic site 1 has an adverse equilibrium, but the 
second step on site 2 is essentially irreversible: 

The maximum concentration of R, from the first-order kinetics, is 

' A more general way of stating this (P. B. Weisz, personal communication, 1973) is that if @ B 1. 
then there are pore diffusion limitations; if this is not the case, there usually will not be limitations. 
but for special cases, such as strong product inhibition, a more detailed analysis is required-see 
Ex. 3.6.c-2. 
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where K, 4 1 is the equilibrium constant for the first reaction. Thus, if (k2/k,) 9 1 
or 1 4 (l/K1), the value of (CR)msx can be arbitrarily small. The overall rate, 
however, can still be large 

which is caused by the constant removal of R by reaction 2 (site 2), thereby shifting 
the equilibrium point of reaction 1 (site 1). 

The above purely kinetic rates would be observed only in the absence of dif- 
fusional limitations. It is reasoned that if the 6rst step is rate controlling, then the 
critical rate is 

where the same form for reversible reaction rate is used as in Ex. 3.6.b-1. Also, 
as shown in that example, the modulus is: 

When rate determining, CR 4 CR, cq, and so Eq. d becomes, together with criterion 
Ea. 3.6.c-5: 

If on the other hand, the second step is rate controlling, the critical rate is (from 
Eq. b): 

r, = k2 CR k2 CR, al (f) 

which when combined with the criterion Eq. (3.6.c-5) leads to: 

Equations (e) and (g) are the same, in terms of the observed limiting rate, 

for either situation. 
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Weisz [loo] utilized typical values of parameters and observed reaction rates 
for hydrocarbon isomerizations to show that grain sizes of less than 1 pm for 
catalyst one or two can have extremely low intermediate (R) partial pressures of 
lo-'  atm, which would be unobservable even though the overall reaction had a 
finite rate. Also, for n-heptane isomerization, the thermodynamic equilibrium 
concentration under typical conditions, CR,rq can be used in Eq. h to compute 
the minimum catalyst grain size, or intimacy, required for appreciable reaction 
to occur, not influenced by diffusional limitations. At a 40 percent conversion to 
isoheptanes at 470°C, the result was 

which is in good agreement with the data shown on Fig. 2.1-4. 
The above treatment assumes the only diffusional limitations are in the catalyst 

(one or two) grains, and not in the pellet as a whole-more general grain models 
are described in Chapter 4 in another application to fluid-solid heterogeneous 
reactions. Also, other extensions have been provided by Gunn and Thomas [loll. 

Using the generalized modulus, the criterion Eq. 3.6.c-5 was extended by 
Petersen [85] and by Bischoff [lo23 to the case where the reaction rate may be 
written as 

where k, is the unknown rate constant and g(C) contains the concentration 
dependency. Following the same procedure, the extended criterion is: 

Jc,. ., 
The same idea can also be accomplished by replotting the effectiveness factor 
curve as q versus @ = qd2, SO that the abcissa contains only directly observed 
quantities-for example, see Fig. 3.6.c-1. 

If Weisz and Prater's original observable group is retained, the extended 
criterion, Eq. 3.6.c-7 can also be written as 

where D, is an average value of the pore diffusivity. Alternate, but similar, criteria 
have been derived using perturbation techniques about the surface concentration 



Figure 3.6.c-I Effectiveness factor plot in terms of observable modulus. 

by Hudgins [103] and using collocation methods by Stewart and Villadsen [104]; 
both results are essentially given by the following, using our notation: 

where g' = dgJdC. 
Mears [I051 discusses several criteria (and also heat effects-to be presented 

below). For example, a simple order reaction, g(C) = C", gives 

2 Cge- (3.6.c-8a) 
nS1 

(Again note that only n > - 1 is meaningful.) 

Calculation shows that these are roughly equivalent, and if the inequality is not 
taken too literally, it is not really much different from the original Weisz-Prater 
criterion. However, for certain situations such as strong product inhibition, this 
is not the case-see Ex. 3.6.c-2. Finally, Brown [I061 has considered macro-micro 
pore systems. For typical types of catalyst structure and diffusivities, the conclusion 
was that normally there will be no diffusional limitations in the micropores if 
there is none in the macropores. Thus, use of the standard criteria for the macro- 
pores should be sufficient to detect any pore diffusion problems; however, the 
assumptions and calculations were probably not valid for zeolite molecular sieves, 
and so this case still needs special consideration. 
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Example 3.6.c-2 Use of Extended Weisz-Prater Criierion 

The use of the general criterion, Eq. 3.6.c-7 is illustrated by applying it to the case 
of the carbon-carbon dioxide reaction 

Petersen [85] used some of the data of Austin and Walker [lo71 to show how the 
first-order criterion would not be correct; here the data are recalculated on the 
basis of Eq. 3.6.c-7. This reaction appears to be very strongly inhibited by adsorp- 
tion of the product, carbon monoxide, which leads to large deviations from first- 
order behavior. The rate equation, in concentration units, was of the standard 
adsorption type. 

where 

Cco,, Cco = concentrations of C02 and CO inside the solid 
k, = rate constant (s - ') 

K, , K3 = adsorption constants 

From the reaction stoichiometry, and assuming equal diffusivities and zero carbon 
monoxide concentration at the particle surface, Eq. (b) becomes 

where 

CcolS = Cob = concentration of CO, at particle surface 

If Eq. c is substituted into the general criterion, Eq. 3.6.c-7, one obtains 

At 1000 K, the following data were used (recalculated on concentration basis): 
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Substituting these values into the Weisz-Prater first-order criterion, Eq. 3.6.c-5 
gives 

Thus the criterion is apparently satisfied (4 1.0) and would indicate that pore 
diffusion limitations did not exist. However, by cutting apart the particles and 
observing the profiles of reacted carbon, and from other tests, Austin and Walker 
found that there were indeed large diffusion effects present, and so the &st-order 
criterion did not predict the behavior correctly. 

If the data are now substituted into the general criterion, Eq. (d), one obtains 

@ = LHS (Eq. d) = 2.5 > 1.0 

Since the value of Eq. d is greater than 1, the criterion is not satisfied and so pore 
diffusion effects should be present, as Austin and Walker found. Therefore, the 
general criterion, Eq. 3.6.c-7, indicated the proper situation; it proves useful for 
similar tests for any reaction type, although for first-order reactions the original 
Weisz-Prater criterion is identical. 

3.6.d Combination of External and Internal Diffusion Resistance 

The addition of fluid phase resistance is relatively easy for a first-order reaction, 
just as for the simple consecutive surface reaction. The onIy change is that C," is 
now not known and must be found with the mass transfer coefficient. This means 
that the boundary condition at the surface becomes 

k,(C - C,') = D, - (2). 
which leads to the solution in terms of C; the bulk concentration: 

cosh 4z/L c* = c 
De4 cosh 4 + - sinh 4 
Lk* 

Equation 3.6.d-2, when used in defining the effectiveness factor based on the 
bulkjuid concentration, then gives 

(4JL) sinh 4 
DeC cosh 4 + (D,+/Lke) sinh 4 

' l~ = t k , C  

- - tanh 4/4 
1 + (D,+/Lk,) tanh 4 
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The subscript, G, refers to a "global"-particle + film-effectiveness factor, 
which includes both resistances, and which reduces to Eq. 3.6.a-6 fork, + x. Equa- 
tion 3.6.d-3 is more conveniently written as (see Aris [78]): 

where Sh' = k,L/D, = modified Sherwood number (note that the particle half- 
width and the effectioe diffusivity are used rather than the usual parameters), 
which is also called the Biot number for mass transfer (Bi,). 

Again, Eq. 3.6.d-4 clearly shows the additivity of resistances for first-order 
reactions. Note that in the asymptotic region, where 4 is large, 

and for sufficiently large and finite Sh': 

4J2 
5 _ - 

Sh' 

Thus, the ultimate log slope in this situation could be - 2  rather than - 1 for 
only internal diffusion. 

Petersen 1863 has demonstrated that with realistic values of the mass transfer 
and diffusion parameters, external transport limitations will never exist unless 
internal diffusion limitations are also present. This is most easily seen by comparing 
the reduction in reaction rate caused by internal limitations alone, q, with that 
caused by the additional external transport limitations, (qG/q).  Using Eq. 3.6.d-4 

Now smaller values of Sh' tend to decrease this ratio, and Petersen used the 
minimum value of external mass transfer from a sphere through a stagnant fluid: 

and so 

= (1) - - . minimum value (3 G) 



From Sec. 3.5, it was seen that realistic values of D, are approximately 

and with this, it can be shown from Eq. 3.6.d-7 that the following is the case in the 
range when diffusional limitations could be of concern: 

(In the asymptotic region where 4 is large, the requirement is only D,/D < 4). 
Thus, the original assertion is true for first-order reactions. 

Example 3.6.d-I Experimental Diflerentiation Bet ween External and 
Internal Diflusion Control 

Koros and Nowak [108] have proposed the following scheme using Eq. 3.6.d-4. 
The observed rate is 

For possible strong pore diffusion limitation, Eq. 3.6.d-4 becomes 

Thus, 

If the (r,),,, does not vary with (p,S,), external mass transfer is dominant and 
if (r,),, varies with (p,Sg)'12, pore diffusion is limiting. If there are no mass transfer 
limitations, q,  = 1, and (r,),,, would, of course, vary directly with p,Sg. The 
actual implementation assumes that (p,S& can be changed for a given catalyst 
(e.g., change the amount of active catalyst in the pellet), but this is much more 
difficult in practice than changing pellet size. Also, it may be difficult to distinguish 
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between variations of (p,S,)O, @,S,)1'2, or @,S,)'.O or intermediate values. How- 
ever, in situations where it is difficult to estimate the external mass transfer co- 
efficient, k,, this method could be the only feasible one. 

As would be expected from earlier discussions, the combination of resistances 
for non-first-order reactions is more complicated. Aris [I091 has presented the 
rather remarkable result that in the large 4 asymptotic region, Eq. 3.6.d-5 is true 
for arbitrary reaction rate forms, if there is not too large a difference between 
surface and bulk concentrations, C,' .Y C, or 4, c Sh': 

where 6, is the generalized modulus of Eq. 3.6.b-8, but using the observable bulk 
concentration in place of the surface concentration : 

A comprehensive study by Mehta and Aris [I101 provides graphs for nth order 
reactions. A brief summary of their results follows: 

where 

4 = L J n F  q=q(4)-asusual 

For a given situation, 4, and Sh' can be computed, and an iterative solution is 
required to find 0 and q, and thus rl, (charts given in Mehta and Aris simplify 
this). 

3.7 Thermal Effects 

3.7.a Thermal Gradients Inside Catalyst Pellets 

The final complication that must be introduced into the discussion is the fact 
that thermal conductivity limitations may cause temperature gradients in ad- 
dition to concentration gradients within the pellet. To analyze these, the combined 
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heat and mass balances must be solved; the balances for slab geometry are 

where LC is the effective thermal conductivity of the pellet (see Satterfield 1401 or 
Smith 1241 for further details); an order of magnitude value is Ae - calls 
cm "C]. Because of the coupling caused by the rate term, these equations must be 
solved simultaneously for the complete solution. However, some information 
can be obtained without the full solution. 

If Eq. 3.7.a-2 is divided by ( - A H )  and subtracted from Eq. 3.7.a-1, the following 
results: 

which when integrated from the center to a point z gives: 

Another, integration gives, for constant D, and 1,: 

1. Ae DeC, + - T. = constant = D,C,' + - 
( - AH) ( - A H )  T,' 

Thus, Eq. 3.7a-4 can be used to eliminate either C, or T, from one of the differential 
equations with the result that in general, only one (nonlinear) with one dependent 
variable must be solved. 

The maximum temperature difference in a particle (without further complica- 
tions of external mass and heat transfer resistances) is for complete reaction, 
C, = 0, as pointed out by Prater [ill]: 

= /? (3.7.a-5a) 

This result is actually true for any particle geometry, under steady-state conditions. 

TRANSPORT PROCESSES 201 



If the complete transient equations are considered, the important dimensionless 
groups of parameters can be formulated. Consider a first-order reaction with 
Arrhenius form of rate constant: 

Define the following dimensionless variables: 

u = cjc; 0 = TJT," r = ZIL e = D , ~ J L ~  

Then Eq. 3.7.a-6, 7 become 

where 

1 du d20 

Lw' a0 - at2 + B4,Zu expCr(1 - l/v)l 

Lw' = I,/p,c,,De = Scl/Pr' (3.7.a-12) 

The latter group is the modified Lewis number. 
The steady-state solution will then only be a function of the modulus evaluated 

at the surface conditions, 4,, and also f i  and y.  A full set of computations was 
performed by Weisz and Hicks [112], and Fig. 3.7.a-1 shows some results for a 
spherical pellet with y = 20; they also presented graphs for other values of y. 

One of the most interesting features is that for f i  > 0 (exothermic), there are 
regions where q > 1. This behavior is based on the physical reasoning that with 
sufficient temperature rise caused by heat transfer limitations, the increase in the 
rate constant, k,, more than offsets the decrease in reactant concentration, C,, 
so that the internal rate is actually larger than that at surface conditions of C," 
and T,", leading to an effectiveness factor greater than unity. The converse is, of 
course, true for endothermic reactions. 

The other rather odd feature of Fig. 3.7.a-1 is that for large fi, and a narrow 
range of 4, values, three possible values of q could be obtained. This behavior is 
caused by the fact that the heat generation term on the right-hand side of Eq. 
3.7.a-2 is a strongly nonlinear function of T,. which can lead to multiple solutions 
of the equations. This is an example of physicochemical instability. and will be 



reaction in a spherical nonisotkermal catalyst pellet 
(from Weisz and Hicks [I 121). 

discussed in detail later. Detailed study shows that only the highest or lowest 
values of q are actually attained, depending on the direction of approach, and the 
center value represents an unstable state. Also notice that in certain regions close 
to the vertical parts of the curve, a small change in 4, could cause a very large 
jump in q. 

It is useful at this point to discuss some typical values of the various parameters, 
in order to determine the extent of further analysis that is important, and also 
any appropriate simplifications that might be made. A collection of parameter 
values for several industrial reactions was prepared by Hlavacek, Kubicek, and 
Marek [I 131, as shown in Table 3.7.a-1. 

We see that /I is typically a small number, usually less than 0.1. Therefore, Eq. 
3.7.a-5a indicates that the temperature change from the surface to inside the 
particle is, for steady-state conditions and standard catalysts, usually rather small. 
Also, the multiple steady-state behavior of Fig. 3.7.a-1 is not likely to be observed 
in common catalytic reactions. 
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Table 3.7.a-I Parameters of Some Exothermic Catalytic Reactions (afrer 
Hlauacek, Kubicek, and Marek [ 1 131). 

R e a c h  b Y 76 Lw' 6. 

NH, synthesis 0.00006 1 29.4 0.0018 0.00026 1.2 
Synthesis of higher 

alcohols from CO 
and Hz 0.00085 28.4 0.024 0.00020 - 

Oxidation of CH,OH 
to CH20 0.0109 16.0 0.175 0.0015 1.1 

Synthesis of 
vinylchloride from 
acetylene and HCI 0.25 6.5 1.65 0. I 0.27 

Hydrogenation of 
ethylene 0.066 23-27 2.7-1 ' 0.1 1 0.2-2.8 

Oxidation of Hz 0.10 6.75-7.52 0.21-2.3 0.036 0.8-2.0 
Oxidation of ethykne 

to ethylenoxide 0.13 13.4 1.76 0.065 0.08 
Dissociation of N20 0.64 22.0 1 .O-2.0 - 1-5 
Hydrogenation of 

benzene 0. I2 14- 16 1.7-2.0 0.006 0.05-1.9 
Oxidation of SO, 0.012 14.8 0.175 0.0415 0.9 

Further insight into the magnitude of possible temperature gradients inside a 
catalyst pellet is provided by the experimental study of Kehoe and Butt [I141 on 
the exothermic (-AH u 50 kcal/mol = 209 kJ/mol) benzene hydrogenation. 
The conditions are given in the tables: 

Pellet 1 Pellet 2 
58% Ni oa 25% Ni-0104P 
Kieselguhr 25% graphite 
(Hnrshi~w 50% pA120, 
Ni-0104P) (Harshma 

property AIQ104T) 

Pellet radius (cm) 0.66 0.69 
Length L' (cm) 5.75 6.10 
Density (g/cm3) 1.88 1.57 
Heat capacity (cal/g°C) 0.152 0.187 
Effective thermal conductivity (cal/cm s0C) 3.6 x 3.5 x lo-' 
Effective diffusivity (cm2js) 0.052 0.035 
Characteristic length* (cm) 0.296 0.310 
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M d i e d  Modified 
Shemood Nusselt 

Observed Rate Number, Number 
Run nol/g eat. s k, LID, h,L/& 

Pellet 1 
21 0.820 x 215 10.8 
24 1.506 215 10.8 
27 2.258 215 10.8 

Pellet 2 
209 11.15 x lo-6 40 1 1.35 
212 22.4 40 1 1.35 

Figure 3.7.a-2 shows that for the standard type pellet, No. 2, there is essentially 
no internal temperature gradient. Figure 3.7.a-3, for a pellet with a 10-times 
smaller effective thermal conductivity indicates that there were about 35°C 
maximum internal temperature differences. These are certainly important for 
kinetic studies and for reactor design predictions, but were still too small to cause 
any catalyst pellet instabilities. 
Note that Eq. 3.7.a-5 would give an estimate for Run 27: 

AT,,,,, = T,'B = (340)(0.100) 

= 34K 

Thus, for most reactions, which are not highly exothermic, there would be only a 
very small temperature difference inside the catalyst pellet, although certain 
systems can have appreciable values (e.g., hydrogenations). 

A final simplification is possible for small values of B, where it can be readily 
shown that the two parametersb and y essentially only appear as the single product 
(By) (see Tinkler and Metzner [I151 and Carberry [116]). The dimensionless 
form of Eq. 3.7.a-4 is : 
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Figure 3.7.a-2 Measured internu/ and exrernal pro- 
files .for peller ?, as a function qf,fecd composirion 
(,from Kehoe and Butt [I 141). 

If Eq. 3.7.a-13 is substituted into Eq. 3.7.a-8 to  eliminate v, the result is: 

the latter equation 3.7.a-14a being true for f i  < 0.1. This is equivalent to  approxi- 
mating the Arrhenius temperature dependency with an exponential form. 

Thus, the Weisz and Hicks curves can be collapsed into one set with the single 
parameter of (By), as  shown in Fig. 3.7.a-4, which gives a complete summary 
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Figure 3.7.0-3 Measured inrernal and e.\-ternal pro- 
files for peller f with feed temperature of 52'C Uronz 
Kehoe and Bun [I 141). 



Figure 3.7.a-4 Effectiveness .factors ,for nonisothermal first-order reaction in the 
slab. (Adapted from Aris [I091 and Petersen [86].) 

of nonisothermal effectiveness factors for this situation. Liu 11 171 gave the useful 
formula valid for the most important range of (pi): 

Bischoff [I023 showed that the generalized modulus concept of Eq. 3.6.b-8 
can be extended by substituting the right hand side of Eq. 3.7.a-14 or Eq. 3.7.a-14a 
as the rate form. This then asymptotically unified all the isothermal and endo- 
thermic curves, and the suitable portions of the exothermic curves, but still would 
not permit prediction of the maxima or stability aspects. 

A thorough computational study was made by Drott and Aris [118], and it was 
found that the uniqueness criterion of Luss 11191 

provided a good estimate of conditions for stability. Also, the ranges of the Thiele 
modulus, over which multiple steady states could conceivably occur were quite 
narrow-for rather drastic parameter values, only between 4 = 0.47 and 0.49. 
Therefore, considering this and the information in Table 3.7.a-1 in practical 
situations, internal gradients are unlikely to cause particle instability. 
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If the full transient equations are considered, Wei [I203 pointed out that tem- 
peratures exceeding the steady-state maximum temperature of Eq. 3.7.a-5 can 
exist, particularly at isolated points; Georgakis and Aris [I213 have extended 
this discussion. 

3.7.b External and Internal Temperature Gradients 

If the experimental results of Kehoe and Butt [114] in Figs. 3.7.a-2 and 3.7.a-3 
are studied, note that the external heat transfer resistance can be appreciable, 
and, especially for the isothermal pellet, must be considered. The same mass and 
heat balance equations (3.7.a-1,2) [or (3.7a-8,9)] are used, but surface boundary 
conditions expressed in terms of the finite external heat and mass transfer re- 
sistances are used. 

The determination of the maximum temperature differences between bulk 
fluid, catalyst pellet surface, and catalyst pellet interior in terms of directly ob- 
servable quantities is a very useful tool in the study of catalytic reactions. Only 
if these temperature differences are significant need one be concerned with further 
extensive analysis of the transport phenomena. 

Lee and Luss 11221 provided such results in terms of the observable (Weisz) 
modulus and the external effective Sherwood and Nusselt numbers. The steady- 
state mass and heat balances for an arbitrary reaction, using slab geometry, are 

The particle surface boundary conditions are: 

Following Prater's 111 I] procedure, Eqs. 3.7.b-1 and 3.7.b-2 can be combined: 

which when integrated once from the pellet center to surface gives, utilizing Eqs. 
3.7.b-3 and 4: 
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A second integration and rearrangement gives the overall temperature difference: 

The right-hand side of Eq. 3.7.b-7 is the sum of the external and internal tem- 
perature differences, as pointed out by Hlavacek and Marek 11231. The maximum 
temperature difference is for complete reaction, when C, = 0: 

T.mx - T Sh ' Cs' 
T = h - ( l - s ) + f i G F  NU' 

where fiG = (-AH)DeC/A, T, at bulkjuid conditions. 
The final step is to obtain C,"/C in terms of an observable rate, which is the 

volume-averaged rate in the pellet: 

Using the obser~able (Weisz) modulus: 

Substituting Eq. 3.7.b-10 into Eq. 3.7.b-8 gives the result of Lee and Luss 11223 
[their Eq. (1 1). which was in spherical geometry]: 

Lee and Luss also presented results for the maximum surface-to-interior tem- 
perature difference. Recall from Eq. 3.6.c-4 that the observable modulus can also 
be written in terms of the usual modulus and effectiveness factor: 

where 4 = LJkJD, for a first-order reaction and, from Eq. 3.6.d-4, 

Thus, either type of modulus can be used in the analysis. 
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Carberry [I241 presented an analysis showing that the fraction of the total 
temperature difference external to the pellet can be found in terms of a new ob- 
servable quantity and the rario of the effective Sherwood to Nusselt numbers, 
thus obviating the need to have precise values of both of them. He also defined 
a new observable group: 

Lr,.,, - @, C a = - - -  
k,C Sh' 

Then, Eq. 3.7.b-11 can be written in terms of Ca and only the ratio Sh'/Nu': 

Similarly, the interior temperature difference is: 

and the external temperature difference is: 

Finally, the fractional external temperature difference is the ratio of Eq. 3.7.b-17 
to Eq. 3.7.b-13: 

Equations 3.7.b-10 to 18 are then a summary of the various temperature dif- 
ferences in terms of two possible observable groups. 

Example 3.7.a-1 Temperature Gradients with Catalytic Reactions 

Kehoe and Butt's data, [114] given in Figure 3.7.a-2, is an example of the use of 
Eqs. 3.7.b-10 to 18. Considering Run 212 with pellet No. 2, the measured external 
temperature difference can be seen from Fig. 3.7.a-2 to be about 11 + "C, based 
on the fiuid bulk temperature of 139°C = 412 K. The observed rate for this run 
was 22.4 x lo-* rnol/gcat. s. 



Then, the dimensionless parameters are: 

The maximum external temperature difference is then estimated, from Eq. 
3.7.b-16, 

The actual value of 11°C indicates that a t  the high reactant concentration of 
y, = 0.195, the internal pellet concentration was not quite zero, as  for maximum 
heat release conditions. The maximum overall temperature difference is esti- 
mated, from Eq. 3.7.b-11 

Finally, the internal temperature difference could be 38 - 36 = 2 K ;  the value 
can also be estimated from Eq. 3.7.b-14 or Eq. 3.7.a-5, the latter using the measured 
surface temperature. Thus, 



Again, this maximum value bounds the actual results of very little interior tern- 
perature differences for pellet 2. 

The same type of results can be computed for pellet 1, run 27: 

BG = 0.1052 QG = 1.474 
T, ,, - T = 40 K (- 42°C experimental) 

T, , - T,6 = 35 K (- 35OC experimental) 
T , ' - T = S K  ( - 6 - 7°C experimental) 

These results are also good estimates of the experimentally measured values. 

Mears 1125) showed that Eq. 3.7.b-11 (in spherical coordinates) could be 
combined with a perturbation expansion of the rate about T, = T, to yield an 
experimental criterion for a 5 percent deviation from the rate at bulk temperature: 

Mears [10a compares these and other criteria for diffusional effects. 
Combining external and internal gradients also has an effect on the possible 

unstable behavior of the catalyst pellet. This could be studied by solving the 
complete transient Eq. 3.7.a-8, 9 together with the boundary conditions Eq. 
3.7.b3, 4. However, because of the mathematical complexity, most information 
concerns the steady-state situation. 

McGreavy and Cresswell [I261 and Kehoe and Butt 11271 have presented 
computations for the effectiveness factor that illustrate the complicated behavior 
that can occur. There is more chance for multiplicity at reasonable values of the 
parameters. Criteria for these events to occur, similar to Eq. 3.7.a-16, have been 
derived by several investigators. Luss [128], for example, concludes that for first- 
order reactions, the proper sufficient criterion for uniqueness of the steady state, 
for all values of Sh', is: 

where 

are evaluated at bulk fluid conditions. The sufficient condition for existence of 
multiple steady states, for certain value of Sh', is: 

21 2 CHEMICAL ENGINEERING KINETICS 



The intermediate region is complicated by various internal concentration gradient 
effects. Comparing Eq. 3.7.b-20 with Eq. 3.7.a-16 for typical values of (Nul/Sh') 5 

0.1 - 0.2, it is seen that multiple steady states are more likely to be caused by 
external transport resistances. 

The situation is more complicated for other orders of reaction. Luss [I281 
shows that for order n > 1, there is less likelihood of multiplicity, and the converse 
is true for n < 1. As might be expected, the situation for reaction orders approach- 
ing zero or negative order behavior could combine the complications of possible 
concentration and thermal instability; for example, see Smith, Zahradnik, and 
Carberry [129]. 

Typical values for the modified Sherwood and Nusselt numbers have been 
estimated by Carberry [130], and a ratio of Sh'/Nul > 10 seems to be true of 
many practical situations (with gases). Mercer and Aris [I311 have considered 
possible (generous) maximum ranges that might be attained by the various 
parameters in physical systems: 

Parameter Lower Bound Upper Bound 

B 0 (exothermic) 1 .O 
Y 0 60.0 
Lw ' 0.001 100.0 
Sh' 0.1 m . 0  
Nu' 0.01 50.0 

Sh'/Nu' 1.0 2000.0 

It is seen that some of these extreme values could cause pathologic phenomena 
like multiple steady states, and so on, but recall that most actual catalysts are 
rather far from these extremes (e.g., Table 3.7a-1). 

Solutions of the complete transient equations (with the additional parameter, 
Lewis number Lw') have not been studied very much because of the mathematical 
complexity. Lee and Luss 190) have shown for some cases that Lw' > 1 (an 
author's definition of the Lewis number must be carefully checked-some use 
the reciprocal of our Lw') can lead to limitcycle and other complex behavior. 
However, Ray 11321 estimates that for this to occur, considering reasonable 
values of B and y, the critical values are Lw' > 5-lOor larger. Thus, the conclusion 
from Table 3.7.a-1 is that this is not at all likely, except perhaps for very high- 
pressure reactors. 

To conclude, an overall summary of calculations based on the above results 
indicates that the usual order of events as transport limitations occur is to begin 
with no limitations-chemical reaction controls throughout the pellet. Next, 
internal pore diffusion begins to have an effect, followed by extemal heat transfer 
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resistance. Finally, for extremely rapid reactions, there is the possibility of ex- 
ternal mass transfer resistance and some particle temperature profiles. Only for 
unrealistic situations is it likely that particle instabilities might occur, and even 
then only for narrow ranges of the parameters. 

3.8 Complex Reactions with Pore Diffusion 

As is true for many industrial situations, the question of diffusional effects on 
multiple reaction selectivity is equally as important as the effectiveness of con- 
version considerations. The basic concepts were provided by Wheeler [133], 
through consideration of three categories of situations. 

The simplest is that of parallel, independent reactions (Wheeler Type I): 

I A - R, with order al 

2 
B - S, with order az 

In the absence of pore diffusion, Chapter 1 gives the selectivity ratio as 

Now with pore diffusion, the two independent rates are each merely multiplied 
by their own effectiveness factor to give 

The difference between Eqs. 3.8.-2 and 3.8-1 is not readily seen, although the former 
is clearly the same as the latter when qi -, 1.0. For strong pore diffusion limita- 
tions, where q, - I/&, the following is the situation: 

Thus, Eq. 3.8-2 becomes 

and for both first order and DeA = DcB 
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Comparing Eq. 3.8-3a with Eq. 3.8-1 shows that the effect of strong pore diffusion 
limitations is to change the ratio of rate constants, k l / k 2 ,  to the square root of 
the ratio. Thus, when k ,  exceeds k,, other conditions being equal, a given selectivity 
ratio will be reduced by the diffusional resistance. 

The next case to be considered is that of consecutive first-order reactions 
(Wheeler Type 111): 

I 2 
A - R - S  

Here, the selectivity in the absence of pore diffusion is 

The diffusion-reaction equations are: 

The first obviously leads to the standard solution, which is then used to solve 
the second. The results are: 

where 

a = (92141)~ = k 2 D c ~ / k l D e ~  

Again, it is most instructive to look at the strong pore diffusion asymptotic region: 
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Again notice that the main difference between Eqs. 3.8-6a and 3.8-4 is that the 
ratio of rate constants, k2/k , ,  iseffectively reduced by a square root factor, although 
there are now also several other complications. The effect is to reduce the selec- 
tivity that would be observed-recall the integrated curves in Chapter 1 as func- 
tions of (k,/k,). Finally, in the region between strong and no pore diffusion effects, 
there would naturally be intermediate effects. 

The third case of parallel reactions with a common reactant (Wheeler Type 11) 
is more complicated mathematically, since the only situation of interest is when 
the reaction orders are different; otherwise the selectivity ratio is only a function 
of the ratio of rate constants. 

> R withordera, 
A 

S withordera, 

With no diffusional limitations, 

The selectivity ratio with pore diffusion limitations is found by solving the dif- 
fusion-reaction equation: 

Then the selectivity ratio is found from 

The mathematical solutions of interest are quite involved, but Roberts [I341 has 
presented several useful cases. The main simple result was in the strong diffusional 
limitation asymptotic region, where an approximate solution gave: 
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0.10 0.5 1.0 5 10.0 

+,rOhLl 
a c;, 

Fig. 3.8-1 Relative yield ratio versus the moduIus Q for 
various values oJrJr,--second- and first-order reactions 
Cfrom Roberts [134j.) 

for 

and with 

( r d r ~ )  = rR/tr~ + r ~ )  

= {[k2/kl(CA,')'"-a'] + I)- '  (3.8-10) 

The selectivity then is: 

We can see that this case apparently does not result in a simple square root of rate 
constant alteration as for the other two. Thus, for a ,  = 2, a, = 1 ,  the largest 
deviation from the ratio with no diffusional effects in Eq. 3.8-9 is =i. For al = 2, 
a ,  = 0, this becomes 4. However, for less severe restriction on the ratio of rate 
constants and/or less severe diffusional limitations! the deviation from ideal 
selectivities is not so great. Figure 3.8-1 shows the results for the (2, 1) case: 

Example 3.8-1 Efect of Catalyst Particle Size on Selectivity in 
Butene Dehydrogenation 

An experimental investigation of this industrially significant process was reported 
by Voge and Morgan [135]. Equation 3.8-5 for the local selectivity was used for a 
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given conversion : 

where R represents butadiene, A butene, and 

Equation a can then be simply integrated for C,, as a function of C,,, and the buta- 
diene yield thus predicted as a function or conversion. The effectiveness factors 
for spheres were actually used: 

q2 1 h2 coth h2 - 1 -=-  
v1 ah ,co thh , -1  

with 

Separate diffusion experiments gave value of 

and Dbutcne-,tr,m '5 0.720 cm2/s. The Thiele modulus was estimated from reaction 
data at 620°C in in. pellets to be 

and then values for other pellet sizes could be obtained by ratio. Also, k2/kl = 0.9. 
Figure 1 and Table 1 indicate the good agreement between the data and predictions. 
The exception for ) in. pellets was apparently caused by their looser structure- 
doubling D, to 0.144 cm2/s would produce agrement. 

Wei [I361 considered the case of complex networks of first-order reactions 
when he used the Wei-Prater matrix decomposition method discussed in Chapter 
1 to generalize the effectiveness factor concept. For a matrix diffusion-reaction 
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Figure I Butadiene selec fivity for dgtrerent particle sizes and 
temperatures (,from Voge and Morgan [135]). 

100 

90- 

S 

Table 1 swnmary comparing experimental and calculated 
selectivities (jieom Voge and Morgan [135]). 

selectivity, % 
Temp, 0, Conversion, 

Particle& "C mlcd % Exptl Calcd 

I I ' I I I I I ' 
7 - 

- 
10-14 mesh - and 16-20 mesh - 

10-14 mesh 620 0.38 
640 0.46 

4 in. 620 1.00 
640 1.20 
660 1.43 

& in. 620 1.50 
640 1.80 
660 2.14 

8 in. 620 2.80 
640 3.36 
660 4.00 

P 
3 
e 
'2 .- 
.L 70 ii 
3 

60 

- 3/8 0 

- 

- 0 620°C 
n 64Cf'C 

660°C 
\ - - 

I I 1 I 1 I I s -  
10 20 30 40 50 

Conversion of butenes, X 



No diffusion effst 
With diffusion 

Az 

Figure 3.8-2 The effect o f d ~ ~ i w n  on the 
reaction paths in an integral reactor; equal 
d~ri io i t ies  (jrom Wei 11361). 

equation representation, 

where the diffusivities have been assumed to be concentration independent. 
Then the solution can be written in a familiar form for spherical pellets: 

KO, = K11 
where 

q =  3I1-~(bcothh - I) 
with 

All of the above operations and functions are understood to be in matrix form. 
Figures 3.8-2 and 3.8-3 show the results of Wei's calculations and illustrate 

how the reaction paths are altered by difiusional limitations. We see that the dif- 
ferences between paths are decreased, meaning that the selectivity differences are 
decreased. In other words, selectivity is usually harmed by diffusional effects in 
the sense that it is more difficult to have products differing in composition. This is 
generally true of any diffusional step, either external or internal. Wei also points 
out that sufficient modification of reaction paths is easily possible such that a 
consecutive mechanism appears as a consecutive-parallel mechanism, and other 
similar drastic problems. 
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Figure 3.8-3 The eflect of hxi ion in a 
system where the d~ffiiviries of the molec- 
ular species are not equal. Note altered 
straight line reaction paths (from Wei 
11361). 

3.9 Reaction with Diffusion in Complicated Pore Structures - 

3.9.a Particles with Micro- and Macropores 

Most of the previous discussion was based on taking the solid catalyst pellet to 
have a simple pore structure-one average pore radius. For the case of a micro- 
macro pore size distribution, Mingle and Smith El37-J and Carberry 1921 have 
derived expressions for the overall effectiveness factor for both micro and macro 
diffusion. As a simple example, consider a first-order reaction, with intrinsic rate 
constant k,per surfacearea of catalyst. Then the mass balance for the micropores is: 

which can be solved in terms of its surrounding concentration in the macropores, 
by the usual methods: 

tanh 4, 
9, = - 

9, 
where 

CP, = b/'&Z (3.9.a-3) 

It is understood, of course, that the size of the micropores, L,, is the volume/ 
external surface of the micro particle. 
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The mass balance for the macropores becomes: 

with the usual solution: 
, cosh +z/L c, = c, 

cosh (b 
where 

Then, the overall effectiveness factor is 

tanh 4 
= ' l r ~  

Thus, the effect of the microparticles is to possibly have an effectiveness factor, 
qr ,  less than unity, based on microparticle properties, Eq. 3.9.a-3. The overall 
eff'ectiveness factor then consists of the product of q, and a macroeffectiveness 
factor, q,, and the latter is based on macropellet properties plus the micro- 
effectiveness factor-Eq. 39.a-5. Often the microparticles are sufficiently small so 
that q, r 1.0; recall from above that there is usually not any micropore diffusional 
limitations unless these exist for the macropores. 

This was extended to complex consecutive reactions by Carberry 11383. The 
result, neglecting external transport, was similar to Eq. 3.8-5, but with the same 
type of changes noted above: 

"t.: o.p.a.8, 

where 

(Pi. M = u- 
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Again, it is easiest to visualize the results in the large 4i asymptotic region and 
equal D , A  = D e ~ :  

Comparing Eq. 3.9.a-9 with Eq. 3.8.6-a and with Eq. 3.8-4 shows that the micro- 
pores add another square root factor to the rate constant ratio, thereby further 
decreasing the selectivity. If vier = 1.0, the results reduce to those for macropore 
diffusion. 

3.9.b Parallel Cross-Linked Pores 

It was discussed in Sec. 3.5.d that the most realistic version of this model for catalyst 
pellets is the communicating pores limiting case. With uncorrelated tortuosity, 
Eq. 3.5.d-9 gives the diffusion flux: 

It will be postulated that the pore-size distribution does not vary with time, and is 
position independent (i.e., a macroscopically uniform pellet-not always true, see 
Satterfield [40]). The communicating pore limit, with concentrations only a 
function of position, 2, as discussed in Sec. 3.5.d, then leads to the mass balance 

In Eq. 3.9.b-2, the flux Nj is from Eq. 3.9.b-1, and the rate term is also averaged 
over the pore-size distribution: 

Par, E ,PJI(C r)f (rwr (3.9.b-3) 

For example, if the rate equation in any pore can be written as 

and if the intrinsic surface rate constant, k,, is independent of r (e.g., no con- 
figurational effects on the molecular reaction) then Eqs. 3.9.b-3 and 4 give 

2 
Psrj = ksg(c) ; f(r)dr (3.9.b-5) 

= @,S,)%S(C) (3.9.b-5a) 

= k,g(C) 
where Eq. 3.5.d-3 was used. Again, this is for the communicating pores limit. 
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Finally, for steady state, and if the concentration dependency of D+(r) is ignored, 
Eqs. 3.9.b-1,2,5 can be combined to give 

For a simple first-order reaction, the usual solution would then be found, 

tanh 4 q = -  
9 

but with the pore-size distribution averaged diffusivity in the modulus: 

There is not really any experience with the use of Eq. 3.9.b-8 as yet (although see 
Steisel and Butt [139]) and whether it, or less restrictive, versions of the parallel 
cross-linked pore model are adequate representations of reactions in complex 
pore systems is not known. 

3.9.c Reaction with Configurational Diffusion 

Applying the configurational diffusion results of Sec. 3.5.e has not been done to a 
significant extent, but the principles can be stated. The effectivediFfusivity would be 
given by Eq. 3.5.e-7 

and the equation solved in the usual way: 

For example, with a first-order reaction, 

the effectiveness factor would be 
tanh 4 q = -  

9 
with 

An example of the use of these relations will be given below in Ex. 3.9.01. 
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It is more crucial here to consider specifically the pore-size distribution, since 
the large molecules will presumably not fit into the smaller pores. The parallel 
cross-linked pore model can be combined with the above to yield the following 
steady-state mass balance : 

Again, the formal solution with a first-order reaction would be Eq. (3.9.c-4). but 
with the properly pore-size distribution averaged parameters used in the modulus: 

Little is known about configurational effects on the surface rate coeficient, 
k,(r), and if it were taken to be constant, only the configurational diffusion effect 
would be used, with a final formula similar to Eq. 3.9.b-8. 

Example 3.9.c-I Catalytic Demeta~lization (and DesuCfurization) of 
Heavy Residuum Petroleum Feedstocks 

Spry and Sawyer [14Oldiscussed the peculiar problems associated with this process. 
Figure 1 shows the nature,of the reacting species. We see that the molecular sizes 
range from - 25 - 150 A, which is precisely the size range of the pores in typical 
catalysts (Sec. 3.4). Thus, we would expect strong configurational diffusion effects 
on the observed rate. 

The rate will be approximated by a first-order expression for Co-Mo catalysts: 

where the rate constant can be related to the intrinsic rate and the internal surface 
area : 

The surface area of a given size pore was given by the usual formula for cylinders 
Eq. 3.4-7: 
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Computed molecular size. A 

Asphaltme particle 

I-Unit (single layer) 
2-Aromatic disk 
3-Nooaromatic substituents 

(aliphatic and naphthanicl 
4Crynallite 
SPetroporphyrin 
6-Metal atom 

Figure I Model of asphaitene particle and measured molecular weight distribution of 
asphaltenes in heavy Venezuelan crude. Asphaltene molecular size distribution 
computed by configurational dtyusion model (from Spry and Sawyer 11401). 

The effective diffusivity was based on the equation discussed above for con- 
figurational diffusion, Eq. 3.5.e-7: 

where a = ) (molecular size) from Figure 1. 
In the strong diffusion control range, the effectiveness factor is given by the 

asymptotic value. 

As a simplified approach, only mean values of the molecular size and pore 
diameter distribution were used. The above results were then substituted into the 
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relation for the observed pellet rate constant: 

Equation f exhibits a maximum value with respect to pore size, and so there is an 
optimum catalyst pore size that should be used, as shown in Figure 2. The reason 
is that very small pores hinder, or even block the diffusion of reactant into the 
catalyst pellet, but they do  contain a large surface area. Very large pores, on the 
other hand, do not cause any hindered diffusion, but they do not have much surface 
area. Figure 3 shows the agreement of the model with data from a particular system. 

Relative 1 = 0.1 

0.8 - \ - 
\ 

t 
,O. 15 

'5 0.6 - \ - .- 

0.75 

Relative ? 

Figure 2 Functional relationship of k on f with 
simplified model assuming pore size distribution 
characterized by P and molecular size distribution by ii. 
The activity values are the rate coeficients relative 
to a presumed intrinsic catalytic actwity in the 
absence of diffusional effects, and is proportional to 
(F - ii)Z/(f)2.5; the relative P is based on a large 
average pore size where conjgurational diffiional 
hinderance becomes negligible; the relative ii is based 
on the hugest molecular size in Fig. I (from Spry and 
Sawyer [la]). 
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Figure 3 Comparison of demetallization performance of 
nine hydrotreating catalysts with model predictions usin-q 
simplijTed model (from Spry and Sawyer [I  401). 

Finally, the parallel pore model was used to account for the actual distribution of 
molecular size and pore size. Eq. 3.5.d-9 for communicating pores, with an average 
value for tortuosity, was utilized: 

where 

f(a,) = molecular-size distribution 
f (ri) = pore-size distribution 

Also, the internal surface area was determined from 

The sums over the molecular sizes are semiempirical, but the complete formulation 
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Obmmd rdat ive~t iv i ty  of u t a l y m  for vanadium mnwal 

Figure 4 Comparison of demetallization per- 
formance of nine hydrotreating catalysts with 
model predictions using more rigorous model(from 
Spry and Sawyer [140]). 

seems to do a good job of predicting the catalyst activity for different catalysts. 
Figure 4 shows this over a range of a factor of 5. 

There are several other complicating effects on pore diffusion with reactions 
that are just beginning to be studied: 

a Position dependent diffusivity and/or catalytic activity. (Kasaoka and Sakata; 
Corbett and Luss; Becker and Wei [141,142,143].) 

Supported liquid-phase catalysts. (Rony; Livbjerg, Sorensen, and Villadsen 
[144, 145, 1461.) 

a Pore-blockage effects in zeolites, for example, by catalyst-fouling compounds. 
(Butt, Delgado-Diaz, and Muno; Butt [147,148].) 

Since these are only in beginning stages of development, however. we do not 
consider them further here. 
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Problems 

3.1 The cracking of cumene into benzene and propylene was carried out in a fixed bed of 
zeolite particles at 362'C and atmospheric pressure, in the presence of a large excess of 
nitrogen. At a point in the reactor where the cumene partial pressure was 0.0689 atm, 
a reaction rate of 0.153 kmol/kgcat.hr was observed. 
Further data: M, = 34.37 kgkmol; p, = 0.66 kg/m3 

p = 0.094 kg/m.hr; A, = 0.037 kcal/m.hr."C 
c, = 0.33 kcal/kg°C; Re = 0.052 
Pr = 0.846; DA, = 0.096 m2/hr 
a, = 45 m2cat/kgcat; G = 56.47 kg/m2.hr 

(-AH) = -41816 kcal/kmol 
Under these conditions, show that the partial pressure and temperature drops over the 
external film surrounding the particles are negligible. 

3.2 The solid density of an alumina particle is 3.8 g/cm3, the pellet density is 1.5 g/cm3, and 
the internal surface is 200 m2/g. Compute the pore volume per gram, the porosity, and 
the mean pore radius 

3.3 Carefully watching how the various fluxes combine, derive Eq. (3.5.b-7) for the molar 
flux in a porous medium. 

3.4 A catalyst considered by Satterfield 1401 has a void fraction of 0.40, an internal surface 
area of 180 m2/& anda pellet density of 1.40 g/cm3. Estimate the effective diffusivity of 
thiophene with hydrogen at T = 660 K. 

3.5 Calculate thediffusionflux forcthylenediffusing in hydrogen at 298 K inaporousmedium 
withthefollowingproperties: thickness = 1 an,&, = 0.40.p, = 1.4g/cm3,S, = 105 m2/g. 
The conditions are steady pressure p of ethylene on one side and hydrogen on the other, 
for 0.1 < p < 40 atm. 

3.6 The data given below, on diffusion of nitrogen (A)  and helium (B) in porous catalyst 
pellets, have been provided by Henry. Cunningham, and Geankoplis [51], who utilized 
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the steady-state Wicke-Kallenbach-Weisz technique. An alumina pellet with the follow- 
ing properties was used: 

Length = 1.244 cm; pore volume = 0.5950 cm3/g 
Porosity = 0.233 (macro); 0.492 (micro) 
Pore radius = 20,000 A (macro); 37 A (micro) 
Internal surface = 202 m2/g 

(a) Compare the flux ratios with the theoretical prediction. . . 
(b) Compute the experimental diffusivities, and plot D,. p, versus p,.  At what pressure is 

there a transition between Knudsen and bulk diffusion? 
(c) Use the dusty-gas model, assuming one dominant pore size, to predict the changes of 

D, with pressure up to 2 atm. What value of tortuosity is required? 
(d) Repeat the calculations of part (c) with the random pore model. 
(e) Repeat the calculations of part (c) with the parallel cross-linked pores model. 

3.7 Derive Eq. (3.6.a-10) for the effectiveness factor for a first-order reaction in a spherical 
catalyst pellet. 

3.8 A series of experiments were performed using various sizes of crushed catalyst in order to 
determine the importance of pore diffusion. The reaction may be assumed to be first 
order and irreversible. The surface concentration of reactant was C,' = 2 x 10- 
mol/cm3. 
Data - 
Diameter of sphere (cm) 0.25 0.075 0.025 0.0075 
rob (mol/hr.cm3) 0.22 0.70 1.60 2.40 

(a) Determine the "true" rate constant, kc, and the effective diflusivity, D,, from thedata. 
(b) Predict the effectiveness factor and the expected rate of reaction (r,) for a com- 

mercial cylindrical catalyst pellet of dimensions 0.5 cm x 0.5 cm. 

3.9 The following rates were obxned for a first-order irreversible reaction, carried out on a 
spherical catalyst: 

ford, = 0.6 cm; rob. = 0.09 mol/gcat.hr 
for d,  = 0.3 cm; r,, = 0.162 mol/gcat.hr 

Strong diflusional limitations were observed in both cases. Determine the true rate of 
reaction. Is diflusional resistance still important with d, = 0.1 cm? 

3.10 A second-order gas phase reaction, A + R, occurs in a catalyst pellet, and has a rate 
coefficient 

The reactant pressure is one atmosphere, the temperature is 600 K, the molecular dif- 
fusivity is D,, = 0.10 cm2/s, and the reactant molecular weight is M, = 60. The catalyst 
pellets have the following properties: 

Radius of sphere, R = 9 mm 
Pellet density. p, = 1.2 g/cm3 
Internal surface area, S, = 100 m2/g 
Internal void fraction, E, = 0.60 

TRANSPORT PROCESSES 231 



(a) Estimate the effective diffusivity. 
(b) Determine 8 there may be pore diffusion limitations. 
(c) If part (b) results in pore diffusion limitations, what might bedone to eliminate them? 

Justify your answer(s) with quantitativecalculations. 

3.1 1 A gas oil is cracked at 630°C and 1 atm by passing vaporized feed through a packed bed 
of spheres of silica-alumina catalyst with radius = 0.088 cm. For a feed rate of 60 cm3 
liquid/cm~.hr, a 50 percent conversion is found. The following data are also known: 

Liquid density = 0.869 g/cm3 
Feed molecular weight = 255 gjmol 
Bulk density of packed bed = 0.7 g cat./cw3 
Solid density of catalyst = 0.95 g cat./cm3 cat. 
Effective diffusivity in catalyst = 8 x 10-'cm2/s 
Awrage reactant concentration = 0.6 x lo-' mol/an3. 

Assurnea first-order reaction and treat data as being average data of a differential reactor. 
(a) Show that the mterage reaction rate is 

(b) Determine from the data whether or not pore diffusion was important. 
(c) Find the value of the effectiveness factor. 
(d) Determine the value of the rate coefficient. 

3.12 Derive Eq. (3.8-5) for the selectivity with first-order consecutive reactions. 

3.13 Verify the numerical results in EK. 3.8-1. 

References 

111 Frank-Kamenetskii, D. DiJiusion md Heat Exchange in Chemical Kinetics, 2nd ed.. 
Plenum Press (1969). 

[2] Bird, R. B.. Stewart, W. E., and Lightfoot, E. N. Transport Phenomena, Wiley, New 
York (1960). 

(31 Gamson, B. W., Thodos, G., and Hougen, 0. A. Trans. A .  I. Ch. E., 39, 1 (1943). 

[4] Wilke, C. R. and Hougen, 0. A. Tram. A .  I. Ch. E., 41,445 (1945). 

[5] Taecker, R. G .  and Hougen, 0. A. Chem. Eng. Prog., 45, 188 (1949). 

[6] McCune, L. K. and Wilhelm, R H. Ind. Eng. Chem., 41, 1124 (1949). 

[71 Ishino, T. and Otake, T. Chem. Eng. (Tokyo), 15,258 (1951). 

[8j Bar Ilan, M. and Resnick, W. Ind. Eng. Chem.,49,313 (1957). 

[9] de Acetis, J. and Thodos, G. Ind. Eng. Chem., 52, 1003 (1960). 

[lo] Bradshaw, R. D. and Bennett, C. 0. A .  I. Ch. E. J., 7,50 (1961). 

232 CHEMICAL ENGINEERING KINETICS 



[Ill Hougen, 0. A. Ind. Eng. Chem., 53, 509 (1961). 

[I21 Yoshida, F., Ramaswami, D., and Hougen, 0. A. A. I. Ch. E. J., 8 , s  (1962). 

[I31 Baumeister, E. B. and Bennett, C. 0. A. I. Ch. E. J., 4,70 (1958). 

1141 Glaser, M. B. and Thodos, G. A. I. Ch. E. J. ,4,63 (1958). 

[ISJ Sen Gupta, A. and Thodos, G. A. I. Ch. E. J., 9,751 (1963). 

[ l a  Handley, D. and Heggs, P. J. T r m .  Ins!. Chem. Eng.,46,251 (1968). 

[17] Toor, H. L. A. I. Ch. E. J., 10,448,460 (1964). 

[I81 Stewart. W. E. and Prober, R. Ind. Eng. Chem. Fund.., 3,224 (1964). 

[I91 Mason, E. A. and Mamro, T. R Adv. Atomic Mok Physics, Vol. 6, Academic Press, 
New York (1970). 

[20] Dullien, F. A. L., Ghai, R. K., and Ertl, H. A. I. Ch. E. J., 19,881 (1973). 

[21] Dullien, F. A. L., Ghai, R. K., and Ertl, H. A. I. Ch. E. J., U), 1 (1974). 

[22] Hsu, H. W. and Bird, R. B. A. I. Ch. E. J., 6,516 (1960). 

[23] Kubota, H., Yamanaka, Y., and Dalla Lana, I. G. J. Chem. Eng. JDPM, 1.71 (1969). 

1241 Smith. J. M. Chemical Engineering Kinetics, 2nd. ed., McGraw-Hill, New York (1970). 

[25] Reid, R. C. and Shemood. T. K. The Properties of GusesandLiquidr, 2nd. ed., McGraw- 
Hill, New York (1966). 

[26] Rihani, D. N. and Doraiswamy, L. K. Znd. Eng. Chem. Fund., 4, 17 (1965). 

[27 Perry, R. H. and Chilton, C. H. Chemical Engineers Handbook, 5th ed., McGraw-Hill. 
New York (1973). 

[28] Cunningham, R. S. and Geankoplis, C. J. Ind. Eng. Chem. Fund., 7.535 (1968). 

[29] Gregg. S. J. and Sing, K. S. W. Acisorprion, Surjace Area, and Porosity, Academic Press, 
New York (1967). 

[30] Brunauer, S., Mikhail. R. Sh. and Bodor, E. E. J. CON. Interface Sci., 25,353 (1967). 

[31] Strider, W. and Aris, R. Variational Merho& Applied to Problems of Difusion and 
Reaction. Springer Verlag, New York (1973). 

[32] Weisz, P. B. Chem. Tech., 504 (1973). 

[33] Brown, L. M., Sherry, H. S., and Krambeck, F. J. I .  Phys. Chem., 75,3846,3855 (1971). 

[34] Riekert, L. Adu. Caral., 21,281 (1970). 

[35] Barrer, R. M. Adu. Chem., 102, 1 (1971). 

1361 Gorring, R. L. J. Caral., 31, 13 (1973). 

1371 Chen, N. Y., Lucki, S. I., and Mower, E. 2). J. Catal., 13,329 (1969). 

TRANSPOR~ PROCESSES 233 



[38] Chen, N. Y. and Weisz, P. B. Chem. Eng. Progr. Symp. Ser., 67, No. 73.86 (1967). 

[39] Van Brakel, J. and Heertjes, P. M. Inr. J. Hear Mass Trans., 17, 1093 (1974). 

[40] Sattefield, C. N. Mass TransJer in Heterogeous Carolysis, M I T  Press, Cambridge, 
Mass. (1970). 

[41] Stornick, T. S. and Mason, E. A. J. Chem. Phys., 46,3199(1967). 

(421 Mason, E. A. and Evans, R. B. J Chem. Ed., 46,358 (1969). 

[43] Feng, C. F. and Stewart, W. E. ind. Eng. Chem. Fund., 12,143 (1973). 

[44] Gunn, R. D. and King, C. J. A. I. Ch. E. J., 15,507 (1969). 

[45] Di Napoli, N. M., Williams, R. J. J., and Cunningham, R, E. Lor. Am. J. Chem. Eng. 
Appl. Chem., 5, 101 (1975). 

[46] Scott, D. S. and Dullien, F. A. L. A. I. Ch. E. J., 8,29 (1962). - 

[47] Rothfeld, L. B. A. I. Ch. E. J., 9, 19 (1%3). 

[48] Sattefield, C. N. and Cadle, P. J. Ind. Eng. Chem. Fd., 7, 202 (1968). 

[49] Sattefield, C. N. and Cadle, P. J. Ind. Eng. Chem. Proc. Des. Devpr., 7,256 (1%8). 

(501 Brown, L. F., Hayncs, H. W., and Manogue, W. H. J. Catal., 1 4  220 (1969). 

[51] Henry, J. P., Cunningham, R. S., and Geankoplis, C. J. Chem. Eng. Sci., 22, 11 (1967). 

1521 Wicke, E. and Kalltnbach, R. KolloidZ., 97, 135 (1941). 

[53] Weisz, P. B. Z. Physik Chem. (Frankfurt), 11, 1 (1957). 

[54] Dogu, G. and Smith, J. M. A. I. Ch. E. J., 21.58 (1975). 

[55] Butt, J. B. A. I .  Ch. E. J., 9, 707 (1x3). 

(561 Feng, C. F., Kostrov, V. V., and Stewart, W. E. Ind. Eng. Chem. Fund., 13.5 (1974). 

(571 Wakao, N. and Smith, J. M. Chem. Eng. Sci., 17,825 (1962). 

[58] Wakao, N. and Smith, J. M. Ind. Eng. Chem. Fund., 3, 123 (1964). 

[59] Weisz. P. B. and Schwartz, A. B. J. Carol., 1, 399 (1962). 

[60] Johnson, M. F. L. and Stewart, W. E. J. Calol., 4,248 (1965). 

[61] Ornata, H. and Brown, L. F. A. I. Ch. E. J., 18, 1063 (1972). 

[62] Stoll, D. R. and Brown, L. F. J. Cotof.., 32.37 (1974). 

[63] Abed, R. and Rinker, R. G. J. Catal., 34, 246 (1974). 

[64] Patel, P. V. and Butt, J. B. ind. Eng. Chem. Proc. Des. Devpt., 14, 298 (1974). 

[65] Weisz, P. B., Zollinger, H. et al. Trans. Farad. Soc. 63, 1801, 1807, 1815 (1967); 64, 
1693, (1968); 69, 1696, 1705 (1973). 

234 CHEMlCAL ENGINEERING UINFTICS 



[66] Yang, R. T., Fenn, J. B., and Haller, G. L. A. I. Ch. E. J., 19, 1052 (1973). 

[67] Sladek, K. J., Gilliland, E. R., and Baddour, R. F. Ind. Eng. Chem. Fund., 13, 100 
(1974). 

[68] Komiyama, H. and Smith, J. M. A. I. Ch. E. J., 20, 11 10 (1974). 

[69] Schneider, P. and Smith, J. M. A. I. Ch. E. J., 14,886 (1968). 

[70] Komiyama, H. and Smith, J. M. A. I. Ch. E. J., 20,728 (1974). 

[71] Anderson, J. L. and Quinn, J. Biophys. J., 14, 130 (1974). 

[72] Satterfield, C. N., Colton, C. K., and Pitcher, W. H. Jr. A. I. Ch. E. J. J9.628 (1973). 

1731 Colton, C. K., Satterfield, C. N., and Lai. C. J. A. I. Ch. E. J., 21,289 (1975). 

[74] Aris, R. The Marhematical Theory of Drffurion and Reaction in Permeable Catalysts, 
Vols. I and 11, Oxford University Press, London (1975). 

[75] Levenspiel. 0. Chemical Reaction Engineering, Wiley, New York (1962). 

(761 Thiele, E. W. Ind. Eng. Chem.. 31.916 (1939). 

[77] Zeldowich, Ia. B., Zhur. Fir. Khim., 13, 163 (1939). 

[78] Aris, R. EIementary Chemical Reactor Anaiysis, Prentice-Hall, Englewood Cliffs, N.J. 
(1 969). 

[79] Aris, R. Chem. Eng. Sci., 6,  262 (1957). 

1801 Knudsen, C. W., Roberts, G. W., and Satterfield, C. N. Ind. Eng. Chem. Fund., 5, 325 
(1966). 

[81] Rester, S. and Aris, R. Chem.Eng. Sci., 24,793 (1969). 

1821 Bird. R. B.. Stewart, W. E., and Lightfoot, E. N. Noteson Transport Phenomena, Wiley, 
New York (1958). 

[83] Aris, R. Ind. Eng. Chem. Fund., 4,227 (1965). 

[84] BischofT, K. B. A. I. Ch. E. J. 11,351 (1965). 

[85] Petersen, E. E. Chem. Eng. Sci., 20,587 (1965). 

[86] Petersen. E. E. Chemical Reaction Analysis, Prentice-Hall, Englewood Cliffs, N.J. 
(1965). 

[87l Satterfield, C. N., Roberts, G. W., and Hartman, J. Ind. Eng. Chem. Fwd., 5,317 (1966). 

[88] Satte~lield, C. N., Roberts, C. W., and Hartman, J. Ind. Eng. Chem. Fund., 6,80 (1967). 

[89] Luss, D. Chem. Eng. Sci., 26,1713 (1971). 

[90] Lee, J. and Luss, D. Chem. Eng. Sci., 26, 1433 (1971). 

[91] Aris, R. Chem. Eng. Sci., 24, 149 (1969). 

TRANSPORT PROCESSES 235 



1921 Carberry, 1. J. A .  I. Ch. E. J., 8,557 (1962). 

[93] Weisz, P. B. and Prater, C. D. Ado. Catal., 6, 143 (1954). 

[94] Languasco, J. M., Cunningham, R. E., and Calvelo, A. Chem. Eng. Sci., 27, 1459 
(1972). 

[95] Balder, J. R. and Petersen, E. E. J. Coral., 11, 195,202 (1968). 

[96] Gilliland, E. R., Bixler, H. J., and O'Connell, J. E. Ind. fig. Chem. Fund., 10,185 (1971). 

[97l Brown, C. E. and Bennett, C. 0. A. I. Ch. E. J.,  16,817 (1970). 

[98] Cadle, P. J. and Satterfield, C. N. I d  Eng. Chem. Proc. Des. Dmpt., 7,189,192 (1968). 

[99] Hougen, 0. A. and Watson, K. M. Chemical Process PrincipIes. Wiy,  New York 
(1947). 

[I001 Weisz, P. B. Adu. Caial., 13, 148 (1%2). 

[I011 Gunn, D. J. and Thomas, W. J. Chem. Eng. Sci., 20.89 (1965). 

[I021 Bischoff, K. B. Chem. Eng. Sci., 22,525 (1967). 

[103] Hudgins, R. R. Chem. Eng. Sci., 23,93 (1968). 

[I041 Stewart, W. E. and Villadsen, J.  A.  I. Ch. E. J.. 15.28 (1969). 

[lo51 Mars, D. E. ind. Eng. Chem. Prw. Des. Devpr., 10,541 (1971). 

[I061 Brown, L. F. Chem. Eng. Sn'., 27,213 (1972). 

[ lo7 Austin, L. G. and Walker. P. L. A .  I. Ch. E. J.. 9.303 (1963). 

[108] Koros, R. M. and Nowak, E. J. Chem. E y .  Sci., 22,470 (1967). 

I1091 Aris, R. Introduction to the Anolysis of Chemical Reactors, Prentice-Hall, Englewood 
Cliffs, N.J. (1965). 

[I lo] Mehta, B. N. and Aris, R. Chem. Eng. Sci., 26, 1699 (1971). 

[l 1 11 Prater, C. D. Chern. Eng. Sci., 8,284 (1958). 

[I121 Weisz, P. B. and Hicks, J. S. Chem. Eng. Sci., 17,265 (1962). 

[113] Hlavacek, V., Kubicek, M., and Marek, M. J. Carol., 15, 17,31 (1969). 

[I141 Kehoe, J. P. G. and Butt, J. B. A. I. Ch. E. J., 18, 347 (1972). 

[I151 Tinkler, J. D. and Metzner, A. B. Ind. Eng. Chem., 53,663 (1961). 

[I161 Carberry, J. J. A. I. Ch. E. J . ,  7,350 (1961). 

[117] Liu,S. L.A. I. Ch. E.J.,15, 337(1%9). 

[I 181 Drott, D. W. and Aris, R. Chem. Eng. Sci, 24,541 ( 1  969). 

[119 Luss, D. Chem. Eng. Sci., 23, 1249 (1968). 

236 CHEMICAL ENGINEERING KINETICS 



(120) Wei. J. Chem. Eng. Sci.,21, 1171 (1966). 

[I211 Georgakis, C. and Aris, R. Chem. Eng. Sci., 29,291 (1974). 

11221 Lee, J. C. M. and Luss, D. Ind. Eng. Chern. Fund., 8,597 (1%9). 

11231 Hlavacek, V. and Marek, M. Chem. Eng. Sci., 25,1537 (1970). 

(1241 Carberry. J. J. Ind. Eng. Chem. Fwd., 14, 129 (1975). 

(1251 Mears, D. E. J.  Cd., 20, 127 (1971). 

[ I q  McGreavy, C. and Cresswell, D. Chem. Eny. Sci., 24, ,608 (1969). 

(1271 Kehoe, J. P. G. and Butt, 1. B. Chm. Eng. Sci., 25,345 (1970). 

[I281 Luss, D. Proc. 4th Intern. Symp. Chem. React. Engng., Heidelberg, (April 1976). 

[I291 Smith, T. G., Zahradnik, J., and Carberry, J. J. Chem. Eng. Sci., 30,763 (1975). 

(1301 Carberry, J. J. Ind. kg. Chem., 58, No. 10,40(1966). 

[I311 Mercer, M. C. and Aris, R. Rev. Lot. Am. Ing. Quim, y Quim Apl., 2,149 (1971). 

11321 Ray. W. H. Proc. 2ndInt. Symp. Chem. React. Engng., Amsterdam (1972). 

[I331 Wheeler, A. Ado. Caral., 3,313 (1951). 

(1341 Roberts, G. Chem. Eng. Sci., 27, 1409 (1 972). 

[I351 Voge, H. H. and Morgan, C. Z. Ind. Eng. Chem. Proc. Des. Devpt., 11,454 (1972). 

(1361 Wei, J. J. Catal., 1, 526, 53841962). 

[I37 Mingle, J. 0. and Smith, J. M. A. I. Ch. E. J., 7 ,  243 (1961). 

[I381 Carberry, J. J. Chem. ~ n i .  Sci., 11,675 (1962). 

(139) Steisel, N. and Butt, J. B. Chem. Eng. Sci., 22, 469 (1961). 

11401 Spry, J. C. and Sawyer, W. H. Paper presented at 68th Annual A. I. Ch. E. Meeting, 
Los Angeles (November 1975). 

(1421 Kasaoko, S. and Sakata, Y. J. Chem. Eng. Japan, 1, 138 (1968). 

11421 Corbett, W. E. and Luss, D. Chem. Eng. Sci., 29, 1473 (1974). 

(1431 Becker, E. R. and Wei. J. Proc. 4th Inr. Symp. Chmn. React. Engng., Heidelberg (April 
1976). 

[144] Rony, P. R. Chem. Eng. Sci., 23,1021 (1968). 

[I451 Rony, P. R. J. Catal., 14, 142 (1969). 

[I461 Livbjerg, H., Sorensen, B., and Villadsen, J. Adc. Chem. Ser., No. 133,242 (1974). 

[147] Butt, J. B., Delgado-Diaz, S. and Muno, W. E. J. Catal., 37, 158 (1975). 

TRANSPORT PROCESSES 237 



11481 Butt, J. B. J .  Ca/al.. 41, 190 (1976). 

11491 Dedrick, R. L. and Beckmann. R. B. Chem. Eng. Progr. Symp. Ser. No. 74, 63, 68 
(1967). 

[IS01 Dumez, F.  J .  and Froment, G. F. Ind. Eng. Chcm. Des. Detpt., 15,297 (1976). 

[I511 Frouws, M. J.,Velienga, K., and De Wilt, H.  G .  J .  Biorech. Bioeng., 18, 53 (1976). 

[I521 Hegedus, L. L. and Petersen, E. E. Caral. Rev., 9, 245 (1974). 

[I531 Schneider, P. Cataf. Rat., 12,201 (1975). 

[154] Lee, J. C. M. and Luss, D., A.I.  Ch. E. J. 16,620 (1970). 

238 CHEMICAL ENGINEERING KINETICS 



- ~p 

NONCATALYTIC 
GAS-SOLID 
REACTIONS 

4.1 A Qualitative Discussion of Gas- Solid Reactions 
In this chapter the reaction between a fluid and a solid or a component of a solid 
is discussed in quantitative terms. Such a reaction is frequently encountered 
in the process industry (e.g., in coal gasification, in ore processing, iron production 
in the blast-furnace, and roasting ofpyrites). There are no true gas-solid production 
processes in the petrochemical industry but gas-solid reactions are encountered 
(e.g., in the regeneration of coked catalysts by means of oxygen containing gases 
or in the reduction or reoxidation of nickel-reforming or iron-ammonia-synthesis 
catalysts prior to or after their use in the production proper). For all these examples 
the knowledge of the rate of reaction is a prerequisite to the analysis of an existing 
process, to the design of a new reactor, or to the safe conduct of the regeneration or 
reoxidation. 

Gas-solid reactions have several aspects in common with reactions catalyzed 
by a porous solid, discussed already in Chapter 3. In the present case too, transport 
effects and reaction have to be considered simultaneously. Again it depends on 
the relative magnitudes of the rate of transport and the rate of reaction whether 
or not important gradients inside and around the particle are built up or not. 
There is one essential difference, however: with gas-solid reactions the conditions 
inside the particle change with time, since the solid itself is involved in the reaction. 
The process is therefore essentially of a non-steady-state nature. 

In this chapter rate equations are set up for fluid-solid reactions. In Chapter 11 
an example of such a reaction carried out in a fixed bed of particles is worked out 
and illustrates the difference in behavior of the reactor as compared with a fixed 
bed catalytic reactor. 

Concentrating now on the phenomena inside a particle, an easily visualized 
situation is that of a gas reacting with a solid of low porosity to yield a porous 
reacted layer, often called "ash" layer. The reaction then takes place in a narrow 
zone that moves progressively from the outer surface to the center of the particle. 
Such a situation is described by the so-called heterogeneous shrinking-core model: 
heterogeneous because there are two distinct layers inside the particle, with clearly 



Figure 4.1-1 Heterogeneous shrinking core model with 
sharp interface. Concentrarion proms of gas and solid 
reactants (from Wen 121). 

distinct properties. Figure 4.1-1 illustrates such a situation. When the transport 
rates thr6ugh the two layers are not too different and the true rate of reaction is not 
infinitely fast, the situation is no longeras clear cut, and the sharp boundary between 
reacted and unreacted zone no longer exists. Such a case is illustrated in Fig. 4.1-2. 
In the extreme, with very porous material, when the transport through both 
reacted and unreacted structures is usually fast compared with the true reaction 
rate, the latter is governing the rate of the overall phenomenon. Then there are no 
gradients whatever inside the particle and the situation could be called truly 
homogeneous. Such a situation is represented in Fig. 4.1-3. Thus it is clear that the 
transport inside the particle plays an important role. Again, as in the case of trans- 
port inside a catalyst particle (dealt with in Chapter 3), the transport is evidently 
not a true diffusion, but rather an-$ectE.diffu$on. In Chapter 3 also it was 
pointed out that a considerable effort has been made to relate the effective dif- 
fusivity to a detailed picture of the catalyst structure-The goal is to avoid having to 

240 CHEMICAL ENGINEERING KINETICS 



Solid reactant 

Figure 4.1-2 General model (from Wen 
PI). 

Figure 4.1-3 TruIy homogeneous model. Con- 
centration profiies (from Wen [2]). 



determine the effective diffusivity for each reacting system and each catalyst 
and to rely on easily determined catalyst properties. With an effective diffusion 
(and an effectiveconduction) concept the particle is then considered as a continuum. 
This alters the problem to one of accounting for the detailed solid structure only 
through the effective diffusivity and not through the model equations proper. 
The same approach is used for gas-solid reactions too, although probably with 
considerably less accuracy, since the solid structure is modified by the reaction. 
Recently, models have been proposed that do account explicitly for the solid 
structure through the mathematical model, albeit in a rather simplified way. 

In some cases, particularly at relatively low temperatures, the curves of conver- 
sion versus time have a sigmoidal shape. When the rate is plotted as a function of 
conversion the curve shows a maximum. This behavior has been explained in 
terms of nucleation. In a first stage, nuclei are being formed and the rate is low. 
In a second stage, a reaction front develops starting from the nuclei and growing 
into the surrounding solid. Such an approach has been developed in great detail 
by Delmon [I]. 

4.2 A General Model with Interfacial and Intraparticle 
Gradients 
When the particle is assumed to be isothermal only differential material balances 
have to be written. Thedifferential balance on the reacting gaseous component A- 
the continuity equation for A-contains an accumulation term accounting for the 
transient nature of the process, a term arising from the transport by effective 
diffusion and a reaction term: 

while the continuity equation for the reacting component of the solid is: 

C,, r,, and rs are defined as in the preceding chapters on catalytic reactions and 
Cs has units kmol/m:. The initial and boundary conditions are: 

at t = 0 C,, = C,, and Cs = Cso (4.2-3) 
in the center of the sphere, r = 0: 

~ C A ,  -- - 0  (4.2-4) 
dr 

for reasons of symmetry; at the surface, r = R 
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CAsS is the concentration of A at the particle surface. The effective diffusivity of A, 
represented by D,, is considered to vary with position if there is a change in 
porosity resulting from the reaction. 

If it is assumed that the porosity depends linearly on the solid reactant con- 
version : 

where E~ is the initial porosity, Cso is the initial concentration of the reacting 
component of the solid, usO and v, are the reactant and product molar volumes 
(see Problem 4.1). It can be seen from Eq. 4.2-6 that the porosity increases if the 
reaction product has a lower molar volume than the reactant-that is, it is more 
dense. Wen [2] related the effective diffusivity to c, by means of the relation: 

where #? lies between 2 and 3, the value of 2 corresponding to the random pore 
model. Alterations in the porous structure itself, (e.g., through sintering) can also 
affect the diffusivity-an example is given by Kim and Smith 133. 

Equation 4.2-1 may often be simplified. Indeed, it is justified to neglect 

as was shown by Bischoff [4,5], Luss [22], Theofanous and Lim [23], and 
extensions have been given by Yoshida, Kunii, and Shimizu 1241. This condition 
is always satisfied for gas-solid reactions, but not necessarily for liquid-solid 
reactions. Physically. neglecting the transient term in Eq. 4.2-1 means that the rate 
at which the reaction layer moves is small with respect to the rate of transport of 
A. This assumption has frequently been referred to as the pseudo-steady-state 
approximation. 

In Eq. 4.2-1 the rates of reaction r,, and rs may be of the type encountered in 
Chapter 1 or Chapter 2. In general, the system of Eqs. 4.2-1 and 4.2-2 cannot be 
integrated analytically. 

A transformation of the dependent variables CAl and Cs allowed DelBorghi, 
Dunn, and Bischoff [9] and DudukoviC 1251 to reduce the coupled set of partial 
differential equations for reactions first-order in the fluid concentration and with 
constant porosity and diffusivity, into a single partial differential equation. With 
the pseudo-steady-state approximation, this latter equation isfurther reduced to 
an ordinary differential equation of the form considered in Chapter 3 on diffusion 
and reaction (see Problem 4.2). An extensive collection of solutions of such 
equations has been presented by Aris 173. 
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Figure 4.2-1 General model. Concentration profiles for h, = 1 Cfrom Wen [2]). 

Wen [2] integrated Eq. (4.2-1,2) numerically for the following rate equations: 

where a is the number of moles of A reacting with one mole of S 

rsp, = kCA,"Csm (4.2-8b) 

Note that in Eqs. 4.2-7 and 4.2-8 k has dimensions 

[mr5"(kmol A)' -"(kmol S)-m.(m,3)m-'.hr- '1. 
The results are represented in Figs. 4.2-1 and 4.2-2 for n = 2 and m = 1. Figure 
4.2-1 shows CA and Cs profiles at various reduced times 0 = kCA,oZt in the absence 
of interfacial gradients (Sh' = oo) and for 

 so(%, - v s N 1  - &*o) - - 9, 0 = 2 and h, = R 
&so 

x is the fractional conversion of S. The latter group is the Thiele modulus already 
encountered in Chapter 3. One is a low value for h, so that the chemical reaction is 
rate controlling and there are practically no gradients inside the particle. This is a 
situation that could be described satisfactorily by the homogeneous model and 
that is encountered at low temperatures. Figure 4.2-2 corresponds to a case for 
which the modulus r j  is high and for which the diffusion of A through the solid is 
rate controlling. This is a situation that could be described by the heterogeneous 
model with shrinking core. 
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Figure 4.32 General model. Concentration profiesfor h, = 70 (from Wen [2]). 

When the form of the kinetic equation is such that the concentration of the 
reacting solid component, Cs, drops to zero in a finite time, two stages have to 
be considered in solving Eq. 4.2-12. In the first stage, which extends until the time 
at which Cs becomes zero at the surface of the particle, the complete equations 
Eqs. 4.2-1,2are solveddirectly. The second stageinvolvesonly diffusion through the 
region with completely exhausted solid reactant, up to the front where reaction is 
occurring, from which location onward the complete equations are used again. 
This is illustrated below for the useful special case of a zero-order reaction with 
respect to the reacting solid concentration, a good approximation for the situation 
that all of the solid is reactive. 

Wen also has simplified Eq. 4.2-1 somewhat by allowing only two values for 
D,, instead of letting it vary according to Eq.4.2-7: a value D, for diffusion through 
unreacted or partially reacted solid and a value D: for diffusion of A through com- 
pletely reacted solid, Wen [2]. This scheme is most useful, of course. only for those 
kinetic forms leading to complete conversion in a finite time. As mentioned already, 
this then means that two stages must be considered. In the first stage, Eq. 4.2-1 
reduces to 

with Eq. 4.2-2 and the boundary conditions Eqs. 4.2-3,4.2-4, and 4.2-5 unchanged 
and with dC,Adt = 0 when the pseudo-steady-state hypothesis is valid. For an 
isothermal particle and a single reaction with simple kinetics, at least, the location 
where Cs drops to zero is obviously the surface, where CA is highest. The second 
stage sets in when C, has reached zero at the surface. In the outer zone, which is 
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originally very thin and gradually moves to extend to the center of the particle, 
there is no reaction any longer, only transport, and Eqs. 4.2-1 and 4.2-2 reduce to 

where the prime denotes conditions and properties related to the completely 
reacted zone. The boundary condition at the surface is unchanged. The boundary 
condition on the side of the inner zone, at some distance r, from the center, 
expresses the continuity in the CA profile and the equality of fluxes on both sides 
of that boundary at r = r, 

Gt = C A ~  

For the inner zone, in which both transport and reaction occurs, the differential 
equations are those of the first stage, but the boundary conditions are dC, Jdr = 0 
at r = 0 and Eq. 4.2-11 at the boundary with the outer zone. This model cor- 
responds to that set up by Ausman and Watson, to describe the rate of burning of 
carbon deposited inside a catalyst particle 181. Analytical integration of this fairly 
general two-stage model is only possible for a zero-order, first-order or pseudo- 
first-order rate law, whereby Eq. 42-8 reduces to 

rAps = akCA, = ak'CA,Cm (4.2-12) 

The equations are developed in the paper by Ishida and Wen [9]. The gas 
concentration profile during the first stage is found by solving Eq. 4.2-9 accounting 
for Eq. 4.2-12, and the boundary condition Eq. 4.2-5. This leads to 

1 sinh (+t) CAI=-- 
CA 6, C sinh + 

with 

< = r/R and t$ = R - F 
The solid concentration profile is found by integrating Eq. 4.2-2 with Eq. 4.2-12: 

cs -- sinh (+<) 9 - 1 --- 
~ S O  r sinh 4 8, 

with 6 = ak'CAt 
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Finally, the solid conversion is found as follows: 

The second stage begins when CdR, t) = 0, which from Eq. 4.2-14 is,,at times. 

Then, the concentrations during the second stage are found from Eq. 4.2-10,11, 
and the solid conversion is given by: 

where the position of the moving boundary of completely exhausted solid, 
cm = tm(8), is found from the implicit equation : 

Figure 4.2-3 illustrates how the conversion progresses with time, and also indi- 
cates the boundary between the first and second stages (see Ishida and Wen [9]). 
Notice that with diffusional limitations, say $ > 5, the first stage ends at less than 
50 percent conversion of solid, and so the rather complicated second-stage 
description is used over a considerable range of final reaction. The homogeneous 
and heterogeneous models mentioned above may be considered as special cases 
of the two-stage model. 

A homogeneous model fatu sensu (i.e., with intraparticle concentration gradients 
but without distinct zones) requires D, = D:. A truly homogeneous model, 
strictly speaking, requires D, = De and the reaction to be rate controlling. The 
truly homogeneous model utilizes Eq. 4.2-2, with C,, = CAI.: 
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Figure 4.2-3 Fractional conversion of solid reactant as a function of 
dimensiodess time for homogeneous model with zero-order solid 
kinetics (sphere). 

t* = timefor complete conversion (porn Ishida and Wen [9]). 

This relation can then be directly integrated: 

yieldingexpressions identical to those given in Table 1.3-1. For example, the result, 
when the order with respect to the fluid concentration of A is 1 and to the solid 
concentration is zero, gives 

Cs - Cso = -kCA,'t = -k'CA,'Csot 
or 

x = k'CA,'t (4.2-18) 
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The heterogeneous model is obtained when D, < De (i.e., when the effective 
diffusivity of A in the unreacted solid is much smaller than in the reacted layer, so 
that the reaction is confined to a very narrow zone). When D, = De a narrow reac- 
tion zone will of course also be obtained when D, = De * k (i.e., when 4 B 1). 
The equations are easily directly derived, as is shown in Sec. 4.3. 

4.3 Heterogeneous Model with Shrinking Unreacted Core - 
The model equation is again Eq. 4.2-1 in which the time derivative is set zero, as 
implied by the pseudo-steady-state approximation: 

while the continuity equation for the reacting component of the solid is exactly 
Eq. 4.2-2. A prime is used in Eq. 4.3-1, in accordance with the notation in Sec. 4.2, 
to denote conditions in a completely reacted zone. Also, since the reaction is 
confined to a front-which supposes that the true reaction rate is relatively large- 
the reaction rate term does not appear in the right-hand side, but only in the boun- 
dary condition at the reaction front: 

The boundary condition at the surface is unchanged: 

The rate coefficient, k:, is based on the reacting surface. It can be related to the 
volume-based coefficient used in Sec. 4.2 through the boundary condition Eq. 4.3-2, 
which is valid also at t = 4 when the reaction plane is at the surface (i.e., when 
r = r, = R). The concentration gradient dCAJ5r at t = 0 can be obtained from 
the general model with two stages. For the first stage the concentration profile 
of A is given by Eq. 4.2-13, which may be rewritten as 

since for r = R (i.e., 5 = 1): 

Differentiating Eq. 4.3-4 with respect to ra t  r = R and multiplying by D, leads to 
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Substituting Eq. 4.3-5 into Eq. 4.3-2 taken at r = R and considering that for large 
4 the expression 4 coth 4 - 1 reduces to 4 yields: 

This rate coefficient has the dimension e/y3 - - "). 
The continuity equation for A Eq. 4.3-1 can -be integrated twice to yield the 

following expression for the concentration profile of A :  

where B is an integration constant and the index c refers to conditions at the 
reaction front. Accounting for the boundary conditions easily leads to 

The concentration of A at the reaction front is obtained by setting r = r, in Eq. 
4.3-7. 

The time required for the reaction front to move from the surface to a distance 
rc from the center of a spherical particle is obtained from Eq. 4.2-2, combined with 
Eq. 4-2-1 1 : 

The transition from thesurface-based rater: to the change with time of the volume- 
based solid concentration requires a slight adaptation of Eq. 4.3-8 and yields: 

and with aC'Jar derived from Eq. 4.3-7 
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and finally 

The time t* required for complete conversion is found by setting r, = 0 in this 
formula, so that 

The three terms inside the parentheses of Eq. 4.3-10 represent the three resistances 
involved in the process. They are purely in series in this case. When the mass 
transfer through the external film is rate controlling, 3k, Q ak: Cso and kg G 2De/R 
so that Eq. 4.3-9 becomes 

where x is the conversion, defined by 

When the effective diffusion through the reacted core is rate controlling, 2De/R Q k, 
and 6D J R  4 ak;Cso so that Eq. 4.3-9 becomes in that case: 

The third limiting case of chemical reaction rate controlling is not consistent with 
the concept of a shrinking core model with a single diffusivity throughout the 
particle: the existence of a sharp boundary implies transport by effective diffusion 
that is potentially slow with respect to the reaction. 

~ r o m  plotsof x versus time it is possible to find out which is the ratedetermining 
step. Also, from experiments with particles having different radii a comparison of 
the time required to reach the same conversion will reveal a dependence on the 
ratio of the particle sizes that is different for each ratecontrolling step, as is clear 
from a scrutiny of Eq. 4.3-1 1 and Eq. 4.3-12. Evidently, both the formulas Eq. 4.3-11 
or Eq. 4.3-12 could have been obtained directly from specific models considering 
only one step rate controlling, in contrast with the more general approach outlined 
in this section. White and Carberry [26] have considered situations where the 
particle size changes with reaction. 

Park and Levenspiel [lo] have proposed an extension of the basic shrinking 
core model, called the crackling core model. This arose from the observation that 
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the initial state of many reacting solids is essentially nonporous and that a first 
step, either physical or chemical, is required to form a porous and reactive inter- 
mediate. The model essentially makes use of various combinations of the models 
discussed above. 

Example 43-1 Combustion of Coke within Porous Catalyst 
Particles 

An examination of this problem was provided by Weisz and Goodwin [l 1,123. 
The pellets were silica-alumina cracking catalyst, and the coke resulted from the 
cracking of light gas oil and naphtha. Measurements of the burning rate were 
followed by oxygen consumption rates, as shown in Fig. 1. 

It is evident that the pellets must have had significant diffusional resistance at 
the higher (>450°C) temperatures. Using the Weisz-Prater criterion discussed in 
Chapter 3, with values of C,, = 3 x mol/cm3 and D, - 5 x 10-3 cm2/s 

,dC- Beads ,/ [ R -  2.0 cm) 

lo-' 

Figure 1 Aaerage observed burning rates of 
conventional silica-alumina cracking cata- 
lyst. Initial carbon content, 3.4 wt "/,. Beads 
(dashed line), and qound-up catalyst (fuN 
eurce) ( j iom Weisz and Goodwin [ I  I I). 
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Low tmpcrstun Intermediate hnpnature Hi* tanperature 

(8) 

Figure 2 Appearance after partial burnof (a), and coke concentration 
versus radius in beads,for successive stages ofburno f f  (b), for three tempera- 
ture levels (from Weist and Goodwin [l I I). 

(for oxygen under combustion conditions), one candetermine the rate below which 
diffusional limitations should be absent: 

We see that this agrees very well with the results on the figure. 
By submerging the silica-alumina pellets in a high refractive index liquid (carbon 

tetrachloride), they are rendered transparent, and the coke profiles for various 
temperature levels can be observed, as shown in Fig. 2. We see that these range 
from almost a homogeneous situation (as defined above) to the sharp-boundary 
shell-progressive situation. For the latter, Eq. 4.3-12 can be used: 
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Time, min 

Figure 3 Burnoff- function verstis time for 
three d~fferent diameter bead Cfrom Weisz 
and Goodwin [l 1 I). 

Figure 3 illustrates the agreement of the data with the form of Eq. (a) at 700°C. 
The slopes of the lines provide values of D,CA/aRZCso. Alternatively, the time for 
complete combustion can be obtained for x = 1 : 

Actually, this completecombustion time is often hard to determine unambiguously 
from (scattered) experimental data, and so the 85 percent completion time was 
more convenient : 

t , ,  = 0.0755aR2Cso/D,C,, (4 
Ifall the bases of the model are correct, this 85 percent time should vary (1) linearly 
with initial coke level, (2) with the square of the particle size, (3) inversely with the 
effective diffusivity, and (4)  inversely with oxygen partial pressure. Figures 4, 5,6 

Initial carbonlevel, wt X Goodwin [I I I). 
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E 

$20- 

- 

7 /" Figure 4 Dependence of burnoff-time on 
$0- o initial carbon level, for d~jiwion con- 

0' / I I I I I trolled combustion (silica-alumina crack- 
1 2 3 4 5 * ing catalyst, 700°C) (from Weisz and 



*' Square of diameter, cm2 

Bead diameter. cm 

Figure 5 Dependence of burnoff time on bead 
size for d~fiion-controlled combustion Vrom 
Weisz and Goodwin [ I  I]). 

Figure 6 Dependence of burnoff time on 
structural d ~ f i i v i t y ,  of various types of 
spherical particles, for diffusion-controlled 
combustion region Urom Weisz and Goodwin 
t111). 



Table I Comparison of burnofftimes in air and oxygen 

Air OXYW 

C,, t,, t,, cow. C, t,, t,, corr. Ratio 
Catalyst 9 n bin)  63 (mi@ (mi4 1 x!fd, 

Silica-alumina (lab. prep.) 
R = 0.24 an. ; temp. 630°C 
r,, corrected to 
Cfi = 4.8% wt 

Average 
Silica-alumina (0.15"/, Cr,O, , 

commercial) 
R = 0.19 cm. ; temp. 690°C 
f,, corrected to 
c,,= 3%wt 

Average 

From Weisz and Goodwin [I I]. 

and Table 1 indicate that all of these are verified by the data. Thus, for high tem- 
peratures, the shrinking-core model provides a good description. At lower tem- 
peratures, the more general models would be required, however. 

4.4 Grain Model Accounting Explicitly for the Structure of 
the Solid 
Sohn and Szekely [13] developed a model in which the particle is considered to 
consist of a matrix of very small grains between which the fluid has easy access 
through the pores. Figure 4.4-1 illustrates how the reactive component of the 
grains is converted throughout the particle, which has a fluid reactant concentra- 
tion gradient caused by the resistance to diffusion in the particle. This situation 
can be described on the basis of the models developed in Secs. 4.2 and 4.3. 

The fluid reactant concentration in the particle of any geometry is obtained 
from 

with boundary conditions analogous to Eqs. 4.2-3,4,5, where r refers to the particle, 
y to the grain coordinate. Y is the radius of the grain, oriented from the center 
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\ 
lntnpellet diffusion 

Fiqure 4.4-1 Schematic representation of  thegrain model 
(.tiom Sohn and Szekely [13)). 

to the surface for transpor? of A inside the grain. D,, is the grain effective diffusivity, 
D,, is an effective dflusivity for transport through the pores between the grains and 
is, therefore, different from the D, and D; used in the models described above, 
which do not distinguish between pores and solid (i.e., consider the particle as a 
pseudo-homogeneous solid), CAl the fluid reactant concentration in the grain, 
and a, the surface to volume ratio of the grain. The factor (1 - &,)a, arises from the 
fact that Eq.4.4-1 is written per unit particle volume, whereas the flux Dte(aCAp/dy)lY 
is per unit grain surface area. Equation 4.4-1 is a particular form of Eq. 4.2-1, 
expressing the fact that A reacts only in the grains. 

To obtain the concentration profile in the grain the general model of Sec. 4.2 
could be used: 
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with boundary conditions: at 

t = 0 CAg = CAgO and C S ~  = Csgo 

As before, various rate laws could be substituted into these equations. Numerical 
integration would normally be required to solve the system Eqs. 4.4-1,2,3. 

For the special case that the phenomena in the grain can be represented by the 
shrinking-core model, which is plausible since the grains are often very dense, 
Eqs. 4.4-23 lead to the same types of solutions as given in Sec. 4.3. Note that the 
shrinking-core models permit the concentration of the reactive solid component 
in the grains to become zero in a finite time, so that the solution of the particle 
equation Eq. 4.4-1 may involve two stages. For example, for grains with slab 
geometry and pseudo steady state, Eq. 4.4-2 without the rate term can be inte- 
grated twice, using the boundary conditions across the completely reacted shell, 
to give 

from which 

Substituting Eq. 4.4-5 into the pseudo-steady-state form of Eq. 4.4-1 for particle 
slab geometry leads to 

with 

dy,= -KC,,, 
ak: Cspo I + -  ( Y  - YC) 

Dw 

Even these equations are not amenable to a complete analytical solution. 
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Sohn and Szekely [14] developed a very useful approximate solution, valid for 
various geometries of grain and particle, based on the additivity of times to reach 
a given conversion for different limiting processes-a concept analogous to that 
discussed after Eq. 4.3-10. Theconcept states that the time required to attain a given 
conversion is the sum of the times required to attain the same conversion (1) in the 
absence of any diffusion resistance, (2) with intraparticle diffusion controlling, 
and (3) with intragrain diffusion controlling. In mathematical terms: 

F,  and F ,  are geometric factors for grains and particle, respectively, and have the 
values: 1 for slabs, 2 for cylinders, and 3 for spheres. The conversion x in the grain 
attained by a shrinkingcore mechanism is written 

gF,, pFp and pFg are functions corresponding to the limiting situations mentioned 
above and are defined as follows: 

2 
PF, = PF,,= X for F ,  or F, = 1 

= x + (1 - x)ln(l - x) for F ,  or F, = 2 
= 1 - 3(1 - x)*I3 + 2(1 - x) for F ,  or Fe = 3 

Comparing the last expression with Eq. 4.3-7, obtained for the shrinking-core 
model with diffusion rate controlling, shows that pFp = pFs is nothing but the ratio 
of the time required to reach a given conversion to the time required to reach 
completeconversion. Sohn and Szekely showed that Eq. 4.4-8 leads to a remarkably 
accurate approximation to the results obtained by numerical integration. 

An analysis of experimental results on the reaction of SO, with limestone usinga 
grain model similar to the one discussed in this section was published by Pigford 
and Sliger 1151. 

4.5 Pore Model Accounting Explicitly for the Structure of 
the Solid 
Szekely and Evans 1161 have developed equations for a model of a porous solid 
that considers the solid to have parallel pores as represented schematically in 
Fig. 4.5-1. 

To simplify the mathematical treatment the particle is considered to be infinitely 
thick and isothermal. The pores are parallel, all have the same radius and are spaced 
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Figtrre 4-54 Schematic representation of the pore 
model (from Szekely and Evans [16]). 

at equal distance, L. It is assumed that the initial structure is not modified by the 
reaction. To allow analytical solutions the reaction is considered to be of first 
order with respect to the fluid component A and of zero order with respect to the 
solid component S. Also, to focus completely on the effect of the structure, external 
transport is not included in the model, Furthermore, the concentration of A in the 
gas phase, C,, is kept constant, as was also done in the models discussed in the 
previous section. The reactant A diffuses inside the pore and then inside the solid, 
where it reacts. The progression through the solid is also shown in Fig. 4.5-2. 
It is clear from this figure that three zones have to be considered, depending on the 
depth. 

First zone: for depths extending from zero to a value yl the solid component 
has completely reacted. 

Second zone: for depths between y ,  and y2 there is interaction between neighbor- 
ing reaction fronts. 

Third zone: for depths between y, and infinity there is no interaction yet. 

Continuity equations for A in the pore and in the solid itself have to be set up. 
The steady-state continuity equation for A in the pore, accounting for diffusion 

in the pore axial direction and effective diRusion inside the solid at the pore wall, is 

with boundary conditions: CAP = CA at y = 0 
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r Free rurfaca 

Fiigure 4.5-2 The reaction front in the pore model 
(.from Szekeiy and Evans [ I  61). 

CAP is the fluid reactant concentration in the pore, R, the pore radius. Dep in this 
model may be a harmonic mean of the bulk and Knudsen diffusion coefficient; 
with real geometries it would be a true effective diflusivity including the tortuosity 
factor and an internal void fraction. D,  is an effective diffusivity for the mass 
transfer inside the solid and is a correction factor accounting for the restricted 
availability of reactant surface in the region where the partially reacted zones 
interfere. For RCy) < Lj2 (shown in Fig. 4.5-2) or y, < y the factor C = 1; for 
~ / f i  > R(y) > L/2 or y, c y < y, the factor = 1 - (ah) where tg9 = 
( ~ / L ) J R ~ ( ~ )  - (LIZ)'; for y < y ,  the factor = 0, where RCy) is the radial 
position of the reaction front. It is clear from Eq. 4.5-1 that no radial concentra- 
tion gradient of A is considered within the pore. 

The continuity equation for A in the completely reacted solid is written as in the 
previous section 

(.2 2) = 0 
for R, s r < RCV) 

for pseudo steady state and only radial diffusion inside the solid. The boundary 
conditions are: at r = R,, CAP@); at the reaction front R Q :  

The reaction is considered to be of first order with respect to A, zero order with 
respect to S. Analytical integration of E. 4.5-2 leads to 
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From Eq. 4.5-3 it follows that, at r = R,, 

Equation 4.5-4 is now inserted into the equation for the concentration of A inside 
the pore, Eq. 4.5-1, leading to a second-order differential equation linear in CAP, 
but containing R O  in the group multiplying CAP.  With R Q  = R p  at t = 0, the 
equation can be solved for the initial concentration profile of A in the pore. 

The evolution of R(y) with time follows from a balance of S per unit solid surface. 

Substituting Eq. 4.5-3 into Eq. 4.5-6 leads to 

with R(y) = R, at t = 0. 
Equation 4.5-1 [with aCA,/ar given by Eq. 4.5-4 and Eq. 4.5-71 with the cor- 

responding initial and boundary conditions represent a complete statement of the 
system. This system was integrated numerically by Szekely and Evans to yield 
the position of the reaction front RCy) as a function of time. 

To allow comparison with other models and experimental data, Szekely and 
Evans recast the results in an alternative form. They defined an equivalent penetra- 
tion, which is a direct measure of the conversion: 

E.P. = Y,, + n j?-. CrRZ01) - Rp2ldy 
LZ - nRp2 

Y,,, is the ordinate value corresponding to the height where the solid is converted 
over the complete L distance. After a sufficient time, Y,, is equal to y, as defined 
above. However, for short times the diffusion directly from the particle surface 
cannot really be ignored, as was done in Eq. 4.5-2 Szekely and Evans assumed that 
this effect could be analyzed independently from the radial diffusion of A from the 
pore. The shrinkingcore model applied to rectangular coordinates can be solved 
as in Sec. 4.3 with the result that the position of the moving boundary is located 
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at a distance yc from the particle surface: 

Consequently, for short times Y,,, is chosen to be the largest of the values y,, y,. 
The quantity under the integral of Eq. 4.5-8 is the volume reacted within a zone 
minus the pore volume. y accounts for the overlapping of the reacted zones. 

L 
y = 1 for R(y) < - (i.e., y, < y) 2 

2L . L L 
y = f + -sm 8 for- < RCy) < -(i.e.,y, < y < y,) 

nR 2 fi 

Time, rclmolar dcmity, g. mdelcm3 

Figure 4.5-3 Equivalent penetration versus t/Cso 
for the pore model with the following parameters: 
DA = 2.8 m2/hr; D, = 7.2 x 10-' m2/hr; k:Cso 
= 720 m/hr; R, = 5.10-6 m;  E, = nR;/L2 = 
0.13;  also shown is shrinking core model ~ ~ i t h  
k: Cso = 720 m/hr( from Szekely and Evans [ I  61). 
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Figure 4.5-3 is a plot of E.P. versus t/p:. It also contains the results obtained with 
the shrinking-core model. For equal parameter values both curves are almost 
coinciding. Consequently it would be hard to distinguish between these models, 
although the location of the Y,,, curve with respect to the E.P. curve would indicate 
that the reaction is certainly not restricted to a sharp boundary. 

4.6 Reaction Inside Nonisotherrnal Particles 
In the preceding sections we assumed that the particles were isothermal, although 
situations might occur where this condition is not fulfilled. Certainly, when the 
reaction is more or less homogeneously distributed throughout the particle, the 
temperature will no doubt be very nearly uniform, as was shown in Chapter 3 
for catalytic reactions. However, when the reaction is very fast and takes place in 
a narrow zone, as described by the shrinkingcore model, localizing the heat 
source may lead to temperature gradients, especially when the reactive solid com- 
ponent is present in high concentrations. 

The mathematical description of such a situation would comprise the con- 
tinuity equations for the fluid and solid reactants encountered in Sec. 4.3 for the 
unreacted shrinking-core model and a heat balance that assumes pseudo steady 
state in the shell and an integral averaged temperature in the core up to the front. 

For the shell: 

with boundary conditions: 

at r = r, T ,  = T, 

For the core: 

with initial condition: 

at t = 0 q = T% = (Kc),, (4.6-5) 

Wang and Wen 1171 used this model to simulate the burning of coke from fire 
clay particles of 1.2 cm radius with up to 41 percent by weight of carbon. Figures 
4.6-1 and 4.6-2 show the agreement between calculated and experimental con- 
versions and temperatures. Similar balances were used by Costa and Smith [I81 
to analyze experimental results concerning hydrofluorination of uranium dioxide. 

264 CHEMICAL ENGINEERING KINETICS 



1. min 

Fbure 4.6 -1 Typical experimental and calculated 
time-conversion curves (,from Wang and Wen [ I  I]) .  

Luss and Amundson [I91 discussed alternate theoretical models for moving 
boundary reactions in nonisothermal particles, and concluded that they all gave 
similar predictions. 

Sohn 1203 has developed several analytical solutions to the combined heat and 
mass balances for the shrinking-core model, using the following assumptions: 
(1) slab geometry, also applicable to other curved geometries for the practical case 

r ,  rnin 

Figure 4.6-2 Experimentol and calculated time-tempera- 
ture curves for high-carbon run for twopoints within the 
particle (5  = 0 and 5 = 0.673). Bulk phase temperature: 
518°C. Initial particle temperature: 30°C (,from Wang 
and Wen [ I  71). 
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of maximum temperature close to the surface, (2) uniform temperature in the pellet, 
Nu' 4 0 (also valid for Nu' 1. 0-3). The maximum temperature T,, is then: 

For Sh' -. cc 

where (-AH) is the heat of reaction per mole S transformed. 

An interpolation formula was also provided, but an estimate is able to be sketched 
from the above two results, especially for the most important range of 

Further aspects of this problem have also been discussed by Sampath and Hughes 
E21I. 

4.7 A Concluding Remark 
This chapter has briefly described a series of models for gas-solid reactions. The 
literature contains several more and many more could be developed. It would be 
hard, if not impossible, to assess these models as to their respective merits since 
careful and detailed experimentation is seriously lagging behind. In the few cases 
in which it was possible to check the theoretical results with experimental data the 
lack of fit has mainly been ascribed to inaccuracies in the models. Insufficient 
attention has been devoted to the kinetic equations proper: there is no reason for 
limiting the kinetics of the reaction between a fluid and the component of a solid 
to zero- or first-order expressions. 

Problems 

4.1 Derive Eq. 4.2-3 by using simple geometric arguments. (Also see Kim and Smith [3] 
and Wen [2].) 

4.2 Consider the general model with the reaction first-order in fluid phase concentration: 

~ C A ,  
E, - = DeV2CAs - kCAs/(Cs) 

at 

acs -= 
at 

- kC~s/(Cs) 
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where f (C,) is the rate dependency on the solid reactant concentration; (e.g., a grain 
model or mass action form). The simplest boundary conditions would be: 

C,, = 0 

Cs=Cso a t t = O  

and 

C,, = C,,' on the pellet surface. 

(a) Show that the new variable 

+(x, t) a k C,,,(x, t')dt' (cumulative concentration) I 
is also defined by the formal integral 

This result can be solved, in principle, for 

cs = HsC$tx. 1); Csol 

(b) Then, the new variable can be differentiated in space (V), and these results combined 
with the original mass balance differential equation to yield: 

Prove this result. 
(c) The boundary conditions can similarly be transformed to: 

3 = CA,'kt on the surface 

Prove these additional results. 
(d) The results of parts (b) and (c) show that the original two coupled partial differential 

equations can be reduced to solving one diffusion type equation, with a time- 
dependent boundary condition-a much simpler problem. For the special case of 
rectangular (slab) geometry, and where the pseudo steady state approximation is 
valid (gas-solid reaction), show that the mathematical problem is reduced to: 

with 

and 

$ = kcA,'. t on the surface (z = L) 

-=  " 0 at the center, r = 0 (symmetry) 
az 
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Thus notice that the results of Chapter 3 can be utilized to solve the transformed 
problem. 

For a zero order solid concentration dependency ( f(Cs) = CS,). show that the 
following results are obtained: 

which are the typeof results obtained by Ishida and Wen [9] in Eqs. 4.2-13 and 14. 
(e) Finally, for the slab geometry of part (e), show that the conversion is given by 

which is based on the generalized modulus concept of Chapter 3. Thus, it is seen that 
the complicated gas-solid reaction problem can be reduced to an analogy with the 
simpler effectiveness factor problem of Chapter 3. For more general results, see Dei- 
Borghi, Dunn, and Bischoff [63 and for extensive results for first-order solid reactions, 
f (C,) = C,. see Dudokovif 1251. 

4.3 (a) Derive the results of Eqs. 42-13 to 15 by directly solving the appropriate differential 
mass balances. 

(b) Compute the conversion-time results of Fig. 4.2-3 for 4 = 2.0 (first stage only). 

4.4 Equation 4.3-6 related the surface rate coefficient of the shrinking core model with the 
volumetric rate coefficient of the general model for the special case of first order in fluid 
concentration and zero order in solid concentration (two-stage model). 
(a) For the more general situation, when 

D,V2C, = akC,, f(Cs) per unit volume) 

CAXL) = C"" 

the corresponding shrinking core approximation would be: 

D,V2C;, = 0 R 5 R 5 r, 

C;,(L) = c*,' 
DL V c A ,  1 ,, = ak, CAs f (C;) (per unit surface) 

With large 4, only a small "penetration" zone exists when the reaction occurs, and 
so for the approximate 'slab geometry." show that 

with 
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(b) To compare the two types of models, equate the total amount reacted [as for Eq. 
(4.3-91: 

(general model) 

(derive this) with 

D';VC;.IL = D':VC',l, = ak,CA, j(Cs)lPe (shrinking core model) 

to give the result 

Note that for the zcrwrder reaction, Eq. 4.3-6 is recovered. 
(c) Show that for the general rate r,,(C,,, Cs) a similar "penetration distance" derivation 

gives (rA,Y = (DeC,,~112(rA')'12. 

4.5 Trace through the details leading to Eq. 4.3-9 and thus find the result. 

4.6 Determine the various rate parameters in Ex. 4.3-1. 
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CATALYST 
DEACTIVATION 

5.1 Types of Catalyst Deactivation 
Catalysts frequently lose an important fraction of their activity while in operation. 
There are primarily three causes for deactivation: 

a. Structural changes in the catalyst itself. These changes may result from a 
migration of components under the influence of prolonged operation at high 
temperatures, for example, so that originally finely dispersed crystallites tend 
to grow in size. Or, important temperature fluctuations may cause stresses in 
the catalyst particle, which may then disintegrate into powder with a possible 
destruction of its fine structure. Refer to the comprehensive review of Butt [I] 
for further discussion of this topic. 

b. Essentially irreversible chemisorption of some impurity in the feed stream, 
which is termed poisoning. 

c. Deposition of carbonaceous residues from a reactant, product or some inter- 
mediate, which is termed coking. 

This chapter discusses the local (i.e., up to the particle size)effects of deactivation 
by poisoning and by coking. The effect on the reactor scale is dealt with in Chapter 
11. 

5.2 Kinetics of Catalyst Poisoning 

Metal catalysts are poisoned by a wide variety of compounds, as is evidenced by 
Fig. 5.2.a-1. The sensitivity of Pt-reforming catalysts and of Ni-steam reforming 
catalysts is well known. To protect the catalyst, "guard" reactors are installed in 
industrial operation. They contain Co-Mo-catalysts that transform the sulfur 



Poison content, gatoms of sulphur X 10' 

Figure 5.2.a-I Hydrogenation of crotonir acid on a Pt- 
catalyst. Catalyst activity (measured by rate coef- 
ficient k )  as a finclion ofpoison content. (After Maxted 
and E m  123.) 

compounds into easily removable components. Acid catalysts can be readily 
poisoned by basic compounds, as shown in Fig. 5.2.a-2. Poisoning by metals in the 
feed is also encountered. For example, in hydrofining petroleum residuum frac- 
tions, parts per million of iron-, nickel- and vanadium compounds in the feed 
suffice to completely deactivate the catalyst afier a few months of operation. A 
review paper by Maxted [2] is still useful for a basic introduction to this area. 

When an impurity in the feed is irreversibly chemisorbed on the catalyst, the 
latter acts very similarly to an adsorbent or an ion-exchange resin in an adsorption 
or ion-exchange process. The impurity naturally does not necessarily act like the 
reactants (or products) and could be deposited into the solid completely in- 
dependently of the main chemical reaction and have no effect on it. The latter 
situation would have no bearing on the kinetics. More often, however, the active 
sites for the main reaction are also active for the poison chemisorption, and the 
interactions need to be considered. Since the poison species is separate from the 
reactants or products, its chemisorption can be treated by the mathematical 
methods used in adsorption, ion-exchange, or chromatography. Several results 
based on various assumptions concerning the chemisorption, diffusion, and 
deactivation or poisoning effects on the main catalytic reaction will be described. 
Within the context of the assumptions, these results give a rational form for the 
function expressing the deactivation in the case of poisoning, and also valuable 
clues for possible functions to use for coking, about which less is known quanti- 
tatively. 
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Figure 5.Z.a-2 Cumene dealkylation (1) Quinoline ; 
(2) quinaldine; (3) pyrrole; (4) piperidine; (5) 
decyclamine; (6) aniline (ajier Mills et al. [3]). 

5.2.b Kinetics of Uniform Poisoning 

An early analysis by Wheeler [4] treated poisoning in an idealized pore, and 
can be generalized to a catalyst particle as shown in Chapter 3. Fundamental to his 
development, and the others of this section, is the assumption that the catalytic 
site that has adsorbed poison on it is completely inactive. If C,, is the concentration 
of sites covered with poison the fraction of sites remaining active, called the de- 
activation or activity function, is represented by 

This deactivation function is based on the presumed chemical events occurring on 
the active sites, and can be related to various chemisorption theories. The overall 
observed activity changes of a catalyst pellet can also be influenced by diffusional 
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effects, etc., but the deactivation function utilized here will refer only to the de- 
activation chemistry, to which these other effects can then be added. 

Since C,, is not normally measured, it must be expressed in terms of the poison 
concentration, Cp,  in the gas phase inside the catalyst. Wheeler used a linear relation 

that can be a reasonable approximation over an appreciable fraction of the total 
saturation level. Since the rate coefficient of the reaction, k,,, is proportional to the 
number of available active sites, its value at the poison level Cps is given by 

and the activity decreases linearly with the poison concentration. Consider now 
the case whereby diffusion limitations are felt in the pore and let the reaction be of 
first order. At the poison level C,, : 

T A P \  = v k r A  C A  (5.2.b-4) 

where. as usual 

Substituting k,, in Eqs. 5.2.b-5 and 5.2.b-6 by its value given by Eq. 5.2.b-3, so as to 
account for the effect of the poison, yields the rate in the form: 

The ratio of this rate to that a t  zero poison level, taken at identical C, values, can 
be written: 

Two limiting cases are of interest. For  virtually no diffusion limitations to the main 
reaction, 4' -, 0 and 
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so that this ratio is just the deactivation function as defined by Eq. 5.2.b-3. The 
opposite extreme of strong diffusion limitation, 4' -. GO, leads to a distorted 
version of the true deactivation function: 

Notice also that in this case r,/rAo decreases less rapidly with C,,, owing to a better 
utilization of the catalyst surface as the reaction is more poisoned. 

5.2.c Shell Progressive Poisoning 

A similar model that specifically considers the poison deposition in a catalyst 
pellet was presented by Olson [5] and Carberry and Gorring 163. Here the poison 
is assumed to deposit in the catalyst as a moving boundary of a poisoned shell 
surrounding an unpoisoned core, as in an adsorption situation. These types of 
models are also often used for noncatalytic heterogeneous reactions, which was 
discussed in detail in Chapter 4. The pseudo-steady-state assumption is made that 
the boundary moves rather slowly compared to the poison diffusion or reaction 
rates. Then, steady-state diffusion results can be used for the shell, and the total 
mass transfer resistance consists of the usual external interfacial, pore diffusion, 
and boundary chemical reaction steps in series. 

The mathematical statement of the rate of poison deposition is as follows: 

(external interfacial step) 

(steady diffusion through 
a spherical shell) 

= 4nrCZ k,, ap C p l  

(deposition rate at 
boundary) 

where R = radius of particle, rc = radius of unpoisoned core, C,, C,,', C,,' = 
bulk fluid, solid surface, core boundary concentrations of poison, C,,, = solid 
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concentration of poison at saturation, k,, = external interfacial mass transfer 
coefficient, k,, = core surface reaction rate coefficient for poison, Dep = effective 
pore diffusivity of poison, and o, = sorption distribution coefficient. The pellet 
average poison concentration can be denoted by (C,,),  and is related to the 
unpoisoned core radius by 

If the intermediate concentrations, Cp: and C,', are eliminated in the usual way 
from Eqs. 5.2.c-1 to 4, one obtains 

where the new dimensionless groups are: 

Shl, = k,pR/DeP = modified Sherwood number for poison 
Da = uPk,R/Dep = Damkohler number 
Ns = 3De~tre,C~.~eJR~~sCptrn 

t1 = t/trrf 

The reference time, tre, and concentration, C,.,,,, are chosen for a specific applica- 
tion (e.g., in a flow reactor, the mean residence time and feed concentration, 
respectively). Equation 5.2s-6 now permits a solution for the amount of poison, 
(CPI) /CPlmr  to be obtained as a function of the bulk concentration, C p ,  and the 
physicochemical parameters. In a packed bed tubular reactor, C ,  varies along the 
longitudinal direction, and so Eq. 5.206 would then be a partial differential 
equation coupled to the flowing fluid phase mass balance equation-these applica- 
tions will be considered in Part Two-Chapter 11. 

Equation 5.2.c-6 can easily be solved for the case of C p  = constant: 
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Figure 5.2.c-I Fraction of spherical catalyst poisoned versus 
dimensionless time. Da = a, (after Carberry and Gorring 
[61)- 

This is an implicit solution for (C,,)/C,,,, and is shown in Fig. 5.2.c-1. These 
results could be used to predict the poison deposition as a function of time and the 
physicochemical parameters. 

Now that the poison concentration is known. the effect on a chemical reaction 
occurring must be derived. Again, this is based on theassumption that the poisoned 
shell is completely inactive, and so, for a first-order reaction occurring only in the 
unpoisoned core of the catalyst, the following mathematical problem must be 
solved: 

where 

D:, = effective diffusivity of A in poisoned shell 
D,, = effective diffusivity of A in unpoisoned core 
k,, = rate coefficient for the main chemical reaction 
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The boundary conditions are 

~ C A ,  ~ C A ,  CAs = CAs and D,, - = D,, - r  = r, (5.2.c-lob) 
dr dr 

C,, = finite value r = O  (5.2.c-1 Oc) 

Note that these equations are again based on a pseudo-steady-state approximation 
such that the deactivation rate must be much slower than the diffusion or chemical 
reaction rates. These equations can be easily solved, as in Chapter 3, and the result 
substituted into the definition of the effectiveness factor, with the following results: 

the latter result being true for DeA = D,,, and so & = 4. Also, the dimensionless 
parameters are 

Sh'' = k,,R/D:, = modified Sherwood number for main reaction 

R 
) = = modulus 

R d. = Jm = modulus 
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Finally, the ratio of the rate at a poison level (C,,) to that at zero poison content, 
taken at identical CA-values is obtained from: 

where q(0) is the effectiveness factor for the unpoisoned catalyst, and can be found 
from Eq. 5.2.~-11 or 12 with (C,,) = 0. The limiting form of rA/rAo for 4 + 0 is 

~ A / ~ A O  = t3 = 1 - <Cpt)/Cpim 
This is just the deactivation function for the shell-progressive model. 

To summarize, Eq. 5.2.c-13 gives a theoretical expression for the ratio of rate with 
to that without poisoning in terms of the reaction physicochemical parameters and 
the amount of poison ((C,)/CPIm). The amount of poison, in turn, is found from 
Eq. 5.2.c-6 with the poisoning physicochemical parameters and the fluid phase 
bulk concentration, Cp, at a point in the reactor. It is the only such complete case 
at the present time, since all other treatments require at least some empirical 
formulas. 

The ratios of rates, rA/rAo, from Sections 5.2.b and c are illustrated in Fig. 
5.2.c-2. We see that the pore mouth poisoning model gives a very rapid decline, 
especially for strong diffusional limitations. Balder and Petersen [7] presented an 
interesting experimental technique where both the decrease in overall reaction 
rate and the centerline reactant concentration in a single particle are measured. 
The results of the above theories can be replotted as rA/rAo versus centerline con- 
centration by eliminating the (Cp,)/Cp,, algebraically. Thus, the poisoning 
phenomena can be studied without detailed knowledge of the poison concentra- 
tions. 

W. H. Ray [8] has considered the case with a nonisothermal particle, which 
could show instability in a certain narrow range of conditions. 

5.2.d Effect of Shell Progressive Poisoning on the Selectivity of 
Complex Reactions 

Further extensions of these catalyst poisoning models to complex reactions have 
been made by Sada and Wen [9]. The poison deposition was described as in Eq. 
5.2.c-7, but for very rapid poisoning, Da -r w, and the results were expressed in 
terms of the dimensionless position of the poison boundary, t = r,/R. Then, the 
profiles are: 

Cp t r  = P(i - (7 + &)(slab) Ns - 
CP, ref 

1 - t3 
= &l - 02(1  + 25) + - (sphere) (5.2.d-2) 

Sh', 
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Figure 5.21-2 rA/rAo in terms of amount of poison jor 
homogeneous (Eq. 5.2.6-10 and shell progressive (Eq. 
5.2.c-13 models. (Sh> -r ax) 

--- : uniform poisoning 
-: shell progressive 

1 :  4 = O;q(O) = 1 
2: 3; 0.67 
3: 10; 0.27 
4: 100; 0.03 

The three basic selectivity problems were then solved, for various cases of one or 
both reactions poisoned. We present only a brief selection of results here-see 
Sada and Wen [9] for further details. 

For independent parallel first-order reactions: 

I A - R  

B A S  
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The diffusion-reaction problem is: 

in the poisoned shell, 

DeA V2C;, = 0 

D,,V2C:, = k,C',, (reaction 2 not poisoned) 

= 0 (reaction 2 poisoned) 

and in the reactive core, 

DeAV2C,, = k ,  C,, = - D4 V2CR, 

DeBV 'CB, = - D e s V 2 C ~  

The boundary conditions at the poison boundary are 

C* = c;, VC& = PC: 

and these are used together with the usual ones for the external surface and center 
of the pellet. Note that the effective diffusivities have been assumed constant, and 
also equal in both the shell and core regions. The solutions of these equations are 
then used in the definition of selectivity, with the results: 

for an infinite slab and for only reaction 1 poisoned, and 

for both reactions poisoned. (Sada and Wen also present solutions for infinite 
cylinders and for spheres.) In Eq. 5.2.d-3,4 

An example of the results from Eq. 5.2.d-3 is shown in Fig. 5.2.d-1: 
From Eq. 5.2.d-3. for 4 -. 0 (and Sh' + oo) 
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k, k2 
Slab A - R .  8 - S  

Figure 5.2.d- I Selectivity as a function of Thiele modulus 
4, for independent reactions indicating two types of 
uarialions ( a  and b )  Cfrom Sada and Wen [9]). 

which shows that the selectivity is proportional to the unpoisoned fraction of the 
catalyst volume. Whether the selectivity curve has a maximum or not depends 
on the valuesof 5,4,and Jk , ,~ , , / k , ,  D,,. In the asymptoticregion, where 4 -+ c r ~  : 

Thus, again a square root change is the dominant factor, as discussed in Chapter 3, 
but there is an additional change caused by the catalyst poisoning. 

For consecutive first-order reactions: 
I 2 A - R - S  

The solutions of the appropriate diffusion-reaction equations are used to obtain 
the selectivity: 
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tanh cbt tanh(4,t;)cosh 4, 
E = 

4 
1 (5.2.d-6) 

tanh(4,C) - -2 tanh(9,t) - O 
42 

kl kz --- 
@ = -  'R DeA 

DeR sinh 4, 
CA & 

D e ~  

for only reaction 1 poisoned, and 

for both reactions poisoned. 
Finally, the case of parallel reactions was considered 

for both first-order reactions and the results were as follows: 

where 

d; sinh 4"(1 - t) 
E' = cosh 41(1 - {) + 

4 1 2  tanh 412r 

for only reaction 1 poisoned, and 

E' = 1 
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kt 4 4  DIA 
Slab d I = l  - = 4  -=- 

' k, ' 0.a D& = I 

c.4 -- - 1, CB= 1. Sh'-- 

L: poiuxling reaction 

0 0.2 0.4 0.6 0.8 1.0 

t 

Fgure 5.2.d-2 Selectivities in multiple reactions 
for three types ofpoisoning( from Soda and Wen 
191). 

for both reactions poisoned. In Eq. (5.2.d-9) 

2 4 , , = ~ J i G m z  
The results of Eq. 5.2.d-10 indicate the obvious result that when both first-order 
parallel reactions are equally poisoned, the selectivity is not affected. although the 
conversion would be. The more interestingcase of non-first-order parallel reactions 
would be. much more difficult to solve. Figure 5.2.d-2 illustrates the results for 
several types of poisoning situations: 

Many other combinations are also possible, but the method of analyzing these 
problems should now be clear. 

5.3 Kinetics of Catalyst Deactivation by Coking 

5.3.a Introduction 

Many petroleum refining and petrochemical processes, such as the catalytic 
cracking of gas oil, catalytic reforming of naphtha, and dehydrogenation of ethyl- 
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Coke om catalyct wt % 

Figure 5.3.a-l Coke formation in catalytic cracking 
and hydrocarbon basicity(jiom Appleby, et al. [lo]). 

benzeneand butenehydrofiningare accompanied by the formation ofcarbonaceous 
deposits, which are strongly adsorbed on the surface, somehow blocking the active 
sites. Appleby, Gibson, and Good [lo] made a detailed study of the coking ten- 
dency of various aromatic feeds on sitica-alumina catalysts. Figure 5.3.a-1 shows 
some of their results. Olefins can also readily polymerize to form coke. This "coke" 
causes a decrease in activity of the catalyst, which is reflected in a dropofconversion 
to the product(s) of interest. To maintain the production rates within the desired 
limits, thecatalyst has to be regenerated, intermittently or,preferably,continuously. 
Around 1940, entirely new techniques, such as fluidized or moving bed operation, 
weredeveloped for the purpose ofcontinuous catalyst regeneration. In what follows 
the effect or coking on the rates of reaction is expressed quantitatively. Generally, 
only empirical correlations have been used for this purpose. What is needed, 
however, for a rational design, accounting for the effect of the coking on the reactor 
behavior, is a quantitative formulation of the rateofcoke deposition. Such a kinetic 
equation is by no means easy to develop. 
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The empirical Voorhies correlation for coking in the catalytic cracking of gas oil 
c111 

C,  = At" with 0.5 < n < 1 

has been widely accepted and generalized beyond the scope of the original contri- 
bution. Yet, such an equation completely ignores the origin of the coke. Obviously, 
coke is formed from the reaction mixture itself, so that it must result in some way 
or other from the reactants, the products or some intermediates. Therefore, the 
rate of coking must depend on the composition of the reaction mixture, the tem- 
perature, and the catalyst activity and it is not justified to treat its rate of formation 
separately from that of the main reaction. Froment and Bischoff were the first to 
relate these factors quantitatively to the rate of coking and to draw the conclusions 
from it as far as kinetics and reactor behavior are concerned [12, 131. They 
considered the coke to be formed either by a reaction path parallel to the main 
reaction 

A - R  

\ 
intermediates 

\ 
C 

or by a reaction path consecutive to the main: 

A - R - intermediates - C 

Actually, this can be generalized in case one deals with a main reaction that con- 
sists of a sequence of steps itself. Consider the isomerization of n-pentane on a 
dual function catalyst: 

Hosten and Froment showed [I41 that the ratedetermining step for this reaction 
carried out on a catalyst with a high platinum content is the adsorption of n- 
pentene. In this case, any carbon formation starting from a component situated 
in this scheme before the ratedetermining step would give rise to a characteristic 
behavior analogous with the parallel scheme given above, even if this component 
is not the feed component itself. In the example discussed here De Pauw and 
Froment 1151 showed this component to be n-pentene. Any coking originating 
from a component situated in the reaction sequence after the rate determining 
step could be considered to occur according to the consecutive scheme given above, 
as if the coke were formed from the reaction product. Indeed, in this case all the 
components formed after the rate-determining step are in quasi-equilibrium with 
the final product. 
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5.3.b Kinetics of Coking 

Consider a simple reaction A p B with the conversion of adsorbed A into adsorbed 
B on a single site as the ratedetermining step. The steps may be written: 

A + /  - A1 withCA,=KAC,C, (5.3.b- 1) 

A1 - Bi (5.3.b-2) 

Bl ,- B + l  withCBl=KBCBCI (5.3.b-3) 

and since Eq. 5.3.b-2 is the ratedetermining step: 

rA = k,, CAl - - ( 2) 

Suppose now some component that will ultimately lead to coke is also adsorbed 
and competes for active sites: 

C + l  ,- Cl (5.3.b-5) 

so that 

C, = CI + CAI + CBI + CCI (5.3.b-6) 

CAI and CBl may be eliminated from Eq. 5.3.b-6 by means of Eq. 5.3.b-1 and Eq. 
5.3.b-3, but not C,,. This coke precursor is generally strongly adsorbed and not 
found in the gas phase, so that Ccl cannot be referred to a measurable quantity in 
the gas phase. Then there are two possibilities, starting from Eq. 5.3.b-6 to eliminate 
Cl from Eq. 5.3.b-4. The first is to write Eq. 5.3.b-6 as follows: 

where CAI and C,, were eliminated by means of Eq. 5.3.b-1 and Eq. 5.3.b-3. Eq. 
5.3.b-4 now becomes 

Since neither C,, or C, can be measured, some empirical correlation for Cc JC, has 
to be substituted into Eq. 5.3.b-7 to express the decline of r, in terms of the deactiva- 
tion. The ratio Cc JC, could be replaced by some function of a measurable quantity, 
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(e.g., coke) or of less direct factors such as the ratio of total amount of A fed to the 
amount of catalyst or even process time. 

The second possibility is to write Eq. 5.3.b-6 as 

Substitution of C, into Eq. 5.3.b-4 leads to: 

where 0, = (C, - Cc,)/C, is the fraction of active sites remaining active. In what 
follows it will be called the deactivation function. Now k,C,@, can be written as 
k = kOOA.  In the absence of information on the coverage of active sites by coke 
there is no other possibility than to relate 4, empirically to the deactivation. The 
most direct measure of C,, and therefore of @, is the coke content of the catalyst: 
@, = f(CJ On the basis of experimental observations, Froment and Bischofi 
[12,13] proposed the following forms: 

The first approach, leading to Eq. 5.3.b-7, was followed in the early work of 
Johanson and Watson [16] and Rudershausen and Watson [17]. In theterminology 
of Szepe and Levenspiel [18], Eq. 5.3.b-7 would correspond to a deactivation that 
is not separable, but Eq. 5.3.b-9 to a separable rate equation. 

Equation 5.3.b-5 does not account for the origin of the fouling component. 
Yet, as previously mentioned, this is an absolute requirement if a rate equation 
for the deactivation, in other words for the coking, is to be developed. Let the coke 
precursor be formed by a reaction parallel to the main reaction: 

The coke precursor is an irreversibly adsorbed component whose rate of formation 
is the rate-determining step in the sequence ultimately leading to coke. Then its 
rate of formation is given by 

Expressing its concentration in terms of coke, which is how it is ultimately deter- 
mined, and introducing Eq. 5.3.b-1 leads to: 
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and, from Eq. 5.3.b-8 

with @( = (C, - Cc,)/C,. 
Note that even when only one and the same type of active site is involved in 

the main and coking reaction the deactivation function need not necessarily be 
identical. Different Oe would result if the ratedetermining step in the coking se- 
quence would involve a number of active sites different from that in the main 
reaction or if the coking sequence would comprise more than one ratedetermining 
step. If the coking would occur exclusively on completely different sites it would 
only deactivate itself, of course. An example of a complex reaction with more than 
one deactivation function will be discussed later. A unique deactivation function 
for both the main and the coking side reactions was experimentally observed by 
Dumez and Froment [19] in butene dehydrogenation. 

If the coke precursor would be formed from a reaction product (i.e., by a con- 
secutive reaction scheme) 

its rate of formation could be written 

Equations 5.3.b-9 and 5.3.b-11 or 5.3.b-12 form a set of simultaneous equations 
that clearly shows that the coking of the catalyst not only depends on the mechan- 
ism of coking, but also on the composition of the reaction mixture. Consequently, 
even under isothermal conditions, the coke is not uniformly deposited in a reactor 
or inside a catalyst particle whenever there are gradients in concentration of 
reactants and products. This important conclusion will be quantitatively developed 
in a later section. 

The approach followed in deactivation studies is often different from the one 
outlined here. The starting point of the divergence is the empirical expression for 
@=, also called "activity." The above approach sets =I(C,), whereas the alter- 
nate approach sets @ = f(t). The expressions shown in Table 5.3.b-1 were used 
to relate @, through the ratio of rates or rate coefficients of the main reaction, 
to time (see Szepe and Levenspiel 1181 and Wojchiechowski 1201). 

The right-hand side gives the corresponding rates of change of the activity and 
defines a so-called order of deactivation, from which it has been attempted to get 
some insight into the mechanism ofdeactivation-an attempt doomed to fail if not 
coupled with direct information on the deactivatingagent itself. 
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Table 5.3.b-I Activity functions for 
catalyst deactivation. 

At first sight, using @ = f ( t )  instead of @c = f (C,) presents definite advantages. 
An equation like 

which has to be compared with Eq. 5.3.b-9. expresses r, directly in terms of time 
and therefore suffices in itself to predict the deactivation at any process time, 
whereas the approach that bases Ot on the coke content of the catalyst leads to 
an equation for r ,  containing the coke content, not time. Consequently, the latter 
approach requires an additional rate equation for the coke formation to introduce 
process time. Furthermore, the deactivation function with respect to time is 
definitely easier to arrive at than theone with respect to coke. However, using the 
deactivation function with respect to time is far more restricted and it presents 
several drawbacks. 

First, it follows from the definition of 4, and Eq. 5.3.b-11 that 

so that 

It is obvious that 4, cannot be a simple function of time, of the type shown in 
Table 5.3.b-1, except if the coke formation does not depend on the concentrations 
of the reacting species. Also, in 4 = f (a, t) the "constant" a is really a function of 
the operating conditions determining the coke deposition, so that the application 
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of 0 = f (r) is strictly limited to the conditions prevailing during its determination. 
With the other approach a is a true constant related to the deactivating event itself, 
since the effect of the operating variables on the deactivation is explicitly accounted 
for through the coking rate equation. 

Furthermore, when the coke itself is not determined, only one deactivation 
function can be derived, from the decay with time of the main reaction. The model 
may then be biased. There is more, however. Since 0 = f ( t )  does not contain 
the coke content, which is related to the local concentration of the reacting species, 
it predicts a deactivation independent of concentration; that is, the approach 
predicts a uniform deactivation in a pellet or a tubular reactor (e.g., for isothermal 
conditions at least). In reality, nonuniformity in deactivation, because of coke 
profiles, does occur in pellets (or tubular reactors), as will be shown in the next 
section. The consequences of neglecting coke profiles in kinetic studies, in catalyst 
regeneration, or in design calculations may be serious (see Froment and Bischoff 
C12, 131). 

5.3.c Influence of Coking on the Selectivity 

Coking may alter the selectivity when the different reactions have different de- 
activation functions (see Froment and Bischoff [13] and Weekman [21, 22, 231). 
Weekman and Nace [24] represented the catalytic cracking of gasoil ( A )  into 
gasoline (Q),  dry gas and coke (S) by the following equations: 

A - Q  

\ /  S 

(Recall Ex.1.4.2.) With rate equations of the power law type, the rates of reaction 
were written as 

r ,  = k10@,yA2 

( r ,  in kg gas oil/kg total. hr) 

where 4 = e-". The selectivity for gasoline may be written: 

and this relation is readily integrated to yield y, = f (y , ,  t). Figure 5.3.c-1 shows 
experimental results of Weekman and Nace [24] from which it follows that the 
instantaneous gasoline yield is not affected by process time (i.e., by the coke content 
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Wt fraction converted 

Figure 5.3.c-1 Catalyric cracking of gasoil. Instan- 
taneous gasoline yield curve (from Weekman and 
Nace 124)). 

of the catalyst). It may be concluded from this that @, = @, = a,. When samples 
are collected over a certain time at theexit of a fixed bed reactor, the time averaged 
yield will be different from the instantaneous, because the total conversion does 
vary with time. 

In their study of n-pentane isomerization on a Pt/AI,O, catalyst, to be discussed 
in more detail later, De Pauw and Froment [IS] found the main reaction to be 
accompanied by hydrocracking and coking. The latter two reactions were shown 
to occur on sites different from those involved in the main reaction. The three 
rates decayed through coking, but at different rates, so that the selectivity varied 
with time as shown in Fig. 5.3.c-2. 

5.3.d Coking Inside a Catalyst Particle 

In the preceding sections, (5.3.b,c) no attention was given to situations where the 
reaction components encounter important transport resistances inside the catalyst 
particle. In Chapter 3 it was shown how concentration gradients then build up in 
the particle, even when the latter is isothermal. In the steady statea feed component 
A then has a descending concentration profile from the surface towards the center 
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Figure 5.3.c-2 Isomerization of n-pentane on dual function catalyst. 
Isomerization selectivity as a function of coke-content. 

and a reaction product R an ascending profile. In such a case it is intuitively clear 
that the coke will not be uniformly deposited in the particle, but according to a 
profile, depending on the mechanism of coke formation. 

Masamune and Smith [25] applied the approach used by Froment and BischofT 
[I23 to  the situation discussed here. If the rate of coke formation is small compared 
to the rate of the main reaction, a pseudo steady state may be assumed and the 
following continuity equations for A and the coke may be written, provided the 
reaction is irreversible and of the first order and the particle is isothermal: 

for A : D,,V,'C, - OA rAop, = 0 

for coking by a parallel mechanism: 

for coking by a consecutive mechanism: 
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In Eq. 5.3.d-1 it has again been assumed, in accordance with the pseudo-steady- 
state hypothesis, that the amount of A involved in the coking reaction is small. 
Also, the effective diffusivity is presumed to be unaffected by the coke formation. 
QC is the deactivation function, assumed to be described by 

where Cc is the instantaneous and local coke content and (C,), the value cor- 
responding to complete deactivation. Masamune and Smith numerically integrated 
Equations 5.3.d-1 and 5.3.d-2 or 5.3.d-3. It was found that with a parallel coking 
mechanism the coke is deposited according to a descending profile in the particle, 
whereas with consecutive coke formation the coke profile in the particle is 
ascending and maximum in the center of the particle. When the diffusivity of the 
reactants is decreased by the coke deposition, as was verified experimentally by 
Suga, Morita, Kunugita, and Otake [26] the coke profile would tend to flatten 
out, however. Also see Butt [37]. 

Murakami et al. [27] considered very rapid coking so that Eq. 5.3.d-1 had to be 
completed with an additional term for the coke formation. The pseudo-sready- 
state approach used above is then no longer valid. With strong diffusion control 
of the main reaction, both the A and R profiles in the particle are decreasing toward 
the center during the early part of the transient period. During this period, there- 
fore, the coke profile will be descending toward the center, no matter what the 
coking mechanism is. In practical situations, however, this early transient period 
would be brief with respect to the process length and the situation studied by 
Masamune and Smith [25] would be found. If this were not the case, the catalyst 
could not be considered as interesting for industrial use. 

Example 5.3.d-l Coking in the Dehydrogenation of I-Butene into 
Butadiene on a Chromia-Alumina Catalyst 

(See Dumez and Froment [19].) In the catalytic dehydrogenation of 1-butene 
into butadiene, which will be described in detail in a later example, coke is observed 
to be formed from both butene and butadiene, while hydrogen depresses its 
formation. Figure 1 shows the partial pressure profiles for zero coking and for 
0.25 hr, respectively, and the coke profile after 0.25 hr inside the catalyst particle. 
The solid lines correspond to the results obtained by numerical integration using 
a Runge-Kutta-Gill routine. The circles represent the partial pressures calculated 
by means of the collocation method, with constant effective diffusivities (see 
Villadsen [28]). The rather uniform coke distribution is a result from the parallel- 
consecutive nature of the coke formation, combined with the inhibiting effect of 
hydrogen. 
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Figure I Butene dehydrogenation. Partial pressure and coke profiles inside a 
cata[yst particle. Parallel-consecutive coking mechanism and inhibition by 
hydrogen. 



5.3.e Determination of the Kinetics of Processes Subject lo Coking 

The preceding has shown that with processes deactivated by coke deposition the 
kinetic study should not be limited to the main reaction(s), but also include an 
investigationof the rate of coke deposition. The kinetic study of themain reaction is 
in itself seriously complicated by the deactivation, however. Generally, the data 
are extrapolated to zero process time, when no carbon has been yet deposited. 
This procedure can be hazardous with very fast coking, of course. In their study of 
butene dehydrogenation Dumez and Froment [19] were able to take samples of 
stabilized operation of the fixed bed reactor after two minutes, whereas the total 
process time lasted about 30 min. In some cases, uncoupling of the main and 
coking side reactions is possible. When the isomerization of n-pentane is carried 
out under high hydrogen partial pressure, the coking rate is negligible, so that the 
kinetics of the main reaction can be conveniently studied (see De Pauw and 
Froment [IS]). The coking kinetics are subsequently obtained from experiments 
at low hydrogen partial pressure, making use of the known kinetics of the main 
reaction. 

Levenspiel 1291 has presented a conceptual discussion of the derivation of rate 
equations for deactivation from experiments in appropriate equipment. Weekman 
1231 has also rated various types ~f laboratory equipment for its adequacy for 
coking studies. The most useful equipment for coking rate studies is undoubtedly 
the microbalance used by Takeuchi et al. [30] in the dehydrogenation of isobutene 
for which they derived a hyperbolic deactivation function (O, = 1/(1 + aC,), by 
Ozawa and Bischoff [31] in their investigation of coking associated with ethylene 
cracking/hydrogenation, by De Pauw and Froment [IS] and by Dumez and 
Froment 1191 among others. 

Hegedus and Petersen 132,331 used a single pellet reactor in the hydrogenation 
of cyclopropane on a Pt-AI,O, catalyst. They showed how a plot of the ratio 
of the main reaction rate at any time to that at zero time versus the normalized 
center-plane concentration of A permits discriminating between coking mechan- 
isms-called self-poisoning mechanisms. The success of this method is strongly 
dependent on the accuracy with which the center plane concentration can be 
measured-Thiele moduli in the range one to five are required. 

When butene is dehydrogenated around 600°C on a chromia-alumina catalyst 
(see Dumez and Froment [19]), coke is found to be formed from both butene and 
butadiene. The rates of coking from both components were studied on a micro- 
balance, which is in fact a differential reactor. For both coking reactions the de- 
activation function aC was found to be an exponential function of the coke content 
of the catalyst, @< = exp(-aC,) and a was identical for both coking reactions. 
The coking was found to be slowed down by hydrogen availability. The de- 
activation function of the main reaction was also studied on the electrobalance, 
by combining the weight variation of the catalyst and conversion measurements. 
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The same deactivation function was derived, with identical a, indicating that the 
main and the coking reactions occur on the same type of sites. 

The kinetics of the main reaction were studied in aclassical differential reactor, 
on the basis of conversions extrapolated to zero time. Since the rate of the main 
reaction was diffusion controlled, several catalyst sizes had to be investigated. 
The conversion and coke profiles in a catalyst particle of industrial size were 
shown already in Fig. 1, Ex. 53x1-1. 

There are a few recent examples of kinetic studies of deactivating systems in 
fixed bed reactors. Campbell and Wojciechowski [34] and Pachovsky et al. 1353 
extensively investigated the catalytic cracking of gas oil into gasoline, associated 
dry gas and coke on the basis of a triangular mechanism related to that proposed 
by Weekman, et al. and mentioned in Sec. 5.3.c. The model contained six param- 
eters that were determined by nonlinear regression. As previously mentioned, De 
Pauw and Froment [15] studied the isomerization of pentane on a platinum- 
reforming catalyst under cokingconditions in a tubular fixed bed reactor. The way 
in which they derived the kinetics of the main reactions and of the coking side 
reactions from these experiments is explained in detaii in Chapter 11. 

Exantple 53.e-I Dehydrogenation of I-Bufene into Butadiene 
Dumez and Froment [I93 studied the dehydrogenation of 1-butene into butadiene 
in the temperature range 480 to 630°C on a chromia-alumina catalyst containing 
20 wt % Cr,O, and having a surface area of 57 m2/g. The investigation concerned 
the kinetics of both the main reaction and of the coking. 

The kinetics of the main reaction were determined in a differential reactor. 
The rates in the absence of coke deposition, rHO, were obtained by extrapolation to 
zero time. Accurate extrapolation was possible: the reactor was stabilized in less 
than two minutes after introduction of the butene, whereas the measurements of 
the rates r ,  extended to on stream times of more than 30 minutes. 

Fifteen possible rate equations of the Hougen-Watson type were derived from 
various dehydrogenation schemes and ratedetermining steps. The discrimination 
between these models was achieved by means of sequentially designed experiments, 
according to the method outlined in Chapter 2. At 52SoC, for example, 14 experi- 
ments, 7 of which were preliminary, sufficed for the discrimination. The following 
rate equation, corresponding to molecular dehydrogenation and surface reaction 
on dual sites as a ratedetermining step, was retained: 

where K ,  , KH , and K,and p,, pH, and p, are adsorption equilibrium constants 
and partial pressures of butene, hydrogen, and butadiene, respectively. 
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The kinetics of the coking and the deactivation functions for coking were deter- 
mined by means of a microbalance. The catalyst was placed in a stainless steel 
basket suspended at one balance arm. The temperature was measured in two 
positions by thermocouples placed just below the basket and between the basket 
and the quartz tube surrounding it. The temperature in the coking experiments 
ranged from 480 to 630°C, the butene pressure from 0.02 to 0.25 atm, the butadiene 
pressure from 0.02 to 0.15 atm. Individual components as well as mixtures of 
butene and butadiene, butene and hydrogen, and butadiene and hydrogen were 
fed. The hydrogen pressure range was 0 to 0.15 atm. Coke deposition on the 
basket itself was always negligible. 

The deactivation function for coking was determined from the experimental 
coke versus time curves as described below. Coke was shown to be deposited from 
both butene and butadiene, while hydrogen exerted an inhibiting effect. An 
example of the coke content of the catalyst as a function of time is given in Fig. 1. 
Since the microbalance is a differential reactor, operating at point values of the 
partial pressures and the temperature, the decrease in the rate of coking observed 
with increasing coke content reflects the deactivating effect..of coke. The rate 
equation for coke formation therefore has to include a deactivation function, 
multiplying the rate in the absence of coke: 

rcO is the initial coking rate, a function of the partial pressures and temperature 
that reduces to a constant for a given experiment in the microbalance. Several 

a Experimental points - Calculated profile 

Figure I Butene dehydrogenation. Coke content of catalyst as 
a function of time.in thermobaiance experiment. 
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expressions were tried for a<: 

Note that the deactivation function is expressed in terms of the coke content of 
the catalyst, not in terms of time as has been done frequently; indeed, time is not 
the true variable for the deactivation, as discussed earlier. Substitution of the 
deactivation function into Eq. (b) and integration with respect to time yields, 
respectively, 

a and rcO were determined by fitting of the experimental data by means of a least 
squares criterion. 

For the majority of the 50 experiments @, = exp( - aC,) turned out to give the 
best fit. An explanation based on a pore blocking mechanism has been attempted 
(Beeckman and Froment, to be published). The parameter a was found to be 
identical for coking from either butene or butadiene and independent of the 
operating variables, as was concluded from the partial correlation coefficients be- 
tween a and T, p,, p,, and p,, respectively, and the t-test values for the zero 
hypothesis for the partial correlation coefficient. 

The determination of the complete rate equation for coke deposition required 
the simultaneous treatment of all experiments, so that p,, p H ,  p,, and Twere varied. 
The exponential deactivation function was substituted into the rate equation for 
coking. After integration of the latter, the parameters were determined by mini- 
mization of: 
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where n is the total number ofexperiments. Several rate equations, either empirical 
or based on the Hougen-Watson concept were tested. The best global fit was 
obtained with the following equation: 

with kc; = A,,' exp(- EcE/RT) 

and Kc, independent of temperature. The integrated equation used in theobjective 
function (d) was: 

The deactivation function for the dehydrogenation was also determined by 
means of the microbalance, by measuring simultaneously the coke content and the 
composition of the exit gases as functions of time. To eliminate the effect of by- 
passing, the conversions were all referred to the first value measured. Figure 2 
shows the relation r,/rHo = @, versus the coke content, easily derived from the 
measurements rH/rHa = a, versus time and coke content versus time. Although 
there is a certain spread of the data, no systematic trend with respect to the tem- 
perature or the partial pressures could be detected. The temperature ranged from 
520 to 616OC, the butene pressure from 0.036 to 0.16 atm. Again, the best fit was 
obtained with an exponential function: 0, = exp(-aC,). A value of 32.12 was 
determined for a. The agreement with the value found for the deactivation param- 
eter lor the twocokingreactions is remarkable (compare Eq. i). It may be concluded 
that the main reaction and the coking reactions occur on the same sites. 

The set of rate equations may now be written: 
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o Experimental ----- exp(-oC, 1 
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- 

- 

Figure 2 Butene dehydrogenation. Deactication fwrction 
for the main reaction, mH. versus rime. 

Problems 

5.1 For shell progressive poisoning, the "shrinking core" model of Chapter 4 was utilized to 
derive the time rate of change of poison deposition, Eq. 5.2~-6; complete the steps leading 
to thls result. 

5.2 TheefTect on the reaction rate for shell progressive poisoning is based on Eqs. 5.2.c-8.9, and 
10. Use these to derive the effectiveness factor relation, Eq. 5.2.c-11. 

5.3 The amount of poison deposited is given as a function of the dimensionless process time 
by Fig. 5.2.c-1. Also, the deactivation function for given poison levels is in Fig. 5.2.c-2. 
Combine these in a figure for the deactivation function as a function of dimensionless 
time for the shell progressive mechanism. 

5.4 Derive Eqs. 5.2.d-5 and 7 for poisoning effects with consecutive reactions. 

5.5 Derive Eqs. 5.2.d-8 and 9 for poisoning effects with parallel reactions. 
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r/R r/R - Cumulattve - - Differential - 
0) fb) 

Figure i Measurement ofcarbon profiles. (a)  E.xperimenfa1 data. (b)  Calculated 
profie. Parallel fouling mechanism Ui-om Richardson [36]).  

5.6 Coke profiles in catalyst pellets have been measured by Richardson [36], as shown in 
Figure 1. Use these to determine the parameters in an appropriate deactivation model: 
(a) Which coking mechanism prevailed? 
(b) Utilizing reasonable assumptions, which should be stated, complete the analysis with 

a deactivation model. 
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GAS-LIQUID 
REACTIONS 

6.1 Introduction 
There are many examples of reactions between gases and liquids in industry. 
They belong to two categories. The first category groups the gas purification 
processes like removal of CO, from synthesis gas by means of aqueous solutions 
of hot potassium carbonate or ethanolamines, or the removal of H,S and CO, 
from hydrocarbon cracking gas by means of ethanolamines or sodium hydroxyde. 
The second category groups the production processes like the reaction between a 
gaseous CO, stream and an aqueous ammonia solution to give ammonium 
carbonate, air oxidation of acetaldehyde and higher aldehydes to give the corre- 
sponding acids, oxidation of cyclohexane to give adipic acid-one of the steps of 
nylon 66 synthesis. Other production processes are chlorination of benzene and 
other hydrocarbons, absorption of NO, in water to give nitric acid, absorption 
of SO3 in H,SO, to give oleum, air oxidation of cumene to cumenehydro- 
peroxide-one of the steps of the Hercules-Distillers phenol-processes. 

These processes are carried out in a variety of equipment ranging from a bub- 
bling absorber to a packed tower or plate column. The design of the adsorber 
itself requires models characterizing the operation of the process equipment and 
this is discussed in Chapter 14. The present chapter is concerned only with the rate 
of reaction between a component of agas and acomponent of a liquid-it considers 
only a point in the reactor where the partial pressure of the reactant A in the gas 
phase is p, and the concentration of A in the liquid is C,, that of B, C,. Setting 
up rate equations for such a heterogeneous reaction will again require considera- 
tion of mass and eventually heat transfer rates in addition to the true chemical 
kinetics. Therefore we first discuss models for transport from a gas to a liquid 
phase. 

6.2 Models for Transfer at  a Gas-Liquid Interface 
Several models have been proposed to describe the phenomena occurring when a 
gas phase is brought into contact with a liquid phase. The model that has been 
used most so far is the two-film theory proposed by Whitman [I ]  and by Lewis 



Gas 

Figure 6.2-1 Two-fim concept for mass transfer be- 
tween a gas and ~. / iquid.  

and Whitman [2]. In this theory a stagnant layer is supposed to exist in both 
phases along the interface. In the gas phase the component A experiences a re- 
sistance to its transfer to  the interface which is entirely concentrated in the film. 
At the interface itself there is no resistance so that Henry's law is satisfied: 

where H has the dimension [m3atm/kmol]. 
The resistance to transfer of A from the interface to the bulk liquid is supposed 

to be entirely located in the liquid film. Beyond that film the turbulence is sufficient 
to eliminate concentration gradients. This concept is illustrated in Fig. 6.2-1. 

The two-film theory originated from the picture adopted for heat transfer 
between a fluid and a solid surface along which the fluid is flowing in turbulent 
motion. In that case also it is assumed that at each point along the surface heat is 
transferred from the fluid to the solid through a laminar boundary layer only by 
conduction. The entire temperature gradient is limited to this film, since the 
turbulence is sufficient to eliminate any gradient outside the film. Applying 
Fourier's law to the conduction through the film in the direction perpendicular 
to  the flow leads to 

where y, is the liquid film thickness for heat transfer, 1 the conductivity: and T, 
and T, the bulk and surface temperature, respectively. Since the film thickness is 
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not measurable, a convection heat transfer coefficient a is introduced: 

The same concept has been applied to mass transfer in the gas and liquid phase, 
for which one can write, in the absence of reaction: 

Again the absence of information on both yG and yL leads to the introduction of 
mass transfer coefficients for the gas and liquid phase, k,  and k,, respectively, 

DAG kc =- DAL and k ,  = - 
YG Y L  

The two-film theory is an essentially steady-state theory. It assumes that the 
steady-state profiles corresponding to the given p,  and C, are instantaneously 
realized. This requires that the capacity of the films be negligible. The two-film 
theory certainly lacks reality in postulating the existence of films near the interface 
between the gas and liquid, yet it contains the essential features of the phenom- 
enon, that is, the dissolution and the diffusion of the gas, prior to transfer to the 
turbulent bulk of the liquid. Nevertheless the theory has enabled consistent cor- 
relation of data obtained in equipment in which the postulates are hard to accept 
completely. 

These considerations have led to other models, called "penetration" or "surface 
renewal" models. In these models the surface at any point is considered to con- 
sist of a mosaic of elements with different ages at the surface. An element remains 
at the surface for a certain time and is exposed to the gas. The element has a volume 
capacity for mass, is quiescent during its stay at the surface, and is infinitely deep 
according to some investigators, limited to a certain depth according to others. 
While at the surface each of the elements is absorbing at a different rate, depending 
on its age, and therefore also on the concentration profile that has been established. 
After a certain time of exposure the element is replaced by an element coming from 
the bulk of the liquid. The mechanism of this replacement is not relevant at this 
point: it may be due to turbulence or to the flow characteristics in the equipment; 
for example, think of a packed bed absorber in which the liquid may flow over 
the particles in laminar flow but is mixed at contact points between particles and 
in voids, bringing fresh, unexposed elements to the liquid surface. The surface 
renewal models, in dropping the zero capacity restriction on the film, have to 
consider the establishment of the profiles with the age of the element at the surface. 
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Consequently, they are essentially nonsteady state in nature. Furthermore, they 
have to assume an age distribution function for the elements of the surface, Y(t). 
The average rate of absorption of the surface at the point considered is then: 

where N,(t) is the rate of absorption in an element of the mosaic constituting the 
surface having an age t .  

The models discussed above will now be applied to the situation of transfer 
accompanied by reaction. We first use the two-film theory, then the surface re- 
newal theory. The literature on the subject is overwhelming, and no attempt is 
made to be complete. Instead, the general concepts are synthesized and illustrated. 
More extensive coverage can be found in several textbooks more oriented toward 
gas absorption [39,40,41,42,43]. 

6.3 Two-Film Theory 

6.3.a Single Irreversible Reaction with General Kinetics 

First consider the case of a chemical reaction that is very slow with respect to the 
mass transfer, so that the amount of A that reacts during its transfer through the 
liquid film is negligible. The rate of transfer of A from the liquid interface to the 
bulk may then be written: 

where A, represents the interfacial area per liquid volume (mi2/mL3) while the 
reaction then occurs completely in the bulk at a rate r,  = rA(CAI, CBb). When the 
two phenomena are purely in series, as assumed here, the resistances may be added, 
as was shown in Chapter 3 for the simple example of a reaction between a gas and 
a nonporous solid, to yield the resistance or the rate coefficient for the overall 
phenomenon. As mentioned previously, in this chapter we only consider a "point" 
in a reactor, for instance, a volume dV at a certain height in a packed column, 
with uniform concentrations in a cross section. To arrive at C,, and C ,  at that 
point in the reactor requires consideration of the complete reactor with its typical 
flow pattern and type of operation. This problem is discussed in Chapter 14. 

When the rate of reaction cannot be neglected with respect to the mass transfer, 
the amount reacted in the film has to be accounted for in an explicit way. Let A 
be the component of the gas phase reacting with a non-volatile component B in 
the liquid phase and let the film be isothermal. The reaction considered is: 
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and is confined to the liquid phase. Consider only the liquid phase first. Since 
concentration gradients are limited to the film, a mass balance on A in a slice of 
thickness dy and unit cross section in the liquid film is set up (Fig. 6.2-1). Since 
the two-film theory implies steady state, the balance may be written 

and, of course, 

where 

r~ = /(CAI CB ; 
and with BC: 

y = 0 CA = CAi C, = CBi (6.3.a-3) 

where C,, is the bulk concentration of unreacted species. 
The bulk concentrations must be determined from an equation for the mass 

flux through the film-bulk boundary: 

net amount of A transported 
into corresponding 

A,NA I,=,, = (1 - A,yL)rA, + 
various mechanisms-for 
example, flow 

The last term of Eq. 6.3.a-5 arises from the fact that the element of bulk fluid 
considered here is not isolated from its surroundings. When C,, is not zero, A is 
transported through liquid flow and diffusion mechanisms into and out of the 
element, as is discussed in detail in Chapter 14 on gas-liquid reactors. Some past 
work has ignored this term, presumably to obtain general results relating CAb 
to the reactor conditions at  the given point but thereby introducing important 
errors in C,,. For very rapid reactions, for which C, attains the bulk value (e.g., 
zero or an equilibrium value C,,, for a reversible reaction) at y yL, Eq. 6.3.a-4 
does not apply, of course. A different approach is given later for this situation. 

Integrating Eq. 6.3.a-1 or Eq. 6.3.a-2 with the given boundary conditions and 
rate equation leads to the concentration profiles of A and B in the liquid film. 
The rate of the overall phenomenon, as seen from the interface, then follows from 
the application of Fick's law: 
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In general, Eq. 6.3a-1 cannot be integrated analytically. This is only feasible for 
some special cases of rate equations. We limit ourselves first to those cases in 
order to illustrate the specific features of gas-liquid reactions. 

6.3.b First-Order and Pseudo-First-Order Irreversible Reaction 

In this case Eq. 6.3.a-1 becomes 

where k = ak'C, for a pseudo-first-order reaction. The integral of Eq. 6.3.b-1 
may be written as 

Y V C ,  = A ,  cosh y - + A ,  sinh y I- 
YL YL 

where 

since k ,  = D,/yL. g is sometimes called the Hatta number and is very similar to 
the modulus used in the effectiveness factor approach of Chapter 3. Accounting 
for the BC Eq. 6.3.a-3 and Eq. 6.3.a-4 permits the determination of the integration 
constants A ,  and A , .  The solution is 

c, = Y L  (6.3.b-2) 
sinh y 

from which it is found, applying Eq. 6.3.a-6, that 

yD, CAi cosh y - C,, 
NA1l=O = - 

yL sinh y 

This equation is easily rewritten into 

As mentioned already, this equation has to be combined with a mass balance in 
the bulk to define C,, and also C,, which enters through y. The concentration 
C ,  is constant in any one horizontal slice, but not necessarily over all heights of 
the equipment. The mass balances yielding C,, and C,, is given in Chapter 14. 

Let this flux N, now be compared with that obtained when there is no resistance 
to mass transfer in the liquid, that is, when the concentration of A in the liquid is 
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CAi throughout. From the analogy with the effectiveness factor concept a liquid 
utilization factor, qL,  will be defined as follows: 

NAA, - qL = - - 1 - ) (6.3.b-4) 
kcAi y Sh, tanh y CAi cosh y 

where Sh, = (k JA,DA) is a modified Sherwood number. 
For very rapid reactions (i.e., when y exceeds 3) cosh y > 10, and since 

CAdCAi I 1, Eq. 6.3.b-4 becomes 

1 
= Sh, tanh y 

and for y > 5, the only meaningful situation when C,, = 0, the utilization factor 
reduces to 

which means that in a plot of log q ,  versus log Sh,?, a straight line with slope - 1 
is obtained. 

So far the gas film resistance has not been included. This is easily done by 
eliminating CAi from Eq. 6.3.b-3 by means of the gas film flux expression N, = 
k,(p,, - pAi), together with Henry's law and by accounting for the fact that the 
resistances to transport through the gas and liquid film are purely in series. The 
following result is obtained: 

HCA* 

N, = 
- a i j  

1 H tanh y -+-- 

Note that when y -r 0 the equation for physical mass transfer is recovered. When 
y -r cu (y > 5) Eq. 6.3.b-5 leads to 

N, = PAL 
1 H 

which is the equation derived when C,, = 0, through a simplified approach that 
can be found in the literature. Indeed, when y is large the reaction is completed 
in the film. 

It is also possible to base a utilization factor on the bulk gas phase composition, 
much in the same way as was done already with the qG-concept for reaction and 
transport around and inside a catalyst particle. Let this global utilization factor, 

GAS-LIQUID REACTIONS 31 1 



based on the bulkgas phase composition,^,, be defined as the ratio of theactual rate 
per unit volume of liquid to the rate that would occur at a liquid concentration 
equivalent to the bulk gas phase partial pressure of the reactant A :  

Since N A .  A, = qL k c A i  and NA = kG(pAb - p,,), using pAi = HC,, leads to 

Combining Eq. 6.3.b-6 and Eq. 6.3.b-7 leads to 

or, in terms of the modified Sherwood number for the liquid phase mass transfer, 

For large y : 

In the region of extremely rapid reaction the utilization factor approach, which 
refers the observed rate to the maximum possible chemical rate, has the drawback 
of requiring accurate values of the rate coefficient, k. An alternate way is to refer 
to the physical liquid phase mass transfer rate, which is increased by the chemical 
reaction. This then leads to the definition of an enhancement factor, F A :  

and substituting N A  from Eq. 6.3.b-3 leads to 

In the literature it is often assumed that in the presence of chemical reaction the 
concentration of A in the bulk is essentially zero. Starting from Eq. 6.3.a-1 with 
the BC at y = y,, C, = C,, = 0. The solution for this situation is easily found 
in the next section. 
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Note that F A  equals y for very large y. The reaction is essentially completed in the 
film when y > 3, whereas it takes place mainly in the bulk when y < 0.3. 

At this point a diagram can be constructed showing FA as a function of y, as 
first given by Van Krevelen and Hoftijzer [3], but only for the case of no reaction 
in the bulk (Fig. 6.3.b-1). The other curves in the diagram pertain to second-order 
and instantaneous reactions and their derivation and discussion are given in the 
next section. 

The enhancement factor approach, like the utilization factor approach, permits 
accounting for gas phase resistance. Again the gas phase flux equation, Henry's 
law, the liquid phase flux equation, and the equality of fluxes through both phases 
can be combined to eliminate C,,, with the result that 

where FA is given by Eq. 6.3.b-11. 
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Figure 6.3.c-1 Absorption and infinitely fast reaction. Concentration profiles for 
A and B. When (a) CB, < CB, and ( b )  CBb = CBh, respectively. See Eq. 6.3.c-7. 

6.3.c Single, Instantaneous, and Irreversible Reaction 

When the reaction is infinitely fast the thickness of the reaction zone will be re- 
duced to that of a plane situated at a distance yl from the interface as illustrated 
in Fig. 6.3.c-1. In the zone of the liquid film between the interface and the reaction 
plane at y, ,  C ,  varies between CAi and zero and there is no more B as shown in 
Fig. 6.3.c-1. In the zone between y ,  and y, there is no more .4, only B. which varies 
between zero and C,,. The location of the reaction plane is dictated by the con- 
centrations CAi and C,,, but also by the diffusion rates. 

The concentration profile for A in the zone y = 0 to y = y ,  is obtained from 
Eq. 6.3.a-1 in which r,  is set equal to zero, since there is no reaction in that zone. 
A first integration leads to 

dC 
D ,  -2 = constant = - N A  

dy 

Notice that in the absence of reaction the concentration profile is linear, as drawn 
in Fig. 6.3.c-1. A second integration leads to: 

Applied to the zone y = 0 to y,, where C, = 0, Eq. 6.3.c-1 becomes: 

The flux of B is obtained in a similar way, leading to: 

31 4 CHEMICAL ENGINEERING KINETICS 



where 

Consequently, 

Y I N A  = D,C,i 

and from Eq. 6.3.c-2, 

By summing up the two last expressions one obtains 

where, as before, 

Again define a utilization factor as 

or, in terms of the modified Sherwood number, 

This is a utilization factor that considers the liquid phase only and represents the 
slowing-down effect of the mass transfer on the maximum possible chemical rate, 
which would occur for the interfacial concentration of A, CAi,  and the bulk con- 
centration of B, CBb. 

When the gas phase resistance is important an overall utilization factor q,  
can be derived that is identical to that given in Eq. 6.3.b-8 for the pseudo-first- 
order case. The value of q ,  is determined from Eq. 6.3.c-5, which could also be 
written in terms of the bulk gas phase partial pressure of A as 

GAS-LIQUID REACTIONS 31 5 



It can be seen from Eq. 6.3.c-5 or Eq. 6.3.c-6 that the utilization factor (i.e., the 
rate of the overall phenomenon) is increased by raising the concentration of the 
liquid phase reactant C,,. This is only true up to a certain point, however. Indeed, 
as C,, is increased, the plane of reaction, located at y = y,,  moves toward the 
interface. The reaction takes place at the interface itself when y, = 0, that is, when 

The corresponding concentration of B is denoted Cbb: 

For the value of C;, given by Eq. 6.3.c-7 both CAi and C, become zero at the 
interface, as shown in Fig. 6.3.c-1. Beyond that value no further acceleration of 
the overall rate is possible by increasing C,, since the rate is determined com- 
pletely by the transfer rate in the gas phase. In addition, p, drops to zero at the 
interface and the overall rate equation reduces to 

so that 

This relationship also shows that qL as determined from Eq. 6.3.c-6 is always a 
positive quantity. 

As mentioned above, in the region of extremely rapid reaction the utilization 
factor approach, which refers the observed rate to the maximum possible chemical 
rate, has the drawback of requiring accurate values of the rate coefficient, k. An 
alternate approach is given by the enhancement factor concept. From the defini- 
tion of FA given in Eq. 6.3.b-9 and from Eq. 6.3.c-3 it follows that 

Obviously FA 2 1, so that the mass transfer rate is "enhanced" by the chemical 
reaction. As C, is increased, Eq. 6.3.c-10 indicates that the enhancement factor, 
FA, increases, but only until the critical value CB, is attained, Eq. 6.3.c-9. 

Equation 6.3.c-I0 is also represented in Fig. 6.3.b-1. Since FA is independent 
of y in the present case, a set of horizontal lines with (a/b)(DdDA)(C,/CAi) as a 
parameter is obtained. The curves in the central part that connect the lines for 
infinitely fast reactions to the curve for a pseudo-first-order reaction correspond 
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to moderately fast second-order reactions. They were calculated by Van Krevelen 
and Hoftijzer [3] under the assumption that B is only weakly depleted near the 
interface. For moderately fast reactions this assumption was reasonably con- 
firmed by more rigorous computations. 

When there is appreciable gas phase resistance,again the gas phase flux equation, 
Henry's law, the liquid phase flux equation and the equality of the fluxes through 
both phases can be combined to eliminate CAi with the result: 

which again illustrates the rule of addition of resistances. This equation may also 
be written in terms of FA and yields 

This equation is inconvenient to use as such because FA still contains the inter- 
facial concentration CAi. The enhancement factor FA can also be expressed ex- 
plicitly in terms of observables to give: 

So far no attention has been given in this chapter on the effect of the diffusivities. 
Often instantaneous reactions involve ionic species. Care has to be taken in such 
case to account for the influence of ionic strength on the rate coefficient, but also 
on the mobility of the ions. For example, the absorption of HCI into NaOH, 
which can be represented by Hf + OH- -+ H,O. This is an instantaneous ir- 
reversible reaction. When the ionic diffusivities are equal the diffusivities may be 
calculated from Fick's law. But, H+ and OH- have much greater mobilities than 
the other ionic species and the results may be greatly in error if based solely on 
molecular diffusivities. This is illustrated by Fig. 6.3.c-2, adapted from Sherwood 
and Wei's 143 work on the absorption of HCl and NaOH by Danckwerts. The 
enhancement factor may be low by a factor of 2 if only molecular diffusion is 
accounted for in the mobility of the species. Important differences would also occur 
in the system HAc-NaOH. When CO, is absorbed in dilute aqueous NaOH the 
"effective" diffusivity of OH - is about twice that of CO, . 
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Figure 6.3.c-2 Enhancement factor for ab- 
sorption of HCI in aqueous NaOH. q = con- 
centration of O H -  in liquid bulk; p = 
concentration of H+ at interface; n = con- 
centration of Nu' in liquid bulk (after 
Danckwerts [43]). 

6.3.d Some Remarks on Boundary Conditions and on Utilization and 
Enhancement Factors 

The literature on gas-liquid reactions has mainly dealt with gas-absorption 
processes, in which the reaction is applied as a means of accelerating the absorp 
tion. The reactions used in these absorption processes are very fast, as can be 
seen from some typical k-values, selected from a paper by Sharma and Danckwerts 
[ S ]  given in Table 6.3.d-1. With such fast reactions 7 is large and it is often justified 
to consider the reaction to be completed in the film. But from Table 6.3.d-2 
(Barona [6]) which gives characteristic parameters of important industrial 
gas-liquid reactions, it follows that quite often y is much smaller than one. 

Table 6.3.d-1 Rare coeficients at 25°C of reactions between CO, or 
COS and various solutions (a/ter Sharma and Danckwerts [ S ] ) .  

Solution 
Ionic Strength 

(kg/m3) k(m3/kmol hr) 

CO, Monoethanolamine - 27.10' 
Diethanolamine - 5.4.106 
Carbonate buffer + arsenite 1-5 3600-36. lo6 
Morphoiine - 65. lo6 
Aqueous NaOH or KOH 0.54 18.106-36. 106 
Aqueous Na,S 1.5-9 18.106-22.106 

COS Monoethanolamine 
Diethanolamine 
Diisopropylamine 
Morpholine 
NaOH (1 M )  
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Table 6.3.d-2 Characteristic parameters olsome itrdustriul yus-liquid reucfiot~s ( /rot,i Burona [6]). 

T CA, C,, Cat. conc. DA 4 
Reactions PC) (kmol/m') (kmol/m') Caialyst (kmol/m') (m3/m. hr) (m'/m2 hr) k Y 

Cltbrinotious 
B + CI, -+ CB + HCI 80 10.45 FeCI, 2.027 x 1 0 - v . 3 0 3  4.143 m3/kmol hr 0.0227 

id. 20 0.1245 11.22 SnCI, 0.049 1.059 x 10.' 0.716 43.09 m3/kmol hr 0.0999 
TCE + CI, -+ C,H4C14 + HCI 70 10.26 8.856 x 10 " 0.576 4.619 m3/kmol hr 0.0357 
I PB + CI, -+ MC + HCI 20 0.1750 7.183 SnCI, 0.012 1.099 x 10.' 0.734 850.6 m3/kmol hr 0.353 
EB + C1, -+ MC + HCI 20 0.1060 8.179 SnCI, 0.00208 1.234 x 10 ' 0.828 2087 rn3/krnol hr 0.554 

T + CI, -+ MC + HCI 20 0.1 I35 9.457 SnCI, 0.00036 1.309 x 10 ' 0.828 3468 rn3/kmol hr 0 791 
p-X + CI, -+ MC + HCI 20 0.0685 8.066 SnCI, 0.00066 1.234 x 10 -' 0.698 14450 m3/kniol hr 1.718 
o-X + CI, -+ MC + HCI 20 0.1 100 8.311 SnCI, 0 00066 1.018 x lo- '  0.796 16050 m'/kmol hr 1.464 

0.ridorions 
THF + 0, -+ HP 65 12.35 ADBN 0.06 2.131 x 1.145 0.0138 hrC1 0.00047 

EB + 0, -+ HP 80 Cut'-Stenrate 1.62 x 10 ' 3.197 x lo- '  1.498 0.000375 hr- ' 0.00073 
id. 80 7.736 Cut'-Stenriltr 0.056 3.197 x lo- '  1.498 2.627 m'/kmol hr 0.0170 

o-X + 0, -. 0-TA 160 5.389 x 10 . ' 0.929 0.1025 n~'~hniul  hr 0.258 

B: benzene; MCB: rnonochlorobenzene; TCE: 1.1.2-trichloroethanc; I PB: I-propylbenzene; EB: ethylbenzene; T :  toluene; p-X: p-Xylene; o-X: o-xylene; 
MC: monochloride of 1 PB, EB. T, p-X. and o-X; THF: tetrahydrofurane; HP: hydroperoxide; o-TA: u-tuluic acid; ADBN: azodiiso butyronitrilr. 



Consequently, take care not to resort immediately to the mathematical solutions 
often encountered in the literature, mainly oriented toward fast processes. 

The approach followed in the preceding sections was to start from the most 
general situation, retaining the possibility of reaction in the bulk. Two approaches 
have been used throughout to characterize the interaction between mass transfer 
and chemical reaction between components of a gas and a liquid: one expressing 
the slowing down of the reaction rate by the mass transfer and leading to the 
utilization factor and a second expressing the enhancement effect of the reaction 
on the physical mass transfer and leading to the older concept of the enhance- 
ment factor. The much wider acceptance of the enhancement factor approach 
may again be explained by the historical development of the field, mainly deter- 
mined by gas-absorption processes. What are the relative merits of the two wn- 
cepts? It would seem that each approach has its well defined optimum field of 
application, depending on the process and its rate of reaction. Of course, when 
the reaction rate is very slow and there is no conversion in the film, the simple 
series approach for mass transfer and reaction, outlined in Sec. 6.3.a, is logical 
and there is no need for either the vL or the FA concept. 

For intermediate reaction rates the use of the enhancement factor is not con- 
sistent with the standard approach of diffusional limitations in reactor design and 
may be somewhat confusing. Furthermore, there are cases where there simply is 
no purely physical mass transfer process to refer to. For example, the chlorination 
of decane, which is dealt with in the coming Sec. 6.3.f on complex reactions or 
the oxidation of o-xylene in the liquid phase. Since those processes do not involve 
a diluent there is no corresponding mass transfer process to be referred to. This 
contrasts with gas-absorption processes like C0,-absorption in aqueous alkaline 
solutions for which a comparison with C0,-absorption in water is possible. The 
utilization factor approach for pseudo-first-order reactions leads to NA A, = 
qLkCAi and, for these cases, refers to known concentrations CAi and C,. For 
very fast reactions, however, the utilization factor approach is less convenient, 
since the reaction rate coefficient frequently is not accurately known. The en- 
hancement factor is based on the readily determined k ,  and in this case there is 
no problem with the driving force, since C,, = 0. Note also that both factors 
qL and FA are closely related. Indeed, from Eqs. 6.3.c-5 and 6.3.c-10 for instan- 
taneous reactions: 

From Eqs. 6.3.b-4 and 6.3.b-10 for pseudo-first-order reactions the same relation 
is found. 

Finally, the question may be raised if there is any advantage at all in the use of 
qL and F A .  As for the effectiveness factor for solid catalyzed gas phase reactions, 
the advantage lies in the possibility of characterizing the interaction between mass 

320 CHEMICAL ENGINEERING KINETICS 



transfer and reaction by means of a single number, varying between zero and one 
for the utilization factor. The N, equation in itself is much less explicit in this 
respect, of course. As will be evidenced in Chapter 14 there is no advantage or 
even no need for the explicit use of q, or FA in design calculations, since the mass 
fiux equations can be directly used. 

6.3.e Extension to  Reactions with Higher Orders 

So far, only pseudo-first-order and instantaneous second-order reactions were 
discussed. In between there is the range of truly second-order behavior for which 
the continuity equations for A (Eq. 6.3a-1) or B (Q. 6.3.a-2), cannot be solved 
analytically, only numerically. To obtain an approximate analytical solution, 
Van Krevelen and Hoftijzer [3] dealt with this situation in a way analogous to 
that applied to pseudefirst-order kinetics, namely by assuming that the concentra- 
tion of B remains approximately constant close to the interface. They mainly 
considered very fast reactions encountered in gas absorption so that they could 
set C,, = 0, that is, the reaction is completed in the film. Their development is 
in terms of the enhancement factor, F A .  The approximate equation for F A  is 
entirely analogous with that obtained for a pseudo-first-order reaction Eq. 
6.3.b-11, but with y replaced by y', where 

This approximate solution is valid to within 10 percent of the numerical solution. 
Obviously when C, % CAi then y' = y and the enhancement factor equals that 
for pseudefirst-order. When this is not the case F A  is now obtained from an im- 
plicit equation. Van Krevelen and Hoftijzer solved Eq. 6.3.e-1 and plotted F A  
versus y in the diagram of Fig. 6.3.c-2, given in Sec. 6.3.c connecting the results 
for pseudo-first-order and instantaneous second-order reactions. 

Porter 173 and also Kishinevskii et al. 181 derived approximate equations for 
the enhancement factor that were found by Alper 193 to be in excellent agreement 
with the Van Krevelen and Hoftijzer equation (for Porter's equation when y 2 2) 
and which are explicit. Porter's equation is: 

Kishinevskii's equation is: 
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a = /  +exp (0."".4%' 1 
a D, Cab a Da Cab 
b DA C A ~  b DA C A ~  

For an irreversible reaction of global order m + n (m with respect to A, n with 
respect to B), the approach followed by Hikita and Asai [lo] was very similar to 
that of Van Krevelen and Hoftijzer. The rate of reaction was written as: 

Furthermore, C ,  was considered to be nearly constant in the film, while CAb 
was again set zero. Hikita and Asai again cast the results into the form of a physical 
absorption rate multiplied by an enhancement factor 

Y I' FA = - 
tanh 7'' 

where 

y" evidently reduces to 7 when n = 1 and m = 1. Reversible first-order reactions 
have been considered by Danckwertsand Kennedy and by Huangand Kuo [l 1,121. 
The latter found for the enhancement factor for the case of a rapid pseudo-first- 
order reversible reaction (i.e., equilibrium in the liquid bulk) the following ex- 
pression : 

It can be seen from this equation that the reversibility of the reaction can have an 
important effect on the enhancement factor compared to the corresponding ir- 
reversible case with the same y-value. Instantaneous reversible reactions were 
studied by Olander [13]. 
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6.3.f Complex Reactions 

Complex reactions have also been dealt with. To date, a fairly complete catalog 
of solutions is available for various reactions, both simple and complex and with 
fairly general kinetics as long as no solid catalyst is involved. With complex 
reactions the selectivity is of course crucial and an important question is whether 
or not the transport limitations alter the selectivities obtained when the chemical 
reaction is rate controlling. 

The following types ofcomplex reactions are the most likely to be encountered: 

Type 1: A(g)  + B(O - product 
A(g)  + C([)  - product 

Type 2: A(g) + B(I) - product 
D(g)  + B(1) - product 

Type 3: A(g) + B([) - ' R(I) 

With type 1 reaction systems the concentration profiles of B and C both decrease 
from the bulk to the interface and no marked selectivity effects can be expected 
when the transport properties are not greatly dissimilar. The same is true for type 2 
reactions. The simultaneous absorption of two gases has been worked out and 
presented graphically by Goettler and Pigford [14]. Astarita and Gioia analyzed 
the simultaneous absorption of H,S and CO, in NaOH solutions [15]. 

For type 3 systems Band R have opposite trends, as shown in Fig. 6.3.f-1. In that 
case the ratio CB/CR could change markedly over the film, even for moderate 
changes in the transport of each species and the selectivity r , /r ,  = k,Cdk2CR 
could differ quite a bit from that obtained when the chemical reaction rate is 

EF:: * 

CA s s  
Figure 6.3.f-I Type 3 reaction. Typical B and 

YL y R profiles in thefilm and bulk. 
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controlling. Van de Vusse [16, 171 has discussed the selectivities of type 3 systems 
with rates r ,  = k,CACBand r,  = k, CACR, but for fast reactions completed in the 
film. 

The continuity equations for A, B, and R, respectively, may be written, for 
steady state, 

with BC: 

The discussion is again in terms of the group y = J m / k ,  and CB,,/CAi (Van 
de Vusse assumed the diffusivities to be equal). When y exceeds 2 (i.e., when the 
reaction is very fast), gradients of B and R occur in the film when CBb/CAi < y. 
Then an effect of mass transfer will be detected, not only on the rate of the global 
phenomenon, but also on the selectivity. When y < 0.5 and k,CBb < k,A,, the 

Figure 6.3J-2 Type 3 reaction. Influence of CB,/CAi on 
selectivity Cfrom Van de Vusse [16]). 
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rate of the global phenomenon corresponds to the true chemical reaction rate; 
when k ,C ,  > kLAv the rate of the global phenomenon is kLAvCAi, which is the 
rate of mass transfer and in that case there are no gradients of B and R. In both 
these cases there is no change in selectivity with respect to that observed in a 
homogeneous reaction and determined entirely by the chemical kinetics. Figure 
6.3.f-2 illustrates these conclusions quantitatively for certain values of the de- 
termining groups. 

The values of k, and k ,  are such that in the absence of diffusional limitations the 
maximum value of C,/C, would be 0.77. This value is found as follows. In a semi- 
batch the ultimate selectivity is an integral value of the instantaneous. For a given 
C ,  the latter is given by 

with boundary conditions C,, = 0 and C,, = C,, at t = 0. Integration of this 
relation leads to the integral or ultimate selectivity: 

When C,,/C,, is plotted versus C,,, a maximum is observed, as shown in Fig. 
6.3.f-2. The value of C,dC,, at this maximum is 0.77. It is seen that for m / k L  
= 6.3 the ratio CRdCBo is substantially lower for all C,,/C,, and exhibits a 
minimum. Only for C,,/C,, % y is the value of 0.77 approached. Extrapolation of 
the curve to extremely low values of CBO/C,, is somewhat hazardous, because the 
boundary condition used by Van de Vusse, CAD = 0, no longer holds for these 
conditions. 

Van de Vusse [16, 171 also performed experiments on the chlorination of n- 
decane, a reaction system of the type considered here, in a semibatch reactor. In 
such a reactor the chlorine gas is bubbled continuously through a batch of n- 
decane. In some experiments the n-decane was pure, in others it was diluted with 
dichlorobenzene. In some experiments the batch was stirred, in others not. The 
experimental results could be explained in terms of the above considerations. In 
all experiments y 2 1 (from 150 to SOO), hence the rate of the process was limited 
by diffusion, but the selectivity was only affected when C,,/CAi < y. This con- 
dition was only fulfilled for the experiments in which n-decane (B) was diluted. 
For only these experiments were the selectivities in nonstirred conditions found 
to differ from those with stirring. 

Hashimoto et al. [I81 considered the same type of reaction, but also accounted 
for the possibility of reaction in the bulk by setting the boundary conditions at 
y = y, as follows: C ,  = C,,; C ,  = C ,  and C,  = C,,. The order with respect 
to A, the gaseous component, was taken to be zero, that with respect to B and R 1. 
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This could be encountered in high-pressure oxidation reactions, for example. From 
typical profiles shown in Fig. 6.3.f-1, it follows that when there are B and R profiles 
the R selectivity in the film is lower than that in the bulk. In such a case, higher 
selectivity can be expected when the amount reacting in the bulk is large as com- 
pared to that reacting in the film. 

The selectivity of R can be written as: 

and with the above boundary conditions this selectivity has to be calculated in 
two steps. The fluxes in the film are obtained from: 

and those in the bulk from : 

The values of C,, are obtained from the reactor mass balances, as will be shown 
in Chapter 14 on the design of gas-liquid reactors. Figure 6.3.f-3 shows the effect 
of the group (~ , /kd& on the R yield as a function of the conversion of B 
in a semibatch reactor. When this group is zero (i.e., k ,  B k )  the purely chemical 
yield is obtained. Hashimoto et al. also presented their results in a diagram like 
that of Fig. 6.3.f-2. Since they accounted for reaction in the bulk, they could 

Figure 6.3&3 Selectivity for R as a 
functionofconversion ofB. S ,  = CRb/CBo, 
h; = Parameter group ~ , n $ k ~  
(from Hashimoto, et al. [18]). 
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accurately determine the yield at very low values of C,,/C,,, in contrast with 
Van de Vusse. 

Derivations were given for reversible, consecutive and parallel reactions with 
any order by Onda et al. [19, 20, 21,221. Onda et al. assumed that the concentra- 
tions at y = y, are the equilibrium values corresponding to the reversible reaction 
in the bulk. The development was analogous to that of Van Krevelen and Hoftijzer 
[3] and Hikita and Asai [lo]. This led to approximate expressions for theenhance- 
ment factor giving values in close agreement with those obtained by numerical 
integration. 

6.4 Surface Renewal Theory 

In surface renewal models the liquid surface is assumed to consist of a mosaic of 
elements with different age at the surface. The rate of absorption at the surface is 
then an average of the rates of absorption in each element, weighted with respect 
to a distribution function $(t)-see Eq. 6.2-5. Under this heading of surface 
renewal theory we will also occasionally mention results of Higbie's [23] so-called 
"penetration-theory," which can be considered as a special case in which every 
element is exposed to the gas for the same length of time before being replaced. 
The main emphasis of this section is on the Danckwerts [24] approach using the 
distribution function for completely random replacement of surface elements: 

By definition of a distribution function it follows that the fraction of the surface 
having been exposed to the gas for a time between t and t + dt is given by $(t)dt = 
se-"dt. Also, since we are dealing with fractions, the distribution is normalized, 
so that 

(6.4-2) 

Such an age-distribution function would arise when the rate of replacement of 
the surface elements is proportional to the number of elements or fraction of the 
surface having that age, t: 

Integration of Eq. 6.4-3, taking Eq. 6.4-2 into account, leads to Eq. 6.4-1. s is a rate 
coefficient for surface element replacement and is the parameter of the model. 
Consequently, with this expression for Jt(t), the average rate of absorption (Eq. 
6.2-5) becomes : 

NA = lom ~,(t)$(t)dt = s (6.4-4) 
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Again, as for the two-film theory, analytical integration of the equations is 
only possible for a few particular cases, especially since the equations are now 
partial differential equations with respect to position and time. In contrast with 
what was done for the film theory the instantaneous reaction will be discussed 
prior to the pseudo-first-order reaction-a more logical sequence to introduce 
further developments. 

6.4.a Single Instantaneous Reaction 

In contrast with the two-film model the reaction plane is not fixed in space: since 
the element at the surface is considered to have a finite capacity, transients have 
to be considered. In the zone between the interface at y = 0 and the location of 
the reaction plane at y , ( t )  a non-steady-state balance on A leads to: 

In the zone between y,(t) and infinity: 

ac, a2cB 
- = D, -7 
dt a y  

with the boundary conditions: 

for A: t = 0 y > 0 CA = CAo = 0 in the case considered here 
t > O  y = O  C A = C A i  

y = a C, = CAb = CAO = 0 (6.4.a-3) 

for B: t = 0 y 2 0 C ,  = C,, 
t > O  y = m  C,=C,=C,, 

The solution of these equations is well known. It may be obtained by the Laplace 
transform as 

CA = A ,  + A, erf -- (2A) 
CB = B, + B, erf - 

( 2 h )  
where 
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Before determining the integration constants by applying the boundary con- 
ditions, an inspection of Eq. 6.4.a-4 permits relating the position of the reaction 
plane, y,, to time. Indeed, in that plane CA = 0 so that necessarily: 

where ,!? is a constant that remains to be determined. Accounting for the boundary 
conditions, together with Eq. 6.4.a-6 leads to the following expressions for CA 
and C,: 

where erfc(q) = 1 - erf(q); for 0 < y < 2 ~ &  

In the reaction plane y , ( t )  = 2 ~ 4  the stoichiometry requires that NA/a = 

-(N,/b) .  Writing the fluxes in terms of Fick's law leads to an additional relation 
that enables /3 to be determined. The result is: 

An example of the evolution of the profiles with time is given in Fig. 6.4.a-1. 

x. mm X lo-' 

Figure 6.4.a-I Location of the reaction 
plane with time (from Perry and Pidord 
C441). 
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The flux of A at the interface at any time is obtained by differentiating Eq. 
6.4.a-7. as indicated by Eq. 6.3.a-6: 

The average rate of absorption at the surface is, with Higbie's uniform age, i: 

since for purely physical absorption N ,  = 2cAiJD,/Rt, but also N ,  = k L C A i .  
With Danckwerts' age distribution function Eq. 6.4-1 : 

since for purely physical absorption N ,  = f i c A i  = k L C A i .  In this case both 
results are identical. 

Again the results can be expressed in terms of a utilization factor, q, or an en- 
hancement factor, F , .  From Eq. 6.4.a-11 it follows immediately that 

F A  = 
1 

When D, = D, the enhancement factor is of the same form for both the film and 
surface renewal models. Indeed, in the film model 

From Eq. 6.4.a-8 it can be shown that an identical result is obtained for the surface 
renewal model. The agreement is not surprising for this special case: when j3 is 
small the rate of displacement of the reaction plane is small, so that steady state 
is practically realized, as in the film theory. Even when D ,  # D ,  the difference 
between the film and surface renewal models amounts to only a few percent. 

From the definition Eq. 6.3.b-4: 
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which can be reduced to the same form as Eq. 6.3.c-4. Finally it should be noted 
that the calculation of N ,  as carried out here required an expression for the con- 
centration profile Eq. 6.4.a-7. With the surface age distribution adopted in the 
surface renewal model a shortcut may be taken as illustrated in the next section. 

6.4.b Single Irreversible (Pseudo) First-Order Reaction 

The equation governing diffusion, reaction and accumulation of A in a unit 
volume element of the liquid may be written: 

with boundary conditions: 

The first condition expresses that, from a certain time onward, a gas, in which 
the component A has a partial pressure p,, is brought into contact with the liquid, 
so that a concentration CAi is obtained at the interface. The initial concentration 
of A in the liquid is considered to be zero. Since the exposure time of the element 
at the surface is rather brief and since its capacity is not considered to be zero the 
concentration front of A is not likely to extend to the inner edge of the element. 
This is expressed by the BC: for t > 0 CA = 0 at y = a. In the case of a pseudo- 
first-order reaction k = ak'C,, of course. 

The equation is conveniently integrated by means of Laplace transforms. 
Transforming with respect to time leads to 

The integral of this differential equation is 

The boundary condition C, = 0 for y = co requires A ,  to be zero. A,  is deter- 
mined from the boundary condition at y = 0: 
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so that: 

Finally, C,(y, t) is obtained by an inverse transformation of Eq. 6.4.b-2, leading 
to: 

For this solution, see Carslaw and Jaeger [25]. For large values of kt: 

since erf x tends to 1 for large x and tends to zero with x. Consequently, for suffi- 
ciently large times the concentration profiles do not change any more-they 
have attained the steady state. 

At time t, the instantaneous rate of absorption N,( t )  in an element having a 
surface age t is given by 

The elements have a distribution of residence times at the surface. The rate that 
would be observed, at any instant, over a unit surface would be an average 

With Higbie's distribution function all elements at the surface have the same age. 
Such a situation could be encountered with a quiescent liquid or with completely 
laminar flow. In that case N ,  is simply given by Eq. 6.4.b-4 in which t takes a 
definite value f, the uniform time of exposure. With Danckwert's age distribution 
function Eq. 6.4-1 the average rate of absorption per unit surface, N,, is given by: 

Note that the rate of absorption is proportional to a, whereas the film theory 
predicts N, - D,. Equations 6.4.b-5 and 6.4.a-11 for instantaneous reaction 
were first derived by Danckwerts [26]. 
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The parameter s can be related to the transfer coefficient k ,  used in the film 
model and to the diffusivity in the following way: 

In the absence of reaction Eq. 6.4.b-5 reduces to 

NA = -cAi 
In terms of a transfer coefficient N A  = k,CAi, so that 

kL2 = DAs 

Equation 6.4.b-5 now becomes: 

N A = F A k L C A i  where F A =  (6.4.b-7) 

Again the rate of absorption has been expressed as the product of the physical 
absorption rate and an enhancement factor, FA.  The enhancement factor derived 
from Higbie's result Eq. 6.4.b-5 is easily found to be: 

The three expressions Eq. 6.4.b-7, Eq. 6.4.b-8, and the corresponding Eq. 6.3.b-11 
for the film theory look quite different. Yet they lead to identical results when 
y + 0 and y -, co, while they differ only by a few percent for intermediate values 
of y. This is illustrated in Table 6.4.b-1 (see Beek [27]) for the film and surface 

Table 6.4.b-I Comparison olmodel prediction for pseudorfirst-order reaction 
(after Beek 1271). 

FA for C,, = 0 
y Film Surface renewal Penetration 
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renewal theory of Danckwerts. The utilization factor is given by: 

which is very,similar to q ,  = A,- derived from the film theory when y is 
large. 

In general, for practical applications one is less interested in the concentration 
profiles near the interface and the rate of absorption in an element having a surface 
age t ,  N , ( t ) .  What matters primarily is the flux over the total surface, N ,  . As 
mentioned already in Sec. 6.4.a a short cut can be taken to obtain N ,  when the 
Danckwerts distribution is adopted, which avoids the difficult inversion of the 
transform. Indeed, 

where is the Laplace transform of C,. Therefore, N ,  can be obtained directly 
by differentiating the Lnplace transform with respect to time of the original dif- 
ferential equation-in this case Eq. 6.4.b-1. 

The surface renewal models only consider the liquid phase. In Sec. 6.3 on the 
film model the resistances of both gas and liquid phase were combined into one 
single expression like Eq. 6.3.b-5. The same can be done here: Danckwerts [24] 
has shown that in most cases the surface renewal models combined with a gas 
side resistance lead to the same rules for the addition of resistances as the two- 
film theory. 

6.4.c Surface Renewal Models with Surface Elements of Limited 
Thickness 

One feature of the surface renewal model that may not be realistic is that the 
elements at the surface extend to infinity, as expressed by the boundary condition 

As previously mentioned, this arises from the consideration that the residence 
time of a surface element at the interface is very short, so that it is likely that A 
has never penetrated to the inner edge of the element before it is replaced. Models 
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that limit the depth of the surface element have also been proposed, and applied 
to purely physical mass transfer first-such as the surface rejuvenation model of 
Danckwerts [28] and the film-penetration model of Toor and Marchello [29]. 
These were later extended to mass transfer with reaction. More recently Harriott 
[30] and Bullin and Dukler [31] extended these models by assuming that eddies 
arriving at random times come to within random distances from the interface. 
This leads to a stochastic formulation of the surface renewal. 

The price that is paid for the greater generality of the models is twofold, how- 
ever. First, there is the need for two parameters: one expressing the surface re- 
newal and one expressing the thickness of the element. Second, there is the 
mathematical complexity of the expression for the flux, N,. Is the price worth 
paying? This question can be partly answered by means of Huang and Kuo's 
application of the film-penetration model to first-order reactions, both irreversible 
and reversible [32, 123. 

The differential equation is that of Eq. 6.4.b-1, but the boundary condition at 
y = y,  is now as follows: 

For first-order irreversible reactions and Danckwerts' residence time distribution 
Huang and Kuo derived two solutions: one for long exposure times that expresses 
the concentration gradients in trigonometric function series and the following 
solution for rather short exposure times, obtained by Laplace transforms: 

The difference in the numerical values predicted from Eq. 6.4.c-1 and the film 
and the simple surface renewal model turns out to be negligible. 

Huang and Kuo also solved two equations for a rapid first-order reversible 
reaction (i.e., equilibrium in the bulk liquid). The solutions are extremely lengthy 
and will not be given here. From a comparison of the film, surface renewal, and 
intermediate film-penetration theories it was found that for irreversible and 
reversible reactions with equal diffusivities of reactant and product, the enhance- 
ment factor was insensitive to the mass transfer model. For reversible reactions 
with product diffusivity smaller than that of the reactant, the enhancement factor 
can differ by a factor of two between the extremes of film and surface renewal 
theory. To conclude, it would seem that the choice of the model matters little 
for design calculations: the predicted differences are negligible with respect to 
the uncertainties of prediction of some of the model or operation parameters. 
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6.5 Experimental Determination of the Kinetics of 
Gas - Liquid Reactions 

The approach to be followed in the determination of rates or detailed kinetics of 
the reaction in a liquid phase between a component of a gas and a component of 
the liquid is, in principle, the same as that outlined in Chapter 2 for gas-phase 
reactions on a solid catalyst. In general the experiments are carried out in flow 
reactors of the integral type. The data may be analyzed by the integral or the dif- 
ferential method of kinetic analysis. The continuity equations for the components, 
which contain the rate equations, of course depend on the type of reactor used in 
the experimental study. These continuity equations will be discussed in detail in 
the appropriate chapters, in particular Chapter 14 on multiphase flow reactors. 
Consider for the time being, by way of example, a tubular type of reactor with the 
gas and liquid in a perfectly ordered flow, called plug flow. The steady-state 
continuity equation for the component A of the gas, written in terms of partial 
pressure over a volume element dV and neglecting any variation in the total molar 
flow rate of the gas is as follows: 

or, after integration, 

where N, is the rate of the global phenomenon consisting of mass transfer and 
chemical reaction and V the total reactor volume. In the case ofa pseudo-first-order 
reaction, for example, N, is given by Eq. 6.3.b-5 when the film theory is adopted. 

The integral method of kinetic analysis can be conveniently used when the 
expression for N, can be analytically integrated. When the differential method is 
applied, N A  A, is obtained as the slope of a curve giving (P,)~,  - (pA)ou, as a func- 
tion of p, V/F ,  arrived at by measuring the amount of A absorbed at different gas 
flow rates. 

From the preceding sections it follows that the global rate of reaction contains 
several parameters: k, k,, k,, and D,, while in many cases, A,, which depends on 
the equipment and the operating conditions, also has to be determined. As advised 
already for gas-phase reactions catalyzed by solids, when the truechemical rate is to 
be measured efforts should be undertaken to eliminate mass transfer limitations 
and vice versa. If this turns out to be impossible the dependence of the global rate 
on the factors determining the mass transfer-the liquid and gas flow rates, or 
the agitation-has to be investigated over a sufficient range, since these are the 
elements that will vary when extrapolating to other sizes or types of equipment. 
Except when reliable correlations are available or when use is made of special 
equipment, to be discussed below, special attention has to be given to the specific 
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interfacial area, A,. Physical absorption experiments only allow the products 
k, A, and kLA, to be measured. ~ x ~ e r i m e n t s  involving both mass transfer and 
reaction permit A,  to be determined separately. Use is made for this purpose of a 
fast pseudo-first-order reaction with known kinetics and that makes NA inde- 
pendent of k,, such as the reaction between CO, and a carbonate-bicarbonate 
buffer containing arsenite (see Sharma and Danckwerts and Roberts and Danck- 
werts [33,34]) or between CO, and aqueous amines (see Sharma 1351). If y exceeds 
3, NA A, = A,C,~J~D, as obtained in Sec. 6.3.b, so that the measurement of NA 
for known CAi and kD, yields A,. The experiments are devised in such way that 
there is no gas side resistance (e.g., by using pure CO,, or having sufficient turbu- 
lence) and a large excess of A so that the gas phase composition is practically 
unchanged and CAi is constant. 

When a physical mass transfer experiment is carried out in the same equipment 
k,A, is obtained, so that both k, and A, are known. For this purpose it is often 
preferable to exclusively use experiments involving mass transfer and reaction. 
This eliminates the problems associated with coming close to gas-liquid equi- 
librium and with nonideal flow patterns. kLA,can be obtained by using an instan- 
taneous reaction in the liquid so that, according to the film theory, 

Instantaneous reactions include the absorption of NH, in H,SO,, of SO, or CI, 
or HCI in alkali-solutions and of H,S and HCI in amine solutions. Again gas side 
resistance is eliminated, generally by using undiluted gas and CAi is kept constant. 

Another possibility is to use a pseudo-first-order reaction, rather slow so that 
little A reacts in the film, yet sufficiently fast to make CAb zero. This approach 
has been used by Danckwerts et al. [36] who interpreted their results in terms of 
the surface renewal theory. The system they investigated was CO, absorption in 
C03--/HC03--b~ffers of different compositions. This is a pseudo-first-order 
reaction for which, the surface renewal model leads to the following rate of ab- - 
sorption, Eq. 6.4.b-5: NAA, = A, J-C,,. Danckwerts et al. plotted 
(NA A&,,)' versus the different values of k corresponding to the different com- 
positions of the buffer. This led to a straight line with slope D, A,' and intercept 
D,sAD2, from which A, and s were obtained or A, and k, since k, = a. 

If k, A, is needed, an instantaneous reaction is convenient. As shown in Sec. 
6.3.c when C, > C h  the reaction is confined to the interface and NA A, = 

k, A,pAb. kc and A, can be determined separately by means of a rapid reaction, 
so that C,, = 0. Then, as shown in Sec. 6.3.b: 
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By plotting 

 PA^ H - versus - 
H 

or - - 
N A  A" 7k, ~ D A  

the intercept is llk, A, and the slope A,. Sharma and Danckwerts [S] have dis- 
cussed the above methods-and others-and provide valuable quantitative in- 
formation on the different chemical systems. 

As previously mentioned, when the rate coefficient of the reaction has to be 
determined it is recommended to eliminate mass transfer effects as much as 
possible. Also, to get rid of the problem of the interfacial area, specific equipment 
with known A ,  has been devised. The wetted wall column was used in early studies 
to determine the kinetics of the reaction itself. Care has to be taken to have a 
laminar film (Re < 250-400) and to avoid ripples that increase the interfacial 
area. In a film flowing down a vertical tube of diameter d,  the velocity u at any 
depth y from the interface is given by: 

where L is the liquid flow rate (m3,%r). Since at the wall u = 0, the film thickness 
is 6 = (3pL/ngd,pL)"3 and the liquid velocity at the surface equals 

In classical versions both the gas and the liquid generally flow, countercurrently. 
Equations 6.5-1 or 6.5-2 may then serve for the data treatment. In modern ver- 
sions such as those shown in Fig. 6.5-1, only the liquid flow and the amount of 
gas absorbed as a function of time is followed by means of a gas buret and a soap 
film meter. From the lowering of the soap meniscus the amount of A that is ab- 
sorbed may be calculated. Dividing this amount by the elapsed time yields the 
rate of absorption. Looking now at  the jet, with its known A,, and contact time 
between gas and liquid, T, a n  amount is absorbed: Q = Po NA(t)dt .  The average 
rate of absorption is Qli. This is exactly the quantity measured by the gas buret 
and soap film meter, so  that N, = (1113 NA(r)dt is known. The contact time 
is calculated from us and the height, 2. This equipment was used by Roberts and 
Danckwerts [34].  

Another equipment frequently used for rapid reactions is the laminar jet in 
which the liquid velocity is uniform, so that the contact time is nothing but the 
height/velocity. The contact time can be varied from 0.001 sec to  0.1 sec by varying 
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Figure 6.5-1 Wetted wall column Cfrom Danckwerts [43]). 

Exit stream collar 

(c) 



Figure 6.5-2 Laminar jet with soap-fim gasfiow meter 
(ajier Beek [27]). 

the liquid rate from the jet. Such equipment, an example of which is shown in 
Fig. 6.5-2, has been used by Nysing et at. [37] and Sharma and Danckwerts [33]. 

Danckwerts and Kennedy 1381 have used the rotating drum shown schemat- 
ically in Fig. 6.5-3. It has been devised to expose a liquid flowing over a known 
surface of the rotating drum for a given time to a gas. The contact times can be 
varied between 0.01 and 0.25 sec. The construction is more complicated than 
that of the wetted wall and jet equipment. 

Danckwerts and co-workers have interpreted the data in terms of contact or 
exposure time and Higbie's penetration theory as follows. For a pseudo-first- 
order reaction N,(t) is given by Eq. 6.4.b-4, the amount absorbed during the 
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t 
Liquid outlet 

+ Overflow 
and sample 

Figure 6.5-3 Rotating drum (after Danckwerts and Kennedy 
[38],from Danckwerts [43]). 

contact time i per unit surface by: 

where the contact surface is known in this case. The average rate of absorption 
is Q j i  = yo N,(t)dtji.  For short contact times ( k f C , i  < 0.5) expansion of erf 
and exp and neglecting higher orders of k'i leads to: 

For long times k'CB,i > 2 the error function goes to one so that 

By plotting ~,, ,h versus 2, as is obvious from Eq. 6.5-4, 2cAi&& is obtained 
as intercept. Plotting N ,  versus l/2k'CBbi yields cAiJ= as an intercept, 
so that k' and C A i  are obtained. An illustration of this method is given in Sharma 
and Danckwerts' study of CO, absorption in a liquid jet [33] .  
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Problems 

6.1 Derive the rate equation for a reversible first-order gas-liquid reaction 

using the film theory (D, = D,). 

B.C.: y = 0 C, = CAi 

Show that 

= kL(CAi - C A ( 1  + K )  ' A tanh 7' 
1 + K ---- 

Y' 
where 

6.2 Derive the integral selectivity equation (6.3.f-1). 

6.3 A gas is being absorbed into a liquid in which the concentration of the reactive component 
B is 0.1 M. The reaction between the gaseous component A and the component B is 
extremely fast. The conditions are such that CAi = 0.1 M. Furthermore, DA = 10- cm2/s. 
Compare the enhancement factors based on the film theory and the surface renewal 
theory for the cases that (a) D, = D,. (b) D, = $D,, and (c) D, = 2D,. 

6.4 Consider the absorption of gaseous CO, by a NaOH solution. The stoichiometry is as 
follows: 

CO, + 2NaOH = Na,CO, + H,O 

Consider the solubility of CO, to be independent of the NaOH concentration and let 
the diffusivities of C 0 2  and NaOH in the liquid be approximately equal. 
(a) Can the reaction be considered as being of the pseudo-first-order when the gas-liquid 

contact-time is 0.01 s and when 
(i) the partial pressure of CO, is 0.1 bar and the concentration of NaOH 1 mol/l? 

(ii) the partial pressure of CO, is 1 bar and the concentration of NaOH 1 mol/l? 
(b) When the gas-liquid contact time is 0.1 s and the NaOH concentration is 3 molp, 

what is the partial pressure of CO, above whch the reaction is no longer pseudo- 
first-order? 
Take k' = lo7 cm3/mol s and H = 25.10-' cm3 barlmol. 

6.5 CO, is absorbed at 25°C into a 2.5 M monoethanolamine solution in a rotating drum 
type of absorber. The contacting surface is 188.5 cm2 and the contact time 0.2 s. The 
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partial pressure of CO, in the gas phase is 0.1 atm. The reaction is as follows: 

The rate of absorption at these conditions is found to be 3.26 x lo-' mol/s. What is the 
value of the rate coefficient neglecting the gas phase resistance and considering the reac- 
tion to obey pseudo-first-order behavior? 

Additional data are D, = 1.4 x lo-' cm2/s; D, = 0.77 x lo-' cm2!s; Henry's 
constant, H = 29.8 x lo3 atm cm3/mol. 
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7.1 Introduction 

The number of types of reactors is very large in the chemical industry. Even for 
the same operation, such as nitration of toluene, different types are used: the 
batch reactor, the continuous stirred tank, and a aascade of stirred tanks. Flow 
reactors of the tubular type are used for such widely different processes as the 
nitration of glycerine, the sulfonation of aromatics, or gas phase reactions like 
thermal cracking or the nitration of paraffins. Flow reactors with fixed bed of 
catalyst particles are used in the ammonia or methanol syntheses and in the 
oxidation of xylene into phthalic anhydride. A series of such fixed bed reactors 
is used in SO, synthesis or in hydrocarbon reforming. Reactors with fluidized or 
moving beds are used for cracking hydrocarbons, for oxidizing naphthalene or for 
oxychlorinating ethylene. 

The modeling of chemical reactors, as it is conceived in the following chapters, 
is not based on the external form of the apparatus nor on the reaction taking place 
in it, nor even on the nature of the medium-homogeneous or not. Focusing on 
the phenomena taking place in the reactor reduces the apparent diversity into a 
small number of models or basic reactor types. Tbe phenomena occurring in a 
reactor may be broken down to reaction, transfer of mass, heat, and momentum. 
The modeling and design of reactors is therefore based on the equations describing 
these phenomena: the reaction rate equation, the continuity, energy, and mo- 
mentum equations. The form and complexity of these equations will now be 
discussed, for introductory and orienting purposes, in general terms. The equations 
themselves are derived in later sections of this chapter. 



7.1 .a The Continuity Equations 

The first step toward the answer to what the conversion of A in the reactor will be 
consists of applying the law of conservation of mass on a volume-element of the 
reactor, fixed in space: 

Amount of A Amount of A Amount of A Amount of A [ introduced ] - [ lyz;~~ ] - [ converted ] = [ accumulated] 
per unit time per unit time per unit time 

I I1 I11 IV 

(7.1.a-1) 

In mathematical terms Eq. 7.1.a-1 is nothing but the so-called continuity equation 
for A. If A reacts in more than one phase then such an equation is needed for each 
of these phases. 

The mechanisms by which A can enter or leave the volume element considered 
are: flow and-for those cases where the concentration is not uniform in the reactor 
-molecular diffusion, in practice generally of minor importance, however. The 
motion of a fluid, even through empty pipes, is seldom ordered and is difficult to 
describe. Even if the truedetailed flow pattern were known the continuity equation 
would be so complicated that its integration would be impossible. The crossing of 
different streamlines, and mixing of fluid elements with different characteristics 
that result from this crossing, are difficult points in the design of chemical reactors. 
It is therefore natural to consider, for a first approach, two extreme cases: a first 
where there is no mixing of the streamlines, a second where the mixing is complete. 
These two extremes may be visualized with sufficient approximation by the tubular 
reactor with plug flow and continuous flow stirred tank with complete mixing. 

In a plug flow reactor all fluid elements move along parallel streamlines with 
equal velocity. The plug flow is the only mechanism for mass transport and there 
is no mixing between fluid elements. The reaction therefore only leads to a con- 
centration gradient in the axial flow direction. For steady-state conditions, for 
which the term IV is zero the continuity equation is a first-order, ordinary dif- 
ferential equation with the axial coordinate as variable. For non-steady-state 
conditions the continuity equation is a partial differential equation with axial 
coordinate and time as variables. Narrow and long tubular reactors closely 
satisfy the conditions for plug flow when the viscosity of the fluid is.10~. 

Reactors with complete mixing may be subdivided into batch and continuous 
types. In a batch type reactor with complete mixing the composition is uniform 
throughout the reactor. Consequently, the continuity equation may be written 
for the entire contents, not only over a volume element. The composition varies 
with time, however, so that a first-order ordinary differential equation is obtained, 
with time as variable. The form of this equation is analogous with that for the 
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plug flow case. In the continuous flow type, an entering fluid element is instan- 
taneously mixed with the contents of the reactor so that it loses its identity. 
This type also operates at a uniform concentration level. In the steady state, the 
continuity equations are algebraic equations. 

Both types of continuous reactors that were considered here are idealized cases. 
They are important cases, however, since they are easy to calculate and they give 
the extreme values of the conversions between which those realized in a real 
reactor will occur-provided there is no bypassing in this reactor. The design of a 
real reactor, with its intermediate level of mixing, requires information about this 
mixing. The mixing manifests itself at the outlet of the reactor by a spread or 
distribution in residence-time (the length of time spent in the reactor) between 
fluid elements. Such a distribution is relatively easy to measure. The resulting 
information may then be used as such in the design or used with a model for the 
real behavior of the reactor. The design of nonideal cases along both lines of 
approach is discussed in Chapter 12. 

7.1.b The Energy Equation 

In an energy balance over a volume element of a chemical reactor, kinetic, potential, 
and work terms may usually be neglected relative to the heat of reaction and other 
heat transfer terms so that the balance reduces to: 

Amount of heat Amount of heat Heat effect of Variation of [ added ] - [ out ] - [ the reaction ] = [ heat content] 
per unit time per unit time per unit time per unit time 

I I I I11 I V 
(7.1.b-1) 

The mathematical expression for Eq. 7.1.b-1 is generally called the energy equation, 
and its integrated form the heat balance. The form of these equations results from 
considerations closely related to those for the different types of continuity equa- 
tions. When the mixing is so intense that the concentration is uniform over the 
reactor, it may be accepted that the temperature is also uniform. When plug 
flow is postulated, it is natural to accept that heat is also only transferred by that 
mechanism. When molecular diffusion is neglected, the same may be done for 
heat conduction. When the concentration in a section perpendicular to flow is 
considered to be uniform then it is natural to also consider the temperature to be 
uniform in this section. It follows that when heat is exchanged with the surround- 
ings, the temperature gradient has to be situated entirely in a thin "film" along the 
wall. This also implies that the resistance to heat transfer in the central core is zero 
in a direction perpendicular to the flow. This condition is not always fulfilled, 
especially for fixed bed catalytic reactors-besides heat transfer by convective 
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flow, other mechanisms often have to be introduced in such cases. Even here 
it is necessary, in order to keep the mathematics tractable, to use simplified models, 
to be discussed in later chapters. 

7.1 .c The Momentum Equation 

This balance is obtained by application of Newton's second law on a moving fluid 
element. In chemical reactors only pressure drops and friction forces have to be 
considered in most cases. A number of pressure drop equations are discussed in 
the chapters on tubular plug flow and on fixed bed catalytic reactors. 

7.2 The Fundamental Equations 

7.2.a The Continuity Equations 

The derivation of differential mass balances or continuity equations for the com- 
ponents of an element of fluid flowing in a reactor is considered in detail in texts 
on transport processes (e.g., Bird et al. [I]). These authors showed that a fairly 
general form of the continuity equation for a chemical species j reacting in a flowing 
fluid with varying density, temperature, and composition is: 

If species j occurs in more than one phase such a continuity equation has to be 
written for each phase. These equations are linked by the boundary conditions and 
generally also by a term expressing the transfer of j between the phases. Such a 
term is not included by Eq. 7.2.a-1 since the following discussion is centered on the 
various forms the continuity equations can take in single phase or "homogeneous" 
or. by extension, in "pseudo-homogeneous" reactors as a consequence of the 
flow pattern. Specific modeling aspects resulting from the presence of more than 
one phase, solid, or fluid is illustrated in detail in Chapter 11 on fixed bed reactors, 
Chapter 13 on fluidized bed reactors, and Chapter 14 on multiphase reactors. 

The terms and symbols used in this equation have the following meaning. 
Ci is the molar concentration of species j (kmol/m3 fluid), so that dC,/at is the 
non-steady-state term expressing accumulation or depletion. V is the "nabla" or 
"del" operator. In a rectangular coordinate system, x, y, z with unit vectors 6,, 
6,, and 6, the gradient of a scalar function f is represented by Vf and thedivergence 
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of a vector function v by V . v. More explicitly: 

u is the three-dimensional mass average velocity vector, defined by 

where p, is the density of the mixture and uj represents the velocity of molecules 
of species j. The term V . (C,u) thus accounts for the transport of mass by convec- 
tive flow. 

J j  is the molar flux vector for species j with respect to the mass average velocity 
(kmol/m2s). When the flow is laminar or perfectly ordered the term V - J j  results 
from molecular diffusion only. It can be written more explicitly as an extension, 
already encountered in Chapter 3, of Fick's law for diffusion in binary systems, as 

where Dj, is the effective binary diffusivity for the diffusion of j in the multi- 
component mixture. Of course. appropriate multicomponent diffusion laws 
could also be used-for ideal gases the Stefan-Maxwell equation, as was done in 
Sec. 2.c of Chapter 3. In Eq. 7.2.a-2 the driving force has been taken as moles of j 
per total mass of fluid, for the sake of generality [I]. The term V. Jj can also 
account for the flux resulting from deviations of perfectly ordered flow, as en- 
countered with turbulent flow or with flow through a bed of solid particles for 
example, but this will be discussed further below. 

R, is the total rate of change of the amount of j because of reaction-as defined 
in Chapter 1, that is, ajr for a single reaction and XE, aijri for multiple reactions. 
The aij are negative for reactants and positive for reaction products. The units of 
R i  depend on the nature of the reaction. If the reaction is homogeneous the units 
could be kmol/m3s but for a reaction catalyzed by a solid preference would be 
given to kmol/kg cats, multiplied by the catalyst bulk density in the reactor. 

From the definitions given it is clear that M j J j  = z. MjC,(uj - u) = 0, 
while z MjRj = 0, due to the conservation of mass in a reacting system. So, if 
each term of Eq. 7.2.a-1 is multiplied by the molecular weight Mi,  and the equation 
is then summed over the total number of species N, accounting for the relation 
p, = C. MjCj ,  the total continuity equation is obtained: 
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Thus, note that the usual continuity equation of fluid mechanics is also true for a 
reacting mixture. Equation 7.2.a-3 can be used to rewrite 7.2.a-1 in a form that 
is sometimes more convenient for reactor calculations. The first two terms can be 
rearranged as follows: 

where the last zero term results from the total continuity Eq. 7.2.a-3. This re- 
sult suggests that (C,/pf), moles j per unit mass of mixture, is a convenient and 
natural variable. This 1s Indeed the case, since (C,/pf) is simply related to the con- 
version (or extent), a variable frequently used in reactor design: 

where N j  is the total number of moles of j present in the reactor and the index 
zero refers to reactor-inlet values. 

Combining these latter results with Eq. 7.2.a-1 and Eq. 7.2.a-2 leads to an equa- 
tion in terms of conversions: 

Equations 7.2.a-1 and 7.2.a-5 are in fact extensions of the continuity equations used 
in previous chapters, where the flow terms were normally not present. These 
somewhat detailed derivations have been used to carefully illustrate the develop- 
ment of the equations of transport processes into forms needed to describe chemical 
reactors. It is seldom that the full equations have to be utilized, and normally 
only the most important terms will be retained in practical situations. However 
Eqs. 7.2.a-1 or 5 are useful to have available as a fundamental basis. 

Equation 7.2.a-5 implicitly assumes perfectly ordered flow in that V . (p,Dj,,,Vxj) 
is specific for molecular diffusion. Deviations from perfectly ordered flow, as 
encountered with turbulent flow, lead to a flux that is also expressed as if it arose 
from a diffusion-like phenomenon, in order to avoid too complex mathematical 
equations. The proportionality factor between the flux and the concentration 
gradient is then called the turbulent or "eddy" diffusivity. Since this transport 
mechanism is considered to have the same driving force as molecular diffusion, 
the two mechanisms are summed and the resulting proportionality factor is 
called "effective" diffusivity, D,. In highly turbulent flow the contribution of 
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molecular diffusion is usually negligible, so that D, is then practically identical 
for all the species of the mixture. Through its turbulent contribution, the effective 
diffusion is not isotropic, however. For more details refer to Hinze [2]. 

Equation 7.2.a-5 now becomes: 

When the reactor contains a solid catalyst the flow pattern is strongly determined 
by the presence of the solid. It would be impossible to rigorously express the 
influence of the packing but again the flux of j resulting from the mixing effect 
caused by its presence isexpressed in the form of Fick'slaw. Consequently, the form 
of Eq. 7.2.a-6 is not altered, but the effective diffusivity now also contains the effect 
of the packing. This topic is dealt with extensively in Chapter 11 on fixed bed 
catalytic reactors. For further explanation of the effective transport coefficients 
see Himmelblau and Bischoff [3] and Slattery [4]. 

7.2.b Simplified Forms of the "General" Continuity Equation 

As already mentioned, the form of the fundamental continuity equations is 
usually too complex to be conveniently solved for practical application to reactor 
design. If one or more terms are dropped from Eq. 7.2.a-6 and or integral averages 
over the spatial directions are considered, the continuity equation for each 
component reduces to that of an ideal, basic reactor type, as outlined in the intro- 
duction. In these cases, it is often easier to apply Eq. 7.1.a-1 directly to a volume 
element of the reactor. This will be done in the next chapters, dealing with basic 
or specific reactor types. In the present chapter, however, it will be shown how the 
simplified equations can be obtained from the fundamental ones. 

It is very common in reactors to have flow predominantly in one direction, 
say z (e.g., think of tubular reactors). The major gradients then occur in that 
direction, under isothermal conditions at least. For many cases then, the cross- 
sectional average values of concentration (or conversion) and temperature might 
be used in the equations instead of radial point values. The former are obtained 
from : 

where { represents any variable, and i2 is the cross section inside the rigid boundary 
and dR = dx dy. We can see that virtually all the terms contain products of 
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dependent variables, and the first approximation that must be made is that the 
average of the product is close to the product of the averages; for example, 

In this case, the approximation would clearly be best for highly turbulent flow, 
for which the velocity profiles are relatively flat. The discrepancies actually enter 
into the effective transport coefficients, which have to be empirically measured in 
any event. Another approximation concerns the reaction rate term: 

(R,K,* 7-1) - R,<(C,), ( T ) )  

Thus, Eq. 7.2.a-6 becomes after integration over the cross section: 

where the velocity in the flow direction is represented by u. In the presence of pack- 
ing a distinction would have to be made between the true local fluid velocity, 
called the interstitial velocity (m/s) and the velocity considered over the whole 
cross section, as if there were no solid, called the superficial velocity (m3 fluid/m2 
cross section s). A so called "one-dimensional model" is now obtained. If the 
convective transport is completely dominant over any diffusive transport, in 
particular that in the flow direction-that is, the fluid moves like a "plug"-the 
term (3) may be neglected. Assuming steady state conditions, the term (1) also 
drops out, so that the simplified Eq. 7.2.b-1 becomes (leaving out the brackets 
for simplicity): 

while the continuity Eq. 7.2.a-3 reduces to: 

This last equation is simply integrated to give: 

(pfu) = (pfu), = constant = G(kg/m2 s) 

where G is usually termed the "mass flow velocity." This result is then combined 
with the continuity equation for species j, giving 
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One modification is normally made before performing the final integration step: 

where Fo is the volumetric flow rate of the feed (m3/s) and dV is a differential 
element of reactor volume. Integration now gives, 

More often this equation is written in the form 

whereby F ,  = Fb Cjo is the molar feed rate of species j (kmol/s). The last equation 
is used to describe the plugflow reactor. 

Other simplified forms result when the entire reactor may be considered to be 
uniform-operating under conditions of complete mixing, the idealized picture 
of a well-mixed vessel. Here. one averages over all the spatial directions so that 
Eq. 7.2.b-1 can be further integrated over z :  

(For simplicity again, the overlines referring to mean values, will from now be 
left out.) Moreover, because of the assnmption of complete uniformity, no effective 
transport terms need to be considered. Note that the final coordinate direction 
here refers to the fluid, which could beexpanding, in contrast to the rigid boundary 
assumed for x and y. A more general and more rigorous derivation using the 
transport theorems of vector/tensor analysis has been given by Bird [5 ] .  In the 
batch case, when no fluid is entering or leaving the reactor, except at the time of 
loading or unloading, Eq. 7.2.b-1, with the terms (2) and (3) zero, can be integrated 
to yield: 

or, 
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since V(p , /p , , )Cj0  = Vo C,, = N j o ,  the total number of moles ofj initially present. 
N,  is related to N j o  by N ,  = Njo( l  - x,), so that finally one obtains: 

or, in integral form: 

This is the mass balance equation for the batch reactor. The symbol t for "clock 
time" is replaced here by the more usual symbol 8 for "batch residence time." 

For the continuous, completely mixed reactor, it is useful to start from the 
reduced continuity equation in terms of concentrations, analogous to Eq. 7.2.b- 1 
(but with no diffusion term): 

which yields, after integration over z and multiplication by R: 

since 

where F' is the volumetric flow rate, m3/s. If F,., and F,., represent, respectively, 
the inlet and outlet flow rates of species j the following equation is obtained: 

Again, Bird [ S ]  presents a more rigorous derivation, with the identical result. 
Under steady-state conditions Eq. 7.2.b-10 reduces to an algebraic equation: 

which is the mass balance for the continuousj7ow stirred tank reactor (CSTR). 
If Eq. 7.2.b-10 is multiplied by the molecular weight Mj ,  and summed on j, 

a total mass balance is obtained: 
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where m, = M j N j  is the total mass, and m is the mass flow rate (kgls). Equation 
7.2.b-12 could also be obtained by integrating Eq. ?.2.a-3 over the volume. For 
liquids, the density is approximately constant, and if the volume is fixed, Eq. 
7.2.b-12 shows that the inlet and exit flows must be the same. 

7.2.c The Energy Equation 

Again reference is made to Bird et al. [I]  for the rigorous derivation, in various co- 
ordinate systems, of the fundamental energy equation. The following form, with 
respect to a rectangular coordinate system, contains the phenomena that are of 
importance in reactors: 

where c p j  is the specific heat of species j (kcal/kg°C or kJ/kg K), 1 is the thermal 
conductivity of the mixture (kcal/m.hr°C or kJ1m.s. K) and the H, are partial 
molar enthalpies (kcalfimol or kJ/kmol). The respective terms arise from: 
(1)change of heat content with time, (2)convective flow, (3) heat effect of the chemi- 
cal reactions, (4) heat transport by conduction, (5) energy flux by molecular dif- 
fusion, and (6) radiation heat flux. 

Other energy terms encountered with particular flow conditions are work of 
expansion or viscous dissipation terms, primarily important in high speed flow; 
external field effects, mechanical or electrical, can also occur. Since they usually 
are of much less importance they will not be considered here. Heat radiation in the 
reactor is often neglected, except in the case of fixed bed catalytic reactors operating 
at high temperatures, but then it is generally lumped with the heat conduction 
and a few more heat transport mechanisms into an "effective" heat conduction 
having the form of term (4) in Eq. 7.2.c-1. When this is done in Eq. 7.2.c-1 and the 
diffusion term (5) is neglected the result is: 

where &, is an effective thermal conductivity. Again, when there is more than one 
phase, more than one energy equation has to be written and a transfer term has 
to be introduced. For the same reasons as mentioned in Sec. (7.2.a), this has not 
been done here and will be delayed to the specific cases discussed in the following 
chapters. 
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7.2.d Simplified Forms of the "General" Energy Equation 

The "general" energy equation can be simplified in the same way as the continuity 
equation. since the approximations introduced there are assumed to be equally 
applicable here. But, whereas mass is generally not diffusing through the wall, 
heat frequently is. In deriving the onedimensional model by averaging over the 
cross section, a boundary condition for heat transfer a t  the reactor wall has to be 
introduced for this reason. This boundary condition is commonly written as: 

Here n represents the direction normal to the wall, cx,  is a convective heat transfer 
coefficient, Tw is the temperature of the wall, and TR is the fluid temperature in the 
immediate vicinity of the wall. The right-hand side of Eq. 7.2.d-1 would be zero for 
an adiabatic reactor. Equation 7.2.c-2 then becomes. when averaged over cylindri- 
cal geometry, with diameter d, 

An important point is that the i component of the condition term retains its 
identity. in terms of averaged variables, but the x and y components are integrated 
out with the wall boundary condition, Eq. 7.2.d-1, which is now written: 

4u = - (T - ( T ) )  
d,  

where T, is the temperature of the surroundings and U is an overall heat transfer 
coefficient. The latter approximation actually locates the heat transfer with the 
wall in a thin film. For the tubular reactor considered here, the heat conduction 
in the z-direction is usually much smaller than the heat transported by convection, 
and also it drops out for the complete mixing case. 

Thus, the resulting equation is: 
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For steady-state conditions Eq. 7.2.d-3 becomes, after multiplying by Q = rrdr2/4 
(and omitting the brackets): 

This is the energy equation for a single-phase tubular reactor with plug flow. 
Note that Eq. 7.2.d-4 is coupled with the continuity equation, mainly by the 
reaction term, but also through the heat capacity term on the left-hand side. The 
latter is sometimes written in terms of a specific heat that is averaged with respect 
to temperature and composition, that is, mjcpj = mFp. 

A rigorous macroscopic energy balance is found by integrating over the entire 
reactor volume: 

which can also be found by a careful integration of Eq. 7.2.d-3 over the reactor 
(see Bird [ 5 ] ) .  Representing the internal heat exchange surface of the reactor by 
A,, Eq. 7.2.d-5 reduces to: 

for the batch reactor, or with Fj , .  = F j . ,  + R j  V 

for the continuous flow stirred tank reactor. 
The following chapters deal in detail with ideal reactor types like the batch 

reactor (Chapter 8). the tubular reactor with plug flow (Chapter 9), and the 
continuous flow reactor with complete mixing (Chapter 10). Deviations from 
plug flow will be encountered in Chapter 11 on fixed bed catalytic reactors and 
several degrees of sophistication will be considered there. The problem of modeling 
nonideal and multiphase reactors will be developed in Chapter 12, while important 
specific cases of fluidized bed reactors and of gas-liquid-solid reactors will be 
discussed in Chapters 13 and 14, respectively. Each of these chapters starts from the 
basic equations developed here or from combinations of these; correlations are 
given for the mass and heat transfer parameters for each specific case; the opera- 
tional characteristics of the reactors are derived from the solution of the basic 
equations; and the performance of reactors in several industrial processes will be 
simulated and investigated. 
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Problems 

7.1 Write Eq. 7.2.a-6 in terms of<;, the extent of the ith reaction per unit mass of the reaction 
mixture, defined by 

7.2 Derive the steady-state continuity and energy equations and appropriate boundary 
conditions for the tubular reactor with turbulent flow, corresponding to the various 
situations represented in the following diagram (from Himmelblau and Bischoff [3]). 
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I 
I 

I 

A 
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direction 

V 

,A+ Only 
axial 

** dispersion -r considered 

Concentration 
rrprofile 

flat 



The continuity equation for the first case is given by (in cylindrical coordinates): 

with boundary conditions 

acJ(o, r)  
u(r)Cjo = u(r)C,(O, r) - D,. ,(r) - 

a2  

z = L  % = o ,  a l l r  
a2 

ac. 
r = O  > =  0, all z 

ar 

ac, 
r = R, -- - 0, all z 

dr 

7.3 Write all the above equations in dimensionless form. 
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THE 
BATC H 

REACTOR 

The usual definition of a batch reactor is one in which the only chemical and 
thermal changes are with respect to time-in other words, the reactor is spatially 
uniform. We will retain this meaning, and thus the simplified balances from Section 
7.3 can be used. Batch reactors are most often used for low production capacities 
and for short-term productions where the cost of labor and other aspects of the 
operations are less than capital cost of new equipment, and a small fraction of the 
unit cost of the'product. 

8.1 The Isothermal Batch Reactor 

Because of the uniformity of concentration, the continuity equation for the key 
reacting component may be written for the entire reactor volume: 

where 0 = residence time in the reactor. It is convenient to specifically represent 
this residence time in the reactor by a special symbol-for completely batch 
systems it is the same as "clock" time, t. but in other applications the distinction 
will be useful. For a general set of reactions, Eq. 8.1 - 1 can be extended to: 

These mass balances are often written in terms of conversions: 

' Note: Eq. 7.2.b-6 is written for arbitrary species j; for species A being taken as a reactant, r ,  = 
-a = - I for a single reaction with stoichiometry referred to A ,  thus leading to Eq. 8.1-1. 



Then, Eq. 8.1-3 is readily put into integral form: 

Note that the batch residence time, 8, can be interpreted as the area from x,, 
to xAf under the curve of NAo/VrA(xA) versus x,. The volume of reaction mixture 
can change because of two reasons: (1) external means (e.g., filling a reaction vessel 
or adding a second reactant) and (2) changes in densities of reactants or products 
(e.g., molal expansion of gases). The first possibility is often termed "semibatch" 
operation, since some sort of flow is involved, and this will be discussed later. The 
second is usually not very important for liquids, and is neglected. We will derive 
the proper formulation for gases, although it should be stated that batch gas-phase 
reactors are not commonly used in industry because of the small mass capacity; 
however, a gas phase could be part of the reaction mixture, and also laboratory 
gas-phase reactors have been utilized. 

With no expansion, as for liquids, Eq. 8.1-4 becomes 

= -I'"' " 
c,,, ~ A ( C A )  

and for simple rate forms can be easily integrated analytically, as illustrated in 
Sec. 1.3. 

For reactions with the reaction stoichiometry 

the following mole balance can be made at a given extent of reaction based on 
conversion of A :  

N ,  = N,, (inert) 
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Therefore, the total number of moles is given by 

N ,  = N l o  + N A 0 6 , x A  
from which: 

Now for gases, let us use the equation of state, for example: 

p,V = ZN,RT 
Then, 

(8.1-7) 
2 T PIO 

= (---)(I 2 0  To Pf + c ,x , )  

For constant (T, p,), this reduces to the special case defined by Levenspiel [I]. 
Next, the concentrations, for substitution into the rate formula, can be expressed as 

With partial pressures: 

As an illustration, for an nth-order reaction: 

N ~ O n  (' - A ) '  (const. T.  p,) Vr,  = V k C A n  = k -- 
Von-' ( 1  + 

and Eq. 8.1-4 becomes 

-- d x ,  (const. T, p,) 

which for no molar expansion, E ,  = 0, is the same as Eq. 8.1-5, of course. 

Example 8.1-1 Example of Derivation of a Kinetic Equation by 
Means of Batch Data 

The reaction A + B -+ Q + S is carried out in the liquid phase at constant tem- 
perature. It is believed the reaction is elementary and, since it is biomolecular, 
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it is natural to first try second order kinetics. The density may be considered 
constant. 

Let B be the component with highest concentration, while the most convenient 
way to follow the reaction is by titration of A. 

A batch type experiment led to the following data in Table 1: 

Table I Concentration 
tlersus time data 

C,, = 0.585 kmol/m3 
C, = 0.307 kmol/m3 

Time (hr) C4~ol/m3) 

Figure 1 Graphical representarion of concentra- 
tion cersus time data. Determination of reaction 
rates. 
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Table 2 Comparison oJ k determined by inreqrcll und diflerential 
method 

C A  c, k 
m'/kmol hr 

kmd - r~ 
Time m3 kmol/m3 hr from Eq. b from Eq. e 

If the hypotheses of second order is correct, the following relation between the 
rate and the concentrations of 4 and B will be valid, for any time, and therefore 
any composition: 

and I; has to have the same value for all levels of C, and C,. When the differential 
method is used Eq. a is the starting point. By substituting the rate equation (a) in 
the material balances: Eq. 8.1-1 with C ,  = N , / ' V :  

This means r, may be obtained as tangent to the curve C ,  - O(Fig. 1). 
Substituting the corresponding C, and C, leads to k. The values of C, follow 

from C, = CEO - (C,, - C,). Table 2 gives the values of k obtained in this way. 
The variation of k 1s small and does not invalidate the second-order hypothesis, 
especially as the precision of the method is getting smaller as the reaction proceeds. 
A value of 61 x 10-2 m3,'hr kmol may be used for k. 

The integral method is based on Eq. 8.1-5. Before integration is possible, C, 
and C, must be expressed as a function of one variable, the fractional conversion, 
x,. In this case 

Eq. 8.1-5a becomes: 
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or with concentrations: 

These equations also lead to a constant value for k, which confirms that the 
reaction has second-order kinetices. Peterson [2] has discussed further aspects of 
differential versus integral fitting of data from batch reactor experiments. 

8.2 The Nonisothermal Batch Reactor 

In practice, it is not always possible, or even desirable, to carry out a reaction under 
isothermal conditions. In this situation, both the energy and mass balances must 
be solved simultaneously: 

where Eq. 8.2-1 is the appropriate simplified heat balance and A, is the heat 
exchange surface from Section 7.2-d. The term qA, represents any addition or 
removal of heat from the reactor. For adiabatic systems, q = 0, while for a heat 
exchange coil it would have the form 

where T, = temperature of heating or cooling medium. Eq. 8.2-1 can be combined 
with Eq. 8.1-3 to yield: 

= 0, adiabatic 
Thus, 

= qA,B, q = const. (8.2-4b) 

= 0, adiabatic ( 8 . 2 4 )  
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For the latter adiabatic situation, the adiabatic temperature change, for a certain 
conversion level is: 

Therefore, in this case T can be substituted from Eq. 8.2-5 into Eq. 8.1-3, which 
then becomes a single differential equation in x, (or xA can be substituted into 
Eq. 8.2-1). This is done by utilizing Eq. 8.1-4, where the integral is evaluated by 
choosing increments of x, and the corresponding T(x,) from Eq. 8.2-5. Again, 
the reactor residence time, 8, can be represented by the area under the curve 

N ~ O  versus x, 
V~A(XA 7 

Some analytical solutions are even possible for simple-order rate forms-they are 
given for the analogous situation for plug flow reactors in Chapter 9. Finally, 
the maximum adiabatic temperature change is found for x, = 1.0, and then 
(for xAo = 0): 

(AT),, = T,, - To = ( -AH)N~O 
'''1 Cp 

Eq. 8.2-4c can be written in the alternate form: 

More general situations require numerical solutions of the combined mass and 
heat balances. 

Several situations can occur: 

1. The temperature is constant or a prescribed function of time, T(0)-here the 
mass balance Eq. 8.1-3 can be solved alone as a differential equation: 

Also, Eq. 8.2-1 or 3 can then be solved to find the heating requirements: 

2. Heat exchange is zero, constant, or a prescribed function of time. First Eq. 8.2-4 
is used to compute T = T(xA, 0) and then substituted into the mass balance 
Eq. (8.1-3). which can then be integrated: 
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The temperature variation can then be found, if desired, by using the computed 
values of xA(0): 

T(O) = T(xA(Q), 0) 
Alternatively, the combined Eqs. 8.1-3, 8.2-1 can be simultaneously solved as 
coupled differential equations. 

3. Heat exchange is given by q = U(T, - T)-direct numerical solution of the 
coupled mass and heat balances is used. 

If convergence problems arise in the numerical solutions, especially for hand 
calculations, it is often useful to use conversion as the independent variable. 
Thus, increments of conversion give increments of time from the mass balance, 
and these give increments of temperature from the heat balance; iterations on the 
evaluations of the rates are also often required. 

For case 3 above, values of the heat transfer coefficient are required. The factor 
U, appearing in Eq. 8.2-2, is a heat transfer coefficient, defined as follows: 

Where: 

a,, A,: respectively heat transfer coefficient (kcal/mZ hr "C) and heat transfer 
surface (m2) on the side of the reaction mixture 

a,, A,: the same, but on the side of the heat transfer medium 
A, : logarithmic mean of A,  and A, 
A: conductivity of the wall through which heat is transferred (kcal/m hr°C) 
d: wall thickness (m) 

The literature data concerning a, and a, are not always in accordance. As a guide 
the following relations are given. 

For reactors in which heat is transferred through a wall, a, may be obtained 
from the following dimensionless equation for stirred vessels: 

akd, & 0.14 d S 2 N p L  0.66 c p p  0.33 
T (P) = 0.~~(77) (T) 

where d,  = reactor diameter (m) 
d ,  = propeller diameter (m) 
p,,, = viscosity of the reaction mixture at the temperature of the wall 

(kg/m hr) 
p = viscosity of the reaction mixture at the temperature of the reaction 

mixture 
1 = heat conductivity of the reaction mixture (kcal/m hr "C) 

N = revolutions per hour (hr- I )  

pL = density of reaction mixture (kg/m3) 
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(Chilton. Drew, and Jebens [3].) More extensive work hy Chapman. Dallenbach 
and Holland [J] on a batch reactor with baffles and taking into account the 
liquid height ( H L )  and the propeller position above the bottom (H,) led to the 
following equation: 

Further work on this subject has been done by Strek [S]. For z, several cases are 
possible. When the reaction vessel is heated (e.g., with steam) the Nusselt-equation 
may be applied, provided film condensation is prevailing. Refer to  heat transfer 
texts for this topic. For heat transfer through a coil, z, may be calculated from an 
equation such as Eq. 8.2-9, but with a larger coefficient due to the effect of the coil 
on the turbulence. According to Chilton, Drew and Jebens this coefficient would 
be 0.87. It is likely to depend also on the mixing intensity; other literature also 
mentions a value of 1.01. 

z, may be obtained from the following equation, valid for turbulent conditions: 

d 
where @ = 1 + 3.5 2 

I 
and d, = inner diameter of the pipe (m) 

d, = coil diameter (m) 
p, = viscosity of the reaction mixture at the surface of the coil (kg/m hr) 

Equation 8.2-1 1 is an adaptation of the classical Dittus and Boelter equation for 
straight pipes. Further information on this topic can be found in Holland and 
Chapman [6]. 

Example 8.2-1 Decomposition of Acetylated Castor Oil Ester 

This example has been adapted from Smith [7] and Cooper and JefTreys [8]. 
The overall reaction for the manufacture of drying oil is 

acety lated drying (z;:;' oil) (I) - ( Oil )(I) + CH3COOH(g) 

The charge of oil to the batch reactor is 227 kg, and has a composition such that 
complete hydrolysis gives 0.156 kg acidfig ester; the initial temperature is To = 
613 K. The physiochemical properties are: c, = 0.6 kcalfig "C = 2.51 kJ/kg K, 
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MA = 60 kg/kmol, ( -  AH) = - 15 kcal/mol = -62.8 x LO3 kJ/kmol. The rate is 
first order (Grummitt and Fleming [9 ] ) :  

22450 kg acid 
r~ = (;)C, exp()5.2 - T) - m3 s 

with C,[=] kg/m3, T [ = ]  K 

A constant heat supply is provided by an electrical heater, and a final conversion 
of 70 percent is desired. 

This is an example of case 2 discussed above, and so Eq. 8.2-4 is utilized. First, 
the adiabatic situation is computed, using Eq. 8.2-5. The adiabatic curve is linear 
in conversion, and has as a slope the adiabatic temperature change from Eq. 8.2-6: 

( -62.8 x lo3 kJ,/kmo1)(0.156 kg/kg)(227 kg) 
(AT),, = (227 kg)(2.51 kJ/kg K)(60 kg/kmoi) (b) 

= -65 K 
Thus, 

T ='613 - 65x,, K 

and is shown in Fig. 1. It is seen that for this endothermic reaction, the temperature 
drops drastically with adiabatic operation, and heating needs to be considered. 

Temperature-conversion curves for other heat inputs were calculated by Cooper 
and Jeffreys. using Eq. 8.2-4b to obtain T = T(xA, 0): 

For the qA, = 52.8 kW curve, 

Finally, this is substituted into Eq. (8.1-3) to be integrated: 

Figure 1 shows temperature histories for various amounts of heat input. It is 
seen that the heat input of 52.8 kW or 0.233 kW/kg (200 kcalfig-hr) is just sufficient 
to overcome the endothermic cooling past 40 percent conversion, where the reactor 
temperature begins to rise. 

It is also instructive to look at the conversion-time profile (Fig. 2). For the 
q A ,  = 52.8 kW results, the first i(0.7) = 0.35 of the final conversion is reached 
in about 2.5 min, and the second half requires the remaining 5 min of the total 
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Fractional conversion. x~ 

Figure I Temperature-conversion progress for various rates of 
hear input urom Cooper and Jefreys 181). 

batch residence time. This longer time to reach higher conversion is especially 
severe for the adiabatic case, of course, with its rapid drop in temperature. 
The total times required for 70 percent conversion are as  follows: 

Heat input rate, kW 8, for 70% conversion, rnin 

Isothermal, T = 613 K 4.97 
Adiabatic, q = 0 38.25 

5.28 23.64 
52.8 7.48 

105.6 4.72 
158.9 3.55 
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8 ,  min 

Figure 2 Conversion versus rime curve for adiabatic operation and 
a heat input rate of 52.8 k W.  

Again notice the large increase in residence time for the smallest heat addition 
and/or the adiabatic case, caused by the endothermic temperature decrease. 

One could also choose the proper heater size to have 70 percent conversion 
in some chosen time-say 20 min. Here, Eqs. (d) and (e) would have to be solved 
iteratively for the unknown value ofq. Actually, after the above range ofsimulations 
were available, a simple interpolation is possible; the result is qA, = 8 kW. 

8.3 Optimal Operation Policies and Control Strategies 

Two main types of situations are considered: 

I. Optimal batch operation time for the sequence of operations in a given reactor. 

2. Optimal temperature (or other variable) variations during the course of the 
reaction, to minimize the reactor size. 

The principles of each of these will be discussed-more extensive details are given 
in Aris [lo]. To simplify the mathematical details, we primarily consider constant 
volume reactors, but recall from earlier discussion that most practical situations 
are in this category. 
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8.3.a Optimal Batch Operation Time 

The discussion follows that of Aris [ l l ,  181. The price per kmole of chemical 
species A, is w j ,  and so the net increase in worth of the reacting mixture is 

where 

which is constant for a given stoichiometry and chemical costs. For a single 
reaction, it is more common to introduce the conversion of the key species, A, 
into Eq. 8.3.a-1 

The cost of operation is usually based on four steps: 

1. Preparation and reactor charging time O,, with cost per unit time, of W,. 

2. Reaction time 0,,  with W,. 

3. Reactor discharge time O Q ,  with WQ. 

4 .  Idle or "down" time O0, with Wo. 

The total operation cost then is: 

W, = 0 ,  Wo + 0 ,  W, + 0, WQ + 0 ,  W, (8.3.a-4) 

Since our interest is in the reactor operation, all the other times will be taken 
to be constant, and the main question is to determine the optimal reaction time, 
with its corresponding conversion. The net profit is 

W(@R> - WT (8.3.a-5) 

and the optimum value of 8, is found from 
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or 

From Eq. 8.3.a-3, 

where the last step used Eq. 8.1-3. Thus, the optimum occurs when 

The actual optimum reaction time, OR, must still, of course, be found from Eq. 5.1-4 
evaluated at x,, = xA(8,) found from Eq. 8.3.a-9: 

Instead of the maximum net profit Eq. 8.3.a-5, the maximum of the net profit 
per unit time may be desired: 

where 0, = 8, + 8, + 8, + 0,. Then, the optimum OR is found from: 

Aris [I l] has provided a convenient graphical procedure for solving Eq. 8.3.a-13 
for the optimal value of 0,. Figure 8.3.a-1 illustrates a typical curve for net profit. 
If it is recognized that the right-hand-side of Eq. 8.3.a-13 is precisely the slope of 
the tangent line m, from Eq. 8.3.a-13, 
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Figure 8.3.a-I Net profit curve (from Aris [ I  I]). 

it is seen that the 0, indicated in the figure is the one that does satisfy Eq. 8.3.a-13, 
and is the optimum value for maximum net profit per unit time. The point, M, 
and corresponding BR gives the optimum for maximum net profit, from Eq. 8.3.a-6. 

Example 8.3.a-I Optimum Conversion and Maximum Profit for a 
First-Order Reaction 

For a simple first-order reaction, Eq. 8.1-4 gives 

0 = CAo JoxA 
dx - 1 

= - In(] - x,) 
kC,o(l - XA) k 

or 
x, = 1 - ',-'o (b) 

Thus, from Eq. 8.3.a-3, 

W(OR) = (AW)NAo(I - e-*OR) (c) 

and the value of 0, for maximum profit is found from Eq. 8.3.a-7: 

W, = ( A  W)N,,(ke-kOR) (d) 
or 
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The optimum conversion is 

It should be noted that if the result Eq. (f) is substituted into the first-order rate 
form: 

which is Eq. 8.3.a-9 for this situation. 

8.3.b Optimal Temperature Policies 

This section considers two questions: (1) What is the best single temperature of 
operation? (2) What is the best temperature progression during the reaction time 
or (as it is sometimes called) the best trajectory? The answers will depend on 

, whether single or complex reaction sequences are of interest. For single reactions, 
the results are relatively straightforward. If the reaction is irreversible, and if the 
usual situation of the rate increasing with temperature is true, then the optimal 
temperature for either maximum conversion from a given reactor operation, or 
minimum time for a desired conversion, is the highest temperature possible. This 
highest temperature, T,,, is defined by other considerations such as reactor 
materials, catalyst physical properties, and the like. Similarly, for reversible 
endothermic reactions where the equilibrium conversion increases with temperature 
(E,,, > E,,,,), the highest allowable temperature is the best policy. 

The case of reversible exothermic reactions is more complicated, because even 
though the rate may increase with temperature, as the equilibrium conversion is 
reached, higher temperatures have an adverse effect of decreased equilibrium 
conversion. Thus, there is an optimum intermediate temperature where reasonably 
rapid rates are obtained together with a sufficiently large equilibrium conversion. 
The precise value of the optimal temperature can be found with use of Eq. 8.1-4 
at the final conversion, x A j :  

This can always-in principle, and usually in practice- be integrated for a constant 
value of temperature, and then the best temperature found for a given conversion, 
x , ~ .  It can be shown that this is exactly equivalent to the problem of choosing 
the optimal temperature for the maximum conversion for a given reaction time, 
0, .  
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Example 8.3.6-2 Optimal Temperature Trajectories for First Order 
Reversible Reactions 

For a first-order reversible reaction. the reaction rate is: 

It is convenient to use dimensionless variables (e.g., Millman and Katz [12]): 
with 

k - A ~ ~ - E Z ' R T  
2 - + PuZ, 

where 

and 

Then the mass balance Eq. 8.1-3 becomes 

After the optimum value of u is found, the actual temperature is 

For a given u. Eq. (d) can be easily integrated: 

where the equilibrium conversion is given by 

xAeq(ff )  = (1 + 6 ~ ' -  I)- (g) 

Equation f can be rearranged to 

x A  = x A s q [ l  - (1  - x ~ ~ / x ~ ~ ~ ) ~ - " ~ ~ ~ ~ ~ ~ ]  (h) 
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The value of the optimum 7, or equivalently u, for maximum .uAr with a given Of 
can now be readily found from 

It can be shown that for a single reaction this result is equivalent to the problem 
of the optimum u for a minimum Of with a given xAf; Aris [lo] has summarized 
the results of F. M. J. Horn and others. 

Fournier and Groves 1131 have provided useful charts based on Eqs. h and i. 
With Figs. 1 and 2, both equivalent problems can be readily solved by beginning 
with the known quantities: either a and /3(Of) or a and xAf. Other kinetic schemes 
have also been evaluated by Fournier and Groves [13]. 

Even better results for the reversible exothermic reaction can be obtained by 
choosing an optimal temperature variation with time. This type of operation is 
also feasible in practice, especially with modern automatic control techniques. 
Qualitative reasoning indicates that a high temperature at the beginning would 
be best, since this increases the rate constant, and the equilibrium limitations are 
usually not particularly important at this point. As the reaction progresses, and 
approaches equilibrium, it is important to have lower temperatures that favor 
higher equilibrium conversions. Thus, the optimum temperature trajectory would 
be expected to decrease with time. Also, the maximum overall rate, made up of the 
cumulative sum of the instantaneous point rates, will be largest if each of the 
point rates is maximized. This reasoning cannot be extended to multiple reactions, 
however, since the overall optimum will be made up of the interactions of several 
rates; this is considered later. 

For the single reaction, the condition of optimality to be fulfilled in each point is 

dr, 
dT 

= 0 

(A proof is given by, e.g., Aris [ I  I].) This equation can be used for a numerical 
solution, or in simple cases, it will provide analytical solutions. For the reaction 

, 
A + B  = Q + S  

the rate is 

where 

M = C,,/C,, and CQ, = 0 = C,, 
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Then, the optimum temperature at each point is found from Eq. 8.3.b-2, with the 
results 

with 

B ,  = ( E ,  - E2) /R and B, = A ,  E 2 / A , E ,  

Fournier and Groves [14] have provided solutions for several other reaction types; 
the definitions of B ,  and B2 are the same for any single reversible reaction, but 
B, depends on the reaction type: 

Reaction B3 

Other kinetic forms can be similarly handled. The calculation procedure is 
then as follows. First the result of utilizing Eq. 8.3.b-2, such as Eq. 8.3.b-4, is used 
to determine T,,,(x,). Then these values are used in the integration of the mass 
balance Eq. 8.1-4 for O(x,): 

One complication that occurs can be seen from Eq. 8.3.b-4: for low conversions, 
8,  may have a sufficiently small value that B 2 B 3  < 1.0. Then, Eq. 8.3.b-4 gives a 
value T,,, -. co (or negative). In practice of course, the temperature will have to 
be limited to some value T,,, < T,, over a range of conversion going from zero 
to some critical value x,,. This critical conversion, x,, > 0, can be found by first 
using T,,, in Eq. 8.3.b-5. 

A more general consideration of these problems involves the optimization of 
some sort of "objective function," which usually depends on outlet conversions 
and total residence time (equipment cost). It is usually difficult to include all pos- 
sible costs (e.g., safety) and so a simpler compromise quantity, such as selectivity. is 
often used instead. 
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Denbigh and Turner [15] consider two major categories: 

1. Output problems. These are concerned with the attainment of the maximum 
output-the amount of reaction product(s) per unit time and reactor volume. 

2. Yield problems. These are concerned with maximizing the yield-the fraction 
of reactant converted to  desired product. 

The first type is most important for simple reactions with no side products and/or 
very expensive reactors, catalysts, and so on. The second type occurs with complex 
(usually organic) reactions where the production of undesired products is wasteful. 
Output problems are somewhat easier to solve in general since their simpler 
reaction schemes involve less mathematical details. 

The above case of single reversible exothermic reactions was an example of an 
output problem. Intuitive logic led to the qualitative conclusion that the optimum 
temperature profile was the one that maximized the rate at each point. This was 
also the quantitative solution, and led to the design techniques presented. For 
yield problems, if the kinetics are not too complex, the proper qualitative trends of 
the optimal temperature profiles can also often be deduced by reasoning. However, 
the quantitative aspects must usually be determined by formal mathematical 
optimization methods. Simple policies, such as choosing the temperature for 
maximum local pointwise selectivity, rarely lead to the maximum final overall 
selectivity because of the complex interactions between the various rates. 

A few examples of this qualitative reasoning are worth discussing. Consider the 
scheme 

Q (desired) 
A + B  

-s 
Now, if E ,  > E l ,  E ,  > E , ,  the optimum temperature trajectory is decreasing in 
time, as for the simple reversible, exothermic case, but not quite as high in the 
beginning to avoid excessive side reaction. If E ,  > E l  > E ,  , the reversible reaction 
is endothermic and so a high temperature level is desirable, but if too high, 
especially where C, and C ,  are large, too much side reaction occurs. Thus, the 
optimum trajectory here is increasing. If E2 > E l  > E s ,  a decreasing trajectory is 
again best. Horn (see Denbigh and Turner [15] for references) has worked out 
the mathematical details of these. 

Another example is the familiar 

1 7 A + B  - Q -- S (Q desired) 

If E ,  > E , ,  the initial temperature should be large for a rapid first reaction but 
the temperature should be diminished as Q accumulates to preferentially slow 
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down the degradation reaction 2. Here again, a cfrcrrusing trajectory is best. 
An example that has two answers depending on whether it is looked at from the 
output or yield viewpoint is the following: 

From the output point of view, the optimum trajectory is an increasing one. At 
the beginning of the reaction, the temperature should be low in order to  promote 
formation of Q rather than S, but at  the end of the reaction time, the temperature 
should be high to ofset the otherwise low conversion rate-this gives more Q 
even though it also results in more S. If the reactor cost is not important, as in the 
yield problem, the temperature should be as low as possible throughout the reaction 
time. This gives, relatively, the most Q but requires a very large reactor for signifi- 
cant conversion. 

As a final example, consider the now classical scheme of Denbigh: 

S desired 

Here, the product is formed through an intermediate and both the feed reactants 
and the intermediates can undergo side reactions. The four possible cases here 
from the yield viewpoint are: 

E ,  > E,, E ,  > E, uniform high temperature 

E ,  < E,, E ,  < E ,  uniform low temperature 

E ,  < E,, E3 > E, increasing trajectory 

E ,  > E,, E3 < E ,  decreasing trajectory 

Denbigh gave some figures for example values of activation energies and showed 
that for a highest yield of 25 percent under isothermal conditions the optimum 
temperature trajectory gave over 60 percent; thus, more than double the best 
isothermal yield was possible. 

Example 83.b-2 Optimum Temperature Policies for Consecutive 
and Parallel Reactions 

The two basic complex reaction schemes, consecutive and parallel, were considered 
in an interesting and useful simple way by Millman and Katz [12], and illustrates 
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the computation of optimum temperature trajectories. The details are expressed in 
dimensionless form, as above: 

for consecutive reactions, 
I 2 

A - Q - S (Q desired) 

ds,  
d x ~  = ~ ( 1  - xA) - BuaxQ - = u(1 - x,) and - 

ds dr 

for parallel reactions, 

dx, 
-= (U + Pu3(1 - xA) and dlQ - = u(1 - xA) 
dr  d~ 

where 

The rigorous optimization could be done with several mathematical techniques- 
see Beveridge and Schechter [16], and for a concise discussion of the Pontryagin 
maximum principle see Ray and Szekely [17]; also see Aris [lo] for specific 
chemical reactor examples. Millman and Katz found that the formal optimization 
techniques were rather sensitive during the calculations and devised a simpler 
technique whose results appeared to be very close to the rigorous values; it should 
have further possibilities for practical calculations. 

The basic idea was to assume that the temperature trajectory to be determined 
could be approximated as a linear function of the desired product concentration 
to be maximized; specifically: 

Then the two parameters, c0 and e l ,  are determined for the optimal condition: 
max{xQ(r)}. This still requires a search technique to obtain the values of c,  and 
c , ,  but it was found that these computations were much simpler than the com- 
pletely rigorous optimization. Actually, further terms in dxQ/dr and xQdr gave 
better results than the linear function, and are based on standard three-mode 
process controller actions; however, we will not pursue this further here. 

Two typical results are shown in Figs. 1 and 2 and it is seen that the best 
proportional (simple linear) results are close to the true optimal values. Note that 
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Optimal 3'0 I 

Figure I Temperature histories for consecutive reac- 
tion: a = 2, p = 3. Yields: best isothermal, 0.477; 
best proportional, 0.489; optimal, 0.491 (from 
Millman and Katz [12]). Figure 2 Temperature histories forparallel reaction : 

a = 2, p = 3 Yields: best isothermal, 0.535; best 
proportional, 0.559; optimal, 0.575 (from Millman 
and Katz [12]). 



Figure 3 Approximate contour plots of optimal pro- 
portional controller settings for consecutive reactions 
(from Millman and Katz [ I  31). 

Figure 4 Approximate contour plots of optimal proportion- 
al controller settings for parallel reactions (from Millman 
and Katz [12]). 



this appears to be true. even though the temperature curves, u(r), have some dif- 
ferences between them-apparently the final yield is not particularly sensitive to 
all the details of the curves. 

Also shown in Figs. 3 and 4 are approximate contour plots of the optimal values 
of the (c,, c,) for the two basic reaction types. It can be seen that thec, are functions 
of both a and 8, but that c ,  primarily depends on the ratio of activation energies, 
a = E , / E , .  These are only approximate values, and Millman and Katz recom- 
mend that they be used as starting values for more detailed calculations. 

Problems 

8.1 The esterification of butanol with acetlc acid, using sulfuric acid as a catalyst. was studied 
in a batch reactor: 

0 

The reaction was carried out with an excess of butanol. The following data were collected 
[C. E. Lejes and D. F. Othmer. I & E.C. 36,968 (19491. 

Acetic acid 
Time concentration 
(hr) (molesjl) 
- 

0 2.327 
1 0.7749 
2 0.45 14 
3 0.3 152 
4 0.2605 

Set up a suitable kinetic model of the homogeneous type. 

8.2 The following data on the conversion of hydroxyvaleric acid into valerolactone were 
collected. 

Time 
(min) 48 76 124 204 238 289 

Acidconcentration 19.04 17.6 16.9 15.8 14.41 13.94 13.37 
(molP) 

Determine a suitable kinetic model by means of both the differential and integral method 
of kinetic analysis. 

THE BATCH REACTOR 387 



8.3 The batch saponification of ethyl acetate, 

CH,COOC2Hs + NaOH = CH,COONa + C,H,OH, 

was carried out in a 200-ml reactor at 26°C. The initial concentrations of both reactants 
were 0.05 1 N. 
(a) From the following time versus concentration data, determine the specific rate and 

tabulate as a function of composition of the reacting mixture. 

Time, s NaOH mol/l 

(b) Determine a suitable reaction rate model for this system. 

8.4 A daily production of 50,000 kg (50 tons metric) of ethyl acetate is to be produced in a 
batch reactor from ethanol and acetic acid: 

The reaction rate in the liquid phase is given by: 

k = 7.93 x lo-" m3/kmol sec 

K = 2.93 

A feed of 23 percent by weight of acid. 46 percent alcohol, and no ester is to be used. 
with a 35 percent conversion of acid. The density is essentially constant at I020 kg/m3. 
The reactor will be operated 24 hours per day, and the time for filling. emptying. and the 
like, is 1 hour total for reactors in the contemplated size range. 
What reactor volume is required? 

8.5 A gas-phase decomposition A + R + S is carried out with initial conditions of: To = 
300 K. p, = 5 atm, and V, = 0.5 m3. The heat of reaction is - 1500 kcalfimol, and the 
heat capacity of A, R,  and S are 30.25, and 20 kcalfimol K. The rate coefficient is 

(a) Compute the conversion-time profile for isothermal conditions. Also determine the 
heat excl~anpc rates required to maintain isothermal cond~tionb. 

(h) Compute the conversion-time profile for adiabat~c conditions. 
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8.6 A desired product. P, is made according to the following reaction scheme: 

Discuss qualitatively the optimum temperature profile for the two cases: 
(a) E2 1 E3 > E ,  
(b) E, > E ,  > E ,  
Describe your reasoning carefully. 

8.7 One method of decreasing the large ini*l heat release in a batch reaction is to utilize 
"semibatch" operation. Here, the reactor initially contains no reactant, and is filled 
up with the reacting liquid-thus, there is an inflow but no outflow, and the reacting 
volume continuously changes. The mass balances are: 

Total : 

Reactant A :  
d 
- (VC,) = FoCAo - kVC, 
dr 

(a) Show that the reactant concentration at any time is, with isothermal operation, 

where V,, = initial volume. 
(b) Derive an expression for the rate of heat release, and sketch the curve. 

8.8 In a batch reactor having a volume V = 5 m3, an exothermic reaction A -. P iscarried out 
in the liquid phase. The rate equation is 

with 

The initial temperature, To, of the reaction mixture is 20°C and the maximum allowable 
reaction temperature is 95°C. The reactor conlainsa heat exchanger with area A, = 3.3 m2 
and it can be operated with steam(T, = 120°C, U = 1360 W/m2"C)or with cooling water 
(T, = lS°C, U = 1180 W/m2 'C). The times required for filling and emptying the reactor 
are 10 and IS min. respectively. Other physicochemical data are: AH = - 1670 kJ/kg; 
pc, = 4.2 x lo6 J/m3"C: M A  = IM) kg/kmol; C,, = 1 kmol/m3. 

The desired conversion is x,, 2 0.9, and the batch reaction and complete reaction 
cycle times along with steam and water consumption rates are to be determined for the 
following policies of operation: 
(a) Preheat to 55°C. let the reaction proceed adiabatically. start cooling when either 

T = 95' C or .u, = 0.9 occurs. and cool down to 45°C. 

THE BATCH REACTOR 389 



(b)  Heat to 95-C. let the reaction proceed isothermally until .Y, = 0.9 occurs. cool down 
to 45'C. [See H. Kramers and K. R. Westerterp Elements oj'Cl~rmicuf Rrucror Design 
und Operation. Academic Press, New York (1963).] 

8.9 The reversible reaction A f) R has the following rate coefficient parameters: 

The reaction is to be carried out in a batch reactor with a maximum allowed temperature 
of T,,, = 800 K. For aconversion of .Y,, = 0.8: 
(a) Determine the optimum isothermal operating temperature, and the resulting batch 

holding time. Also determine the heat exchange rate required. 
(b) If an optimum temperature profile is to be utilized, determine this as  a function of 

conversion and a function of processing time. 
(c) Determine the heat exchange rates required for part (b). 
Additional dura 

Density of liquid = 1003 kglm3 
Heat capacity = 1 kcal/kg3C 
Initial mole fractlon of reactant A = 0.5 
Molecular weights = 100 for A 

= 20 for solvent 
8.10 In Example 8.3.b-2 the dimensionless equations for a parallel reaction were derived: 

The initial conditions are x, = .xQ = 0 at r = 0. 
(a)  Derive an expression lor the optilnal sirrgic temperature for max, :(y(r = 1 )}. 
(b) For the parameters x = 2. ,9 = i, what is u,,,? If E, = 20.000 kcal/mol, what is T,,,? 

8.1 1 An endothermic third-order reaction 3A -. 2B + C is carried out in a batch reactor. 
The reaction mixture is heated up till JOO°C. The reaction then proceeds adiabatically. 
During the,heatine up period. 10 rnol percent of A is converted. From this instant on, 
what is the time required to reach a conversion of 70 percent'? 

V = 1 m3 = constant 

N,, = 10.2 kmol 

Ink = - !.!!? + 5[k in.(m3/kmol A)2/s] 
R T 
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THE 
PLUG 
FLOW 

REACTOR 

9.1 The Continuity, Energy, and Momentum Equations - 
Plug flow is a simplified and idealized picture of the motion of a fluid, whereby all 
the fluid elements move with a uniform velocity along parallel streamlines. This 
perfectly ordered flow is the only transport mechanism accounted for in the plug 
flow reactor model. Because of the uniformity of conditions in a cross section the 
steady-state continuity equation is a very simple ordinary differential equation. 
Indeed, the mass balance over a differential volume element for a reactant A in- 
volved in a single reaction may be written: 

By definition of the conversion 

so that the continuity equation for A becomes 

or, in its integrated form: 

Equations 9.1-1 or 9.1-2 are of course, easily derived also from Eqs. 7.2.b-2 or 
7.2.b-4 given in Chapter 7. For a single reaction and taking the reactant A as a 
reference component a, = - 1, so that R, = -r,. Equation 7.2.b-4 then directly 
yields Eq. 9.1-2. 

When the volume of the reactor, V, and the molar flow rate of A at the inlet are 
given, Eq. 9.1-1 permits one to calculate the rate of reaction r ,  at conversion x,. 
For a set of values (r , ,  x,) a rate equation may then be worked out. This outlines 



how Eqs. 9.1-1 or 9.1-2 may be used for a kinetic analysis, and will be discussed in 
more detail below. 

When the rate of reaction is given and a feed F A ,  is to be converted to a value of, 
say x , ,  Eq. 9.1-2 permits the required reactor volume V to be determined. This is 
one of the design problems that can be solved by means of Eq. 9.1-2. Both aspects- 
kinetic analysis and design calculations-are illustrated further in this chapter. 
Note that Eq. 9.1-2 does not contain the residence time explicitly, in contrast with 
the corresponding equation for the batch reactor. V / F A o ,  as expressed here in 
hr . m3/kmol A-often called space time-is a true measure of the residence time 
only when there is no expansion or contraction due to a change in number of 
moles or other conditions. Using residence time as a variable offers no advantage 
since it is not directly measurable-in contrast with V / F A o .  

If there is expansion or contraction the residence time 0 has to be considered 
first over a differential volume element and is given by 

where F A  is the (average) molar flow rate of A in that element. For constant 
temperature and pressure C, may be written, as explained already in Chapter 8, 
Eq. 8.1-8: 

where E ,  is the expansion factor, E A  = yAO[(r + s...) - (a + b .. .)/a]. Equation 
9.1-3 becomes, after formal integration, 

What remains to be done before the integration is performed is to relate x ,  and 
V. This is done by means of Eq. 9.1-1 so that finally: 

xA d x ,  
= LA, (1 + E A  X,JT* 

Equation 9.1-5 shows that the calculation of 8 requires the knowledge of the 
function r, = f (x,). But, establishing such a relation is precisely the objective of a 
kinetic investigation. The use of 0 is a superfluous intermediate step, since the test 
of a rate equation may be based directly on Eq. 9.1-2. Note also that when there is 
no change in number of moles due to the reaction-and only then-is there 
complete correspondence between Eq. 9.1-5 and the batch reactor equation 8.1-5. 
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Thus. it is seen that the most direct measure of thereactor's capability for carrying 
out the conversion is the space time. V/FAo ,  which is the result of making a rigorous 
mass balance in the steady-state plug flow system. In industrial practice, the re- 
ciprocal is commonly used-termed "space velocity." Specifically, using 

the group (F0 jV)  with units volume of feed (measured at some reference conditions) 
per unit time, per unit volume of reactor, is the space velocity. One must be careful 
concerning the choiceof the reference conditions, since several customs are in use- 
see Hougen and Watson [ I ] .  For example, if a liquid feed is metered, and then 
vaporized before entry into the reactor, it is common to use the liquid volumetric 
rate rather than the actual gas rate at reactor conditions, which is implied in F0 
corresponding to CAo.  Use of the molar flow rate, FA,,  obviates these difficulties, 
and is the choice in this book. However, the space velocity customs need to be 
known in order to properly interpret existing literature data. 

Take a first-order rate equation r, = k c A  or kCA0(1 - x,). Substitution of the 
latter expression in Eq. 9.1-2 leads to 

or in terms of the concentration of A 

Since for constant temperature, pressure, and total number of moles V/(FA,/CA0) 
is nothing but the residence time, these results are identical to the integrated forms 
given for a first order reaction in Table 1.3-1 of Chapter 1 .  All the other reactions 
considered in that table and those of more complex nature dealt with in the rest of 
that chapter will lead to the same integrated equations as those given here, pro- 
vided $ is replaced by V/(FAo/CAo).  This will not be so when these reactions are 
carried out in the flow reactor with complete mixing as will be shown in Chapter 10. 

Equations 9.1-1 or 9.1-2 can serve as basic equation for the analysis or design of 
isothermal empty tubular reactors or of packed catalytic reactors of the tubular 
type. The applicability of these equations is limited only by the question of how well 
plug flow is approximated in the real case. For empty tubular reactors this is gen- 
erally so with turbulent flow conditions and sufficiently high ratio length/diameter 
so that entrance effects can be neglected, such as in tubular reactors for thermal 
cracking. Deviations from the ideal plug flow pattern will be discussed in detail in 
Chapter 12. 
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For fixed bed catalytic reactors the idealized flow pattern is generally well 
approximated when the packing diameter, d, ,  is small enough with respect to the 
tube diameter, d , ,  to have an essentially uniform void fraction over the cross section 
of the tube, at least till the immediate vicinity of the wall. According to a rule of 
thumb the ratio d,/d, should be at least 10. This may cause some problems when 
investigating a catalyst in small size laboratory equipment. The application of the 
plug flow model to the design of fixed bed catalytic reactors will be dealt with 
extensively in Chapter 11. For this reason the examples of this chapter deal 
exclusively with empty tubular reactors. 

Tubular reactors do not necessarily operate under isothermal conditions in 
industry, be it for reasons of chemical equilibrium or of selectivity, of profit 
optimization, or simply because it is not economically or technically feasible. It 
then becomes necessary to consider also the energy equation, that is, a heat balance 
on a differential volume element of the reactor. For reasons of analogy with the 
derivation of Eq. 9.1-1 assume that convection is the only mechanism of heat 
transfer. Moreover, this convection is considered to occur by plug flow and the 
temperature is completely uniform in a cross section. If heat is exchanged through 
the wall the entire temperature difference with the wall is located in a very thin film 
close to the wall. The energy equation then becomes, in the steady state: 

where mi: mass flow rate of the component j (kgfir) 

c p j :  specific heat of j (kcal/kg°C) 
T, T,: temperature of the fluid, respectively the surroundings ("C) 
U: overall heat transfer coefficient (kcal/m2 hr C), based on the inside 

diameter of the tube. The formula for U and a correlation for the 
inside heat transfer coefficient have been given already in Chapter 8. 

z: length coordinate of the reactor (m) 
Note that Eq. 9.1-6 is nothing but Eq. 7.2.d-4 of Chapter 7, obtained by simpli- 

fying the "general" energy Eq. 7.2.c-1, provided that d,, the reactor diameter, 
is replaced by d, ,  the tube diameter. The benefit of using the general equations of 
Chapter 7 is that the precise assumptions required to use a given form of the 
balances is clear, and also the route required to improve an inadequate model has 
then been outlined. 

Equations 9.1-1 and 9.1-6 are coupled through the rate of reaction. The inte- 
gration of this system of ordinary differential equations generally requires numeri- 
cal techniques. Note that the group mjc,, has to be adjusted for each increment. 
It is often justified to use a value of c, averaged over the variations of temperature 
and compositions so that z. m,c,, may be replaced by lire,, where m is the total 
mass flow rate. (-AH) is frequently also averaged over the temperature interval 
in the reactor. 
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Introducing Eq. 9.1-1 into Eq. 9.1-6 leads to 

It follows that for an adiabatic reactor, for which the second term on the right hand 
side is zero, there is a direct relation between Ax and AT. 

Equations 9.1-1 and 9.1-6 or 9.1-7 are applicable to both empty tubular reactors 
or fixed bed tubular reactors provided the assumptions involved in the derivation 
are fulfilled. Again, the application to the latter case is discussed in detail in Chapter 
11. 

Sometimes the pressure drop in the reactor is sufficiently large to be necessary to 
account for it, instead of using an average value. For an empty tube the Fanning 
equation may be used in the usual Bernoulli equation 

(assuming no significant effects of elevation changes). The value of the conversion 
factor, a, depends on thedimensions of the total pressure, p, and the flow velocity, u. 
Some values are listed in Table 9.1-1. 

Table 9.1-1 Values of a, conversion factor 
in the Fanning pressure drop equation 

N/mZ 1 7.72 x lo-' 

bar lo-5  7.72 x lo-" 

atm 9.87 x 7.62 x I O - I 9  

The Fanning friction factor,f, equals 16/Re for laminar flow in empty tubes. An 
expression that is satisfactory for Reynolds numbers between 5000 and 200,000 
(i.e., for turbulent flow) is 

j = 0.046 Re-'.* 
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When the density of the reaction mixture varies with the conversion, p, in Eq. 
9.1-8 has to also account for this. This is illustrated in the example on the thermal 
cracking of ethane, later in this chapter. Pressure drop equations for packed beds 
will be discussed in Chapter 11. 

Example 9.1-1 Derivation of a Kinetic Equation from Experiments in 
an Isothermal Tubular Reactor with Plug Flow. 
Thermal Cracking of Propane 

The thermal cracking of propane was studied at atmospheric pressure and 800°C 
in a tubular reactor of the integral type. The experimental results are given in 
Table 1. 

Table 1 Thermal cracking of 
propane. Conversion versus 
space time data 

The global reaction propane + products is considered to be irreversible. When 
first order is assumed, the rate equation may be written: 

The kinetic analysis starts from either Eqs. 9.1-1 or 9.1-2. 
This reaction is carried out in the presence of a diluent, steam. The diluent ratio is 

K (moles diluent/moles hydrocarbon). Furthermore, 1 mole of propane leads to 
2 moles of products, in other words the molar expansion 6, = 1. The relation 
between the propane concentration and the conversion has to account for the 
dilution and expansion and is obtained as follows. For a feed of F A ,  moles of 
propane per second, the flow rates in the reactor at a certain distance where a 
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conversion x ,  has been reached may be written 

Propane: FAo(l - x,)(kmol/s) 
Products: FAo( l  + 6,)x,  
Diluent : FAO K 

Total: FA0[1 - x ,  + ( 1  + 6,)xA + K ]  

so that, for the feed rate F,,: 

F ,  = FA& + SAxA + K) 
while the mole fraction of propane consequently equals (1 - x ) / ( l  + 6 , x ,  + K )  
and the concentration [(l - x , ) / ( l  + 6 , x ,  + K)]C,. The diluent ratio, K .  is often 
used in industrial practice, although exactly the same end results are found with 
the use of 

The rate equation that has to be introduced in Eqs. 9.1-1 or 9.1-2 now becomes 

Integral Method ojKinetic Analysis 

Substituting the rate equation in Eq. 9.1-2 leads to: 

from which, with 6 ,  = 1 ,  

F A ,  k = - - [ (2  + ~ ) l n ( l  - x , )  + x,] 
Cl v 

k can be calculated for a set of experimental conditions, remembering that C, = 

pl/RT. For VIF,, = 32 and x, = 0.488 a value of 4.14 s- '  is obtained for k. 
When k takes the q m e  value for all the sets of x ,  versus V/F, ,  data the asumption 
of first order is correct. We can see from Table 2 that this condition is indeed 
fulfilled. 

Differential Method of Kinetic Analysis 

The slope of the tangent at the curve x ,  versus VIF,, is the rate of reaction of A at 
the conversion x , ,  from Eq. 9.1-1. The rates are shown in Table 2. 
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Table 2 Thermal cracking of propane. Rate 
versus conversion. k-values from the integral 
and differential method of kinetic analysis 

Integral Differential 

4.14 4.15 
4.11 4.11 
4.11 4.04 
4.15 4.08 
4.09 4.11 
4.03 3.94 

If the order of reaction were n, the rate equation would have to be written 

which becomes, after taking the logarithm, 

1 - I, 
log r,  = log k + n log C, + n log 

1 + 6,x,  + K 

A straight line is obtained in a plot of log r ,  versus logC(1 - x,)/(l + 6 ,x ,  + K)]. 
The slope is the order, while the intercept on the ordinate yields k. 

If an order of one is assumed, the formula permits checking the constancy of k. 
For x, = 0.488 and r ,  = 0.00978 kmol/m3 s a k value of 4.15 s-  ' is obtained, for 
x, = 0.714 and r ,  = 0.00492 kmol/m3 s a value of 4.08 s- '  is obtained. The 
assumption of first order is verified. 

9.2 Kinetic Analysis of Nonisothermal Data 
The above example deals with a simple isothermal situation. In Chapters 1 and 2 
it was suggested to operate reactors for kinetic studies, whenever possible, in an 
isothermal way. There are cases, however, in which isothermal operation is im- 
possible, in spite of all precautions, for example, a homogeneous reaction like 
thermal cracking of hydrocarbons. In such a case it is inevitable that part of the 
reactor is used to bring the feed to thedesired temperature. In contrast with catalytic 
reactors there is no clear-cut separation between preheat and reaction section in 
such a case. If the rate is to be determined at a reference temperature, say TI, and 
if the reaction volume is counted from the point where TI is reached, then the con- 
version in the preheat section that cannot be avoided is not accounted for. Similarly 
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at the outlet there is a section where the conversion continues to some extent 
while the reaction mixture is being cooled. 

Such a situation can be dealt with in two ways. The first way is to analyze the 
data as such. The temperature dependence of the rate parameters is then directly 
included into the continuity equation and the resulting equation is numerically 
integrated along the tube with estimates for the parameters. If the gas temperature 
profile itself is not available or insufficiently defined, the energy equation has to be 
coupled to the continuity equation. To determine both the form of the rate equation 
and the temperature dependence of the parameters directly from nonisothermal 
data would require excessive computations. 

Recently, however, apparently successful attempts have been reported of the 
derivation ofrate parameters from thedirect treatment of nonisothermaldata,given 
the form of the rate equation. (See Emig, Hofmann, and Friedrich [2]; Lambrecht, 
Nussey, and Froment [3]; and Van Damme, Narayanan, and G. F. Froment [4].) 
The work of Van Damme et al. [4] on the kinetic analysis of the cracking of propane 
is taken as an example. In this work the gas temperature rose from 600°C at the 
inlet of the cracking section to 850°C at the exit, to simulate industrial operation. 
Since the gas temperature profile was given, the Arrhenius temperature dependence 
was directly accounted for in the continuity equation for propane, but no energy 
equation had to be coupled to it. The pressure profile was also directly accounted 
for. The resultingcontinuity equation was numerically integrated assuming a power 
law rate equation and with estimated values for the order with respect to propane, 
n, for the frequency factor, A,, and for the activation energy, E. The calculated exit 
propane conversions were compared with the experimental. The sum of squares 
of deviations between calculated and experimental propane conversions was used 
as an objective function; the latter was minimized by nonlinear regression using 
Marauardt's routine. 

The strong correlation between A ,  and E necessitated a reparameterization. 
Setting 

where 'T represents the average of all the measured temperatures, the continuity 
equation for propane 

became 
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For 1.4 atm abs (1.37 bar) and a steam dilution of 0.4 kg steamfig propane, Van 
Damme et al. obtained n = 1.005, E = 51 167 kcalfimol = 214226 kJ/kmol, and 
A, = 1.7.10'' as compared with n = 1, E = 51000 kcal/kmol = 213500 kJ/kmol, 
and A, = 1.08 x 10" by a pseudo-isothermal analysis using the equivalent 
reactor volume concept to be described next. 

The equivalent reactor volume concept, introduced by Hougen and Watson [I] 
allows for a second way of dealing with nonisothermai data: it first reduces the 
data to isothermality and determines the temperature dependence of the rate 
parameters in the second stage only. The equivalent reactor volume has been 
defined as that volume VR, which, at the reference temperature T, and the reference 
total pressure p,,, would give the same conversion as the actual reactor, with its 
temperature and pressure profiles. It follows that 

so that, for a reaction with order n, 

Once VR has been derived, the calculation of the rate is straightforward, as for 
isothermal experiments, and is based solely on the continuity equation. Calculating 
VR requires the knowledge of the temperature and pressure profiles along the 
tube and of the activation energy, E. Note also that where several reactions are 
occurring simultaneously the dependence of VR on E leads to different VR for each 
of the reactions considered. 

In a kinetic study the activation energy is generally not known a priori, or only 
with insufficient accuracy. The use of the equivalent reactor volume concept 
therefore leads to a trial-and-error procedure: a value of E is guessed and with this 
value and the measured temperature profile VR is calculated by graphical or numeri- 
cal integration. Then, for the rate model chosen, the kinetic constant is derived. 
This procedure is carried out at several temperature levelsand from the temperature 
dependence of the rate coefficient, expressed by Arrhenius' formula, a value of E 
is obtained. If this value is not in accordance with that used in the calculation of 
VR the whole procedure has to be repeated with a better approximation for E. 

Froment et al. [5,6] proposed a short-cut method for the first estimate of E, 
which turned out to be extremely efficient. Consider two experiments carried out in 
an isobaric Row reactor, one at a reference temperature TI, the other at the reference 
temperature, T, and let the conditions be such that the temperature difference 
AT = TI - T, is the same over the whole length of the reactor. The reaction 
taking place is homogeneous and of the type A + B. If the feed rates are adjusted 
so that equal conversions are obtained then the conversion x or the p, versus V 
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profiles are identical in both cases. Then in all points: 

( P A 1 1  = @ A ) t  

while AT is independent of V. 
From the continuity equation 

F A ,  d x  = A,  exp - - (p,)" d V ( 
applied to both experiments it follows that 

from which 

This means that the activation energies may be obtained from two experiments at 
different temperatures, without even knowing the rate constants, provided the 
conversions are the same and the temperature profiles, plotted versus V, are parallel. 

The latter condition is not always fulfilled in practice. It requires that the heat 
effect of the reaction is negligible or entirely compensated for by the heat flux from 
or to the surroundings or (and) that the specific heat of the gases is very large. 
If the reactant A is consumed by more than one reaction than, at equal conversion 
to the product of interest, B, the partial pressure pA is only equal in both experi- 
ments when the activation energies of the parallel reactions are equal. If not, the 
approximation is better the more the principal reaction prevails over the side 
reaction(s). Frornent et al. [6] applied the VR concept and the short-cut method for 
estimation of E to their data on the thermal cracking of acetone. Since then it was 
also successfully applied by Buekens and Frornent to the thermal cracking of 
propane and isobutane [7,8] and by Van Darnrne et al. [3] to the thermal cracking 
of propane and propane-propylene mixtures. 

Example 9.2-1 Derivation of a Rate Equation for the Thermal 
Cracking of Acetone from Nonisothermal Data 

When submitted to thermal cracking conditions acetone decomposes according to 
the overall reaction: 

CHjCOCHj - CH2=C0 + CH4 
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Figure I Acetone crackinq. Conoersion cersus 
space-time diagram at 750°C grom Froment, 
eta!. [5,  61). 

that may be considered irreversible in the range of practical interest (700 to 750°C). 
Ketene and methane are not the only products, however. In the range considered, 
ethylene, carbon monoxide and dioxide, hydrogen, and carbon are also obtained, 
probably according to the overall reactions: 

From isobaric experiments at atmospheric pressure in a laboratory flow reactor 
with 6 mm inside diameter and 1.20 m length, Froment et al. [5] obtained at 750°C 
the x versus V/F,, diagram of Fig. 1. 

moles of acetone decomposed 
whereby x, = 

moles of acetone fed 

moles of ketene formed 
XK = 

moles of acetone fed 

We see how the curves do not extrapolate through the origin. This results from the 
fact that not all of the volume accounted for is at the reference temperature con- 
sidered. The equivalent reactor volume concept will be used to reduce the data to 
"isothermal" conditions. 
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Figure 2 Acetone cracking. Short-cut method for estimation 
of actication energy m m  Froment, et a!. [5,6]). 

First the short-cut method is used to estimate the activation energy. In Fig. 2 
x ,  and p, are plotted versus log FA, for two series of experiments, one at 750°C, 
the other at 710°C. The two x ,  lines are parallel, while although side reactions do 
occur, equal values of p, correspond very nearly to equal x, .  The conditions for a 
satisfactory estimate of E are fulfilled. The horizontal distance between the two 
parallel x, lines leads to a value of 51,800 kcal/kmol(216,900 kJ/kmol). This value 
looks quite plausible. E for the cracking of diethylether is 53,500 kcal/kmol 
(223,000 kJ,ikmol), for dimethylether 47,000 kcal/kmol(196,800 kJ/kmol). 

With this value of E and the temperature profiles theequivalent reactor volumes 
may be obtained as shown in Fig. 3. The curve x ,  versus V,/F,, is shown in Fig. 4. 
The curves now extrapolate through the origin. With such a diagram thederivation 
of a rate equation may now be undertaken. 
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Distance along the tube, cm 

Figure 3 Acetone cracking. Calculation of equivalent reactor volume Cfrom 
Froment, et al. [S, 61). 

Figure 4 Acetone cracking. Corrected conuersion versus 
space-time curves Cfrom Froment, et a/.  [S, 61). 405 



When a rate equation of the form 

is postulated the continuity equation for acetone reacting into ketene becomes: 

The differential method is based on Eq. (a), the integral on Eq. (b). 

Differential Method of Kinetic Analysis 

The rate, r,, has to bederived from a p, versus VR/FA, plot by graphical differenti- 
ation or by fitting a mathematica1 function to the experimental points first and then 
differentiating analytically. The values of k and n are then obtained from a log plot 
of Eq. (a) by means of a least-square fit of the points to a straight line. The results 
are shown in Table 1. 

Table I Thermal cracking of acetone. 
Rate coeficients and order by the 
integral and differential methods of 
kinetic analysis 

Differential Integral 

"C k n k n 

" When n = 1 .SO. 

integral Method of Kinetic Analysis 

Before the integral in Eq. (b) may be worked out it is necessary to  express p,  as a 
function of x,. A rigorous expression would only be possible if all reactions taking 
place were exactly known. Therefore an empirical fit of this function was under- 
taken. The function was found to be, for the temperature range investigated of 
710 to 750°C: 
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Equation (b) then becomes 

for n = t 1 k=- In 1 
VR 1 - 1 . 0 5 ~ ~  

1.05 F 

It follows that, when the values of x, and V,/F,, corresponding to the different 
experiments are substituted in Eq. (c) o r  Eq. (d) k becomes a function of n only for 
each experiment. The point of intersection of the k versus n curves should give the 
value of k a t  the temperature considered and the unique value of n. This is shown in 
Fig. 5 for 750°C. The order is found to be 1.5, also at  730' and 710°C. This order is 
quite plausible on the basis of radical mechanisms for the reaction. The values of k 
are given in Table 1. The Arrhenius diagram for k is shown in Fig. 6. 

A value for E = 52,900 kca1,kmol (221,500 kJ,kmoI) is obtained, very close to 
that obtained by the short-cut method 51,800 kcal/kmol (216,900 kJ/krnol), so 
that no iteration is required. 

Figure 5 Acetone cracking. Determination of the order of the re- 
action ar 750°C Urom Froment e f  al. [5,6]). 
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Figure 6 Acetone cracking. Arrhenius diagram Cfrom Froment, 
et al. [5,6D. 

The rate equation for the ketene formation from acetone may therefore be 
written: 

9.3 Design of Tubular Reactors with Plug Flow 

It is clear from the preceding that the kinetic analysis of a process based upon non- 
isothermal data may be a demanding problem from the computational point of 
view. The reverse problem: designing a reactor when the kinetics are known is 
generally much more straightforward. In this section two examples of the design 
of a nonisothermal tubular reactor with plug flow are given. The first example 
deals with a very simple situation allowing (semi) analytical integration. The 
second example deals with a reactor for the thermal cracking of hydrocarbons. 

Example 93-1 An Adiabatic Reactor with Plug Flow Conditions 

For simple irreversible reactions a (semi) analytical solution of the continuity 
and energy equations is possible. Douglas and Eagleton 193 published solutions 
for zero-, first-, and second-order reactions, both with a constant and varying 
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number of moles. For a first-order reaction with constant density the integration 
proceeds as follows: 

Continuity equation for A :  
FAodx = rAdV 

With r, = kpAO(l - x) Eq. (a) may be written: 

Energy equation: 

FA, dx(-AH) = mc, dT 

and after integration : 
mc,, 

X - x o =  
F~O(-AH) 

(7- - To) 

or 

where 

Note the simple relation between the conversion and the temperature variation 
in adiabatic situations: the variation in temperature is a measure of conversion 
and vice versa. 

Formal integration of Eq. (a) leads to: 

After substituting dx with its expression based on Eq. (c) and of k by its Arrhenius 
expression, we obtain 
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Let 

E E E du 
u = - then T = - and dT = - - 

R T Ru Ru2 

Eq. (d) then becomes: 

Let 

Then 

For given feed conditions, Eq. (e) permits the calculation of the VjF,,, which limits 
the outlet temperature and therefore the outlet conversion to a set value. Obviously 
for a given V/FAo one can calculate the corresponding outlet conditions, but the 
expression is implicit with respect to T. 

For more complicated rate equations semianalytical integration is no longer 
possible. 

Example 93-2 Design of a Nonisothermal Tubular Reactor for 
Thermal Cracking of Ethane 

The thermal cracking of hydrocarbons is carried out in long coils that are hori- 
zontally or vertically placed inside a gas-fired furnace. The burners are located on 
both sides of the tubes. The furnace consists (1) ofa convection section in which the 
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hydrocarbon feed and the steam diluent are preheated and (2) of a radiant section 
in which the reaction takes place. A given conversion per pass has to be achieved 
in the cracking coil, together with an optimum product distribution. If the conver- 
sion is too low, the product distribution may not meet the specifications; if it is too 
high, unwanted side reactions lead to strong coke formation and frequent shut- 
downs of the furnace. 

Figure 1 schematically represents an ethane cracker with horizontal coils. 
Two coils are running in parallel through the furnace. The coil length in the 
radiant section is 95 m. The length of the straight portions of the coil is 8.85 m, 
the length of the bends 0.55 m. The radius of the latter is 0.178 m. The internal diam- 
eter of the tube is 0.108 m. The ethane feed per coil is 68.68 kg/m2.s. The ethane is 
98.2 mol percent pure, the impurities being C,H, (1 mol percent) and C,H, 
(0.8 mol percent). The steam dilution amounts to 0.4 kg of steam per kilogram of 
ethane. The inlet pressure is 2.99 atm abs (2.93 bars) and the outlet pressure 
1.2 atm abs (1.18 bars). The temperature is measured in three locations: inlet, 
680°C; 80 percent of coil length, 820°C; exit, 835'C. The ethane conversion at the 
exit is 60 percent. The products of the cracking are hydrogen, methane, acetylene, 
ethylene, propadiene, propylene. propane, butenes, butadiene, and small amounts 
of benzene-all building blocks of the petrochemical industry. The yearly ethylene 
production capacity is of the order of 10,000 tons/coil. 

In early work the simulation of such a furnace was attempted on the basis of the 
overall rate of disappearance of the hydrocarbon feed (see Buekens and Froment 
[lo]). The advantage is that only one continuity equation has to be used for ethane 
in the present example, but thisapproachdoes not generate the product distribution. 
Knowing the exit conversion the product distribution can be obtained, however, 
from yield versus conversion diagrams. For example, the ethylene yield is defined 
as the number of kilograms of ethylene produced per kilogram of ethane fed. The 
product distribution obtained in this way is only correct when the yield-conversion 
relation is independent of temperature. Fortunately, this is very nearly so for the 
thermal cracking of paraffins, at least in the usual range covered by industrial 
operation. Another difficulty is the heat of reaction, which has to be substituted in 
the energy equation Eq. 9.1-6. Since the reaction consists of many parallel and 
consecutive steps it is not possible to assign a single fixed value for the (-AH) of 
the overall reaction. Global (-AH) values will not lead to a satisfactory fit of the 
temperature profile without distorting the correct kinetic parameters. In propane 
cracking Buekens and Froment calculated a (-AH) of -24,800 kcal/kmol 
(103,800 kJ/kmol) from an approximation of the true reaction scheme by the 
greatly simplified scheme : 
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whereby the two reactions are approximately of equal importance at zero conver- 
sion-but not at higher conversions. To be more rigorous in the design requires a 
detailed reaction scheme. This leads to a set of continuity equations instead of only 
one, but in this way the product distribution is directly predicted and the effect of 
the temperature level is correctly accounted for. Furthermore, the ( - A H )  is 
correctly calculated from the ( - AHi)  of the individual reactions, at all stages ofcon- 
version. There are a few examples of this approach (Myers and Watson, Snow and 
Shutt,Shah, Petryschuk and Johnson,Fair and Rase,and Lichtenstein [I 1,12,13,14, 
1 5,161). 

Simulating the furnace described above requires the following set of continuity 
equations for the components to be integrated, together with the energy equation 
and the pressure drop equation: 

with initial conditions: F ,  = F,,, T = T, and p, = p,, at z = 0. In Eq. (a) R, is the 
total rate of change of the amount of the component j and r, is the rate of the ith 
reaction. This rate can be expressed as 

with 

and whereby the product is taken over all the reactants of the ith reaction. 
The radical reaction schemes for thermal cracking mentioned in Chapter 1 have 

not been used so far in design. They lead to a set of continuity equations for the 
reacting components that are mathematically stiff in nature, because of the orders 
of magnitude of difference between the concentrations of molecular and radical 
species. Only recently have satisfactory numerical integration routines for sets 
of stiff differential equations been worked out (see Gear 1171). In addition, the 
rate parameters of radical reactions are frequently not known with sufficient 
precision, so far. The radical scheme has therefore been approximated by a set of 
reactions containing only molecular species. 
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Table I Molecular reaction scheme and kinetic parameters for the thermal cracking 
of ethane 

A&- ' )  or 
Reaction Order (m3/kmol s) + E(kcal/kmol) E(W/kmol) 

The kinetic model used here has been developed by Sundaram and Froment 1181 
by a rigorous screening between several plausible molecular reaction schemeson the 
basis of thermodynamic considerations and statistical tests on the kinetic param- 
eters. The scheme, together with the kinetic parameters, is given in Table 1. It 
should be added that the kinetic parameters for the reverse reactions (2) and (5) 
have been obtained from equilibrium data. 

Table 2 shows the matrix of the stoichiometric coefficients ri j  for this set of 
reactions, according to: 

Table 2 Matrix ofstoichiomerric coeffcients 
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The specific heat in Eq. (b) is calculated from Rihani and Doraiswamy's formula 
given in Reid and Sherwood's book [19]. The specific heat of the mixture follows 
from 

The heat of reaction is the algebraic sum of heats of formation of reactants and 
products: 

- A H i  = -x a i j A H f j  
J 

where a i j  are the stoichiometric coefficients of the reaction and 

AHf:  is calculated from group contributions at the reference temperature. 
The pressure drop equation Eq. (c) not only accounts for friction losses in the 

straight portions and in the bends of the coil but also for changes in momentum. 
The first term in the brackets on the right-hand side arises from the Fanning 
equation, the second from Nekrasov's equation [ZO] for the additional pressure 
drop resulting from the curvature in the bends. Furthermore, since 

so that Eq. (c) finally becomes: 

with 

The friction factor for straight tubes is taken from Knutzen and Katz 1213. 

d* G f = 0.046 Re-'.' when Re = - 
P 
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The factor used in the equation for the supplementary pressure drop in the bends 
is given by Nekrasov: 

A = angle described by the bend, here 180" 
r, = radius of the bend 

If the value of the viscosity is not found in the literature the corresponding state 
equations can be used, as illustrated already in Chapter 3. 

The following heat flux profile was generated from independent simulations of 
the heat transfer in the firebox. First tube: 23 kcal/m2 s (96 kJ/m2 s); second tube: 
20 (84); third tube: 19 (80); fourth tube: 17 (71); fifth tube: 15 (63); sixth, seventh, 
eighth, ninth, and tenth tubes, 14 (59). With this heat flux profile, the conversion, 
temperature and total pressure profile of Fig. 2 was obtained. The agreement 
with the industrial data is really excellent. Also, the product distribution is in 
complete agreement as can be seen from Fig. 3: the simulated yields for ethylene, 
hydrogen, and methane, for example, are, respectively, 47.92, 3.79, and 3.49; the 

h hxt%) A Plant data A - Simulated 

a00 - - 2.5 

4 
E 
9 

- 2  C 

- 
0 20 40 60 80 95 

2. m 

Figure 2 Ethane cracking. Reactor simulation. 
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Figure 3 Ethane cracking. Product distribution. 

industrial 48.7,3.65, and 3.4. The ethane conversion is seen to be limited to approxi- 
mately 60 percent to avoid too much coking. 

Instead of using a given heat flux profile [i.e., an energy equation like Eq. (b)], 
the calculation could be started from the furnace gas temperature, which would 
then involve an energy equation like Eqs. 9.1-6or 9.1-7. A mean furnace temperature 
may be calculated by the method of Lobo and Evans 1223. A further refinement 
would be to consider the temperature distribution in the furnace, which in addition 
requires taking into account the geometrical configuration and the location of the 
burners. This is a rather involved procedure, called the zoning method, which has 
been developed by Hottel and Cohen [23] and recently refined by Vercammen and 
Froment 1241. 

Problems 

9.1 A gas phase reaction. A -+ 2R. is carried out in a tubular plug flow reactor at T = 60°C 
and p, = 4.75 atm. The feed consists of 50 mot percent A and 50 mol percent inert at a rate 
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of jOOO kg;hr. The molecular weights of A and inert are 40 and 20, respectively, and the 
rate coefficient is k = 2M)O hr- I. 
Determine the reactor size for 35 percent conversion of A. 

9.2 The process A 1: 8 2 C is carried out in a tubular reactor with plug flow. Both reactions 
are of first order. The feed consists of pure A. Given the following data 

C,, = 0.05 kmol/m3 
Fo = 0.15 m3/hr 
B = ~ . I o - '  mZ 

k, = 172.5 hr-I 

Calculate the length of the tube to maximize the yield of 5 in the cases (a) k, = k , / 2 ,  
(b) k, = k,. 
What are the exit concentrations of A, B, and C in both cases? 

9.3 (a) Repeat the derivations of Example 9.3-1, but for a zeroth-order reaction 
(b) Given the data 

Calculate the reactor volume and exit temperature when the reaction is of zeroth 
order. 

(c) Compare with the volume required when the reaction is carried out isothermally 
(a) at T = To 
(b) at T = (To + T,)/2 
where T, is the exit temperature of the adiabatic reactor. 

9.4 Prove that thecurve x versus(V/F,,), where x is theconversion, V the total reactor volume, 
and F,, the total molar inlet flow rate of reactant plus inert diluent, is independent of the 
dilution ratio for a reversible reaction where both forward and reverse reactions are of first 
order only. 

9.5 Consider the following data for the enzymatic hydrolysis of n-benzoyl I-arginine ethyl 
ester (BAEE) by trypsin bound to particles of porous glass in a fixed bed reactor: 

C,, = 0.5 mM 

X A  V/Fo. min 

0.438 5.90 x lo-' 
0.590 8.03 
0.670 9.58 
0.687 9.46 
0.910 14.72 
0.972 18.00 

(a) For Michaelis-Menten kinetics, show that a plot of (1/CA0xA)ln(l - x,)- ' versus 
V/FA0xA should give a straight line, from which the constants can be determined. 

(b) Compute values for the constants. 
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THE 
PERFECTLY 

MIXED 
FLOW 

REACTOR 

10.1 Introduction 
This reactor type is the opposite extreme from the plug flow reactor considered 
in Chapter 9. The essential feature is the assumption of complete uniformity of 
concentration and temperature throughout the reactor, as contrasted with the 
assumption of no intermixing of successive fluid elements entering a plug flow 
vessel. Therefore, in the perfectly mixed flow reactor, the conversion takes place 
at a unique concentration (and temperature) level which, of course, is also the 
concentration of the effluent. In order to approach this ideal mixing pattern, it is 
necessary that the feed be intimately mixed with the contents of the reactor in a 
time interval that is very small compared to the mean residence time of the fluid 
flowing through the vessel. Further discussion of deviations from these ideal flow 
patterns aregiven in Chapter 12; in this chapter, we assume that perfect mixing has 
been achieved. 

The stirred flow reactor is frequently chosen when temperature control is a 
critical aspect, as in the nitration of aromatic hydrocarbons or glycerine (Biazzi- 
process). The stirred flow reactor is also chosen when the conversion must take 
place at a constant composition, as in the copolymerization of butadiene and 
styrene, or when a reaction between two phases has to be carried out. or when a 
catalyst must be kept in suspension as in the polymerization of ethylene with 
Ziegler catalyst, the hydrogenation of a-methylstyrene to cumene, and the air 
oxidation of cumene to acetone and phenol (Hercules-Distillers process). 

Finally, several alternate names have been used for what here is called the 
"perfectly mixed flow reactor." One of the earliest was "continuous stirred tank 
reactor," or CSTR, which some have modified to "continuous flow stirred tank 
reactor," or CFSTR. Other names are "backmix reactor," "mixed flow reactor," 
and "ideal stirred tank reactor." All of these terms appear in the literature, and 
must be recognized. 



10.2 Mass and Energy Balances 

10.2.a Basic Equations 

Since the reactor contents are completely uniform with perfect mixing, the reactor- 
integrated balances from Chapter 7 are used. From Eq. 7.2.b-12, 

from Eq. 7.2.b-10, 
dN , 
--! = Fj . ,  - F j , ,  + V R ,  
dt  

(10.2.a-2) 

= F0Cj,, - FeCj., + VR, (10.2.a-2a) 

and from Eq. 7.2.d-5, 

where Q(T) represents external heat addition or removal from the reactor [e.g., 
A,U(T, - T)1. 

For single reactions, it is useful to write Eq. 10.2.a-2 in terms of conversion of 
reactant A. 

FA = FAO(1 - x.4) 
leading to: 

where the latter equation is when the inlet conversion is taken to be zero. Aris [I]  
has discussed the reductions possible for the general set of reactions 0 = x j  aijAj. 
For arbitrary feed and/or initial compositions, which may not have stoichio- 
metrically interrelated compositions, the mass balance can be written in terms 
of an extent for each independent reaction, plus variables related to the incom- 
patibility of the feed and initial compositions. For constant feed, this single latter 
variable is related to the "washout" of the initial contents. In these general situa- 
tions, it is probably just as easy to directly integrate the Eq. 10.2.a-2. 

In the energy balance, mean specific heats are generally used, so that Eq. 10.2.a-3 
reduces to 
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Finally, since most reactions carried out in stirred tank reactors are in the liquid 
phase, with constant density, the special cases for constant volume and total 
mass are useful. From Eq. (lO.Z.a-I), it is seen then that & = F': = F' = constant, 
and Eq. (10.2.a-2a) can be written 

10.2.b Steady-State Reactor Design 

As a consequence of the complete mixing, a continuous flow stirred tank reactor 
also operates isothermally. Therefore, in the steady state it is not necessary to 
consider the mass and energy balances simultaneously. Optimum conditions may 
be computed on the basis of the material balance alone, and then afterwards the 
energy balance is used, in principle (see Sec. 10.4), to determine the external con- 
ditions required to maintain the desired temperature. 

Thus, the design equation, from Eq. 10.2.a-4, is either 

v 
X ,  - X A O  = - r ,  

F A ,  
or for constant densities, 

where 7 = V/F' = C,, V j F , ,  is called the mean residence (or holding) time. 
Given an expression for r , ,  the above equations can then be readily solved for 
x ,  as a function of the system parameters. For a first-order reaction, 

r A  = k C A  = kCAo(l - x A )  
so that, with 

X A 0  = 0 

For constant densities, the result is usually written as: 

When two perfectly mixed reactors are connected in series, the mass balance 
for the second reactor is: 
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When x,, is eliminated by means of Eq. 10.2.b-3, so that the final conversion is 
written solely in terms of the conditions at the inlet (x,, = O), the following 
equation is obtained: 

Note that V is the volume of one reactor. For n reactors in series 

These formulas may be used for the study of the kinetics of a first-order reaction 
by measuring x,, C,,, FA,, and V and then determining k. Alternately, for a 
given reaction, they can be used for determining the volume required to achieve a 
certain production. 

For second-order reactions, Eq. (10.2.b-1) becomes 

FA0xA = VkCA CB (1 0.2.b-8) 

With the irreversible reaction A + B +, when equimolar quantities of A and B 
are fed to the reactor, the following equation is obtained: 

The conversion at the exit of a second reactor of equal volume, and placed in 
series with the first is 

A ( o ) FAO [( FA0 )' + FA0 ]"']"' x, = I + ----- - --- +- --- 
2kCio V 2kC20 V kc:, V 2kC:, V kc:, V 

(10.2.b-10) 

The results of Eqs. 10.2.b-7 and 10.2.b-10 have been represented by Schoenemann 
and Hofmann [2] in convenient diagrams; Fig. 10.2.b-1 is the diagram for first- 
order reactions with constant density. The conversion for more complex kinetic 
forms must often be obtained numerically, by solving the algebraic Eq. 10.2.b-1 
with the appropriate rate function on the right-hand side. 

Note that Eqs. 10.2.b-1, 7, and 10 do not explicitly contain the residence time, 
just as was the case for the continuity equations for the plug flow reactor in Chapter 
9. They could be reformulated (e.g., see Levenspiel 131) but, again as in Chapter 9, 
there is no advantage, and it is simpler to just use the directly manipulated variables 
FA,, V, and C,,. It is only in constant density systems that the residence time, 
V/F', directly appears, as is illustrated by Eq. 10.2.b-4. 

With the perfectly mixed flow reactor, the actual residence times of individual 
fluid elements is a continuous spectrum: by the completely random mixing, some 
fluid elements immediately reach the exit after their introduction, while some 
remain in the reactor for a very long time. The above results did not specifically 
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Figure 10.2.6-1 x versus k VJF diagram for first-order reactions urom Schoene- 
mann and Hofmann [2]). 

consider this spread in residence times; the reason is that the assumption of 
perfect mixing implies that each fluid element instantaneously loses its identity. 
In principle, this means that the molecular environment is also completely uniform 
for the reacting species. By implicitly defining the molecular environment, the 
perfect mixing model only requires the conservation of mass to predict the overall 
conversion. If the intensity of actual mixing is not so intense that the molecular 
environment is made uniform before significant reaction occurs, then specific 
account must be taken of the spectrum, or distribution, of fluid residence times. 
These so-called "nonideal flow patterns" are considered in Chapter 12. 

Example 10.2.b-I Single Irreversible Reaction in a Stirred Flow 
Reactor 

Kermode and Stevens 143 studied the reaction of ammonia and formaldehyde 
to make hexamine, a classical chemical process: 
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The continuous Row reactor was a 490 cm3 baffled stainless steel tank vigorously 
stirred at 1800 rpm, with several precautions to ensure almost perfect mixing. 
The kinetics were separately studied, and the overall reaction had a rate 

r, = kc, CBZ mol A/l s (a) 
with 

k = 1.42 x 103e-3090'T (b) 

The reactants were each fed to the reactor in streams 1.50 cm3/s with the ammonia 
concentration 4.06 mol/l and the formaldehyde concentration 6.32 mol/l. The 
average reaction temperature was 36°C. 

In this constant density system, the mass balance equations 10.2.b-2 could be 
used for each reactant : 

PCAo - F'C, = r, V ( 4  

F'C,, - F'C, = $ r ,  V (d) 

as was essentially done by Kermode and Stevens. The total volumetric feed rate 
F' is 3.0 (~rn)~/s ,  and the inlet concentrations are 

The concentrations of A and B can be interrelated through extent or conversion; 
choosing the latter: 

C~ = CAO(l - xA) (el 

It is actually simpler to use the mass balance based on conversion, Eq. 10.2.b-1, 
which here becomes 

- - (490) (0.065) (2.03)' 
3.0 

= 43.8(1 - x,)(1.557 - 1 . 5 ~ ~ ) '  (h) 

Solving Eq. h gives x, = 0.82, which in turn, leads to the concentrations 

C, = 0.36 mol/l C, = 0.66 molp 
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The combined mass and heat balances were solved by Kermode and Stevens by 
means of an analog computer to obtain C, = 0.637 moljl and T = 37.3"C. The 
average experimental values were C, = 0.64 mol/l and T = 36°C. (The actual 
purpose of their study was to investigate the transient behavior: see Sec. 10.4). 

Turning to some design considerations, we now utilize a simple first-order 
irreversible reaction, with k V / F '  = 2.0, and the conversion will be x, = 0.667 
from Eq. 10.2.b-3 or 4 o r  from Fig. 10.2.b-1 (the ordinate corresponding to the 
intersection of k V / F '  = 2.0 and the n = 1 line). In a plug flow or batch reactor, 
the conversion would be 

If this conversion were desired in a perfectly mixed flow reactor, Fig. 10.2.b-1 
gives (k VjF' )  = 6.5 (abcissa of the intersection of the ordinate level of 0.865 and the 
n = 1 line); that is, for the given k, the reactor volume would have to be 6.5 times 
the flow rate rather than only twice, as with plug flow. This example clearly il- 
lustrates that results obtained in a batch or plug flow tubular reactor cannot be 
directly extrapolated to a continuous flow stirred tank reactor-there may be 
large differences in conversion levels. 

It also follows from the above discussion that it is difficult to  obtain high con- 
versions in a continuous flow stirred tank reactor (at least for first-ofder kinetics) 
without resorting to large volumes, in which perfect mixing may not be easily 
achieved. Therefore, it is often preferable to connect two or more smaller reactors 
in series, which will be shown to also reduce the total volume required to achieve 
a given conversion. Indeed. from Fig. 10.2.b-1, it is seen that a conversion of 0.865 
can be obtained with kV/F' = 1.75. This means that the volume of each of the 
two tanks has to be 1.75 times the flow rate, for a total volume ratio of 3.5 instead 
of 6.5-a savings of almost a factor of 2. 

When the total volume ( = n V )  is kept constant, the subdivision of the reactor 
permits one to increase the overall conversion. Consider again the value kV/F' = 
2.0 for a single tank reactor, and determine the conversions when the total volume 
is such that nVk/F' = 2.0 while increasing n. The results can easily be found from 
Fig. 10.2.b-1 by following the nVk/F' curve as it intersects the n = 1, 2,3,. . . 
curves, and reading the ordinate values: 

1 2 0.67 
2 2 0.75 
3 2 0.78 
5 2 0.8 1 
X, 2 0.87 (plug flow) 
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A-R 
1st order 

k = 2.5 hr-' 
FAo/CAo = 5 m 3 h r  

xA = 0.99 

Alternatively, a given conversion may be reached with either a single large reactor 
volume or with a series of smaller reactors. The ultimate choice is based on eco- 
nomic factors, as illustrated in Fig. 10.2.b-2. The total reactor volume required 
decreases with more subdivision (larger n), but with the cost per reactor propor- 
tional to V0.6,  the total cost proportional to nV0.6 shows a definite minimum-in 
this case at about n = 4. Plant operational difficulties may also increase with n, 
and the optimum choice is usually a relatively small number of reactors in series, 
especially since most of the savings in total volume occur for n < 5. Exceptions 
are in multistage contacting devices, but this is a more complicated situation. 
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For reaction orders other than 1, the best choice is not two equal size tanks in 
series. Several situations have been analyzed (see Levenspiel [5 ]  for a clear discus- 
sion); Luss 163 has provided a simple analytical procedure for determining the 
optimum size ratio. For second-order reactions in two tanks in series, this ratio 
is about 1 : 1 for low conversions and 1 : 2 for high conversions. However, the 
overall advantage of the variable-sized multistage system is rather small compared 
to equal sizes, and this, plus the above comments, usually dictates only considering 
equal size reactors in series. 

The result that for a given conversion the perfectly mixed flow reactor requires 
a larger volume than the plug flow reactor is only valid for reaction rate expres- 
sions such that the rate monotonically decreases with decreasing reactant con- 
centration (e.g., simple orders greater than zero). For these reactions, it is clearly 
advantageous to operate a reactor at  the highest average concentration level 
possible. In a perfectly mixed flow reactor, the conversion takes place at the 
concentration level of the effluent, which is low, while the plug flow reactor takes 
advantage of the higher concentrations at the entrance. The subdivision of the 
total volume by a series of stirred tanks is an intermediate situation, which ap- 
proaches the continuous concentration profile of the plug flow reactor, and there- 
fore yields a higher conversion compared to that in a single tank. 

These conclusions can be readily quantitatively visualized as shown in Fig. 
10.2.b-3, which is based on the geometric nature of the plug flow or batch reactor 
design equation versus that for the perfectly mixed flow reactor. 

For a plug flow or batch reactor: 

For a perfectly mixed flow reactor: 

Thus, the reactor size for plug flow is given by the area under a curve (l/r,) versus 
x, - area 1 in Fig. 10.2.b-3a. For perfectly mixed flow, on the other hand, the 
size is given by the area of the rectangle with ordinate l/r,(xA,) (i.e., evaluated at 
the exit conversion), which is the sum of areas 1 + 2 . Clearly, for this case where 
the rate monotonically increases with concentration, the plug flow reactor will 
always have the smaller area, and thus a smaller size. However, Fig. 10.2.b-3b 
is a plot for another type of rate form, which could result from an autocatalytic 
reaction, a dual site catalytic mechanism, "negative order," or any other form 
where the rate has a maximum in the concentration range. Here, we can see that 
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XAL 
Figure 10.2.6-3 Comparison ofplugflow 

(b)  andperfectly mixedflow reactor volumes. 

the optimum arrangement is a perfectly mixed reactor followed by a plug flow 
reactor, and that a combined volume could result significantly smaller than that 
of either type of single reactor. More detailed analyses are given by Levenspiel 
[S]; Bischoff [7] has treated the case of Michaelis-Menten kinetics important in 
enzyme and fermentation reactions. The latter reference shows for a typical case 
that the total volume is reduced by a factor of 2.77 with the optimal design. Finally, 
adiabatic systems of exothermic reversible reactions have the same type of charac- 
teristics, and Aris [8] has considered this case; in combustion systems, it is often 
beneficial to begin with a mixing region (which may also have other benefits), 
followed by a plug flow region. 

In many cases, however, the reactor volume is not the main factor in the choice 
of the reactor type. Most reactions of industrial importance are actually complex 
reactions. In such cases, the selectivity is far more important than the reactor size. 
Therefore it is important that a judicious choice of reactor type permits one to 
influence the selectivity, which may depend on the concentration levels and there- 
fore on the degree of mixing in the reactor. This is discussed in the next section. 
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10.3 Design for Optimum Selectivity in Complex Reactions - 

10.3.a General Considerations 

The effects of concentration levels on the selectivity of complex reactions can most 
readily be seen by considering a few examples. We begin with the two basic cases: 
parallel and consecutive reactions. For the parallel reactions 

where Q is the desired product, the rate equations for the formation of Q and S 
are : 

from which 

The relative rates of formation then depend on the ratio of the rate coefficients, 
k , ; k 2 ,  and the difference in orders, u', - a;. If both rates have the same order, 
then it  is clear that the selectivity will not depend on the concentration level 
(although the conversion will). For given k , / k 2 ,  and u; # a',, the selectivity can 
be altered by the concentration environment, and this should then be chosen to 
maximize the desired product, Q. When a', < a',, rQ/rs, is small when C, is large. 
In the batch and plug flow reactors, part of the conversion is occurring at the high 
initial concentrations. In the perfectly mixed flow reactor, the feed concentration 
is immediately reduced to that of the outlet, which is low. Therefore, it is clear that 
the selectivity (to Q) will be higher in the perfectly mixed flow reactor. Similar 
reasoning indicates that the opposite would be true for a', > a;. The former case is 
illustrated by the calculated results presented in Fig. 10.3.a-1, which compares the 
conversions to Q, xQ I CQ/CAo, in batch or plug flow reactors with a cascade of 
perfectly mixed reactors. It is seen, asexpected, that a single stirred tank would give 
the highest conversion to XQ and thus the highest selectivity for Q. 
Next consider consecutive reactions: 

A - Q - S  
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Figure 10.3.0-I Conversions and selecricifies with various degrees of mixing as a 
function oj'rhe mean residence times r = V/F.  

where Q is the desired product. For both reactions first order, the resulting rate 
equations have been integrated in Chapter 1 for the batch or plug flow reactors, 
and example curves are shown in Fig. 10.3.a-2. Also from Chapter I, the maximum 
value of Cp is: 

which occurs at the particular holding time: 
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1 .o I I I I I 

- Plug flow ---- Perfect mixing 

1 2 
v CA,, - . hr-' 

F ~ o  

Figure 10.3.~-2 Consecutive reaction species profles in batch 
or plug flow and perfectly mixed reaclors. 

For the perfectly mixed flow reactor, the mass balances Eq. 10.2.b-2 lead to: 

C - k 1 CAO~VIFAO 
- (1 + k , C ~ O  V / F ~ O ) ( l  + k 2 C ~ 0  V / F ~ ~ )  

cs = cAo - C A  - cQ 
Then, it can easily be shown that the maximum value of CQ is 

which occurs at 
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Comparing Eqs. 10.3.a-2 and 10.3.a-3 shows that again there are differences 
between the yields in the reactor types. A specific example is shown in Fig. 10.3.a-2, 
where it is seen that the batch or plug flow reactor has greater selectivity for Q 
relative to the perfectly mixed flow reactor. For complex first-order reaction 
systems Wei [9] has shown that the convexity of reaction paths is decreased from 
plug flow to mixed reactors, because of the intermingling of fluid elements with 
different extents of reaction, and so the relative selectivities will decrease. Also, if 
the orders of the two reactions are different, this can additionally affect the relative 
rates of the reactions in different reactor types. Thus, the broader distribution of 
residence times of the fluid elements in a perfectly mixed flow reactor will cause a 
broader maximum in the intermediate species concentrations. 

For more complicated reaction networks, it is not always completely obvious 
how to apply the above concepts, as is seen from consideration of the example of 
van de Vusse [lo] : 

1 2 A - Q - S  

where Q is the desired product. Here the rates of reaction are, 

r, = k l  C, + k,  CA2 (10.3.a-4) 

rQ= klC,- kzCQ (10.3.a-5) 

and the yield CQ/CAo, or the selectivity CQ/(CA, - C,) can be found from the 
relative rates: 

We see that the results will depend on the two parameter groups: 

a,=k,C,,/k, and a,=k,/k, (10.3.a-7) 

Now for k3CA0 $ k, .  or a, $ a,, it seems reasonable to expect that the parallel 
reaction is more critical than the consecutive step in decreasing the yield of Q, and 
based on the above paragraphs the optimum choice would be a perfectly mixed 
reactor rather than a plug flow reactor-this will be verified by calculations. Also, 
for k ,  C,, < k,, or a, < a,, the consecutive reaction should dominate, and the 
plug flow reactor should be best. However, for a, 2: a,, it is not so clear which is 
the optimum reactor type. 
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Van de Vusse [lo] performed computations to determine the proper choices. 
By using the ratio of the mass balances for perfectly mixed reactors, Eq. 10.2.b-1 
or 2, we obtain: 

which, with Eq. 10.3-7, has the solution 

Xp = 
xA(~ - xA) (10.3.a-8) 

a , ( l  - x,)' + (1 - a,)(l - x,) + a ,  

For plug flow, the relationship is: 

which with Eq. 10.3.a-7 gives 

- - 1 (1 - 4 In 
1 + a,(t  - x., (1 - , for a, = I 

(certain other cases can also be analytically integrated). From these results, the 
maximum yield and selectivity can be found by the equations: 

Results of such computations were summarized by van de Vusse in Fig. 10.3.3-3 
and Table 10.3.a-1. We see that the conjectures concerning the optimum reactor 
type in the extreme regions of a, and a, are indeed verified, but also the more 
complicated middle region is clarified. 

Further consideration of the van de Vusse reaction sequence leads to the con- 
clusion that even better results might be obtained with a combination of reactor 
types or with a reactor of intermediate mixing level. At the beginning of the con- 
version, when CA is high, and very little Q has been formed, it is most important 
to suppress the parallel reaction, and so a perfectly mixed flow reactor is advanta- 
geous. However, at higher conversion when C, is relatively low, and an appreciable 
amount of Q has been formed, the loss of yield by the consecutive step dominates. 
To minimize this, plug flow is required. Thus, the optimum configuration is a 
perfectly mixed followed by a plug flow reactor. Using a theoretical model of 
intermediate mixing levels, allowing for adjustment of the levels along the reactor 
length, Paynter and Haskins [ I  11 were able to formally optimize the intermediate 
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a, = k ~ C ~ o / k ~  

Figure 10.3.a-3 Comparison of plug flow and 
perfectly mixed reactors (yield and selectivity). 
The points correspond to pairs of ralues of a ,  and 
a, for which both types of reactor gire the same 
ma.rimum yield. The upper line corresponds to 
equal selectivity for both types of reactor (ar zero 
conoersion) Cfrom van de Vusse [lo]). 

Highest 
Region Highest yield of Q selecticity of Q 

I perfectly mixed perfectiy mixed 
II P ~ U S ~ ~ O W  perfectly mixed 
III PIUS flow perfectly mixed 

= plug flow 
(zero conver- 
sion) 

mixing levels for complex reaction systems, including the one under discussion. 
An alternate procedure was utilized by Gillespie and Carberry [12] and van de 
Vusse [13], who considered a recycle reactor (either actual or as a model) where 
a portion of the product stream from a plug flow reactor is returned to the en- 
trance. For zero recycle one obviously has a plug flow reactor, and it can be 
visualized that for infinite recycle the system in some sense behaves as a perfectly 
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Table 10.3.a-1 Optimum reactor choice for consecutive 
and parallel reactions. 

Region Highest yield of Q Highest selectivity of Q 

I perfectly mixed perfectly mixed 
I1 plug Row perfectly mixed 

111 plug Row perfectly mixed = plug flow 
(zero conversion) 

mixed reactor because of the large "feedback" of material. Gillespie and Carberry 
[12] showed that for some values of a, and a,. an intermediate recycle rate indeed 
provided the best performance. 

Many other examples of optimizing the chemical environment have been 
discussed in the literature. For example, van de Vusse and Voetter 1141 have 
considered the parallel second-order reactions: 

where Q is the desired product. Here, the best results would be obtained by keeping 
C,  low, throughout the reactor. The suggested way to do this was to have a plug 
flow reactor with an entrance feed of B  and some A, together with side feed of A 
along the length of the reactor. The purpose was to always keep C,  low, by con- 
tinually converting it, but also provide sufficient A to convert the B fed to the 
reactor. A more practical system, of course, would be a series of stirred tank 
reactors with intermediate feeds of A. Refer to Kramers and Westerterp [I51 
and Denbigh and Turner [16] for further details concerning these problems. 

If one is interested in achieving a specified product distribution, rather than just 
maximizing a yield, the problem is naturally more complicated. Usually numerical 
simulations with the reactor design equations is necessary,, often combined with 
formal optimization procedures. A study of choice of reactor type, together with 
separation and recycle systems, was presented by Russell and Buzzelli [I71 for 
the important class of reactions 

A + B  2 P ,  

P ,  + B P2 
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which are encountered in industrial processes such as the production of mono-,di-, 
and tri-ethylene glycol from ethylene oxide and water; mono-, di-, and tri-ethanol- 
amine from ethylene oxide and ammonia; mono-, di-, and tri-glycol ethers from 
ethylene oxide and alcohols; mono-, di-, and tri-chlorobenzenes from benzene and 
chlorine; and methylchloride, di- and tri-chloromethane from methane and 
chlorine. In these cases, usually the lower members of the product spectrum, P, 
or P , ,  are primarily desired, and the proper reactor design is crucial to success 
of the operation. Except for a few general categories such as this, most cases must 
be handled on an individual basis by the above methods. 

10.3.b Polymerization Reactions 

One of the most important areas for application of concepts discussed in the 
previous section is the selection of polymerization reactors. The properties of 
polymers depend on their molecular weight distribution (MWD) and so the design 
should ultimately use this as its basis. The subject is a vast one, and so only the 
basic concepts will be briefly discussed. Several excellent reviews now exist, cover- 
ing various aspects of the area from a chemical reaction engineering viewpoint: 
see Shinnar and Katz, Keane, and Gerrens, 118, 19, 203. The latter presents a 
masterful survey of the effects of the choice of reactor type. 

The quite different results that may be obtained by performing polymerization 
reactions in batch or plug flow versus perfectly mixed flow reactors were de- 
scribed early by Denbigh 1213. The key point concerns the relative lifetimes of 
the active propagating polymer species. If this is long relative to the mean holding 
time of the fluid in the reactor, the rules in Sec. 10.3.a apply, and so the product 
distribution (the MWD) is narrow in a batch reactor (BR)/pIug flow reactor 
(PFR) and broader in a perfectly mixed flow reactor (PMFR), just as in the earlier 
examples. Recall that the reason was the broader distribution of residence times 
in the PMFR. However, if the active propagating polymer lifetimes are much 
shorter than the mean holding time, the residence time of almost all the fluid 
elements is approaching infinity compared to the local reaction speed. In this 
case, the constant availability of monomer tends to produce a more uniform 
product, and so the PMFR produces a narrower MWD than the BR/PFR. Figure 
10.3.b-1 shows results computed by Denbigh 1211 for a free radical polymeriza- 
tion as considered in Example 1.4-6, and illustrates the striking differences that 
may be obtained. Also, for the copolymerization of two monomers, the uniform 
concentrations of a PMFR tend to produce a product of more uniform composi- 
tion than a BR/PFR. Excellent summaries of the mathematical modeling of 
polymerization reactors are provided by Ray [22] and Min and Ray [23]. 

Table 10.3.b-1 shows a summary by Gerrens [20] of the MWD results from 
the main reactor types for simple polyreactions: 
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1 Monomer coupling with termination (e.g., radical polymerization) 

k 
Initiation I ?R 

k, Propagation P,-, + M, - P, 

M,, + M,,, (disproportionation) 

Termination P, + P, 

M + (combination) 

2 Monomer coupling without termination (e.g., living polymerization). 

k 
Initiation I + IM, - P ,  

k w Propagation P,- , + !MI - P, 

Dogme of polymerization, P 

Figure 10.3.h-la Molecular weight dtktribu- 
tion when active propagating polymer lifetime 
is long compared to reactor mean holding time 
(after Denbigh [2l], from Levenspiel [3]). 
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Figure 10.3.h-lb Molecular weight distribu- 
tion when acrive propagating polymer lifetime 
is short compared to reactor mean holding 
time (afier Denbigh [2l],from Levenspiel [3]).  

3 Polymer coupling (e.g., polycondensation) 
k 

Propagation M, + M, - Mm+, 
The third column in Table 10.3.b-1 gives results for a reactor with a special state 
of mixing, where the fluid elements are randomly distributed in the reactor, but 
also retain their individual identities-called "segregated floww-which will be 
considered in more detail in Chapter 12. This situation is considered to be charac- 
teristic for very viscous fluids (see Nauman [24]). The entries 1.1, 1.2 and 2.1, 
2.2 refer to short and long active propagating polymer relative lifetimes, respec- 
tively. 

For the free radical polymerization considered in Ex. 1.4-6, Fig. 10.3.b-2 in- 
dicates how the MWD evolves in a stirred reactor as the conversion proceeds 
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Tabk 10.3.6-1 Molecular weigh1 distributions resulting from polyreactions in 
vurious reactor types (from Gerrens [20]) 

BR or 
PFR HCSTR" SCSTR 

Monomer coupling Broader than Schultz-Flory Broader 
with termination Schultz-Flory (1.1) distribution (1.2) than 1.1 (1.3) 

Monomer coupling Narrower than Schultz-Flory Between 
without termination Schultz-Flory distribution (2.2) 2.1 and 2.2 (2.3) 

(Poisson) (2.1) 
Polymer coupling Schultz-Flory Much broader than Between 

distribution (3.1) Schultz-Flory (3.2) 3.1 and 3.2 (3.3) 

" HCSTR = homogeneous continuous stirred tank reactor 
= perfectly mixed flow reactor of this chapter. 

SCSTR = segregated continuous stirred tank reactor. 

P x lo-' 

Figure 10.3.b-2 Weight distribution in HCSTR: 
parameter is concersion, x ;  P ,  at zero concer- 
sion = 1000 Cfrorn Gerrens [20]). 



(the quasi-steady-state approximation for various reactor types was discussed 
by Ray [25]). Recall that the number average chain length is: 

where 
M I ,  is the initial feed monomer concentration 
x  = ( M  , ,  - M  , ) / M  , , ,  the monomer conversion 

The weight polymer distribution is 

W(P) = (1 - p)2PpP-  ' 
with 

The conversion, x, would be found from the usual relation, Eq. 10.2.b-2 : 

When real systems are to be described, several practical complications must 
also be accounted for. Gerrens 1203 lists eight of these for radical polymerization: 

Thermal initiation M I  + M ,  - 2 R '  

Decrease of R ' during 
polymerization 

Chain transfer to monomer P , +  M l - t P 1  + M, 
Chain transfer to solvent, etc. P , + S + S ' +  M, 

Chain transfer to polymer P , + M , - + P , + M ,  

Diffusion control of k,, = f ( x , P ~  , . . .  ) 
propagation (glass effect) 

Diffusion control of termination k ,  = f ( x ,  p,,,, . . .) 
(Trommsdorff effect) 

Copolymerization P I  + M ,  -+ P ,  
P ,  + M ,  - + P I  
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The chain transfer, or branching, steps are very important for the polymer prop- 
erties, but also because as the second step in a series of consecutive reactions, they 
are especially sensitive to mixing effects. 

Nagasubramanian and Graessley [26] have provided a detailed study of these 
effects for vinyl-acetate polymerization. Here, the strong branching phenomena 
can reverse the conclusions reached above as to which reactor type will have the 
narrowest MWD. This is true because through the effect on  the branching, the 
residence time distribution of fluid elements again is the predominant factor. 
Figure 10.3.b-3 shows that the MWD-breadth, P,, is larger when changing from 
a BR/PFR to a PMFR in this rapid chain, but branching, reaction system-the 
opposite of Fig. 10.3.b-2. Experimental results obtained by Nagasubramanian 
and Graessley [26] are shown in Fig. 10.3.b-4, where the theoretical predictions 
are verified, including the fact that at larger conversions the higher viscosity 
reacting fluid appears to be better represented by the segregated flow condition 
(Chapter 12). Also see Hyun, Graessley, and Bankoff 1271. 

Figure 10.3.6-3 Dispersion ratio versus con- 
version, calculated for the three reactor types 
with typical parameter values for vinyl 
acetate polymerization Cfrom Nagasubra- 
mania and Graessley [26]). 
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-1 -: o-,,**&; O j  
and perfect 

mixing 

'Oo00 20 40 80 

Figure 10.3.b4 Degrees of polymerization 
for continuous pow stirred tank reactors 
Urom Nagasubramanian and Graessley 
[261). 

10.4 Stability of Operation and Transient Behavior 

10.4.a Stability of Operation 

At the beginning of Sec. 10.2.b. it was stated that after the solution to the mass 
balance is used to decide the reactor operating conditions for optimum conver- 
sion (or selectivity), then the energy balance is utilized to determine the external 
conditions required to maintain the desired temperature. Thus, Eq. 10.2.b-1 
is solved together with the steady-state form of Eq. 10.2.a-5: 

and 
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T = C A O  V / F A O ,  = V / F ;  

I = p,cp/CA0(- AH) > 0, exothermic 

Q,(T) = ( - Q)lp,cP YO 

Note that Q,(T) is proportional to the heat removal rate by external heat ex- 
change. 

To illustrate the procedure, consider an irreversible first-order reaction at 
constant volume, where 

r A  = kCA = k C A o ( l  - x A )  

so that Eq. 10.4.a-1 gives Eq. 10.2.b-3: 

I 
X A  = 1 - - 1 -  

1 + kr 

This is then substituted into Eq. 10.4.a-2, which, when rearranged, becomes 

where the simplest expression was used for the heat removal rate, 

Equation 10.4.a-3 is a nonlinear algebraic equation to be solved for T,  given 
values for all of the parameters. For the general case, similar manipulations would 
lead to 

and x, is found from Eq. 10.4.a-1 for given T and kinetic parameters, the latter 
depending on the temperature, of course. 

Each of Eqs. 10.4.a-3 and 4 have been arranged in such a way that the left-hand 
side represents the rate of heat generated per total heat capacity of the reactor, 
Q,(T), and the right-hand side represents the net heat removed, Q,. by both flow 
and external heat exchange. The heat balance just states, then, that at a steady- 
state operating point, these must be equal: Q,(T) = Q,(T). The solution(s) to 
Eq. 10.4.a-4 can be profitably visualized by plotting both Q,(T) and QR(T) 
against T, and noting the intersection(s) of the curves, as illustrated in Fig. 10.4.a-1 
for exothermic reactions. 
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Figure 10.4.a- I Heat generation and remora1 rates. 

The S shape of the curve results from the Arrhenius dependent rate coefficients, 
while it follows from Eq. 10.4.a-3 that QR leads to (essentially) straight lines. Any 
of the points 1, 2, 3,4, and 5 represent possible steady states; that is, solutions of 
the combined mass and energy balances for a particular design. Since the slope of 
QR is the specific heat removal rate, the steepest line Q,, is for high heat removal, 
and consequently steady-state point 1 means that the reactor will operate at a 
low temperature, low-heat generation rate, and, consequently, low conversion. 

Point 5 is just the converse-low specific heat removal, high temperature, high 
conversion. Q,-lines falling in between can lead to three intersections, therefore, 
three solutions. This multiplicity of steady states is caused by the highly nonlinear 
nature of the heat generation and by the (internal) feedback associated with the 
complete mixing. The classical discussion of instabilities resulting from this 
multiplicity was published by Van Heerden [28]. (A similar discussion was 
previously published by Liljenroth in 1922 [28a]). Van Heerden reasoned that a 
small increase in temperature from point 2 would lead to the heat removal, Q,, 
increasing more than the heat generation, Q,; thus, it would seem that the system 
would tend to decrease in temperature and return to  the operating point 2. The 
same is true for points 1 or 5. However, a small increase (or decrease) about 
point 3 would tend to be accentuated, and the system thus migrate to  the new 
operating point 4 (or 2). Operating point 3 is called an unstable steady state, 
and would not be maintained in a real reactor (without automatic control). Which 
intersection occurs would appear to be based on the slopes of the heat generation 
versus heat removal curves. These results will be made more specific below. 
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Another interesting aspect concerns continuous changes in the operating con- 
ditions. If the reactor is operating at point I on Fig. 10.4.a-1 and the heat removal 
is decreased to Q,,,, the temperature will increase, and operating point 2 will be 
reached. If the heat removal is further decreased to Q,,,,, the reactor can only 
operate at point 5, and a large jump in temperature will be generated-this is 
termed ignition. Then if the heat removal is increased back to QR,, and Q,,, the 
reactor will operate at points 4 and jump to 1, respectively; the latter is called 
quenching or extinguishing. In addition, it is seen that different paths are followed 
for increasing versus decreasing the heat removal, and so a hysteresis phenomenon 
occurs. Further detailed discussion is given by Aris [I]. 

Exampie 10.4.~-I Multiplicity and Stability in an Adiabatic Stirred 
Tank Reactor 

Experimental verification of the above phenomena was provided by Vejtasa and 
Schmitz [29] for the exothermic reaction between sodium thiosulfate and hy- 
drogen peroxide-a well-characterized test reaction. It is useful for an adiabatic 
reactor to use an altered rearrangement of Eqs. 10.4.a-1, 2 whereby the rate term 
is eliminated to give 

Thus, this adiabatic operating relation can be used to eliminate the conversion 
in terms of the temperature and the thermal properties of the fluid, so that the rate 
of reaction can be written rA(xA(T), T) -, r,(T). Then Eq. 10.4.a-4 becomes 

and the mean holding time only appears in the right-hand side for heat removal. 
The heat generation can be plotted for the reaction, and the effect of changing 
flow rates, for example, only alters the straight lines for Q,. Figure 1 shows this 
data (also note that a mathematical expression for the reaction rate is not even 
really needed). 

We see in Fig. 1 that the holding times T = 6.8 and 17.8 sec should be the values 
between which multiple steady-state and hysteresis phenomena should occur. 
By starting up the experimental reactor in various ways, and then altering operat- 
ing conditions, Vejtasa and Schmitz obtained data illustrating this, as shown in 
Fig. 2. 

We see that good agreements with the above predictions were obtained for the 
steady-state results. Simulations [29] of the complete transient changes, however, 
were much more sensitive to the details of the models, especially thermal capacity 
parameters. 
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Figure I Heat generation and remoaal functions 
for feed mixture of 0.8M Na,S20, and 1.2M 
H,02 at 0°C Cfrom Vejtassa and Schmitz [29]). 

Heat is added for endothermic reactions so that the straight lines QR(T) have 
negative slopes and only one intersection is possible. 

Reversible exothermic reactions have an ultimate decrease of rate with tem- 
perature, and so the heat generation curve turns down (as in Example 10.4.a-1); 
however, the qualitative features remain the same. The heat generation curve for 
complex reactions can have more than one "hump," and thus more than three 
steady states are possible for a given operating condition. The humps also tend 
to be smaller, leading to more readily obtained transitions between steady states, 
and so on-Westerterp [30]. Also, other types of multiple steady states and in- 
stabilities can occur. For example, with certain forms of rate expressions highly 
nonlinear in concentration, just the mass balance Eq. 10.4.a-1 may have more 
than one solution. This is summarized in Perlmutter [31] (as well as many other 
techniques). 

These considerations can be put in analytical form, following the reasoning of 
van Heerden [28] given above. The slopes of the heat removal and generation 
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Figure 2 Steady-state results Cfrom Vejtassa and Schmitz 
~91 ) .  

rates in Eq. 10.4.a-4 are found as follows: 

Now 

dr,  - dr,  d x ,  ar, + -  
d T  - dx ,  d T  d T  

dr,  T dr ,  dr, --.-- - +-  
dx ,  C , ,  dT dT  

where the last line utilized the mass balance, Eq. 10.4.a-1. The total change of the 
heat generation rate with temperature is: 

1 dr, -- 

(9;- - L C ~ ~  dT 
dT T dr 1 - A  

CA, dx ,  
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Then, the reactor cun be stable if the heat removal slope is greater than the heat 
generation slope at the steady-state operating point, 

leading to: 

T dr,  
( l - k g ) ( l + % ) > G E  

For the case of a first-order irreversible reaction in a reactor with simple heat 
exchange, as in Eq. 10.4.a-3, this criterion becomes: 

Equation 10.4.a-7 is a necessary but not sufficient condition for stability. In 
bther words, if the criterion is satisfied, the reactor may be stable; if it is violated, 
the reactor will be unstable. (Aris [I]  prefers to use the reverse inequality as a suf- 
ficient condition for instability.) The reason is that in deriving Eq. 10.4.a-7, it was 
implicitly assumed that only the special perturbations in conversion and tempera- 
ture related by the steady-state heat generation curve were allowed. To be a general 
criterion giving both necessary and sufficient conditions, arbitrary perturbations 
in both conversion and temperature must be considered. Van Heerden's reasoning 
actually implied a sense of time ("tends to move.. ."), and so the proper criteria 
can only be clarified and deduced by considering the complete transient mass and 
energy balances. 

10.4.b Transient Behavior 

The time-dependent mass and energy balances are given by Eqs. 10.2.a-4 and 5: 

Analytical solution of this system ofdifferential equations is not possible. Therefore 
Aris and Amundson [32] linearized it by a Taylor expansion, about the steady- 
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state operating points. Consider the small perturbations: 

where the subscript s refers to a steady-state solution. Then, substracting Eq. 
10.4.a-1.2 from Eq. 1O.l.b-1,2 gives: 

Expanding r ,  and Q,(T) in Taylor series and neglecting second-order terms 
leads to: 

Substituting into Eq. 10.4.b-3,4 yields 

These equations (10.4.b-5, 6 )  are linear differentia1 equations, whose solutions 
are combinations of exponentials of the form exp[mr/r], where the values of m 
are solutions of the characteristic equation: 

where 
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The solutions will only go to zero as t + ic when the real parts of the roots are 
negative (e.g., see Himmelblau and Bischoff 1331). 

The solution of Eq. 10.4.b-7 is: 

and we see that this stability condition is only always met when 

and 

If a ,  < 0, at least one of the roots will be positive, and the solution will diverge 
for r -+ co. If a ,  = 0 and a ,  > 0. the roots will be purely imaginary numbers, 
with oscillatory solutions for x and y. Thus, the necessary and sufficient condi- 
tions for stability (i.e., x, and T return to the steady state after removal of the 
perturbation or x and y -. 0 as r -. co) are Eqs. 10.4.b-8 and 9. In terms of the 
physical variables those equations can be written as follows: 

and 

Comparing Eq. 10.4.b-11 with Eq. 10.4.a-7, we see that they are identical, and the 
above discussion shows that the "slope" criterion, a, > 0, is indeed a necessary 
condition for stability. We also see that a, > 0 is not sufficient, for if a ,  = 0, the 
oscillations are not stable, in that x, and T do not return to their steady-state 
values. Thus, the second criterion, Eq. 10.4.b-10, seems to be related to oscillatory 
behavior-a discussion is given by Gilles and Hofmann [34]. 

For the case of a first-order irreversible reaction with simple heat exchange, 
as in Eq. 10.4.a-3, the second ("dynamic") criterion Eq. 10.4.b-10 becomes 

Also note that for an adiabatic reactor, Q, = 0, the "slope" criterion Eq. 10.4.b-11 
implies the other Eq. 10.4.b-10, and so the slope criterion is both necessary and 
sufficient for this case. 
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Example 10.4.b-I Temperature Oscillations in a Mixed Reactor for 
the Vapor Phase Chlorination of Methyl Chloride 

This system was studied by Bush [35]: the reaction was: 

CI - CI: CI? 
CH3CI - CH2C12 - CHCI, - CCI, 

Experimental measurements were made of the several relevant variables so that 
an evaluation of the above criteria could be made. First, the steady-state heat 
generation and removal rates were determined as shown in Fig. 1. 

We see that the necessary "slope" criterion is satisfied over the entire range of 
conditions: 

Thus, there may be a unique steady-state reactor temperature for a given bath 
temperature, T,. 

However, it was found that the reactor showed oscillatory behavior in certain 
ranges (see Bush 1361). Therefore, the second "dynamic" criterion, Eq. 10.4.b-10 

Gas temperature, K 

F~gure I Steady-stare temperarurcr : , heat erolurion ; 
x , hear remoraifor T, = 400°C; A, hear remora1 for 
T, = 390°C; m, steady-state remperalures T, Cfrom 
Bush [35] ) .  
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Figure 2 Stable and unstable reaction temperatures: e, 
LHS; x , RHS (from Bush [35]). 

was also checked with relationships similar to  Eq. 10.4.b-12, but also accounting 
for some of the additional complexities in the real (gas phase) experimental 
system. The results are shown in Fig. 2, where the left-hand side (LHS) and right- 
hand side (RHS) of the criterion are plotted. We see that a central region exists 
where the criterion is violated. This is verified by the experimentally observed 
large temperature excursions: 

Bath Reactor Frequency Amplitude, "C :,; High Temp. 
T,"C T,"C Hz Nominal measured Computed Product 

<375 <400 + No oscillations - <0.1 
392 445 1 150 280 24 
397 453 1.12 110 1 70 10 

>410 >466 . No oscillations t < 1 

Good agreement was obtained for the temperature range of oscillatory pheno- 
mena, along with rough comparison of the excursion amplitudes. 

Studies where the reactor was deliberately allowed to oscillate have been re- 
ported by Baccaro, Gaitonde, and Douglas [37] and by Chang and Schmitz 1381; 
also see the review by Bailey [39]. 
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Many other aspects ofthis basic system have also been developed. For example, 
if the heat exchange is controlled by an automatic device such that additional 
rates are proportional to the reactor temperature perturbations, Q, in Eq. 10.4.b-2 
is modified to: 

Q, + CB + A T  - TI1 
Then the corresponding term in the linearized Eq. 10.4.b-6 is changed to, 

The two criteria Eq. 10.4.b-10, 11 then become 

and 

We see that the criteria will be easier to satisfy for large p (control), since the 
LHS is larger: in fact, an inherently unstable reactor can be made stable in this 
way. However, the above is only a very simple consideration of a.control system, 
and real-life complications can modify the results-see Aris [I]. 

All of the above conclusions were based on the linearized equations for small 
perturbations about the steady state. A theorem of differential equations states 
that if the linearized calculations show stability, then the nonlinear equations will 
also be stable for sufficiently small perturbations. For larger excursions, the 
linearizations are no longer valid, and the only recourse is to (numerically) solve 
the complete equations. A definitive study was performed by Uppal, Ray, and 
Poore [a] where extensive calculations formed the basis for a detailed mathe- 
matical classification of the many various behavior patterns possible; refer to 
the original work for the extremely complex results. The evolution of multiple 
steady states when the mean holding time is varied leads to even more bizarre 
possible behavior (see Uppal. Ray, and Poore [41]. Further aspects can be found 
in the comprehensive review of Schmitz [42] and in Aris [I], Perlmutter [31], and 
Denn [43]. 

Problems 

10.1 A perfectly mixed flo* reactor is to be used to carry out the reaction ,1 -. R. The rate 
is given by 

kmol 
r" = kcA(&) 
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with 

Other physicochemical data is: 

AH = -40,000 kcaljlcmol pc, = 1OOO kcalim3"C 
M A  = 100 kgikrnol C,, = 1 kmol/m3 

At a temperature of 100°C and a desired production rate of 0.4 kg/s. determine: 
(a) the reactor volume required at a conversion of 70 percent 
(b) the heat exchange requirement 

10.2 The first-order reversible reaction 

is carried out in a constant volume perfectly mixed flow reactor. The feed contains only 
A, at a concentration of C,,, and all initial concentrations are zero. 
(a) Show that the concentration of A is given by 

CA 1 + k , r  k I e - "  +k"+'""" 
- - - -- kz e - , ,c -  
CAo 1  + k , r  + k , r  k ,  + k ,  ( k ,  + k , ) ( l  + k , r  + k , r )  

where r = V/F '  = mean residence time. 
(b) Find C,jCAo at steady state. and also show that for very rapid reactions. ( k , ,  k 2 )  -+ 

x ,  the equilibrium concentration is 

(c) For very rapid reactions, (k , ,  k , )  + m, show that. in general. 

and explain how this can be physically interpreted as the final steady-state equliib- 
rium minus the equilibrium "washout." 

10.3 For a first-order reaction, the conversion to be expected in a series of n-stirred tanks 
can be formed from Fig. 10.2.b-1. Alternatively, at a given conversion level, and for a 
given rate coefficient and mean residence time, kr, the total volume required to carry 
out the reaction can be determined. 
(a) With this basis plot V,, JV,,, ,, versus the fraction of unreacted reactant, 1 - x,, 

for various values of n = 1, 2, 5, 10, 40. Study the effect of utilizing several stirred 
tank reactors in series compared to a plug Row reactor. 

(b) Add further lines of constant values of the dimensionless group kr,,,, to the plot- 
these are convenient for reactor design calculations. 
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10.4 (a) For the reversible consecutive reactions 

taking place in a steady state, constant volume perfectly mixed reactor, show that 
the concentration of R, when the feed contains only A at concentration C,,. is: 

where 

K, = k,jk, = equilibrium constant for the first reaction 

K, = k,jk, 

(b) For both reactions irreversible. show that the results of part (a) reduce to the equa- 
tion given in Sec. 10.3. 

(c) If the first reaction is very rapid, it is always close to its equitibrium as R is reacting 
further to S.  Explain how this can be represented by k, + x but K,  = finite, and 
find the expression for CR/CAO by appropriately reducing the result of part (a). 
This is similar to a ratedetermining step situation, and is more simply derived by 
taking the first reaction to always be in instantaneous equilibrium, C ,  CR/K, .  
Show that a new derivation of the mass balances with this basis leads to the same 
result as above. Note that this is a useful technique in more complex situations of 
this type, when the general expression may not be possible to derive. 

10.5 Consider the startup of a perfectly mixed flow reactor containing a suspended solid 
catalyst. For a first-order reaction. r ,  = LC,. and assuming constant volume. show 
that the outlet concentration of reactant A is 

(1 - E)V 
x exp{ - [I + -7 k] j,; t ) }  

where 

C,(O) = initial concentration 

C,, = feed concentration 

E = void fraction, not occupied by solids 

i:C' = fluid volume 

Note that the steady-state ( t  + x )  result depends only on the group (I - E)V~/F ' ,  the 
.solid cutul~sr  inverse space veloc~ty-rate coefficient group, but the transient effects also 
require knowledge of (F'ji:V)-I, or thejuid mean residence time. 
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10.6 In a process to make compound R. the following reactions occur: 

(a) Based on the text discussion, explain why the optimum chemical environment 
would be high B and low A concentrations. 

(b) An idealized reactor configuration to achieve this is a reactor with side stream 
feeds of A : 

where f(b 
additions 
reactor to 

Total : 

') (m3 side feedihr - m3 reactor volume) is the distribution of side feed 
along the reactor length (volume), to be determined. Assuming the 
be plug flow, derive the following mass balances: 

(c) As an approximate optimal design, the condition will be used that the side feed 
be adjusted to maintain C, = constant (i.e.. C, = C,, = C,,). Also, a high con- 
version of A is desired. and to simplify the calculations, it will be assumed that the 
side feed concentration is high, C A W  $ C, = C,,  = C,,,. For these special con- 
ditions, shob that the three mass balances become 

F' 2 constant = Fb 

(d) Using the simplified balances. determine the total reactor volume required as a 
function of Fb.  C,, . C,,, . C,, . 
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(e) Show that the side feed distr~bution as a function of reactor length. to maintain the 
above condition of constant C, is given by 

(f) As a final condition, equal stoichiometric feeds of A and Bare  to be used: 

Show for this case that the relationship between the outlet levels of A and B is: 

(g) A useful measure is the reactor yield of the desired R:  

total R formed r~ 
total A fed 

For ! i 2 ,k ,  = 1,cornpare the yield as a function of conversion with that found in a 
single perfectly mixed reactor and with a single plug flow reactor without side feeds. 

ivotr : 

This problem was first solved by van de Vusse and Voetter [14], who also considered more 
general cases. and a true mathematically optimal profile. f (V). These latter results were rather 
close to the approximately optimal basisof C, = constant. Finally, such an ideal scheme might 
be implemented in practlce by using a series of stirred tank reactors with intermediate feed 
additions of A. 

10.7 A perfectly mixed reactor is to be used for the hydrogenation of olefins, and will be 
operated isothermally. The reactor is 10 m3 in size, and the feed rate is 0.2 m3is, with a 
concentration of C,, = 13 kmol/m3. For the conditions in the reactor, the rate ex- 
pression is: 

C, kmol 
rA=- -  

( 1  + C,)' m3.  s 

It is suspected that this nonlinear rate form that has a maximum value. may cause 
certain regions of unstable operation with multiple steady states. 
(a) From the reactor mass balance Eq. 10.2.b-2 determine if this is the case by plotting 

r, and [(lir)(C,, - C,)] on the same graph. 
(b) To what concentration(s) should the feed be changed to avoid this problem? 

Note: 
This problem was investigated by Matsuura and Kato [Chem. Eng. Sci., 22, 17 (1967)], and 
general stability criteria are provided by Luss [Chem. En,g. Sci., 26, 1713 (1970)]. 
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10.8 Using the expressions for the necessary and sufficient conditions for stability of a stirred 
tank chemical reactor as derived in Sec. 10.4: 
(a) Show that for a single endothermic reaction the steady state is always stable. 
(b) Show that for an adiabatic reactor, the slope condition 

is sufficient, as well as necessary. 
(c) If the reactor is controlled on concentration, 

show that it is not always possible to get control of an unstable steady state. Note 
here that Q, = Q,(.x, u). and be careful of the criter~a that you use. 

10.9 Show that recycling the effluent of a perfectly mixed reactor has no effect on the con- 
version. 

10.10 Consider two perfectly mixed reactors in series. For a given total volume. determine 
optimal distribution of the sub-volumes for (a) first-order reaction. (b) second-order 
reaction. 
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FIXED 
BED 

CATALYTIC 
REACTORS 

Part One 

Introduction 

11.1 The Importance and Scale of Fixed Bed Catalytic 
Processes 

The discovery of solid catalysts and their application to chemical processes in 
the early years of this century has led to the breakthrough of chemical industry. 
Since these days, this industry has diversified and grown in a spectacular way, 
through the development of new or the rejuvenation of established processes, 
mostly based on the use of solid catalysts. 

The major part of these catalytic processes is carried out in fixed bed reactors. 
Some of the main fixed bed catalytic processes are listed in Table 1 1.1-1. Except 
for the catalytic cracking of gas oil, which is carried out in a fluidized bed to 
enable the continuous regeneration of the catalyst, the main solid catalyzed 
processes of today's chemical and petroleum refining industry appear in Table 
1 1 .l-1. However, there are also fluidized bed alternatives for phthalic anhydride- 
and ethylene dichloride synthesis. Furthermore, Table 11.1-1 is limited to fixed 
bed processes with only one Ruid phase; trickle bed processes (e.g., encountered 
in the hydrodesulfurization of heavier petroleum fractions) are not included in 
the present discussion. Finally, important processes like ammonia oxidation for 
nitric acid production or hydrogen cyanide synthesis, in which the catalyst is used 
in the form of a few layers of gauze are also omitted from Table 11.1-1. 

Todays fixed bed reactors are mainly large capacity units. Figure 11.1-1 shows 
growth curves of reactor capacity for ammonia-synthesis and phthalic-anhydride 
synthesis on German catalysts. Such a spectacular rise in reactor capacity is 
evidently tied to the growing market demand, but its realization undoubtedly 
also reflects progress in both technological and fundamental areas, pressed by the 
booming construction activity of the last years. 



Table 11.1- I Main jxed  bed cata&tic processes 

Basic chemical industry Petrochemical industry 

Primary Steam reforming Ethylene oxide 
Secondary Ethylene dichloride 

Carbon monoxide conversion Vinylacetate 
Carbon monoxide methanation Butadiene 
Ammonia Maleic anhydride 

synthesis Phthalic anhydride 
Methanol Cyclohexane 
0 x 0  Styrene 

Hydrodealkylation 

Petroleum refining 

Catalytic reforming 
Isomerization 

Polymerization 
(Hydro)desulfurization 
Hydrocracking 

From Frornent [I481 
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Figure 11.1-1  Growth curves of reactor 
capacity in ammonia andphthalic anhydride 
synthesis (from Froment [148]; data from 
i1 I '2nd FI). 



11.2 Factors of Progress: Technological Innovations and 
Increased Fundamental Insight 

Among the many technological innovations of recent years are the following 
examples: 

The introduction of better materials of construction (e.g., in steam reforming) 
where the use of centrifugal cast 25% Cr-20% Ni steel tubes has enabled 
increasing the operating temperature and consequently the throughput. 

Better design of reactor internals (e.g., in phthalic anhydride synthesis), im- 
proving the rate and uniformity of heat removal by molten salts. 

More adequate shop techniques and increased shipping clearance, permitting 
the construction of multitubular reactors of large diameters containing up to 
20,000 tubes. 

Modification of auxiliary equipment (e.g., the introduction of centrifugal 
compressors) boosted the capacity of well-established processes like ammonia 
and methanol synthesis. 

Modification of flow pattern (e.g.. the use of radial flow reactors in catalytic 
reforming and ammonia synthesis) to reduce the pressure drop and thus enhance 
the recycle compressor capacity. 

The use of small catalyst particles in regions where heat transfer matters and 
larger particles in other zones to limit the pressure drop, as  in primary steam 
reformers. 

The design of improved control schemes. 

Examples of progress that may be termed fundamental are: 

The development of new catalysts or the modification of existing ones. Major 
recent achievements concerning fixed bed processes were the addition of rhenium 
and other rare metals to  platinum-Al,O, catalysts for catalytic reforming, to 
increase stability; the formulation of a stable low-pressure methanol synthesis 
catalyst; the introduction of a low-temperature C O  shift catalyst, permitting 
operation under thermodynamically more favorable conditions; and a V,O, 
catalyst allowing high throughputs at relatively low temperatures in phthalic 
anhydride synthesis. 

Advances in fundamental data. Intensive research has led to more extensive 
and more reliable physicochemical data; heat transfer in packed beds has been 
studied more carefully. Large companies are now well aware of the importance 
of reliable kinetic data as a basis for design and kinetic studies have benefited 
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from more systematic methods for the design of experiments and improved 
methods for analysis of the data. 

The use of reactor models as a basis for design, associated with the ever-increasing 
possibilities of computers. This is an aspect that will be dealt with extensively 
further in this chapter. To place this aspect in the right perspective, earlier stages 
of design in which decisions are taken on the basis of sound judgment and semi- 
quantitative considerations will be discussed first. 

11.3 Factors Involved in the Preliminary Design of Fixed 
Bed Reactors 

When a reactor has to be scaled up from its bench scale version, a certain number 
of questions arise as to its ultimate type and operation. In general, several alterna- 
tives are possible. These may be retained up to a certain degree of progress of the 
project, but a choice will have to be made in as early a stage as possible, on the 
basis of qualitative or semiquantitative considerations, before considerable effort 
is invested into the detailed design. 

The first and most elementary type of reactor to be considered is the adiabatic. 
In this case, the reactor is simply a vessel of relatively large diameter. Such a simple 
solution is not always applicable, however. Indeed, if the reaction is very endo- 
thermic, the temperature drop may be such as to extinguish the reaction before the 
desired conversion is attained-this would be the case with catalytic reforming 
of naphtha or with ethylbenzene dehydrogenation into styrene. Strongly exo- 
thermic reactions lead to a temperature rise that may be prohibitive for several 
reasons: for its unfavorable influenceon theequilibrium conversion, as in ammonia, 
methanol, and SO, synthesis, or on the selectivity, as in maleic anhydride or 

Fresh feed 

~ e c y c l e  gas 

I ,  11, Il l ,  I V :  Heaters 
1, 2.3.4: Reston 

Figure 11.3-1 Multibed adiabatic reactor for caralyric reforming (front Smith 
151). 
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Figure 11.3-2 Multibed adiabatic reactor for SO, synthesis (ajter Winnacker 
and Kuechler 121, from Froment [148]). 

ethylene oxide synthesis, or on the catalyst stability, or simply because it would 
lead to unsafe operation. A solution that can be applied to endothermic reactions, 
although it is not without drawbacks, is to dilute the reactant with a heat carrier. 
More often, however, the reactor is subdivided into several stages, with intermediate 
heat exchange. An example of such a multibed adiabatic reactor is shown in 
Figure 1 1.3-1 for an endothermic process, catalytic reforming. 

The exothermic process of SO3 synthesis is carried out in reactors as illustrated 
in Figure 11.3-2, and exothermic NH, synthesis as in Figure 11.3-3. In ammonia 
or SO, synthesis the intermediate cooling may be achieved by means of heat 
exchangers or by injection of cold feed. With SO, synthesis the heat exchangers are 
generally located outside the reactor. Special care has to be taken to provide 
homogeneous distribution of the quench or the flow coming from an intermediate 
heat exchanger over the bed underneath. 

The temperature-composition relation in such a multibed adiabatic reactor is 
illustrated in Fig. 11.3-4 for ammonia synthesis 133. The T, curve in this diagram 
represents the equilibrium relation between composition and temperature. The 
maximum ammonia content that could be obtained in a single adiabatic bed with 
inlet conditions corresponding to A would be 14 mole % as indicated by point 
B', and this would theoretically require an infinite amount of catalyst. The five- 
bed quench converter corresponding to the reaction path ABCDEFGHIJ permits 
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Figure 11.3-4 Mole percent ammonia versus temperature diagram (after 
Shipman and Hickman [3]). 

attaining a much higher ammonia content. The reaction path ABCDEFGHIJ 
evolves around the curve T,. which represents the relation conversion-temperature 
that ensures maximum reaction rate in each point of the reactor. Clearly, for each 
bed the question is how close the adiabatii outlet condition will be allowed to 
approach equilibrium and how far the reaction mixture will have to be cooled 
in the heat exchanger before proceeding to the next stage. This is a problem of 
optimization, requiring a more quantitative approach. For the specific case 
considered here, another possibility is to depart from the adiabatic stages in 
order to follow more closely the curve of optimum reaction rates, T,.  he con- 
tinuous removal of excess heat implied by this is only possible in a multitubular 
reactor. The way in which this is achieved in ammonia synthesis is shown in Fig. 
11.3-5. We can see that use is made of the feed stream to remove the heat from the 
reaction section [4]. How well the objective is met by a proposed design (i.e., how 
well the actual trajectory approximates the T,,, curve) can only be found by a more 
quantitative approach involving modeling, discussed further in Parts Two and 
Three. 
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Figure 11.3-5 Ammonia synthesis reactor with 
rubular heat exchanger (from Vancini [4]). 



Hz0 

Steam 

Figure 11.3-6 !Uultitubular reactor for phihalic anhydride 
synthesis bv o- .r~lme o.ridation ( jrom Suter [6]). 

With other very exothermic reactions, such as air oxidation of aromatic hydro- 
carbons, the number of beds would have to be uneconomically large to limit the 
temperature increase per bed,so that the multitubular reactor isdefinitely preferred 
Cooling the reactor with :he incoming reactant would be insufficient, however, 
and require too much heat exchanging surface. Such reactors are therefore cooled 
by means of circulating molten salts which in turn give off their heat to a boiler. 
The phthalic anhydride synthesis reactor shown in Fig. 11.3-6 161 may contain 
up to 10,000 tubes of 2.5 crn inside diameter. The tube diameter has to be limited 
to such a small value to avoid excessive overtemperatures on the axis, a feature 
that is discussed later in this chapter. 

A different type of multitubular reactor has to  be used in natural gas o r  naphtha 
reforming into hydrogen or synthesis gas, a n  endothermic reaction (Fig. 11.3-7). 
In this case, the gases are gradually heated from 500 to 850°C. To obtain the highest 
possible capacity for a given amount of catalyst, heat fluxes of 65,000 kcal/m2 hr 
(75.6 kJ/m2 s) are applied to tubes of 10 cm inner diameter. The tubes, 10 m long, 
are suspended in two rowsin a furnace that may contain as many as 300 tubes. 
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Fuel gas headw 

Verucal fircng 
burners 

Flue gs duct to 
convection sectton 

Outla1 mantfdd 

. Caralvrt tube 
Iprlng support 

Fi,qure 11.3-7 Muhitubular steam reformer with furnace (after [7] ,  from Froment 
I1481). 

In several cases effluent gases have to be recycled (e.g., in catalytic reforming- 
hydrogen and light hydrocarbons; in ammonia synthesis-the noncondensed 
fraction of the effluent, because of equilibrium limitations on the conversion 
per pass). To limit the cost of recycling and get a maximum capacity out of the 
centrifugal recycle compressor, the pressure drop over the catalyst bed has to be 
kept as low as possible. This requires limiting the bed depth, which means, in 
conventional reactors at least, the diameter would have to be increased. This is no 
longer possible for the giant ammonia synthesis converters, so that other solutions 
had to be sought. Figure 11.3-8 shows three different ways of increasing the flow 
area without increasing the bed depth [8]. Note that radial flow has been applied 
for quite a number of years in catalytic reforming. Clearly, in all the decisions 
related to the above discussion, the following elements had to be considered 
all the time: technology in all its various aspects, the rate of reaction, reaction 
scheme, equilibrium, catalyst composition and properties, heat transfer, pressure 
drop, with constant reference to safety, reliability, and economics. 

The same factors will, of course, have to be considered in the next stage of 
design, only more quantitatively and in a way accounting for their interaction. 
This stage requires some degree of mathematical modeling of the reactor. 
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Quench inlet Main inlet 

t 
Cold bypass 

Figure 11.3-8 Modern ammonia synthesis re- 
actors. (a )  Radial H .  Topsoe converter (from 
[a]). 

Quench 

l nlet 

Figure 11.3-8 (b )  Horizontal multibed Kellogg reactor (from [ti]). 



Gas outlet 

A 

inlet 

Figure 1 I .3-8 (c )  ICI reactor 
(from [81). 



11.4 Modeling of Fixed Bed Reactors 

In this chapter it is not possible to concentrate on specific cases and processes. 
Instead, we discuss general models and principles involved in the design and 
analysis of any type of fixed bed reactor, no matter what the process. 

The development in recent years ofchemical reaction engineering as  a recognized 
discipline and the increasing possibilities of computers have led to extensive 
exploration of reactor design and performance, both in the steady and nonsteady 
state. Models now range from the very simple ones that could be handled before 
1960, to some very sophisticated ones presented in the last two or three years. 

Reactor design and analysis groups are continuously confronted with the 
degree of sophistication that can be justified. This is a question that cannot be 
answered in a general manner: the required degree of sophistication depends in 
the first place on the process, that is, on the reaction scheme and on its sensitivity 
to perturbations in the operating conditions. Of equal importance, however, is the 
degree of accuracy with which the kinetic and transport parameters are known. 
To  establish a better insight into the models a classification is proposed in Table 
. 11.4-1 [9, 101. In this table the models have been grouped in two broad categories: 
pseudo-homogeneous and heterogeneous. Pseudo-homogeneous models d o  not 
account explicitly for the presence of catalyst, in contrast with heterogeneous 
models, which lead to separate conservation equations for fluid and catalyst. 
Within each category the models are classified in an order ofgrowing complexity. 
The basic model, used in most of the studies until now, is the pseudo-homogeneous 
one-dimensional model, which only considers transport by plug flow in the axial 
direction Sec. 11.5. Some type of mixing in the axial direction may be superposed 
on the plug flow so as to account for non ideal flow conditions Sec. 11.6. If radial 
gradients have to be accounted for, the model becomes two dimensional Sec. 11.7. 
The basic model of the heterogeneous category considers only transport by 
plug flow again. but distinguishes between conditions in the fluid and on the solid 
Sec. 11.8. The next step towards complexity is to take the gradients inside the 
catalyst into account Sec. 11.9. Finally, the most general models used today, 

Table 11.4-1 Classifcation offixed bed reactor models 

Pseud+homogeneous Heterogeneous models 
modtb T #  T , ; C #  C, 

T 5  T , ; C = C ,  

One dimensional Sec. 11.5 basic, ideal Sec. 11.8 + interfacial gradients 
Sec. 11.6 + axial mixing Sec. 11.9 + intrapanicle gradients 

Two dimensional Sec. 1 1.7 + radial mixing Sec. 1 1.10 + radial mixing 
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(the two dimensional heterogeneous models) are discussed in Sec. 11.10. In the 
following sections. the specific features of these models and their adequacy with 
respect to industrial practice are discussed. 

Part Two 

Pseudo-homogeneous Models 

11.5 The Basic One- Dimensional Model 

1 1.5.a Model Equations 

The basic or ideal model assumes that concentration and temperature gradients 
only occur in the axial direction. The only transport mechanism operating in this 
direction is the overall flow itself and this is considered to be of the plug flow type. 
The conservation equations may be written for the steady state and a single 
reaction carried out in a cylindrical tube: 

With initial conditions: at z = 0; C,  = C,,; T = To; p, = p,,. The integration 
of the system Eq. 11.5.a-1.2.3 is a straightforward matter, either on a digital or an 
analog computer. This permits a simulation of the reactor. Questions that can be 
answered by such simulation and that are important in fixed bed reactor design 
are: What is the tube length required to reach a given conversion? What will the 
tube diameter have to be? O r  the wall temperature? Before considering such 
problems, however, we will discuss some features of the system of differential 
Eqs. 11.5.a-1,2,3. 

Equation 1 1 .La-1 is obtained from a material balance on a reference component, 
say A,  over an elementary cross section ofthe tubular reactor, containing an amount 
ofcatalyst d W. Indeed, as previously mentioned, rate equations for heterogeneously 
catalyzed reactions are generally referred to unit catalyst weight, rather than 
reactor volume, in order to eliminate the bed density. Obviously, different packing 
densities between the laboratory reactor in which kinetic data were determined 
and the industrial reactor, calculated on the basis of these data would lead to 
different results. 

FIXED BED CATALYTIC REACTORS 475 



When use is made of conversion the material balance for A over an elementary 
weight of catalyst may be written: 

rA dW = F A o  dx ,  (1 1.5.a-4) 

where FA, is the molar feed rate of A or 

from which Eq. 1 1.5.1-1 is easily obtained. U in Eq. 11.5.a-1 is an overall heat 
transfer coefficient defined by: 

1 1 d A  l A ,  ---+-2+-- - 
U ui 1 A,,, a, A, 

where ai = heat transfer coefficient on the bed side (kcal/m2 hr "C) 
a, = heat transfer coefficient, heat transfer medium side (kcal/m2 hr "C) 
A, = heat exchanging surface, bed side (m2) 
1 = heat conductivity of the wall (kcal/m hr "C) 

A, = heat exchanging surface, heat transfer medium side (m2) 
A, = log mean of A, and A,  (m2) 

In general, the thickness of the wall, d, is small, so that the ratio of surfaces is close 
to 1. a, is found from classical correlations in books on heat transfer. ai may be 
based on Leva's correlation [12] for heating up the reaction mixture: 

"id, 
4 

for cooling: (1 1.5.a-7) 

where d, = tube diameter (m) 
dp = equivalent particle diameter (rn) 

Further correlations of this type were published by Maeda [I71 and Verschoor 
and Schuit [18]. 

De Wasch and Froment, on the other hand, found a linear relation between the 
Nusselt and the Reynolds numbers 1191: 

The influence of the tube diameter and of the catalyst properties enter the correla- 
tion through a:, the so-called static contribution, 
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1,' is the static contribution to the effective thermal conductivity of the bed and 
will be discussed in detail in Sec. 11.10. The friction factor f now remains to be 
specified in the pressure drop equation. 

Some well-known equations for the friction factor for flow in packed beds are: 
Ergun's equation [14] 

wheie j is the friction factor, defined by f = [( - Ap,)gp,$ dp]/(LG2), provided 
that p, is in kgf/m2. Otherwise, the acceleration ofgravity, g, should be replaced 
by a conversion factor. Re' is a modified Reynolds number: Re' = ($ dpG)/p in 
which dp is the equivalent diameter of a sphere with a volume equal to that of the 
actual particle: 

dp = - volume of particle C 
and $ is the shape factor or sphericity of the particle, defined by: 

In this equation S, and Vp are the external surface area and the volume of the 
particle and S, is the surface of the equivalent volume sphere ($ = 1 for spheres, 
0.874 for cylinders with height equal to the diameter, 0.39 for Raschig-rings, 
0.37 for Berl saddles). $ extends the correlation to particles of arbitrary shape. 
The product $ d, is sometimes written as a diameter 8,: ' 

Handley and Hegg's equation is [I101 : 

Hicks reviewed several pressure drop equations 1151. It may be concluded from 
his work that the Ergun equation is limited to Re/(l - E) < 500 and Handley 
and Hegg's equation to 1000 < Re/(l - E )  < 5000. Hicks proposes an equation 
for spheres that can be written 

which fits Ergun's, Handley, and Hegg's data and the results of Wentz and Thodos 
obtained at very high Reynolds numbers [Ill]. 
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Leva did extensive work on the pressure drop in packed beds of part~cles with 
various shapes [16]. He suggests the following equation for laminar How through 
packed beds: 

9 + ZOOG 
p(1 - c ) ~  

ti: d,2$2pggi3 = O 

For turbulent flow Leva proposed the following equation: 

If the density varies p, has to be replaced by 

M,, = initial molecular weight of reaction mixture 
M, = mean molecular weight at conversion x 

= expansion factor 

Leva also proposed an equation valid for both laminar and turbulent flow con- 
ditions [I?] 

The friction factor 1; and the power n follow from Fig. 11.5.a-1. 
Brownell, Dombrowsky, and Dickey 1131 correlated the results of several 

authors on the basis of the ]-Re diagram for empty pipes. In order to make the 
results for packed tubes coincide with those for empty pipes, the characteristic 
length in j a n d  Re is taken to be the particle diameter. This is not sufficient: one 
has to account for the true fluid velocity and true path length. Brownell et al. 
introduced two correction factors, one for the Reynolds number. F,, and one for 
the friction factor, F,. These were determined as functions of E and $. The results 
are shown in Figs. 11.5.a-2, 11.5.a-3 and 11.5.a-4. 

The abscissa that has to be substituted in the f-Re plot for empty pipes is: 

The ordinate is f, where 

The pressure drop is then calculated from Eq. 11.5.a-15. Note that the definition of 
f is different from that given in Eq. 11.5.a-3: it is not the Fanning definition. 
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Reynolds number. dpClp 

Figure ll.5.a-1 Modified friction factor versus Reynolds number (from Leca 
[I?]). 

Figure 11.5.~-2 Reynolds number function versus porosity 
with parameters of sphericity ( from Brownell, et al. [13]). 



Porosity, e 

Figure 11.5.~-3 Friction factor function versus porosity with 
parameters of sphericity (from Brownell, et al. ( 1  31). 

Reynolds number, d t C l ~  

Figure I l.5.a-4 Corre/ation of data for porous media to friction factor plot for 
smooth pipe (from Brownell, et al. [ I  31). 



Further pressure drop data may be found in a recent paper by Reichelt [112]. 
In most cases the pressure drop in a fixed bed reactor is relatively small, so that it 
is frequently justified to use an average pressure in the calculations. 

Example 11.5.a-I Calculation of Pressure drop in Packed Beds 

A tube 2.5 m long and having an inside diameter of 0.025 m is packed with A1,0, 
cylinders with d ,  = 0.003 m. The bulk density of the bed is 1300 kg/m3 and the 
void fraction E = 0.38. Air flows through the tube at 372°C with a superficial mass 
flow velocity of 4,684 kg/m2 hr. 

Calculate the pressure drop in the bed. 
Viscosity of air at 372OC = 0.031 cps = 0.1 116 kg/m hr; specific weight of air 

at 372°C: 0.9487 kg/m3; sphericity, J/ = 0.874. 

Solution According to Ergun 
Since Re' = 110, Ergun's equation should be chosen and not Handley and Hegg's. 
One obtains: 

-Apl = 0.509 kg/cm2 = 0.499 bar. 

Sohtion According to Hicks 
If it is assumed that Hicks'equation also applies to beds of nonspherical particles 
(e.g. cylinders, provided d is replaced by $ d,), substitution of the numerical values 
into Eq. 11.5.a-11 yields: 

0.874 x 0.003 x 4684 
x [ 6.8 x ---- ( 

0.1116 

- Ap, = 0.473 kg/cm2 = 0.464 bar 

So[ution According to Max Leva 
From Fig. 11.5.a-1 :I, = 2 and n = 1.73. From Eq. 11.5.a-14 

-Apt = 0.714 kg/cm2 = 0.700 bar 
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Tuble 1 It~fiiience oftl~ejorv relocirj. und of'the 
packin,q diameter on the pressure drop 

Re d, (cm) -*, (kg/cm2) -i\p, (bars) 

55.5 0.3 0.239 0.234 
126 0.15 1.910 1.873 
126 0.3 0.743 0.729 
1 26 0.6 0.318 0.312 
242 0.3 3.819 3.745 

Solution According to Brownell el a/. 
From Figs. 11.5.a-2 and 11.5.a-3 it follows that for e = 0.38 and $I = 0.874 the 
correction factors are: F,, = 51 and Fj = 2800. The value of the abcissa in 
Fig. 11.5.a-4 follows from: 

Re" = Re F,,  = 126 x 51 = 6426 

From Fig. 1 1.5.a-4 one obtains f = 3.5.10- ' and from Eq. 1 1.5.a- 15: 

2.5 x 3.5.10-' x (4684)' x 1800 - Ap, = 
2 x 9.81 x (3600)' x 10' x 0.003 x 0.9487 

- Ap, = 0.743 kglcm' = 0.719 bar. 

The difference between the correlations of Ergun and Hicks on one hand and 
those of Leva and Brownell on the other hand is important. 

Analogous calculations, based on Brownell's correlation lead to the results 
given in Table I,  which illustrates the influence of the flow velocity and of the 
packing diameter on the pressure drop. 

11.5.b Design of a Fixed Bed Reactor According to the 
One-Dimensional Pseudo-Homogeneous Model 
This design example is suggested from hydrocarbon oxidation processes such as 
benzene oxidation into maleic anhydride or the synthesis of phthalic anhydride 
from o-xylene. Such strongly exothermic processes are carried out in multi- 
tubular reactors, cooled by molten salt that is circulating around the tubes and 
that exchanges heat to an internal or external boiler. The length of the tubes is 
3 m and their internal diameter 2.54 cm. One reactor may contain 2500 tubes in 
parallel and even up to 10,000 in the latest versions. In German processes the 
catalyst is V,O, on promoted silica gel and the operating temperature range is 
335 to 41S°C. The particle diameter is 3 mm and the bulk density is 1300 kgjm3. 
The hydrocarbon is vaporized and mixed with air before entering the reactor. Its 
concentration is kept below 1 mole %, in order to stay under the explosion limit. 
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The operating pressure is nearly atmospheric. The phthalic anhydride production 
from such a reactor with 2500 tubes is 1650 tonsiyr. It follows that with thiscatalyst 
a typical mass flow velocity ofthe gas mixture is 4684 k g p '  hr. With a mean fluid 
density of 1293 kgjm3. this leads to a superficial fluid velocity of 3600 m:'hr. A 
typical heat of reaction is 307,000 kcalfimol and the specific heat is 0.237 kcal/kg2C 
(0.992 kJ/kg K). In this example the kinetic equation for the hydrocarbon con- 
version will be considered in first approximation to be pseudo first order, due to 
the large excess of oxygen. 

r* = ~ P B O P  

where pBO = 0.208 atm = 0.21 1 bar represents the partial pressure of oxygen. 
Let k  be given by 

13.636 
Ink = 19.837 - - 

7- 

More complex rate equations for this type of reaction will be used in a later 
example given in Sec. 11.7. 

The continuity equation for the hydrocarbon, in terms of partial pressures and 
the energy equation. may be written, for constant density 

with p = po at : = O  

The total pressure is considered to be constant and equal to 1 atm. The overall 
heat transfer coefficient U may be calculated from the correlations given above to 
be 82.7 kcal/m2 hr (0.096 kJ/m2 s). T, is chosen to be 352°C. 

The figures reveal a "hot spot" in the bed, which is typical for strongly exo- 
thermic processes. The magnitude of this hot spot depends, of course, on the heat 
effect of the reaction, the rate of reaction, the heat transfer coefficient and transfer 
areas as shown by Bilous and Amundson 1213. Its location depends on the flow 
velocity. It is also observed that the profiles become sensitive to the parameters 
from certain values onward. If the partial pressure of the hydrocarbon were 0.018 
atm an increase of 0.0002 atm wotfld raise the hot spot temperature beyond per- 
missible limits. Such a phenomenon is called runaway. Note that for the upper 
part of the curves with p ,  = 0.0181, 0.0182, and 0.019 (Figs. 11.5.b-1 and 2) the 
model used here is not longer entirely adequate: heat and mass transfer effects 
would have to be taken into account. There is no doubt however as to the validity 
of the lower part indicating excessive sensitivity in this region. 
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Figure 11.5.h-I Partial pressure profles in the reactor illustrating 
the sensitivity with respect to the inlet partial pressure (from van 
Welsenaere and Froment [20]). 

Figure 11.5.6-2 Temperature profiles corresponding to partial 
pressure profiies of Fig. 11.5.6-I (from van Welsenaere and 
Froment [20]). 
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Figure 11.5.c-I Runaway diagram. Curve I :  Barkelew [22]; 
curve 2: Dente and Collina [23]; curve 3: Hlaoacek et a[.  [24]; 
curve 4: h n  Welsenaere and Froment [ZO]. 

11.5.c Runaway Criteria 

In the above example it was shown how hot spots develop in fixed bed reactors 
for exothermic reactions. An important problem associated with this is how to 
limit the hot spot in the reactor and how to avoid excessive sensitivity to variations 
in the parameters. Several approaches have been attempted to derive simple criteria 
that would permit a selection of operating conditions and reactor dimensions 
prior to any calculation on the computer. Such criteria are represented in Fig. 
11.S.c-1. In this figure the abscissa is S = f l y  (i.e., the product of the dimensionless 
adiabatic temperature rise) 

and the dimensionless activation energy E/RT,, two groups characterizing the 
reaction properties and the operating conditions. The ordinate N/S is the ratio 
of the rate of heat transfer per unit reactor volume at f, = 1, wheref, = ( E / R T , ~ )  
(T - T,), to the rate of heat generation per unit volume at f, = 0 and zero con- 
version (i.e., at the reactor inlet). Specifically, using the volumetric rate coefficient 
of Chapter 3 : 
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and with the rate form of Sec. 11.5.b, 

Also, 

as stated above in physical terms. Further details are given in Ex. 11.5.c-1. The 
curves 1.2.3, and 4 define a band that bounds two regions. If the operating con- 
ditions are such that they lead to a point in thediagram above the curves, the reactor 
is insensitive to small fluctuations, but if it is situated under the curves runaway 
is likely. 

Barkelew arrived at curve 1 by inspecting a very large number of numerical 
integrations of the system (Eqs. 11.5.a-1 to 11.5.a-3) for a wide variation of the 
parameter values, but used a simplified temperature dependence of the reaction 
rate 1221. Dente and Collina came to essentially the same curve with less effort 
by taking advantage of the observation that in drastic conditions the temperature 
profile through the reactor has two inflection points before the maximum, which 
coincide in critical situations [23]. Hlavacek et al. [24] and Van Welsenaere and 
Froment [ZO] independently utilized two properrles of the T-z curve to derive 
criteria without any of the integrations involved in the approach of Barkelew 
and with the Arrhenius temperature dependence for the rate coefficient. From an 
inspection of the temperature and partial pressure profiles in the reactor they 
concluded that extreme parametric sensitivity and runaway is possible (1) when 
the hot spot exceeds a certain value and ( 2 )  when the temperature profile develops 
inflection points before the maximum, as noticed already by Dente and Collina. 
Van Welsenaere and Froment transposed the peak temperature and the conditions 
at the inflection points into the p - T phase plane, a diagram often used in the 
study of the dynamic behavior of a reactor. 

In Fig. 1 1.5.c-2 the locus of the partial pressure and temperature in the maximum 
of the temperature profile and the locus of the inflection points before the hot spot 
are shown as p, and (pi),, respectively. Two criteria were derived from this. The 
first criterion is based on the observation that extreme sensitivity is found for 
trajectories-the p-T relations in the reactor-intersecting the maxima curve p,,, 
beyond its maximum. Therefore, the trajectory going through the maximum of the 
p,curve is considered as critical. This is a criterion for runaway based on  an 
intrinsic property of the system, not on a n  arbitrarily limited temperature increase. 
The second criterion states that runaway will occur when a trajectory intersects 
(pi),, which is the locus of inflection points arising before the maximum. Therefore, 
the critical trajectory is tangent to the (pi),-curve. A more convenient version 
of this criterion is based on an approximation for this locus represented by p, in 
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Figure 11.5.~-2 p-Tphasepiane, showing trajecrories, 
maxirna-curce, loci of igexion points and the "sim- 
plified" curre p, ( from can Welsenaere and Froment 
1201). 

Fig. 11.5.c-2. Representation of  the trajectories in the p-Tplane requires numerical 
integration, but the critical points involved in the criteria-the maximum of the 
maxima curve and the point of tangency of the critical trajectory with p, are 
easily located by means of elementary formulas. Two simple extrapolations 
from these points to the reactor inlet conditions lead to upper and lower limits 
for the inlet partial pressures. 

The formulas used in the first criterion are easily derived as follows. Considering 
again the case ofa pseudo-first-order reaction treated under Sec. 11.5.b and dividing 
Eq. 11.5.b-2 by Eq. 11.5.b-I leads to 

where 
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Trajectories in the p-T diagram may be obtained from this equation by numerical 
integration. The locus of the p and T values in the maximum of the temperature 
profile in the reactor is obtained by setting d v d z  = 0 in Eq. 11.5.b-2 or dT/dp = 0 
in Eq. 1 1.5.c-1. This leads to 

This curve is called the maxima curve. It can be seen from Fig. 11.5.c-2 that it has 
a maximum. The temperature corresponding to this maximum, TM, is obtained by 
differentiating Eq. 11.5.c-2 with respect to T, and setting the result equal to zero: 

or, in dimensionless form, 

Notice the slightly different definition of fM in this formula, compared to that of 
f, used in conjunction with Fig. 11.5.~-1. 

What remains to be done is to find the inlet conditions leading to the critical 
situations. Rigorously this requires numerical back integration. Approximate 
values for the critical inlet conditions may be obtained by simple extrapolations, 
however. Two ways of extrapolation were retained to define an upper and a lower 
limit for the approximated critical inlet conditions. The lower limit is based on 
the property of the trajectories to start in the p-T plane with an adiabatic slope 
for To = T, and to bend under this line, due to heat exchange through the wall. 
Therefore, an adiabatic line starting from a point on a critical trajectory leads to a 
lower limit for the critical inlet conditions. Indeed, the critical trajectory through 
the critical point starts from inlet partial pressures that are higher than those of 
the adiabatic lines. This extrapolation defines a lower limit for p,, which is entirely 
safe. The upper limit is based on the observation that tangents to the trajectories 
taken at a given T between T, and TM all intersect the ordinate at T, at values for 
p that are higher than those intersected by the trajectories themselves. The inter- 
cepts of these tangents are determined by two opposing effects: the higher the 
trajectory is situated the smaller the value of the slope of the tangent. One of 
the trajectories will therefore lead to a minimum intercept on the ordinate through 
T,. The corresponding inlet partial pressure, which is higher than that of the critical 
trajectory, will be the best possible approximation and is considered as an upper 
limit for the inlet partial pressure. The value of the abscissa at which the tangents 
are drawn is the critical temperature, (TM for the first criterion). This extrapolation 
defines an upper limit above which runaway will certainly occur. 
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The following formulas are easily derived: 

From the first criterion: 

Lower limit 

o r  

where 

Upper limit 

or 

A very accurate approximation of the true critical value is given by the mean 

which is represented in Fig. 11.5.c-1 as  curve 5. 
From the second criterion, Van Welsenaere and Froment derived the following 

formulas: 

Lower limit: 

where 

T, is the critical temperature derived from the second criterion 
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Upper limit: 

Mean : 

These formulas lead to values that are in close agreement with those based on the 
first criterion. 

As previously mentioned the methods discussed here are helpful in first stages 
of design to set limits on the operating conditions, but cannot answer questions 
related to the length of the reactor-these require integration of the set of Eqs. 
11.5.b-1 to 11.5.b-2. Also, Fig. (1 1.5.c-1) is limited to single reactions, except if 
some meaningful lumping could be applied to the reaction system, a topic in- 
vestigated by Luss and co-workers [25]. 

Example 11.5.~-1 Application of the First Runaway criterion of Van 
Welsenaere and Froment 

The reaction and operating variables are those considered in Sec. 11.5.b. so that 
A = 6,150, B = 257.1 06, and E/R = 13,636. 

1. Calculation of the permissible inlet partial pressure for a given wall and inlet 
temperature and given tube radius. Let T, = To = 635 K and R, = 0.0125 m. 
According to the first criterion, the critical temperature is T,, the maximum 
of the maxima curve and 1, = (E/RTM2)(7;, - T,) = 1 from which T, = 
667.69 K so that to avoid runaway the maximum AT in the reactor is 32.7". 
From 11.5.c-4 it follows that Q = 2.9203. Once Q is known AT,, can be cal- 
culated and from AT,, = ( B / A ) p ,  the inlet partial pressure po is obtained. 
The results are given in Table 1, where use had been made of (1 1.5.c-4), 
(1 1.5.c-5), and (I l.5.c-6), respectively, for calculating AT,,. If T, = To = 625 K 
and R, = 0.0125 m, TM is 656.6 K and AThas to be limited to 31.6 K. Then 

Table 1 

-- 

Lower limit &T(l + QZ) = 310" 0.0074 0.0075 
Upper limit AT(1 + Q)' = 504" 0.012 0.0012 
Mean AT(1 + Q + Q2)  = 407' 0.00965 0.00978 
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Table 2 

A T-4 Po (am) Po 

Lower limit AT(1 + QZ) = 411.5 0.01353 0.01371 
Upper limit AT(1 + Q)' = 521.1 0.01976 0.02002 
Mean AT(1 + Q + Q2) = 466.3 0.01665 0.01687 

Q = 3.4675. The p ,  values are given in Table 2. Numerical back integration 
from the critical point onward leads to a critical inlet value for p, of0.01651 atm 
which is in excellent agreement with the mean. 

2. Calculation of the critical radius. Given p, = 0.0125 atm (0.0127 bar) and 
T, = To = 675 K. What would be the radius leading to critical conditions? 
From Eq. 11.5.c-3 T, is found to be 656.6 K, so that AT = 31.6". AT,, amounts 
to 521.09 K. From Eq. 11.5.c-4 it follows that Q = 3.4675. From 

the radius R, is found to be 0.0175 m. 

3. Subcritical conditions. Given a radius R, = 0.0125 m and p, = 0.0075 atm = 
0.0076 bar determine the wall temperature that limits the hot spot to 675 K. 
For this maximum to be critical the wall temperature would have to be, from 
Eq. 11.S.c-3541 K. The lower limit for the inlet partial pressure would be, from 
Eq. 11.5.c-4:0.0086 atm, theupper limit from Eq. 11.5.c-5: 0.0136atm. Therefore, 
the maximum is definitely subcritical. With p = 0.0075 atm it follows from 
B/A  p, = AT,, = 3 12.6 K. Q is found to be 3.094. Equation 11.5.c-6 then leads 
to AT = 22.9". so that T, = 652.2 K. A numerical integration starting from 
p, = 0.0075 atm and To = T, = 652.2 K yields a maximum temperature of 
677 K. 

Figure 11.5.c-1 also permits a check on the criticality of the conditions. 
Therefore we require the numerical values of the groups: 

where Barkelew's symbols and units were used in the group N. Thus, kdT,) is 
Barkelew's rate constant. Take care when translating this formula into the 
groups used here. Indeed, Barkelew expressed the rate as follows: 

where C = mole fraction of key reacting component A and k, has the dimen- 
sions [mol fluid/cm3 bed s]. 
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Van Welsenaere and Froment used a pseudo-first-order rate law: 

with r in kmol A/kg cat.hr. It follows that 

so that with the symbols and units used here, N becomes 

Furthermore, 

B E AT', E S = - p  .-=---.-= 
A  O RT,' T, RT, Bs 

For R,  = 0.0125 m ;  p, = 0.0075 atm, and = 652.2 K it has been calculated 
that ( B / A ) p ,  = A L  = 312.6 K so that 

Since 

and 

The point (1.92; 10) falls well above curves 1, 2,4, and 5, in Fig. 11.5-c-1, so that 
the reactor is insensitive. 

- -  
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11.5.d The Multibed Adiabatic Reactor 

In discussing the preliminary design of fixed bed reactors in Sec. 11.3 we mentioned 
that adiabatic operation is frequently considered in industrial operation because 
of the simplicity of construction of the reactor. It was also mentioned why straight 
adiabatic operation may not always be feasible and examples of multibed adiabatic 
reactors were given. With such reactors the question is how the beds should be 
sized. Should they be designed to have equal AT'S or is there some optimum in 
the AT'S, therefore in the number of beds and catalyst distribution? In Section 
11.3. this problem was already discussed in a qualitative way. It is taken up in 
detail on the basis of an example drawn from SO2 oxidation, an exothermic 
reversible reaction. To simplify somewhat it will be assumed, however, that no 
internal gradients occur inside the catalyst so that the effectiveness factor is one. 

A very convenient diagram for visualizing the problem of optimizing a multibed 
adiabatic reactor is the conversion versus temperature plot already encountered in 
Sec. 11.3, and drawn in Fig. ll.S.d-1 for the SO2 oxidation based on the rate 
equation of Collina, Corbetta, and Cappelli [113] with an effectiveness factor 
of 1. (For further reading on this subject see [I 143 and [I 151.) This equation is 

T. O K  

Figure 11.5.d-1 Conversion versus temperature plot for SO, oxidation. 

cat. hr 
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based on the Langmuir-Hinshelwood concept and on the observation that the 
reaction between adsorbed SO, and oxygen from the gas phase is the rate-con- 
trolling step: 

where r = kmol SO,/kg cat hr 
k ,  = exp(12.160 - 5473/T) 

K, = exp(-9.953 + 8619/T) 
K ,  = exp( - 7 1.745 + 52596/T) 
K p  = exp(11300/T - 10.68) 

The coefficients k , ,  K,, and K3 were determined by nonlinear regression on 59 
experiments carried out in a temperature range 420 to 590°C. The partial pressures 
are converted into conversions by means of the formulas: For 1 mol SO, fed per 
hour, the molar flow rates in a section where the conversion is x is given in the 
left-hand column. The partial pressures are given in the right-hand column. 

mol SO, I - x 

b mol N 2  b I 

Total molar flow: (1 + a + b ) - j x  

Figure 11.5.d-1 contains curves of equal reaction rate ("rate contours") r(x, T) 
= const. These are obtained by finding the root of r(x, T) - C = 0 for a given 
temperature value. The shape of these contours is intuitively clear: at a constant 
conversion, the rate first increases with temperature but then decreases as the 
influence of the equilibrium is more strongly felt. The figure also contains the 
re curve. This is the locus of equilibria conditions. The T, curve is the locus of the 
points in which the rate is maximum, by the appropriate selection of the tempera- 
ture (i.e., dr/aT = 0). This locus is found by determining the root ofdr(x, T)/dT = 0 
for given values of the temperature. The curve T,, also shown, is the locus of the 
points in which the rate is maximum when the reaction is carried out adiabatically. 
This locus is found by determining along the adiabatic line, starting from the inlet 
temperature and by means of a search method, the position where the rate is 
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maximum. The I-,,-curve is also the locus of the contact points between the 
adiabatic lines. which are straight lines with a slope 

mc, 
,I= 

F A O (  - A H )  

and the rate contours. 
The figure has been calculated for the following feed composition: 7.8 mole % 

SO,; 10.8 mole % 02; 81.4 mole % inerts, atmospheric pression,afeed temperature 
of 37"C, a mean specific heat of 0.221 kcal/kg "C (0.925 kJ/kg K)  and a ( - A H )  of 
21,400 kcal/kmol (89,600 kJ/kmol). Cooling by means of a heat exchanger is 
represented by a parallel to the abscissa in this diagram. 

If only the amount of catalyst is considered in an optimization of the reactor, 
the curve r, would have to be followed. If, however, in addition it is attempted to 
realize this by adiabatic operation the curve T,, would have to be followed as 
closely as possible. This is realized by the zigzag line shown in the figure and cor- 
responding to multibed adiabatic operation. The more beds there are the better 
r,, is approximated. However, when the cost of equipment, supervision, control, 
and thelike is also taken into account there is an optimum in the number of beds. 
Accounting in the optimization for the profit resulting from the conversion will. 
of course, also affect the location of the optimal zigzag line. The choice of the inlet 
temperature to a bed and the conversion realized in it determine the amount of 
catalyst required in that bed and also the heat exchanger. With N beds2N decisions 
have to be taken. The simultaneous variation of 2N variables to find the optimum 
policy leads to an enormous amount of computation, that rapidly becomes prohibi- 
tive, even for fast computers. There are methods for systematizing the search for 
the optimum and for reducing the amount of computation. A technique that is 
very well suited for stagewise processes is the technique of "dynamic programming." 
which allows one to reduce a 2N-dimensional problem to a sequence of two- 
dimensional problems. The method introduced by Bellman [I161 has been dis- 
cussed in detail in books by Aris [30] and by Roberts [117]. Only a briefdiscussion, 
oriented toward direct application, is given here. 

The calculations do not necessarily proceed according to the direction of the 
process flow. This is only so for a final-value problem (i.e., when the conditions 
at the exit of the reactor are fixed). For an "initial-value" problem, whereby the 
inlet conditions are fixed, the direction of computation for the optimization is 
opposite to that of the process stream. In what follows an initial-value problem 
is treated. First consider the last bed. No matter what the policy is before this bed 
the complete policy cannot be optimal when the last bed is not operating optimally 
for its feed. The specifications of the feed of the last bed are not known yet. There- 
fore, the optimal policy of the last bed has to be calculated for a whole set of pos- 
sible inlet conditions of that bed. 

Next, consider the last two beds. There exists an optimal policy for the two beds 
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as a whole. In this optimal policy the first of the two (considered in the direction 
of the process flow) does not operate necessarily in the conditions which would 
be optimal if it were alone. The second has to be optimal for the feed coming from 
the first, however, or the combined policy would not be optimal. So that 

maximum profit 
Maximum profit - maximum profit of of second bed [ from two beds ] - of [first bed + ( with feed )] 1*5'd-2) 

from first 

To find this maximum it suffices to choose the conditions in the first of the two 
beds, since the optimal policy of the second has been calculated already. Equation 
(1 1.5.d-2) is Bellman's "optimum principle." Consider now the last three beds. 
These can be decomposed into a first bed (in the direction of process flow) and a 
pseudo stage consisting of the last two beds, for which the optimal policy has 
already been calculated for a series of inlet conditions. The procedure is con- 
tinued in the same way towards the inlet of the multibed reactor. 

Finally, all stages are done again in the direction of the process stream to 
determine "the" optimal policy, corresponding to the given feed to the whole 
reactor, among all available data. Dynamic programming is a so-called imbedding 
technique. Optimal policies are computed for all possible feed conditions of which 
ultimately only one is retained-that corresponding to the given feed conditions. 
Nevertheless, dynamic programming permits an enormous saving in computation 
time, because the conditions are only varied step by step (i.e., sequentially and not 
simultaneously over the N stages). 

The optimization procedure is illustrated for a particular case. The case con- 
sidered is that of an exothermic, reversible reaction. The cooling between the beds 
is realized by means of heat exchangers. With N stages 2N decisions have to be 
taken: N inlet temperatures to the beds and N conversions at the exit of the beds. 
The beds are numbered in the oppositedirection of the process flow and the com- 
putation proceeds backward since the case considered is an initial value problem. 
The symbols are shown in Fig. 11.5.d-2. x,, , and TN+ , are given. The conversion 
is not affected by the heat exchanger so that jZj = x j +  ,. The choice of the inlet 
temperature to bed j together with the exit temperature of bed j + 1 determines 
the heat exchanger between j + I and j; the choice of x j  the amount of catalyst in j. 

Figure 11.5.d-2 Defnition of symbols used in multibed adiabatic reactor optimiza- 
tion by dynamic programming. 
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These decisions have to be optimal with respect to a certain objective or profit 
function. Such a profit function contains the profit resulting from the conversion 
of A (e.g., SO,) into the product P (e.g., SO,), but also the costs (catalyst, con- 
struction, control . . .). If the costs were not taken into account it would follow 
from the computations that the conversions should proceed to the equilibrium 
values, and this would require an infinite amount of catalyst. Let a represent the 
profit resulting from the conversion of 1 kmol of A into P. (e.g., U.S. $/kmol). 
Per stage the value of the reaction mixture increases by an amount (in $ per hr): 

where FA, is the molar feed rate of A (kmolfir). The only negative item considered 
in this example is the cost of the catalyst. 

The cost of cooling is not considered here. For a detailed example taking this 
into account see Lee and Aris 1321. For a given purchase prize and life the cost of 
1 kg of the catalyst can be expressed per hour. say fllhr. If the conversion in bed j 
requires Wj kg catalyst then the cost of this stage is fly and the net profit is 

Summing up over all the beds the total profit, P,, becomes: 

where 

Since aF,, is a fixed amount it suffices to optimize the quantity in the straight 
brackets: the maximum profit is obtained subsequently by multiplying by aFAo. 

The problem is now to optimize Eq. 11.5.d-3, that is, to find 

N 

Max x pj = gN(N + 1) 
1 

- 
by the proper choice of TN, x,; TN- ,, . . . , TI, x,. For the bed numbered 1 : 

gl(x2) = Max p ,  = Max .") = Max [(I - ;)& (1 1.5.d-4) 
FA0 
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Therefore, 7, and s, have to be chosen such that: 

and 

Equation 11.5.d-5 means that the reaction has to  be stopped when the rate has 
reached a value of v. Beyond that point the increase in cost outweighs the increase 
in profit resulting from the conversion. It is clear that this point is situated on that 
part of the adiabatic reaction path that is beyond T, ,  and T,. That part of the 
rate contour that has a value v and that is to the right of r, is represented by T;. 

The second condition in Eq. (1 1.5.d-6) is satisfied only when dr/dTl,  the partial 
derivative of the rate with respect to the temperature is partly positive and partly 
negative. Substituting into this partial derivative the relation between x and T 
along an adiabatic reaction path starting from T ,  (condition Eq. 11.5.d-5) turns 
ap/aTl = f,(x, TI) into a function dp/~?T, = f,(T,). The root of this equation is 
easily found by a one-dimensional search procedure and is the optimum inlet 
temperature leading to the exit conditions represented by the point chosen on T I .  
This procedure is repeated for a certain number of points on T I ,  to obtain the locus 
of optimum inlet conditions for bed 1, represented by TI in Fig. 11.5.d-1. It follows 
from Eq. 1 1.5.d-6 that T I  and r, intersect on T, ,  not on Ti, .  

Consider now two stem. the last two of the multibed adiabatic reactor. From 
A .  

Bellman's maximum principle it follows that the optimal policy of bed I is pre- 
served. This time x ,  and T2 have to be chosen in an optimal way to arrive at 

To do so the following conditions have to be fulfilled: 

x ,  is the upper limit of the integral but appears also in g,(x2) ,  so that it is necessary 
to calculate dg , /dx , .  Since g ,  = f ( x , ,  x , ,  TI): 
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whereby dT/d.x2 has to be taken along an adiabatic path, so that 

It follows that 

Stage 1 has been determined in such a way that the parts between the brackets 
of the last two terms are zero, and since neither d x , / d x ,  nor d T / d x 2  are infinite 

and 

a 
-(p2 + p l ) =  1 -- 
ax, [ r2(:2J - [l - &I = O 

The optimal policy, therefore, requires that 

which means that the rate at the exit of bed 2 must equal that at the inlet of bed 1. 
This determines the heat exchanger: it should change the temperature in such way 
that Eq. 11.5.d-8 is fulfilled. Figure 11.5.d-3 illustrates how the curve representing 

Figure 11.5.d-3 Optimal reaction paths in a 
multibed adiabatic reactor according to dy- 
namic programming. 
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optimal exit conditions for bed 2, (it., F,), may be obtained from curve F , t h c  
heat exchanger does not modify the conversion. 

The second condition (1 l.5.d-7) leads to: 

Equation 11.5.d-10 is completely analogous to Eq. 11.5.d-6 and the locus ofoptimal 
inlet temperatures to bed 2, represented by r z ,  is derived from T, in the same way 
as P, from r,. The procedure outlined above may be continued for further beds. 
Figure 11.5.d-1 shows r and r-curves for a three-bed SOz oxidation reactor. For 
a given feed represented by the point A on the abscissa the optimal policy is 
determined as shown: first preheat to B, then adiabatic reaction in bed 3 until 
curve r, and so on. 

The above discussion was based on a graphical representation. In reality the 
computations are performed on a computer and the x j ,  T j ,  xi, and 7'j are stored. 
The above has been applied to a three-bed adiabatic reactor for SO, oxidation, 
using Collina, Corbetta, and Cappelli's [ I  131 rate equation. The pressure is 
considered constant. There are no ATand Apover the film surrounding thecatalyst. 
Also, to simplify the treatment the effectiveness factor is considered to be one in 
this illustrative example. The objective function to be optimized consists of two 
parts: 

1. The profit resulting from the conversion. 

2. The cost of the catalyst and the reactor, r. 

From an example treated by Lee and Aris a = 2.5 $/kmol SO, converted; 
f i = 0.0017 $/kg cat hr. The amount of gas fed was 55,000 kg/hr [32]. 

The feed composition is that mentioned already in Eq. (10.5.d-I). The results 
are represented graphically in Fig. 1 1.5.d-1. This figure shows, besides the reaction 
contours and re, I-,,,, and I-,, curves, the r and  r curves and the optimum reaction 

Table 11.5.d-1 

.E T, (Profit) Total profit Catalyst 
Bed xi ("K) ('K) $/kg gas %/kg gas weight kg 

Optimal three-bed reactor for SO, synthesis (Cappelli's rate equation) 

500 CHEMICAL REACTOR DESIGN 



path. Notice that Eqs. 11.5.d-6 and 11.5.d-10 require the reaction path to lie on 
both sides of T,, but not necessarily on both sides of T,,. T,, may differ signifi- 
cantly from T, for rate contours of the type encountered with the rate equations 
considered here. Table 11.5.d-1 contains the weightsolcatalyst in each bed for both 
rate equations. Notice the large conversion in the first bed obtained with relatively 
littlecatalyst and the large amount ofcatalyst required in the third bed. In practice, 
intermediate cooling is also realized by cold shot cooling. The optimization of 
such a reactor has been discussed in detail by Lee and Aris [32]. Further work on 
the optimization of SO, oxidation has been published by Paynter et al. [33] and 
by Burkhardt 1343. 

11.5.e Fixed Bed Reactors with Heat Exchange between the  Feed and 
Effluent or between the  Feed and Reacting Gas  
"Autothermic Operation" 

In industrial operation it is necessary, for economic reasons, to recover as much as 
possible the heat produced by exothermic reactions. One obvious way of doing 
this, mentioned earlier in Section 11.3, is to preheat the feed by means of the 
reacting fluid and/or the effluent. When the heat of reaction is sufficient to raise 
the temperature of the feed to such a value that the desired conversion is realized 
in the reactor without further addition of heat, the operation is called "auto- 
thermic." Some of the most important industrial reactions like ammonia and 
methanol synthesis, SO, oxidation, and phthalic anhydride synthesis, the water 
gas shift reaction can be carried out in an autothermic way. Coupling the reactor 
with a heat exchanger for the feed and the reacting fluid or the effluent leads to 
some special features that require detailed discussion. 

Tz(L) = T IZ) 

T210) 

AT. - 
mcp 

T,(O) ------- -- --- -- ---- 

Figure ll.S.e-I Single adiabatic bed with preheating of reactants by means of 
effluent gases. 
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Consider, as an example, a modern large-size ammonia-synthesis process. In 
such a process. producing 1000 T/day of ammonia in a single converter, the feed is 
preheated by the effluent in a heat exchanger. In the catalytic bed itself the reaction 
is carried out adiabatically. For reasons discussed in Sec. 11.3 the reactor is sub- 
divided into several beds with intermediate cold shot cooling. The principles are 
discussed first on a simplified scheme consisting of only one adiabatic bed with 
given amount of catalyst and one heat exchanger with given exchange surface 
shown in Fig. 11.5.e-1. 

Consider a single reaction and let the pressure drop over the reactor be small so 
that a mean value may be used with sufficient accuracy. Then the continuity 
equation for the key component and the energy equations for the reactor and the 
heat exchanger, respectively, may be written (in the steady state): 

5- -- U nd, 
dz' (mcp), tT2 - TI) 

with boundary conditions: 

Reactor: 

Heat exchanger, with reference to the complete system inlet and outlet tempera- 
tures: 

T,(O) = 7i' 
T,(O) = T,, unknown 

or with reference to  the reactor inlet and outlet temperatures: 

T,(L) = T(O), 

T2(L) = T(Z),  unknown 

For the situation represented in Fig. 11.5.e-I, (mcp), = (mc,),. It is seen how the 
reactor and heat exchanger are coupled through the boundary or initial conditions. 
Even more, the problem is a so-called two-point boundary value problem. Indeed, 
the inlet temperature to the reactor T(0)  is not known, since T,(L) depends on the 
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outlet temperatureofthe reactor. For the heat exchanger T,(O) = Tisgiven, but not 
T?(O), which depends on the reactor outlet-temperature. Solving the problem, 
therefore, involves trial and error. One procedure assumes a value for T(0) = 
T,(L) and simultaneously integrates the differential equations describing the 
reactor Eqs. 11.5.e-1 and 11.5.e-2, yielding T ( Z )  = T2(L). Then, the heat exchanger 
Eq. 11.S.e-3 may be integrated, yielding T,(O). This value has to be compared 
with the given inlet temperature T .  If it corresponds the assumed value of T(0) 
is correct and the calculated values are the final ones, if not T(0) has to be improved. 
Problems of this type will be encountered later, but for a better insight the one 
under discussion will be approached in a somewhat less formal way along the lines 
set by Van Heerden [?8] by decomposing it into two parts. First, consider the 
adiabatic reactor. In the formal procedure described above the integration of 
Eqs. I l.5.e-1 and 11.5.e-2 was performed for various values of T(0). What are 
then the possible outlet conditions for the reactor? After integration of the ratio of 
Eqs. 11.5.e-1 and 11.5.e-2 from the inlet to the outlet, 

mc, 
Ax = AT = IAT = I[T(Z)  - T(O)] (1 1.5.e-4) 

F.40( - A H )  

and Eq. 1 1.5.e- 1 to: 
W ""' dx -- 

F A ~  - s X ( O )  

Let the reaction be reversible A Z B ,  and first order in both directions. so that 
the rate can be written: 

in which Tis to be substituted by T(0) + AXIL.  This means that, for a given reaction 
[given A,, E, K, c,, ( -AH),  feed s(0) and feed rate F,, and a given amount of 
catalyst, W ] :  

x(Z) - x(0) = f [T(O)] and also T(Z)  = gCT(O)I (1 1.5.e-5) 

The shape of this relation between the outlet and inlet conditions is shown in 
Fig. 11.5.e-2 as curve O. The rising, sigmoidal-shaped part of curve @ stems 
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Figure 1 I .5.e-2 Possible steady-state operating 
points in reactor-heat exchanger system, for two 
inlet temperatures Ti. 

from the Arrhenius temperature dependence of the rate, the descending part 
from the unfavorable influence of the equilibrium. With such a bell-shaped curve 
there is an optimum region for T(0) if a maximum conversion is to be reached. 
The location of the curve Q obviously depends on the factors that determine the 
kinetics of the reaction: total pressure, the reactant concentrations (in ammonia 
synthesis-the presence of inerts and catalyst activity. Curve 8 can also be con- 
sidered as a measure of the amount of heat produced by the reaction. 

In this diagram of possible outlet conditions for various inlet conditions, the 
adiabatic reaction path corresponding to given x(0) and T(0) is represented by the 
straight line 03 having a slope II and ending in a point of 8. Curve 8 and the line @ 
have only one point in common. The second step in the formal procedure is to 
calculate the temperatures in the heat exchanger and to check whether or not the 
assumed T(0) leads to T,(O) = T .  The coupling with a heat exchanger will 
obviously impose a restriction on the T(0). 

Simplifying somewhat and considering the difference T, - T, = AT to be 
constant over the total length of the heat exchanger, L, the equation for the heat 
exchanger Eq. 11.5.e-3 becomes, after integration 
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and by adding T(Z) to both sides: 

since 

AT= T, - I; = T, - T, = T(Z)- T(0) 

Now, AT = T(Z) - T(0) is the adiabatic temperature rise in the reactor, which 
is given by Eq. 11.5.e-4. So, combining the reactor and the heat exchanger leads to: 

which reduces to Eq. 11.5.e-4 when L = 0 [i.e., when there is no heat exchanger, 
since 7; then equals T(O)]. 

Equation 11.5.e-7 is represented in the x - T diagram by a straight line O, 
starting from 'I;, with a slope 

smaller than A, and ending on a point of 8. The line O may be considered to be 
representative of the amount of heat exchanged. 

The steady state of the complete system-reactor and heat exchanger-has to 
satisfy both Eqs. 11.5.e-5 and 11.5.e-7. But it is easily seen that, depending on the 
location of and on theslope, the straight line O can have up to three intersections 
with @ (i.e., three steady-state operating conditions are possible for the system 
reactor + heat exchanger, whereas the reactor on itself has a unique steady state). 
The multiplicity of steady states in the complete system is a consequence of the 
thermal feedback realized in the heat exchanger between the feed and the effluent. 

The operating point represented by I is of no practical interest: the conversion 
achieved under these conditions is far too low. The operating point corresponding 
to I1 is a naturally unstable point (i.e., extremely sensitive to perturbations in the 
operating conditions). Indeed, for these conditions the slightest increase in T(Z)  
has a much larger effect on the heat produced than on the heat exchanged (curve 
Q has a much larger slope than the line 0) and the operating point will shift to 
111). The reverse would happen for a decrease in T(Z): the operating point would 
shift to I and the reaction would practically extinguish. By the same reasoning it 
can be shown that 111 represents intrinsically stable operating conditions. 

The conditions represented by 111 are not optimal, however, since the point is 
beyond the maximum of Q, which means that the rate is influenced considerably 
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Figure 11.5.e-3 Modification of the location of the steady-state 
operating conditions as the amount of heat exchanged is reduced. 

already by the equilibrium. Operation corresponding to the straight line @ in 
Fig. 11.5.e-3, tangent to the curve O would realize an optimum conversion for a 
given catalyst weight. This can beachieved by suitable design of the heat exchanger, 
more precisely by decreasing the heat exchanging surface or L or by partly by- 
passing the heat exchanger as shown also in Fig. 11.5.e-3. This is effectively done 
in ammonia-synthesis. Operation in 111' is not soeasy, however,since it corresponds 
to the limit of stability-the reactor easily extinguishes. Obviously, with a heat 
exchanging line@ no intersection with @ is possible: the only intersection wi th3  
is the low conversion point, which is of no practical interest. The sensitivity of an 
ammonia-synthesis reactor is well known to its operators. Thus point 111' is a 
reasonable compromise. 

The bypass illustrated in Fig. 11.5.e-3 is important also for compensating for a 
decrease in catalyst activity. In the beginning of its life the catalyst is very active, 
but due to poisons, temperature variations, and other operational vices inducing 
structural changes the activity gradually decreases. Such a situation is represented 
in Fig. 11.5.e-4. A decrease in activity of the catalyst has to be compensated for by 
higher operating temperatures in the reactor, which means that curve Q shifts to 
the right in the x-T diagram. The only intersection left between @ and @ would 
be the low conversion point. The slope of O therefore has to be reduced, which 
means increasing the heat exchanging surface (or L) o r  increasing m (i.e., the 
amount of gas flowing through the heat exchanger or decreasing the amount by- 
passed). We can see from Fig. 11.5.e-4 how T(0) and T(Z) correspondingly 
increase so that the desired conversion is maintained. 
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Figure ll.5.e-4 Influence of cataiysr acriuity on upewting conditions. 

It is stressed again that the occurrence of multiple stc;~dy states is due to the 
feedback of heat. Tubular reactors that are not coupled with a heat exchanger 
generally do not exhibit this f e a t ~ r e - ~ ~ c e ~ t  in very particular situations, as will 
be shown later. This does not mean that perturbations in 111c operating conditions 
Cannot give rise to drastic changes in the conversion and temperature profiles, 
but this is then caused by parametric sensitivity, a feature already discussed in 
Sec. 11.5.b. The preceding discussion is illustrated by the results of a 
simulation study by Shah [29], who numerically integrated the system of  dif- 
ferential equations describing an ammonia-synthesis reactor of the type rep- 
resented schematically in Fig. 11.5.e-$ and including an intermediate quench by 
means of cold feed. Figure 11.5.e-6 shows the hydrogen-conversion and outlet 
temperature as a function of the percentage of the feed bcing preheated. When the 
fraction of the feed being preheated exceeds 0.7, two exjt conditions are possible; 

Figure I1.5.e-5 Schematic representation 
ri of two-stage adiabatic reactor. 
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0.7 0.75 0.8 0.85 0.9 0.95 1.0 
Fraction preheated 

Figure 11.5.e-6 Two-stage adiabatic re- 
actor. Hydrogen conversion as a f i c  tion oJ 
fraction of feed being preheated Vrom 
Shah [29]). 

for instance, when all the feed is preheated-18.5 percent and 15.5 percent for the 
conversion and 547°C and 487°C for the temperature. If the amount of "cold 
split" becomes too important no solution is found (i-e., no autothermic operation 
is possible). 

The same situation is reflected in Fig. 11.5.e-7, which shows the effect of inlet 
temperature on the exit conditions; again two steady states are found. Also, when 

Inlet temperamre T, K 

Figure 11.5.e-7 Two-stageadiabatic 
tion. Hydrogen conversion vs inlet 
perature (from Shah [29]). 

reac- 
tern- 
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the inlet temperature is decreased below 107°C the reactor is extinguished. 
It also follows from Fig. 11.5.e-7 that the maximum conversion is obtained close 
to the conditions leading to extinction, as shown already in the preceding discus- 
sion. The simulation also predicts that the reactor would extinguish when the 
pressure is decreased from 240 to 160 atm or the inerts content increased from 9 to 
18 percent. Therefore, the inlet temperature '& should be kept sufficiently above 
the blowout temperature (20 to 25°C) to avoid the possibility that an increase in 
inerts content or of the feed rate may cause instability. The question of which 
steady state will be attained depends on the initial conditions and cannot be 
answered by steady-state calculations; transients have to be considered. 

The scheme illustrated by Fig. 11.5.e-5 is not the only one possible for auto- 
thermic operation. Another possibility is the multitubular arrangement with in- 
ternal heat exchanger, represented schematically in Fig. 11.5.e-8, together with the 
temperature profiles in the catalyst bed and in the heat exchanger tubes. For con- 
stant total pressure the simulation of such a reactor with built-in heat exchanger 
requires the simultaneous integration of the continuity equation(s) for the key 
component(s) and of two energy equations, one for the effluent gas in the tubes and 
one for the reacting gas in the catalyst bed. 

The steady-state continuity equation for the key component may be written 

Provided the heat capacities of the feed and the reactinggas are constant the energy 
equations may be written 

for the reacting gas in the catalyst bed 

dT2 - FA,(-AH)dx CIA, 
- - - - - 
dz mc, dz mc, (7'2 - TI) 

The boundary or initial conditions are 

Again, this is a two-point boundary value problem and again three steady states 
are possible, the outer two of which are stable, at least to small perturbations, the 
intermediate being unstable. A figure completely analogous to Fig. 11.5.e-2 may 
be constructed, with two types of curves: the first, bell shaped for reversible 
reactions, which is a measure of the heat generated, and the second, which is a 
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Figure 11.5.e-8 Muftitubular reactor with internal heat exchange. 

measure of the heat exchanged and which is a straight line. Again, for a certain 
range of operating variables, more than one intersection is possible. 

The NEC (Nitrogen Engineering Co.) and TVA (Tennessee Valley Authority) 
-ammonia synthesis reactors are practical realizations of the above principles. 
Figure 11.3-5 of Sec. 11.3 schematically represents a TVA reactor. The corre- 
sponding temperature profiles inside the tubes and in the catalyst bed section, 
calculated by Baddour, Brian, Logeais, and Eymery 1261 are shown in Fig. 11.5.e-9. 
Reactor dimensions for the TVA converter simulated by Baddour et al. and also 
by Murase, Roberts and Converse [27] are 

Catalyst bed 

Total catalyst volume 
Reactor length 
Reactor basket diameter 
Reactor basket cross-sectional area 
Catalyst bed cross-sectional area 

Cooling tubes 

Number 84 
Tube outside diameter 50.8 mm 
Tube inside diameter 38.1 mm 
Tube heat exchange area (outer) 69.4 m2 
Tube heat exchange area (inner) 52.0 m2 
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TOP Bonorn 
Reactor length 

Figure 11.5.e-9 Temperature profiles inside TVA. am- 
monia-s.vnthesis reactor. I = gas in heat exchanger 
tubes; 2 = gas in catalyst bed: full curoe 2 = simulated: 
dashed curce 2 = plant (from Baddour, et al. [26]). 

Typical operating conditions are 

Production capacity 
H, mole fraction in feed 
N, mole fraction in feed 
NH, mole fraction in feed 
Inert 
Mass flow rate 
Space velocity 
Pressure 
Top temperature 

120 T NH,/day 
0.65 
0.219 
0.052 
0.079 
26,400 kg/hr 
13,800 hr - ' 
286 atm (290 bar) 
42 1 "C 

The rate equations used in these simulations is that proposed by Temkin and 
Pyzhev [I 181: 
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where r ,  is the rate of reaction of nitrogen (kmolfig cat hr) and f is the catalyst 
activity (one, at zero process,time). 

k,  = 1.79 x 104exp k ,  = 2.57 x 1016 exp 

(-AH) = 26,600 kcal/kmol N ,  reacted 
= 11 1,370 kJ/kmol 

Baddour [26] retained the above model equations after checking for the in- 
fluence of heat and mass transfer effects. The maximum temperature difference 
between gas and catalyst was computed to be 2.3"C at the top of the reactor, where 
the rate is a maximum. The difference at the outlet is 0.4"C. This confirms previous 
calculations by Kjaer [120]. The inclusion of axial dispersion, which will be dis- 
cussed in a later section, altered the steady-state temperature profile by less than 
O.S°C. Internal transport effects would only have to be accounted for with particles 
having a diameter larger than 6 mm, which are used in some high-capacity modern 
converters to keep the pressure drop low. Dyson and Simon [I211 have published 
expressions for the effectiveness factor as a function of the pressure, temperature 
and conversion, using Nielsen'sexperimental data for the true rate of reaction [119]. 
At 300 atm and 480°C the effectiveness factor would be 0.44 at a conversion of 
10 percent and 0.80 at a conversion of 50 percent. 

Figure 11.5.e-10 shows the relation between the inlet temperature and the 
top temperature for theTVA reactor simulated by Baddour et al. for the conditions 
given above. The curvegiven corresponds to a space velocity of 13,800 m3/m3 cat. hr. 
The space velocity, often used in the technical literature, is the total volumetric 
feed rate under normal conditions, F',(Nm3/hr) per unit catalyst volume (m3), 
that is, p,Fo/W. It is related to the inverse of the space time W/FAo used in this 
text (with Win kg cat. and FA, in kmol A/hr). It is seen that, for the nominal space 
velocity of 13,800 (m3/m' cat. hr) and inlet temperatures between 224 and 274°C. 
two top temperatures correspond to one inlet temperature. Below 224°C no 
autothermal operation is possible. This is the blowout temperature. By the same 
reasoning used in relation with Fig. 11.5.e-2 it can be seen that points on the left 
branch of the curve correspond to the unstable, those on the right branch to the 
upper stable steady state. The optimum top temperature (425"C), leading to a 
maximum conversion for the given amount of catalyst, is marked with a cross. 
The difference between the optimum operating top temperature and the blowout 
temperature is only 5"C, so that severe control of perturbations is required. 
Baddour et al. also studied the dynamic behavior, starting from the transient 
continuity and energy equations [26]. The dynamic behavior was shown to be 
linear for perturbations in the inlet temperature smaller than S0C, around the 
conditions of maximum production. Use of approximate transfer functions was 
very successful in the description of the dynamic behavior. 
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Blowcut feed 

Stable 
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Figure 1i.S.e-I0 TVA ammonia synthesis reactor. 
Relation between inlet and top temperature (from 
Baddour, et al. 1261). 

In the preceding section (1 1.5.d) on multibed adiabatic reactors, the optimiza- 
tion of the reactor was discussed in detail and, for example, one way of doing this 
rigorously according to dynamic programming was worked out. The multi- 
tubular reactor with feed-effluent heat exchange considered in this section has also 
been the object of optimization, first by sound judgment, more recently by a more 
systematic and rigorous approach. Again the problem is best illustrated by means 
of an x-T diagram or a mole % - T diagram like that of Fig. 11.3-4 of Section 
11.3, which shows the mole % - T diagram of a TVA reactor compared with 
that of a five-bed quench converter of the same capacity 133. Murase et al. [27] 
optimized the profit of the countercurrent TVA-NH3-synthesis converter by 
optimizing the temperature profile. This was done by means of Pontryagin's 
maximum principle [31], which is the method best suited to systems with con- 
tinuous variables. The countercurrent flow in the reactor-heat exchanger systems 
tends to lower the temperature in the first catalyst layers. It follows from Murase's 
calculation that in the TVA-reactor this effect would have to be enhanced. The 
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T, "C 

( c )  

Figure 11.S.e-11 Operating diagrams for various types of ammonia synthesis 
reactors. (a) Multitubular reactor with cocurrentj?ow. (b)  Multitubular reactor with 
countercurrentj7ow. (c) Multibed adiabatic reactor (from Fodor [122]). 



production of the considered TVA-reactor could have been increased by 5.4 
percent if it could have been designed with a continuously varying heat transfer 
coefficient along the bed. In practice this is not so simple: it means that, without 
changing the number of tubes, the tubes would have to be finned in the top zone. 
It would then be almost impossible to pack the catalyst homogeneously. The SBA 
reactor, which also has countercurrent flow, has a much larger number of tubes 
(900 for production of 200 T NH,/day) s6 that the temperature in the first layers 
is more optimized. However, this large exchange surface would also lower too 
much the temperature toward the end of the bed and lower the reaction rate too 
much, in spite of the more favorable equilibrium. The remedy is then to decrease 
the heat exchange in the second half of the catalyst bed. SBA chose to do this by 
shielding the tubes by concentric tubes. The trajectory for such a 200-tons/day 
reactor is also shown in Fig. 11.3-4 of Sec. 11.3. 

There are also cocurrent flow-type reactors as shown in Fig. 11.5.e-11. They 
permit a closer approach to the curve of maximum rate, at the expense of a more 
complicated construction [122]. 

11.5.f Non-Steady Behavior of Fixed Bed Catalytic Reactors Due to 
Catalyst Deactivation 

In Chapter 5, rate equations were set up for several types of catalyst deactivation. 
In this section we discuss the consequences of catalyst deactivation on fixed bed 
reactor performance. Clearly, when the catalyst deactivates in a point in the reactor 
the conversion in that point is affected. Consequently, the conversion profile and 
the temperature profile will be modified with time, in other words the reactor is 
operating in non-steady-state conditions. The way the profiles are shifted and the 
rate at which this happens depends on the mechanism of deactivation, of course. 
This shift is well known in industrial practice. In an ammonia-synthesis reactor, 
for example, the hot spot is known to migrate slowly through the reactor, due to 
sintering of the catalyst: if the first layers the feed contacts are becoming less active 
more catalyst will be required to reach a given conversion and the hot spot moves 
down the bed. If no precautions are taken this would mean a decrease of production 
of the reactor. What is done in this case is to oversize the reactor so that sufficient 
catalyst is available to compensate for loss in activity until it has to be replaced for 
other, more imperative reasons, such as excessive pressure drop due to powder 
formation. Another way to compensate for loss in activity is to increase the inlet 
temperature, as discussed already. Another example is catalytic reforming of 
naphtha, where the catalyst is deactivated by coke deposition. In this case the 
deactivation is compensated for by increasing the operating temperature so that 
the conversion, measured here by the octane number of the reformate, is kept 
constant. There is a limit to this temperature increase, of course, since it causes 
a higher production of light gases (i.e., decreases the selectivity) so that the coke 

FIXED BED CATALYTIC REACTORS 51 5 



has to be burned off and the catalyst regenerated. It is clear that it is important to 
predict the behavior of reactors subject to deactivation. This requires setting up a 
mathematical model. This model consists of the set of continuity and energy 
equations we have set up already, but considering the transient nature of the process 
and the variable catalyst activity, reflected in a rate equation that contains a 
deactivation function. 

We will illustrate this by means of an example of the effect of fouling by coke 
deposition. We will simplify somewhat by considering only isothermal operation. 
  he continuity equation for the reactant, A, may be written in terms of mole frac- 
tions, assuming that both the density and the number of moles remains constant 
(see Froment and Bischoff [35]): 

When the following dimensionless variables are introduced: 

Eq. (1 1.5.f-1) becomes 

The continuity equation for the catalyst coking compound is 

In this equation C, is really written in terms of amount of carbon per unit weight 
of catalyst, since the amount of carbonaceous compound is usually measured as  
carbon. When the dimensionless variables defined above are introduced, Eq. 
1 l.S.f-3 becomes 

Now the rate terms rA and rc remain to be specified. Then if it is assumed, for 
simplicity, that both the main reaction and the coke deposition are of first order, 
rA and r, may be written 

For a parallel coking mechanism: 
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Figure 11.5.f-I Reactant mole fraction versus time 
group for parallel reaction mechanism with ex- 
ponential activity function (from Froment and 
Bischoff [35]). 

Figure 11.5lf-2 Coke profiles for parallel reaction 
mechanism with exponential activity funcrion (from 
Froment and Bischof[35]). 



with kc in kg cokefig cat hr atm and the conversion factor in kg cokekg .A .  
For a consecutive coking mechanism: 

Next, the fouling function has to be introduced. Let this function be of the expo- 
nential type, then: 

k - k 0 -uAC. 
A -  A e  

k - k 0 -2cCc c -  C e  

In order to permit analytical integration of the system (Eqs. 11.5.f-2 to 11.5.f-4), 
Froment and Bischoff considered 31, = 0, that is, the amount of coke already 
deposited influences the rate of the main reaction, but not that of the parallel 
reaction leading to coke because it is of thermal nature, rather than catalytic. 
Integrating the system ofequations with suitable boundary conditions leads to the 
results represented in Figs. 1 l.S.f-1 and 11.5.f-2. In Figs. 11.5.f-1 and 2, 

For all practical cases x 2 t'. 
It is clear from Fig. 11.5.f-1 that the mole fraction of the reactant A increases 

with time at a given bed depth, in other words, the conversion decreases. From 
Fig. 11.5.f-2 we see that the carbon is not deposited uniformly along the bed, but 
according to a descending profile. This is intuitively clear: when the carbonaceous 
compound is deposited by a reaction parallel to the main, its rate of formation is 
maximum at the inlet of the reactor, where the mole fraction of the reactant is 
maximum. 

Froment and Bischoff also treated the consecutive coking mechanism along the 
lines given above and obtained the diagrams of Figs. 11.5.f-3 and 11.5.f-4. The 
difference with the parallel coking case is striking, particularly in the carbon 
content of the catalyst, which again is not uniform, but increases with bed length. 
It follows from the preceding that equations that try to relate the activity of the 
bed with time (Voorhies formula) can only be approximate. The Voorhies formula 
can at best be valid only for a given bed length. By plotting the average carbon 
content of the bed versus time in a double logarithmic plot-the way Voorhies 
and others did (Chapter 5)-Froment and Bischoff obtained a power of 1 for the 
Voorhies formula with the parallel coking mechanism with exponential activity 
function. For a consecutive coking mechanism they obtained a power of 1 at low 
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Figure 1 IS./-3 Reactant mole fraction versus time 
group for consecutice reaction mechanism with 
exponential deacti~*ation function (from Froment 
and Bischofl[35]). 

Figure 11.5.f-4 Coke profles for consecutive reac- 
tion mechanism with exponential deactivation func- 
tion (from Froment and Bkchofl[35]). 



process times and 0.5 at higher process times. The same is true for a parallel fouling 
mechanism with a hyperbolic activity function. These values are in the same range 
as those of the experimental studies quoted in Chapter 5. In their study of the de- 
hydrogenation of butene into butadiene, Dumez Bnd Froment [I411 observed 
coke formation from both butene (parallel mechanism) and butadiene (consecutive 
mechanism), while hydrogen inhibited the coking. The power in the Voorhies 
relation decreased from 0.55 to 0.35. In the catalytic cracking of light East Texas 
gasoil, Eberly et al. [I421 found a power varying from 0.77 to 0.55 as process time 
increased. 

It further follows from Froment and Bischoff's study that, for a given bed length. 
both the point and the average carbon content increase with increasing space time 
(or decrease with space velocity) for the consecutive reaction mechanism, but 
decrease for the parallel mechanism (increase in terms of space velocity). Eberly's 
data [I421 also indicate that the power in the Voorhies relation depends on the 
space time or on the liquid hourly space velocity. Another consequence of this 
analysis is shown in Fig. 11.5.f-5 for a parallel reaction. In the absence of fouling, 
and for isothermal conditions, the maximum rate of reaction A -+ R is always 
at the reactor entrance. This is not necessarily true when the catalyst is fouled 

Figure 11.51f-5 Rate surface for parallel 
reaction mechanism with exponential de- 
activation function (from Froment and Bis- 
choff [35]). 
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according to a parallel mechanism. Indeed, in that case the inlet is then deactivated 
to a greater extent than other portions of the reactor so that a ridge develops in 
the rate surface. A maximum in the reaction rate is developed that travels down 
the bed as time progresses. If the operation is not isothermal this activity wave 
will be reflected in a temperature wave, which may complicate the control of the 
reactor. Such a behavior was observed by Menon and Sreeramamurthy [38] in 
their study of hydrogen sulfide air oxidation into water and sulfur on a charcoal 
catalyst. The sulfur progressively covers the catalyst surface, deactivating the 
catalyst in this way. An activity profile results, which is revealed by a temperature 
peak traveling through the bed. In the case of an ascending carbon profile, which is 
obtained when the carbonaceous deposit results from a consecutive fouling 
mechanism, the rate is continuously decreasing with time in all points of the 
reactor, except at z = 0, where coke is not deposited yet. A gradually decreasing 
part of the reactor will then be effective in the conversion to the main product. 

Descending coke profiles were observed experimentally by Van Zoonen in the 
hydroisomerization of olefins 1393. In butene dehydrogenation into butadiene on 
a chromium-aluminium-oxide catalyst at 59S°C, Dumez and Froment [I411 
measured nearly uniform coke contents in the integral reactor. It was shown, by 
experiments on a thermobalance, that coke originated from both butene and 
butadiene, while hydrogen inhibited its formation. The absence of a pronounced 
coke profile results from a balance between the three phenomena. In the iso- 
thermal isomerization of n-pentane under hydrogen pressure on a platina-alumina 
reforming catalyst, DePauw and Froment [I231 observed ascending coke profiles. 
The coke content of the catalyst was not zero at the inlet of the reactor, however, so 
that a parallel-consecutive coking mechanism-confirmed by independent meas- 
urements on a thermobalance-was adopted. Since, in addition, some hydto- 
cracking had to be accounted for, the following set of continuity equations was 
considered : 

For n-pentane, in terms of partial pressures: 

For the lumped hydrocracking products (methane, ethane, propane, butane): 

for the coke: 
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The rate of isomerization, r , ,  was found to be controlled by the surface reaction of 
n-pentene on AI,O,, instead of the adsorption on n-pentene on these sites, as 
found by Hosten and Froment for a slightly different catalyst and with continuous 
chlorine inject~on (see Chapter 2) 

in which the adsorption equilibrium constants of n- and i-pentene are taken to 
be identical, so that KAB1 = K,' = K,'. The total rate of disappearance of n- 
pentane is given by 

since two moles of hydrocracked products are formed from one mole of pentane 
and since the rate of coke formation, r,, is small compared with r ,  and r,. 
Hydrocracking was shown to originate from both n- and i-pentene. The rate of 

.hydrocracking was found to be given by 

The coke also originated from n- and i-pentene and its rate of formation was 
described by 

Each rate coefficient in the above equations contains the corresponding de- 
activation function. This was shown, by experiments on a thermobalance, to be 
of the exponential type. Furthermore, it was shown that coking and hydrocracking 
occurred on the same sites so that 

4, = 4D = e-'DCc whereas 4, = e-qCc 

and 

The rate constants, the adsorption equilibrium constants, and the deactivation 
parameters a, and a, were determined from the measurement of p, and p, as a 
function of time and position (i.e., W/FA0) in the bed, through a special sampling 
device. In addition, the coke profile was measured at  the end of the run. The param- 
eters were found to be statistically significant, and the rate coefficients obeyed the 
Arrhenius temperature dependence. 
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0 0 0 "Experirnentd" points - - - Interpolated profile - Computed profile 

Figure 11.5.f-6 Pen fane isomerization. Partial pressure 
profiles of n-pentane versus WIF,,. 

Figures 11.S.f-6, 11.S.f-7, and 11.5.f-8 compare experimental data with results 
obtained from a simulation on the basis of the above equations and the best set of 
parameters. The agreement is quite satisfactory and the approach appears to 
be promising for the characterization of catalysts deactivated by coke deposition. 

An important aspect of coking is its influence on the selectivity. As the product 
distribution or the selectivity depends on the ratios of the various rate coefficients 
it is evident that the selectivity may also be affected by changes in catalyst activity, 
when the different reactions are not influenced in the same way by the catalyst 
activity decline. Froment and Bischoff [37] worked out the theory for such a 
situation. Figure 11.5.f-9 shows the results for a complex reaction with parallel 
coking scheme. The variation of the selectivity for the isomerization of n-pentane 
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Figure 11.5.J 7 Pentane isomerisat ion. Partial pressure 
profiles of lumped hydrocracked products uersus W/F,, . 

with the coke content of the catalyst [I231 has been given in Fig. 5.3.c-2 of Chapter 
5. Since the hydrocracking is more affected by the coke content of the catalyst, 
the isomerization selectivity increases under those conditions. Ultimately, how- 
ever, the decrease in the isomerization rate would become too important. To 
compensate for this, before regeneration of the catalyst is resorted to, the tempera- 
ture could be increased. Thereby, hydrocracking and coking would be more pro- 
moted than the isomerization and the selectivity would seriously decrease. In the 
catalytic cracking of gasoil on silica-alumina catalysts, on the other hand, the 
selectivity for gasoline was found to be independent of the coke content of the 
catalyst (see Weekman and Nace [12]). 
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Figure I1.5.$8 Pentane isomerization. Coke profiles after 
I0 hours. 

Recently, considerable attention has been given to the problem of maintaining 
the conversion of a reactor constant by adapting the temperature level. Butt has 
studied this problem for simple and for bifunctional catalysts, such as used in 
reforming 1361. Optimization techniques have been applied to this problem by 
Jackson [124], Chou, Ray, and Aris 11251, and Ogunye and Ray [126]. 

11.6 One-Dimensional Model with Axial Mixing 

In Sec. 11.5 the one-dimensional pseudohomogeneous model was discussed 
in considerable detail. Several aspects like runaway, optimization, and transient 
behavior due to catalyst coking, which are in fact entirely general, were analyzed 
under this model. This is sound justification for doing so. Most of the practical 
reactor design work so far has been based on this model, sometimes because it was 
considered sufficiently representative, more often because it was more con- 
venient to use. Yet, several assumptions involved in the model are subject to 
criticism. It may be argued that the flow in a packed bed reactor deviates from the 
ideal pattern because of radial variations in flow velocity and mixing effects due 
to the presence of packing. Furthermore, it is an oversimplification also to assume 
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Figure 11.5.f-9 Influence of coking on selectivity. Complex parallel 
reaction scheme. (a)  Coke profiles. (6) Mole fraction of reactur~t versus 
process time group. (c)  Selecticity cersus mole fraction of reactant. 
(4 Selecticity cersus dimensionless position (from Froment and Bischofl 
[371). 



Figure I f  .6-1 Peclet number for axial effectice diffusion, based on particle 
diameter, cersus Reynolds number. I:  McHenry and Wilhelm; 2: Ebach and 
White; 3: Carberry and Bretfon: 4:  Strung and Geankoplis: 5: Cairns and 
Prausnitz ; 6 : Hiby; 7 ;  Hiby, without wall effect Cfrom Froment [76]). 

that the temperature is uniform in a cross section. The first objection led to a 
development that will be discussed in the present section, the second to a model 
discussed in Sec. 1 1.7. 

Accounting for the velocity profile is practically never done, because it im- 
mediately complicates the computation in a serious way. In addition, very few 
data are available to date and no general correlation could be set up for the velocity 
profile (Schwartz and Smith [85], Schertz and Bischoff [40], Cairns and Prausnitz 
[41], and Mickley et al. 1421). 

The mixing in axial direction, which is due to the turbulence and the presence of 
packing. is accounted for by superposing an "effective" transport mechanism on 
the overall transport by plug flow. The flux due to this mechanism is described 
by a formula analogous to Fick's law for mass transfer or Fourier's law for heat 
transfer by conduction. The proportionality constants are "effective" diffusivities 
and conductivities. Because of the assumptions involved in their derivation they 
implicitly contain the effect of the velocity profile. This whole field has been re- 
viewed and organized by Levenspiel and Bischoff [43]. The principal experimental 
results concerning the effective diffusivity in axial direction are shown in Fig. 
1 1.6-1 [44,45,46,47,48]. For design purposes Pe,. based on d,, may be considered 
to lie between 1 and 2. Little information is available on 1,. Yagi, Kunii, and 
Wakao [49] determined A,, experimentally, while Bischoff derived it from the 
analogy between heat and mass transfer in packed beds 1501. 

The steady-state continuity equation for a component A may be written: 
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and the energy equation: 

Axial mixing smoothens axial gradients of concentration and temperature so 
that it decreases the conversion obtained in a given reactor, in principle at least. 

The boundary conditions have given rise to extensive discussion [52, 53, 54, 
55, 561. Those generally used are: 

dCA 
U*(CAO - C A )  = -ED,, - for z = 0 

dz 

for z = L 

We see that this leads to a two-point boundary value problem, requiring trial 
and error in the integration. It has been shown several times that for the flow 
velocities used in industrial practice the effect of axial dispersion of heat and mass 
on conversion is negligible when the bed depth exceeds about 50 particle diam- 
eters [Sl]. In spite of this, the model has received great attention recently, more 
particularly the adiabatic version. The reason is that the introduction of axial 
mixing terms into the basic equations leads to an entirely new feature, that is, the 
possibility of more than one steady-state profile through the reactor [57]. 

Indeed, for a certain range of operating conditions three steady-state profiles 
are possible with the same feed conditions, as is shown in Fig. 11.6-2. The outer 
two of these steady state profiles are stable, at least to small perturbations, while 

T(L) T f  L) 

Figure 11.6-2 Relations between To and T(L), which 
iead to a unique and to three steady-state profiles, 
respectively (after Raymond and Amunakon 1571). 
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the middle one is unstable. Which steady-state profile will be predicted by steady- 
state computations depends on the initial guesses of C, and T involved in the 
integration of this two-point boundary value problem. Physically, this means 
that the steady state actually experienced depends on the initial profile in the reactor. 
For all situations where the initial values are different from the feed conditions 
transient equations have to be considered in order to make sure the correct 
steady state profile is predicted. In order to avoid those transient computations 
when they are unnecessary it is useful to know a priori if more than one steady-state 
profile is possible. From Fig. 11.6-2 we see that a necessary and sufficient condition 
for uniqueness of the steady state profile in an adiabatic reactor is that the curve 
To = f [T(L)] has no hump. Mathematically this means that the equation 

where 

and 

ko L2 
f (T) = - p,(T,, - T)exp 

ED, 

has no bifurcation point, whatever the length of the reactor. This led Luss and 
Amundson [58] to the following conditions: 

which can be satisfied by diluting the reaction mixture. Another way of realizing 
a unique profile is to limit the length of the adiabatic reactor so that 

where p, is the smallest positive eigenvalue of 

and where v(z) is the difference between two solutions T,(z) and T2(z). Uniqueness 
is guaranteed only if the only solution of Eq. 11.6-6 is v(z) = 0. 
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When applied to a first-order irreversible reaction carried out in an adiabatic 
reactor. these conditions lead to Eqs. 11.6-7 and 11.6-8, respectively: 

where T,, - To = [(-AH)/(pgcp)]CAo is the adiabatic temperature rise and T, 
is the value for T for which f f ( T )  assumes its supremum. A sufficient, but not 
necessary, condition for Eq. 11.6-7 is that 

Luss later refined these conditions and arrived at 1591 

The magnitude of the axial effective diffusivity determines which of the two con- 
ditions, Eq. 11.6-4 or 11.6-10, is stronger. For a first-order irreversible reaction 
carried out in an adiabatic reactor, Eq. 11.6-10 leads to 

E T -T, T,, _ . a d -  2 4 -  or y B 1 4 -  Tad (1 1.6-1 1) 
RTo To To To 

which is far less conservative than Eq. 11.6-9, based on Eq. 11.6-5. Hlavacek and 
Hofmann [60] derived the following form, which is identical to  the Luss criterion 
(Eq. 11.6-1 I) :  

E T,d - To -- 4  
< --- 

RTo % 4R To I -- 
E 

Hlavacek and Hofmann also defined necessary and sufficient conditions for 
multiplicity, for a simplified rate law of the type Barkelew used (Eq. 11.5-c) and 
equality of the Peclet numbers for heat and mass transfer. The necessary and 
sufficient conditions for multiplicity, which have to be fulfilled simultaneously 
are 

1. The group (EJR To) [( - AH)CAoJ(pgcp To)] = y / l  has to exceed a certain value. 

2. The group Lko/u, = Da has to lie within a given interval. 

3. The Peclet number based on reactor length ui LID,, has to be lower than a 
certain value. 
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Figure I f  .6-3 Region of multiple steady states. Relation between 
Peclet, Damkohler, and By group (crfter Hlacacek and Hofmann [60]). 

From a numerical study Hlavacek and Hofmann derived the results represented 
in Fig. 1 1.6-3. 

This figure clearly illustrates that the range within which multiple steady states 
can occur is very narrow. It is true that, as Hlavacek and Hofmann calculated, the 
adiabatic temperature rise is sufficiently high in ammonia, methanol and oxo- 
synthesis and in ethylene, naphthalene, and o-xylene oxidation. None of the 
reactions are carried out in adiabatic reactors, however, although multibed 
adiabatic reactors are sometimes used. According to Beskov (mentioned in 
Hlavacek and Hofmann) in methanol synthesis the effect of axial mixing would 
have to be taken into account when Pel < 30. In industrial methanol synthesis 
reactors Peb is of the order of 600 and more. In ethylene oxidation Peh would 
have to be smaller than 200 for axial effective transport to be of some importance, 
but in industrial practice Pel exceeds 2500. Baddour et al. in their simulation of the 
T V A  ammonia synthesis converter found that the axial diffusion of heat altered 
the steady-state temperature profile by less than 0.6"C. Therefore, the length of 
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industrial fixed bed reactors removes the need for reactor models including axial 
diffusion and the risks involved with multiple steady states, except perhaps for 
very shallow beds. In practice, shallow catalytic beds are only encountered in the 
first stage of multibed adiabatic reactors. One may question if very shallow beds 
can bedescribed by effective transport models, in any event. The question remains if 
shallow beds really exhibit multiple steady states. The answer to this question 
probably requires a completely different approach, based on better knowledge of 
the hydrodynamics of shallow beds. 

In summary, in our opinion there is no real need for further detailed study of the 
axial transport model: there are several other effects, more important than axial 
mixing, which have to be accounted for. 

11.7 Two-Dimensional Pseudo-Homogeneous Models - 

11.7.a The Effective Transport Concept 

The one-dimensional models discussed so far neglect the resistance to heat and 
mass transfer in the radial direction and therefore predict uniform temperatures 
and conversions in a cross section. This is obviously a serious simplification when 
reactions with a pronounced heat effect are involved. For such cases there is a 
need for a model that predicts the detailed temperature and conversion pattern 
in the reactor, so that the design would be directed towards avoiding eventual 
detrimental overtemperatures in the axis. This then leads to two-dimensional 
models. 

The model discussed here uses the effective transport concept, this time to 
formulate the flux of heat or mass in the radial direction. This flux is superposed on 
the transport by overall convection, which is of the plug flow type. Since the 
effective diffusivity is mainly determined by the flow characteristics, packed beds 
are not isotropic for effective diffusion, so that the radial component is different 
from the axial mentioned in Sec. 11.6.b. Experimental results concerning D,, are 
shown in Fig. 1 1.7.a-1 [61, 62,631. For practical purposes Pe, may be considered 
to lie between 8 and 10. When the effective conductivity, &,, is determined from 
heat transfer experiments in packed beds, it is observed that A,, decreases strongly 
in the vicinity of the wall. It is as if a supplementary resistance is experienced near 
the wall, which is probably due to variations in the packing density and flow 
velocity. Two alternatives are possible: either use a mean A,, or consider le, to 
be constant in the central core and introduce a new coefficient accounting for the 
heat transfer near the wall, a,, defined by: 
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Figure 11.7.a-I Peclet number for radial effective d$ 
fusion, based on particle diameter, tlersus Reynolds 
number. 1: Fahien and Smith, 2: Bernard and Wilhelm, 
3: Dorweiler and Fahien, 4: Plautz and Johnstone, 
5: Hiby. 
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Figure 11.7.a-2 Effective radial thermal conductivity 
versus Reynolds number. I: Coberly and Marshall, 
2: Campbell and Huntington, 3: Calderbank and 
Pogorsky, 4: Kwong and Smith, 5: Kunii and Smith. 



Figure 11 .7 .~-3  Nusselt numberfor wall heat trans- 
fer coeficient versus Reynolds number. I:  Coberly 
and Marshall, 2 :  Hanratty (cylinders), 3: Hanratty 
(spheres), 4: Yagi and Wakao, 5 :  Yagi and Kunii. 

When it is important to predict point values of the temperature with the greatest 
possible accuracy the second approach is preferred, so that two parameters are 
involved to account for heat transfer in radial direction. Figure 11.7.a-2 and 
11.7.a-3 show some experimental results for A,,, and 3%. [64, 65, 66, 67.69, 761. 

The data for a, are very scattered. Recently De Wasch and Froment 1191 
published data that are believed to have the high degree of precision required for 
the accurate prediction of severe situations in reactors. The correlations for air 
are of the form: 

where A,.: and a,' are static contributions, dependent on the type and size of the 
catalyst. The correlation for a, is of an entirely different form of those published 
until now, but confirms Yagi and Kunii's theoretical predictions [72]. 
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Since both solid and fluid are involved in heat transfer A,,, is usually based on the 
total cross section and therefore on the superficial velocity, in contrast with D,,. 
This is reflected in Eq. (1 1.7.b-1). Yagi and Kunii [70, 721 and Kunii and Smith 
[68] and later Schliinder [74,75] have set up models for calculating rl,, and a,. 
In these models the flux by effective conduction is considered to consist of two 
contributions, the first dynamic (i.e., dependent on the flow conditions) and the 
second static so that 

Ae, = #Ie: + Ae: 

The Static Contrihutiott 

In the absence of flow the following mechanisms contribute to  the effective 
conduction, according to Kunii and Smith 1683. 

1. Transport through the fluid in the voids. 
(a) By conduction. 
(b) By radiation between neighboring voids. 

2. Transport in which the solid phase is involved. 
' 

(a) Conduction through the contact surface between particles. 
(b) Conduction in the stagnating film in the vicinity of the contact surface. 
(c) Radiation from particle to particle. 
(d) Conduction through the particles. 

Except in high vacuum the contribution 2(a) may be neglected. Figure 11.7.a-4 
represents this model by means of an electrical network. By expressing each of 
these contributions by means of the basic formulas for heat transfer and combining 

Figure 11.7.0-4 Model for heat transfer in 
packed bed according to Yagi and Kunii [70]. 
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them in the appropriate way, depending on whether they operate in series or paral- 
lel, the following equation is obtained: 

where 

A,, As = conductivities of fluid and solid, respectively 
E = void fraction 

a, = radiation coefficient from void to void, used when the expression for 
heat transfer by radiation is based on a temperature difference T, - T,, 
in view of combining it with transport by convection or conduction 

where p is the emissivity of the solid and T is in "C. 
arS = radiation coefficient for the solid 

p (T + 273)' 
a,, = 0.1952 - 

2 - p  100 

8 = a coefficient that depends on the particle geometry and the packing 
density, comprised between 0.9 and 1.0 

r = f  
4 = depends on the packing density 

4 may be calculated when 4, and 4, are known. 4, is the value of 4 for the 
loosest possible packing ( E  = 0.476). 4, is the value of 4 for the densest packing 
( E  = 0.260). 4, and 4, may be calculated from the knowledge of &/A#. These 
functions are plotted in Fig. 11.7.a-5. When E is comprised between its two extreme 
values 4 is calculated according to: 

Zehner and Schliinder [74, 751 arrived at the following formula for the static 
contribution: 
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h,lX, 

Figure 11.7.~-5 Curves 4, and 4, versus ratio of 
solid to gas conductivity, ljlg (after Kunii Md Smith 
1681). 

with 

where B = 2.5[(1 - E ) / E ] ' ~ ' ~  for cylinders. 

The Dynamic Contribution 

This contribution arises exclusively from the transport in the fluid and cor- 
responds to the mixing that is described by the effective diffusion in radial direction, 
D,,. When the analogy between heat and mass transfer is complete the following 
relation may be written: 

from which 

where 
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For PC,, = 10, '4' = 0.1. Yagi and Kunii [70] have dcrivcd Y from experimental 
data on A,, and obtained a value of '4' for spherical and cylindrical packing between 
0.10 and 0.14. 

De Wasch and Froment [I91 obtained the following equation: 

The wall heat transfer coefficient can be predicted by a model that is analogous to 
that outlined here for A,,. [72,73]. It should be stressed here that a, is intrinsically 
different from the "alobal" coefficients discussed in Sec. 11.5.a. Indeed, the latter - 
are obtained when the experimental heat transfer data are analyzed on the basis 
of a one-dimensional model that does not consider radial gradients in the core of 
the bed. This comes down to localizing the resistance to heat transfer in radial 
direction completely in the film along the wail. 

11.7.b Continuity and Energy Equations 

The continuity equation for the key reacting component, A, and the energy equa- 
tion can now be written as follows, for a single reaction and steady state 

with boundary conditions: 

at ; = O  O s r l R ,  

at r = 0 and r = R ,  
at r = O  all z 

Note that the term accounting for effective transport in the axial direction has 
been neglected in this model, for the reasons given already in Sec. 1 1.6. This system 
of nonlinear second order partial differential equations was integrated by Froment 
using a Crank-Nicolson procedure [76,77], to  simulate a rnultitubular fixed bed 
reactor for a reaction involving yield problems. 

Mihail and Iordache [I451 compared the performance of some numerical 
techniques for integrating the system (I 1.7.b-1): Liu's average explicit scheme with 
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a five-point grid [129], the Crank-Nicholson implicit scheme [76, 771, and ortho- 
gonal collocation (Finlayson [ I  301). The reactor was an o-xylene oxidation reactor 
and the reaction scheme that of Froment 1761, discussed in the next section. The 
computation time was of the same order of magnitude with the Crank-Nicolson 
and Liu's scheme, but orthogonal collocation only required two thirds of this 
time. Liu's explicit scheme was very sensitive to step size and led to problems of 
stability and convergence for severe operating conditions leading to important 
hot spots. 

11.7.c Design or Simulation of a Fixed Bed Reactor for Catalytic 
Hydrocarbon Oxidation 

In this example the design or simulation of a multitubular reactor for catalytic 
hydrocarbon oxidation is discussed (Froment [76]). The case considered here is 
of a rather complex nature, that is, 

This reaction model is fairly representative of the gas phase air oxidation of 
o-xylene into phthalic anhydride on V,O, catalysts. A represents o-xylene, B 
phthalic anhydride, and C the final oxidation products CO and CO,, lumped 
together. The process conditions were already described in Sec. 1 1.5.b. The purpose 
of this example is mainly to check whether or not serious radial temperature 
gradients occur in such a reactor. For a better approximation of reality a reaction 
model is chosen that is closer to the true model than the one used in Sec. 11.5.b. 
In addition, it illustrates a yield problem, such as is often encountered in industrial 
practice. 

Due to the very large excess of oxygen the rate equations will be considered to 
be of the pseudo-first-order type, so that, at atmospheric pressure, 

where yo represents the mole fraction of oxygen, x, is the total conversion of 
o-xylene, and x, the conversion of o-xylene into phthalic anhydride. When xc 
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represents the conversion into CO and CO, then x,  = x, + .Y,. The rate co- 
eficients are given by the following expressions: 

27,000 
I n k ,  = - + 19.837 

1.987(T' + To) 

where T,  is the inlet temperature to the reactor and T' = T - To. When this 
reduced temperature T' and the following dimensionless variables are used, 

the steady-state continuity and energy equations may be written, in cylindrical 
coordinates and in terms of conversion, 

The constants in these equations have the following meaning: 

The boundary conditions are those of the previous section and are the same for 
x, as for x,, of course. 

Bulk mean values are obtained from 
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Figure 11.7.c- I Radial mean conr.ersions and temperature profile in 
multitubular o-xylene oxidation reactor (ji-om Froment [76]). 

The following typical data were used in the computations: y,, = 0.00924, cor- 
responding to 44 g/m3; (-AH,) = 307,000 kcalikmol = 1.285 x lo6 kJ/kmol, 
and (-AH3) = 1,090,000 kcal/kmol = 4.564 x lo6 kJjkmol. All the other data 
were already given in Ex. 11.5.b. From Kunii and Smith's correlation [68] it 
follows that at Re = 121.1, = 0.67 kcal/m hr "C = 0.78. kJ/m s K and from 
Yagi and Kunii's equation [72] a, = 134 kcal/m2 hr "C = 0.156 kJ/m2 s K so 
that Pe,, = 5.25, whereas Pe,, = 10. In all cases the feed inlet temperature equaled 
that of the salt bath. 

Figure 11.7.c-1 shows the results obtained for an inlet temperature of 357°C. 
The bulk mean conversion and temperature profile is shown. The conversion to 
phthalic anhydride tends to a maximum, as is typical for consecutive reaction 
systems, but which is not shown on the figure. Also typical for exothermic systems, 
as we have seen already, is the hot spot, where Ti, equals about 30°C. Even for 
this case, which is not particularly drastic, and with a small tube diameter of only 
2.54 cm, the radial temperature gradients are severe, as seen from Fig. 11.7.c-2. 
The temperature in the axis is well above the mean. 

Notice from Fig. 11.7.c-1 that a length of 3 rn is insufficient to reach the 
maximum in phthaiic anhydride concentration. What happens when the inlet 
temperature is raised by only 3°C to overcome this is shown in Fig. 11.7.c-3. 
Again we have a case here of parametric sensitivity. Hot spots as experienced in 
such cases, even less dramatic than that experienced with To = 360°C, may be 
detrimental for the catalyst. Even if it were not, important hot spots would be 
unacceptable for reasons of selectivity. Indeed, the kinetic equations are such that 
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Figure 11.7.c-2 0-xylene oxidation. Ra- 
dial temperature profiles at various bed 
depths (from Froment [76]). 

Figure 11.7.c-3 0-xylene oxidation parametric sensiticify. 
542 Influence of inlet temperature (from Froment [76]). 



Figure 11.7.c-4 O-xylene oxidation. Eflect of 
hot spot on phrhalic anhydride yie/d (jirom 

' 

Froment [76]). 

the side reactions are favored by increasing the temperature. The effect of the hot 
spot on the yield is shown in Fig. 11.7.c-4 in which the yield is plotted as a function 

' of total conversion for several inlet temperatures. A few percent more in yield, 
due to judicious design and operation, are important in high tonnage productions. 

As illustrated in Sec. 10.l.a. the inlet temperature is not the only parameter 
determining the runaway temperature. The influence of the hydrocarbon inlet 
concentration is shown in Fig. 11.7.c-5 which summarizes Fig. 11.7.c-3 obtained 
with 44 g/m3 and two more diagrams like this, but with 38 and 32 g/m3. Fig. 
11.7.c-5 shows how the runaway limit temperature rises with decreasing hydro- 
carbon inlet concentration, but it is important to note no noticeable gain in safety 

28 32 38 44 

Inlet concentration, glNrn3 

Figure 11.7.~-5 O-xylene oxidation. Influence 
of hydrocarbon inlet concentration on critical 
inlet temperature Cfrom Froment [76]). 
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Figure 11.7.~-6 0-xylene oxidation. Efect of diluting the catalyst 
bed with inert material. 

margin is obtained by lowering the inlet concentration. Moreover, such a measure 
would decrease the production capacity and unfavorably influence theeconomicsof 
the plant. Yet, as designed, the risk of operating the reactor is too large; a safety 
margin of 3°C is unthinkable. With the given length of 3 m there seems to be only 
one way out, that is to realize an entirely different type of temperature profile, 
showing no pronounced hot spot, but leading all together to a higher average 
temperature. An appropriate dilution of the catalyst with inert packing in the 
front section of the bed would enable this. This is shown in Fig. 11.7.c-6. The dilu- 
tion of the catalyst in an optimal way has been discussed by Calderbank et al. 
[131], by Adter et al. [79], and by Narsimhan [146]. 

Finally the question rises how well the results predicted by the onedimensional 
model of Sec. 11.5.a. correspond with those of the model discussed here. For such a 
comparison to be valid and reflect only the effect of the model itself the heat transfer 
coefficient a, of the onedimensional model has to be based on A- and a, according 
to 

as derived by Froment [77, 783. Slightly different but analogous relations are 
given by Crider and Foss [82], Marek et al. [83], and Hlavacek 1841. Figures 
11.7.c-7 and 11.7.c-3 can be used to compare the predictions based on the two 
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Figure 11.7.c- 7 O-xylene oxidation. Predictions of one-dimen- 
sional model for injuence of inlet temperature Cfrom Froment 
1761). 

models. The two-dimensional model predicts runaway at an inlet temperature of 
less than 360°C, the one-dimensional at 365OC. The discrepancy between the . 

predictions of both models grows as the conditions become more drastic. 
It follows from Froment [76] and from calculations by White and Carberry [80] 

that the computed results are not very sensitive with respect to Pe , ,  but very 
sensitive with respect to A,, and a,. Beek [81] and Kjaer [120] have also discussed 
features of this model. 

The present model could be refined by introducing a velocity profile. This was 
done by Valstar [128], who used the velocity profiles published by Schwartz and 
Smith [85] that exhibit a maximum at 1.5 d ,  of the wall, and also by Lerou and 
Froment [144]. The latter authors concluded from a simulation of experimental 
radial temperature profiles that a radial velocity profile inversely proportional to 
the radial porosity profile led to the best fit. Such a radial velocity profile exhibits 
more than one peak. It follows from these studies that the influence of radial 
nonuniformities in the velocity profile are worthwhile accounting for in the sirnula- 
tion ofsevere operating conditions. Progress in this field will require more extensive 
basic knowledge of the packing pattern and hydrodynamics of fixed beds. 

This discussion of the tubular reactor with radial mixing has been based on a 
continuum model leading to a system of differential equations with mixing effects 
expressed in terms of effective diffusion or conduction. There exists a different 
approach that considers the bed to consist of a two-dimensional network of 
perfectly mixed cells with two outlets to the subsequent row ofcells. Alternate rows 
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are offset half a stage to allow for radial mixing. In the steady state a pair of alge- 
braic equations must be solved for each cell. This model was proposed by Deans 
and Lapidus [86] and applied by McGuire and Lapidus 1871 to non-steady-state 
cases. Agnew and Potter [883 used it to set up runaway diagrams of the Barkelew 
type. In fact, the model is not completely analogous to the one discussed above, 
since it considers heat to be transferred only through the fluid. It is clear already 
from the correlations for I,, given above that this is a serious simplification, as will 
be illustrated in Sec. 1 1.10. More elaborate cell models, with a coupling between the 
particles to account for conduction or radiation, are possible 189, 931, but the 
computational problems then become overwhelming. The effective transport 
concept keeps the problem within tractable limits. 

To conclude this section, it is believed that the possibilities of present-day 
computers are such that there is no longer any reason for not using two-dimen- 
sional models for steady-state calculations, provided the available reaction rate 
data are sufficiently accurate. The one-dimensional model of Sec. 11.5.a will 
continue to be used for on-line computing and process control studies. 

Part Three 

Heterogeneous Models 

For very rapid reactions with an important heat effect it may be necessary to 
distinguish between conditions in the fluid and on the catalyst surface Sec. (11.8) 
or even inside the catalyst Sec. (1 1.9). As in Part I1 the reactor models may be of 
the one- or two-dimensional type. 

11.8 One-Dimensional Model Accounting for Interfacial 
Gradients 

11.8.a Model Equations 

The steady-state equations are, for a single reaction carried out in a cylindrical 
tube and with the restrictions already mentioned in Sec. 11.5.a for the basic case: 

Fluid 
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Solid 

P B ~ A  = kgav(C - Crl) 

( - A H ) p , r ,  = h,a,(T," - T) 

With boundary conditions: 

C = C ,  at z = O  

T =  To 

In this set of equations and in those to follow in this chapter C stands for the con- 
centration of a reactant, A. Figure 3.2.a-1 and 3.2.b-1 of Chapter 3 show most of 
the correlations available to date for k, and h, [9]. Except perhaps for the most 
stringent conditions these parameters are now defined with sufficient precision. 
Also, for the special case of very fine ( < 100 pm) particles, the possible agglomerat- 
ing tendencies cannot yet bk completely defined. 

The distinction between conditions in the fluid and on the solid leads to an 
essential difference with respect to the basic one-dimensional model, that is, the 

. problem of stability, which is associated with multiple steady states. This aspect 
was studied first independently by Wicke [90] and by Liu and Amundson 189,911. 
They compared the heat produced in the catalyst, which is a sigmoidal curve 
when plotted as a function of the particle temperature, with the heat removed 
by the fluid through the film surrounding the particle, which leads to a straight 
line. The steady state for the particle is given by the intersection of both lines. 
It turns out that for a certain range of gas-and particle temperatures-three 
intersections, therefore three steady states are possible. 

From a comparison of the slopes of the sigmoid curve and the straight line in 
these three points it follows that the middle steady state is unstable to any 
perturbation, but not necessarily to large ones. It follows that when multiple 
steady states are possible, the steady state the particle actually operates in also 
depends on its initial temperature. When this is now extended from a particle to an 
adiabatic reactor it follows that the concentration and temperature profiles are 
not determined solely by the feed conditions but also by the initial solid tempera- 
ture profile. If this is not equal to the fluid feed temperature, transients are involved. 
The design calculations would then have to be based on the system (Eqs. 11.8.a-1 
to 11.8.a-4) completed with non-steady-state terms. Figures 11.8.a-1 and 11.8.a-2 
illustrate this for an adiabatic reactor 1911. Figure 11.8.a-1 shows a situation with 
a unique steady state profile. In Fig. 11.8.a-2 the gas is first heated up along 
the lower steady state and then jumps to the upper steady state as soon as the gas 
temperature exceeds 480°C. The higher the initial temperature prohe the earlier the 
profile jumps from the lower to the higher steady state. From a comparison with 
the unique steady-state case of Fig. 11.8.a-1 it follows that the shift from one steady 
state to another leads to temperature profiles that are much steeper. The reactor 
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Figure 11.8.~-1 One-dimensional hetero- 
geneous model with interfacial gradients. 
Uniquesteady-state case ; po = 0.007 atm, 
To = 449°C (after Liu and Amunakon [9 I], 

from Froment [9]). 

of Fig. 11.8.a-2 may be unstable while the reactor of Fig. ll.8.a-1 is stable, which 
does not exclude parametric sensitivity and runaway, as discussed under Sec. 
1 1.5.c, however. 

Are these multiple steady states possible in practical situations? From an 
inspection of Figs. 11.8.a-1 and 11.8.a-2 it is clear that the conditions chosen for 
the reaction are rather drastic. It would be interesting to determine the limitson the 
operating conditions and reaction parameters within which multiple steady states 

Figure 11.8.a-2 One-dimensional hetero- 
geneous model with interfacial gradients. 
Nonunique steady-state case; po = 0.15 atm, 
To = 393°C. initial T,: A 1 393"C, B = 
560°C (after Liu and Amundson 1911, from 
Froment [9]). 
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could be experienced. These limits will probably be extremely narrow, so that the 
phenomena discussed here would be limited to very special reactions or to very 
localized situations in a reactor, which would probably have little effect on its 
overall behavior. Indeed, in industrial fixed bed reactors the flow velocity is 
generally so high that the temperature and concentration drop over the film 
surrounding the film is small, at least in the steady state. 

A criterion for detecting the onset of interphase temperature gradients has been 
proposed by Mears. If the observed rate is to deviate less than 5 percent from the 
true chemical rate the criterion requires: 

Baddour et al. 1261 in their simulation of the TVA ammonia-synthesis converter, 
already discussed in Sec. 11.5.e, found that in steady-state operation the tempera- 
ture difference between the gas and the solid at the top, where the rate of reaction 
is a maximum, amounts to only 2.3"C and decreases as the gas proceeds down the 
reactor to a value of 0.4"C at the outlet. In the methanol reactor simulated in 
Sec. 11.9.b the difference between gas and solid temperature is of the order of 1°C. 
This may not be so with highly exothermic and fast reactions involving a component 
of the catalyst as encountered in the reoxidation of Fe and Ni catalysts used in 
ammonia synthesis and steam reforming plants or involving material deposited 
on the catalyst, coke for example. 

Notice that the model discussed here does not provide any axial coupling 
between the particles. Consequently, heat is transferred in axial direction only 
through the fluid. Recently, Eigenberger added heat transfer through the solid to 
the model and this was found to significantly modify the behavior 1921. He also 
showed the influence of the boundary conditions to be quite pronounced. 

11.8.b Simulation of the Transient Behavior of a Reactor 

The system of equations for the transient state is easily derived from the system 
Eq. 11.8.b-1 to 4. The following equations are found for a single reaction with 
constant density: 

Fluid: 
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The example considered here is again the hydrocarbon oxidation process with 
its simplified kinetic scheme used in Sec. 11.5.b. Suppose the reactor is at a tempera- 
ture of 362°C and let the gas entering the bed be 362°C. How long will it take to 

Figure 11.8.b- I One-dimensional heterogeneous model 
with interfacial gradients. Start up of reactor, transient 
temperarure profies. AT = temperature increase of gas 
phase above feed value; AT, = increase of solid tempera- 
ture above initial vatue. 
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reach the steady state and what will the difference between gas and solid tempera- 
ture be? The integration is performed numerically along the characteristics. 

The results are shown in Fig. 11.8.b-1. We see how the fluid phase temperature 
approaches the steady state quite closely within 1 to 2°C already after 0.11 hr. 
The steady-state profiles are attained, within the accuracy of the computations, 
after 0.20 hr. The difference in temperature between the gas and solid is really very 
small and of the order of 1°C. Yet, this is a very exothermic reaction and the opera- 
ting conditions used in these calculations are realistic. 

Example 21.8.6-1 A Gas-Solid Reaction in a Fixed Bed Reactor 

In Chapter 4 some gas solid processes were mentioned and rate equations were 
derived that permit a quantitative description of the progression with time of the 
reaction inside the solid. When the solid particles are packed and form a fixed 
bed reaction, the approach discussed in the present section can be followed to 
model this reactor. Obviously, the model has to distinguish between the fluid 
and solid phase-it is "heterogeneous." Furthermore, non-steady-state equations 
will have to be set up to account for the inherently transient character of the opera- 
tion, not only in the solid but also in the fluid phase. Indeed, since the fluid phase is 
depleted in reactant the reaction is confined to a zone that gradually moves through 
the reactor as the solid reactant is converted. The example that will be worked out 
in what follows concerns the reaction between an oxygen-containing gas phase on 
one hand and hydrogen and nickel contained in a steam-reforming catalyst on 
the other hand. The rate equation used does not explicitly consider the presence of 
intraparticle gradients. This is the reason why the example is dealt with under this 
section. 

A secondary reformer is an adiabatic reactor which is a part of an ammonia- 
synthesis gas production line. In this reactor the mixture of CH,, CO, CO,, H,, 
and steam coming from the primary reformer is brought into contact with air to 
oxidize the remaining CH, (and also some hydrogen) and to add the required 
amount of nitrogen for the synthesis of ammonia. The secondary reformer is 
packed with a NiO on Al,O, catalyst, operating in the reduced state. When the 
reactor has to be opened for inspection or repair, the catalyst, which is very pyro- 
phoric, has to be reoxidized. This has to be done in a controlled way, to avoid an 
excessive temperature rise. First, the reactor is cooled by means of a flow of steam. 
At about 250°C the steam is switched off to avoid any condensation which would 
damage the catalyst and further cooling is achieved by means of a flow of nitrogen 
containing only a very small fraction of oxygen. The oxygen content is gradually 
increased as the temperature decreases. 

In this example, the temperature rise in an adiabatic bed during reoxidation is 
investigated by means of simulation on a digital computer. This requires the com- 
bination of a rate equation for the gas-solid reaction and of the model equations 
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for the reactor. The first reaction to consider in the present case is the reaction 
between the oxygen of the gas phase and the hydrogen adsorbed on the catalyst. 
It is this hydrogen that is mainly responsible for the pyrophoric character of such a 
catalyst. The reaction between the oxygen and the adsorbed hydrogen will be 
considered to be infinitely fast. It causes a temperature rise that may initiate the 
oxidation of the nickel of the catalyst. 

Viville studied the rate of the latter process on an electrobalance 11321. Hatcher, 
Viville, and Froment 11471 described its rate by a homogeneous gas-solid model 
with a Hougen-Watson expression for the reaction rate: 

where CNi is the nickel concentration of the catalyst (mol Ni/cm3 cat.) and p the 
oxygen partial pressure. The temperature dependencies of the reaction rate 
coefficient, k, and of the oxygen adsorption coefficient, K,, are given by the follow- 
ing Arrhenius relations: 

k = 21.7e-3520'T 

K A  = 0.305e30701T 

From the stoichiometry ro, = jrNi. 
The reactor model chosen is one dimensional and heterogeneous with inter- 

facial gradients. Intraparticle gradients are accounted for implicitly through 
the fit of the experimental data by means of Eq. 1. The operation is adiabatic. 
Furthermore, as mentioned already, the operation is of a non-steady-state nature, 
since the oxidation takes place in a zone that gradually moves through the reactor. 

Continuity equation for oxygen in the gas phase: 

Energy equation for the gas phase: 

Gc, dT e p  dT 
ii&(z+bz)=~'-~ 

Continuity equations for the solid phase: 

6kg0, - P,) = d ,  PI ro, 

also 
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Energy equation for the solid phase: 

With initial conditions: 

The oxygen first reacts with the hydrogen. When the latter is completely oxidized 
the reaction with nickel starts, provided the temperature has risen sufficiently. 
For the stage during which oxygen reacts with the adsorbed hydrogen, p, is set 
equal to zero in Eqs. (b) and (d), since this reaction is considered to be infinitely fast. 
In that case the right-hand side of Eq. (c) is nothing but k,p(-AH), as can be seen 
from Eq. (d), whereas Eq. ( e )  is replaced by 

The boundary conditions are identical, except that hydrogen replaces nickel. 
The following conditions are typical for industrial operation: 

G = 2786.9 kg/m2 hr Vol % oxygen at the inlet : 3 % 
M, = 28.2 kg/kmol C, = 0.25 kcalfig "C = 1.05 kJ/kg K 
p, = 1.5 atm = 1.52 bar To = 250°C d, = 0.014 m 

p, = 950 kg/m3 p, = 1515 kg/m3 cat. a, = 352.5 m2/m3 

Cps = 0.24 kcal/kg "C = 1.01 kJ/kg K 
CNio = 0.00624 kmolfig cat. CH2 = 0.00093 kmol/kg cat. 

From the j,, and j ,  correlations, k, is calculated to be 13.7 kmol/m2 hr atm = 
0.00381 kmol/m2 s bar and h,: 83.75 kcal/m2 hr "C = 0.0974 kJ/m2 s bar 

Figure 1 shows the hydrogen and nickel concentration profiles through the 
reactor as a function of time. Notice the steep hydrogen profile, caused by the 
infinitely fast reaction between hydrogen and oxygen, which raises the tempera- 
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Figure I Reoxidation of secondary steam reforming catalyst 
bed. Profiles of (a) nickel and (b)  hydrogen concentrations as a 
function of time. 

ture to such values where the nickel also reacts rapidly. The temperature peaks 
travel through the bed with time as shown in Fig. 2. The peak widens as time 
progresses. The temperature increase is very important with 3 vol % of oxygen 
in the nitrogen. Notice also in Fig. 1 that for this catalyst the nickel is not com- 
pletely reoxidized, due to the very low rate of reoxidation beyond the initial rapid 
reaction mentioned above. This degree of reoxidation suffices to handle the catalyst 
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Figure 2 Reoxidation of secondary steam reforming catalyst 
bed. Temperature peak as a function of time. 

Figure 3 Reoxidation of secondary steam reforming catalyst 
bed. Differences in solid and gas temperatures. 



without any further risk, however. From Fig. 3 it follows that the temperature 
difference between the solid and the gas attains about 50 "C. This justifies the use 
of a heterogeneous reaction model. 

11.9 One-Dimensional Model Accounting for Interfacial 
and Intraparticle Gradients 

11.9.a Model Equations 

When the resistance to mass and heat transfer inside the catalyst particle is 
important the rate of reaction is not uniform throughout the particle. The set of 
Eqs. 11.8.a-1 to 11.8.a-4 of Sec. 11.8.a then no longer adequately describes the 
system. It has to be completed with equations describing the concentration and 
temperature gradients inside the particle, so that the complete set may be written: 

Fluid: 

dT 4u 
u p  c -= h,a,(T,'- T )  - - ( T -  T,) 

s g  'dz 
(1 1.9.a-2) 

d, 
Solid: 

with boundary conditions 
C = Co a t z = O  (1 1.9.a-5) 
T = To 

dC, dT, -=-= 
dt;' dT 

0 a t Y = O  

' The signs in Eqs. 11.9.a-3 and 11.9.a-4 are those obtained when the rate is defined for first order as 
r, = kc,. Many books define r, = -kc,. See Chapter 1 for use of the stoichiometric coefficients. 
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Numerical values for D, and 1, are given in Satterfield's book [I331 and in Weisz 
and Hicks' classical paper on this subject [98], as discussed in Chapter 3. 

The system of second-order, nonlinear differential equations (Eqs. 11.9.a-1 to 8) 
has to be integrated in each node of the computational grid used in the integration 
of the fluid field equations, Eqs. 11.9.a-1 and 11.9.a-2. This is feasible on present-day 
computers, but still extremely lengthy. Analytical solution is only possible for 
isothermal situations inside the particle and first-order irreversible reactions. 
Fortunately, even with strongly exothermic reactions the particle is practically 
isothermal: the main resistance inside the pellet is to mass transfer and the main 
resistance in the film surrounding the particle to heat transfer [98, 991. When 
gradients occur inside the catalyst particle use is often made of the effectiveness 
factor, q introduced in Chapter 3. In its classical sense q is a factor that multiplies 
the reaction rate at the particle surface conditions to yield the rate that is actually 
experienced when the conditions inside the particle are different. The use of the 
effectiveness factor reduces the system (Eqs. 11.9.a-1 to 11.9.a-4) to (Eqs. 11.9.a-1 
to 11.9.a-2) with boundary conditions (Eq. 11.9.a-5) and the following algebraic 
equations : 

hf a,( T," - T )  = ? P A  - AH)~A(C,", T,") (1 1.9.a-10) 

with 

Note that Eqs. 11.9.a-9 and 11.9.a-10 differ only from Eqs. 11.9.a-3 and 11.9.a-4 
by the factor q. 

The effectiveness factor depends on the local conditions, which are introduced 
through the modulus, 4, and therefore has to be computed in each node of the grid. 
With a first-order reaction and an isothermal spherical particle, the following 
relation (Eq. 11.9.a-11) between q and the determining variables may be obtained 
by analytical integration of Eqs. 11.9.a-3 and 11.9.a-4: 

where 4, the modulus, which contains these variables, is related to the ratio of the 
reaction rate at surface conditions to the mass transfer rate toward the inside 

When an analytical solution is not available for q, there is no gain in the use of q 
from the reactor design and computational viewpoint. The only advantage of q 
then is its possibility of characterizing the situation inside the particle by means of 
a single number. For reactions with an order different from 1 but isothermal 
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conditions advantage can be taken of approximate expressions for q (e.g., through 
the use of the generalized modulus (Bischoff [96]), which avoids the numerical 
integration of Eq. (1 1.9.a-3) and only requires the evaluation of an integral in each 
point of the grid. 

Until recently r] has always been expressed as a function of the surface conditions, 
C," and r. It is also possible to refer to bulk fluid conditions in case these are 
different from those prevailing at the particle surface. With this version of the 
effectiveness factor, represented by rl,, the rate r,  has to be expressed as a function 
of fluid-conditions (C, T) and q, enters into Eq. 11.9.a-9 and Eq. 11.9.a-10. The 
equivalent of Eq. 11.9.a-11 then is for isothermal conditions in both the film and 
the particle [I041 : 

where 

and 

3Sh [ 4 cosh 4 - sinh 4 ', = 7 4 C O S ~  4 + (Sh - 1)sinh 4 1 

(6 represents the film thickness). The use of k, reduces the system, Eqs. 11.9.a-1 to 
11.9.a-4, to 

with 

tk; = f (C, 7-1 

Figure 11.9.a-1 shows the relation between the effectiveness factors q and r ] ,  

and the modulus 4 [104, 1081. This relation can only be obtained by numerical 
integration of the system, Eqs. 11.9.a-1 to 11.9.a-8, except for the cases already 
mentioned. With isothermal situations r ]  tends to a limit of 1 as 4 increases, with 
nonisothermal situations, however, q or qG may exceed 1. Curve 1 corresponds to 
the r] concept, curves 2,3, and 4 to rl,. The dotted part of curve 4 corresponds to 
a region of conditions within which multiple steady states inside the catalyst are 
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I 1st order 

Figure 11 .9 .~-I  Effectiaeness factor diagram for non- 
isothermal situations (after McGreavy and Cresswell [108], 
from Froment 191). 

possible. But it should be stressed that the range of parameters leading to this 
situation is very narrow. Again, this may be extended to the reactor, which will 
then have nonunique profiles. The steady state actually experienced may depend 
on the initial conditions, so that transients have to be computed. To avoid these 
when they are unnecessary, considerable effort has gone recently into defining 
criteria for the uniqueness of the steady state of a particle. We illustrate these 
for a first-order irreversible reaction treated numerically by Drott and Aris [I031 
with /3 = 0.1 and y = 50. It should be noted that j? = 0.1 is an extremely high 
value. Normal values for y are 20 to 30. According to Luss and Amundson's 
criterion for uniqueness By 2 1 or Luss' less conservative criterion Py I 4(1 + j?) 
158, 593 multiplicity is possible, since Bg = 5. Multiplicity may still be avoided by 
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the appropriate choice of the modulus, that is, the size of the particle. According 
to Weisz and Hicks 4 should be smaller than 0.1 [98], according to Luss and 
Amundson smaller than 0.4218. But from Fig. 11.9.a-1 it follows that multiplicity 
can only occur for a certain interval of 4 values. Luss gives approximate values 
for the bounds on 4 [loll. In this example 0.4191 and 0.4655 are values for the 
lower and 0.4965 for the upper bound. The values computed by Drott and Aris 
are 0.4707 and 0.4899, respectively. Once more this confirms multiplicity is 
possible only for extremely exothermic reactions and over an extremely narrow 
region of 4. 

McGreavy and Thornton [I341 included the film surrounding the particle into 
their analysis of the multiplicity of solutions. With gradients over the film, 
multiplicity is possibleeven when the particle is isothermal, ofcourse. As mentioned 
in Chapter 3, Luss [I351 came to the following criterion for uniqueness for a first- 
order reaction: 

while Kehoe and Butt obtained, for an nth-order reaction, 

Even with an isothermal particle and without including the film, multiplicity is 
theoretically possible when the rate increases with conversion as may occur for 
some type of Langmuir-Hinshelwood rate equations and some particular param- 
eter values. According to Luss the sufficient condition for uniqueness of the con- 
centration profile in the particle is: 

where f(C,) is the rate equation. Luss and Lee [lo23 developed a method for 
obtaining stability regions for the various steady states, based on the knowledge of 
the steady-state profiles. It thus becomes possible to predict toward which steady 
state a particle will tend starting from given initial conditions. 

This whole field of uniqueness and stability has been reviewed recently by Aris 
[100]. As previously mentioned the possibility of multiple steady states seriously 
complicates the design of the reactor. Indeed, transient computations have to be 
performed in order to make sure that the correct steady-state profile throughout 
the reactor is predicted. Another way would be to check the possibility of multiple 
steady states on the effectiveness factor chart for every point in the reactor. This 
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would, in principle, require an infinite set of such charts, because f l  and 7 vary 
throughout the reactor. 

McGreavy and Thornton 11341 reformulated the problem in order to enable a 
single graph to be used for the whole reactor and to reduce the effectiveness factor 
curve to a single point in the new chart. For this purpose they introduced a new 
parameter - 

replacing the Thiele modulus and based on the frequency factor A ,  rather than the 
rate coefficient itself. Another convenient group is 

For a given system this group depends only on the reactant concentration in the 
fluid. It. is, therefore, an implicit function of axial position. Taking advantage of 
the fact that the particle is generally isothermal, a relatively simple formula for 
the bounds on the Puid temperature within which multiple steady states may 
occur can be derived. It is represented graphically in Fig. 11.9.a-2. With a reactant 
concentration corresponding to a P/y Nu value of 8.10-5, for example, multiple 
steady states are possible when the gas temperature is between 265°C and 320°C. 
The diagram of Fig. 11.9.a-2 is essentially a C-Tphase plane and allows a trajectory 
through the reactor to be plotted. When a trajectory intersects the nonunique 
region. multiple profiles are possible. The figure shows a trajectory for adiabatic 
conditions that just intersects the zone. In the corresponding reactor zone the 
temperature may jump to the higher steady state but as the region is very narrow 
it is possible that instabilities will be damped. As soon as the conditions are no 
longer adiabatic only unique profiles are possible in the example considered. 
Since McGreavy and Thornton really used a two-dimensional model for the reactor 
in the nonadiabatic case the figure shows longitudinal profiles in the axis and at 
the wall. The parameter values used appear to be realistic, although rather drastic. 

McGreavy and Adderley [105, 1361 and in a more detailed way Rajadhyasha 
et al. [I431 studied the parametric sensitivity and instability of reactors with 
concentration gradients inside the particle and interfacial temperature gradients 
by extending the treatment of Van Welsenaere and Froment, outlined and applied 
in Sec. 11.5.c. A runaway line is easily derived for such a model and represented 
in the p-T phase plane. For a given coolant temperature McGreavy and Adderley 
obtained the critical inlet partial pressure by adiabatic extrapolation toward the 
ordinate from the intersection of the maxima curve and the runaway line onward. 
This prediction is rather conservative, however. McGreavy and Adderley also 
present an estimate of the critical inlet partial pressure that would lead to runaway 
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Figure 1 1.9.a-2 Tubular reactor with interfacial and intraparticle gradients. C-T 
phase plane and region of multiple steady states (after McGreavy and Thornton 
11341, from Froment [9]). 

caused, not by parametric sensitivity but by the occurrence of multiple steady 
states. This involvesan adiabatic extrapolation from the intersection of the runaway 
line and the lower bound of the nonunique region, shown in Fig. 11.9.a-2, onward. 
Rajadhyasha et al. derived upper and lower limits for the critical inlet partial 
pressure. The average of these values was an excellent approximation for the 
numerical solution, as experienced by Van Welsenaere and Froment with the 
pseudo-homogeneous model. 

Example 11.9.~-1 Simulation of a Fauser-Montecatini Reactor for 
High-Pressure Methanol Synthesis 

This example is taken from Cappelli, Collina, and Dente [95] but reworked to 
follow the general approach followed in this book. 

Methanol is synthesized from CO and H, in a reactor represented schematically 
in Fig.1, having an internal diameter of 580 mm and consisting of four adiabatic 
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Cold water in I 4 Hot water out 

Gas in k k -  Gas out 

Figure I Fauser-Montecatini methanol syn- 
thesis reactor (jirom Cappelli, el al. [95]). 



beds, a nonadiabatic bed, and an internal heat exchanger. Part of the feed by- 
passes the heat exchanger and non adiabatic layer. Typical operating conditions 
are given in Table 1. The catalyst characteristics are as follows: 

Composition 

ZnO 
' 3 2 0 ,  

Trne density 
Particle density 
Specific surface 
Porosity 
<75 A 
75-75,000 A 
> 75,000 A 
Total porosity 

The main reaction can be written 

Since the synthesis gascontains about 2 percent of CO, the following side reaction 
has to be accounted for: 

The mathematical model used by Capelli et al. to simulate the reactor may be 
classified as a one-dimensional heterogeneous model considering external and 
internal gradients, but not axial diffusion and conduction. The steady-state model 
equations are, in terms of the partial pressures 

Gas Phase 

Continuity equationfor methanol: 

but 

so that 
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Eq. (a) therefore becomes: 

F, changes with position according to the stoichiometry of the main reaction, so 
that 

A second continuity equation is required to account for the side reaction, for 
example, for C O ,  

Pc02 dFt F, ~ P C O ,  - - - - - - - - 
Rp, dz Rp, dz kco, ~ " C P C O ,  - bco,')J 

Energy equation 

U 
x ( - A H ) ' - 4 - ( T -  T,,)  (d) 

dt 

In Eq. (d) c ,  is a function of temperature and composition. The third term on the 
right-hand side is zero for adiabatic beds. For the nonadiabatic bed T,, represents 
the temperature of the feed that is preheated inside the tubes. For this part of the 
reactor another equation has to be added to those written above: 

F c d T ,  U 
' P  = 4 - ( T -  T , x )  R dz  d, 

where U is an overall heat transfer coefficient. The initial conditions are: 

at z = 0 PM = ~ M ) O  PCO, = ~ c o , > ~  etc; T = To F, = F,, 

Solid Phase 

Continuity equation for methanol: 

Continuity equation for CO,:  
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Energy equation : 

With boundary conditions: 

The kinetic equation for methanol production is based on work by Natta et al. 
11371 and CappelIi and Dente [138] and accounts for the nonideal behavior of 
the reacting gases. 

I kmol methanol 
kg cat hr 

where A = 2.78 x 10' exp - - ( :;) 
B = 1.33 x 10- lo exp - (2::") 
C = 4.72 x 10-l4 exp - 0) 
D = 5.05 x 10- l 2  exp 

E = 3.33 x 10- lo exp 

The fugacity coefficients are estimated by adopting Amagat's hypothesis, adapted 
by Newton 11391 and by Clayton and Giaucque 11401. 

At the temperature of the methanol synthesis (350 to 40O0C) the conversion 
reaction CO, + H, F? CO + H20 is very fast, so that equilibrium is reached 
at the catalyst surface and the fugacities obey 
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Note that when the effectiveness factor q is calculated explicitly, Equations (e) 
and (f) may be replaced by: 

kcolavbcol - (PC023sl = ~ C O ~ P B ~ ~ C O ~  (k) 
Furthermore, the catalyst particle is considered to be isothermal [99]. Then a 
heat balance on the particle and the surrounding film or, by extension, on the solid 
phase in a cross section and the surrounding film may be written 

h fau (T  - TI = r ~ s ( - A H ) l ~ ~ ~ ~  - r~02S(-AH)2 PBVCO~ (I) 
or 

h,au(T," - 7') = -k,avCp, - @,%I( - AH), - kco2avbco2 - @co,')sI( - AH), 
(m) 

Alternatively, Eq. (3) may be derived from Eq. (g) in the following way. 
A first integration of Eq. 11.9.b-7 leads to 

and since by definition (see Chapter 3) 

J 0 
'lw = 

For a single particle: 

so that 

hJav(T,S - T )  = r M S ( - A H ) l ~ ~ V ~  - ~ C O ~ ( - ~ ~ ) Z P B ' ~ C O ~  

which is nothing but Eq. (1). 
Since q ,  cannot be obtained analytically, Eqs. (e) and (f) would have to be inte- 

grated in each node of the grid used for the integration of the gas phase equations 
(b), (c), and (d). However, Cappelli et al. preferred to rewrite Eq. (e) in the form of 
an integral equation. Two successive integrations of Eq. (e) accounting for the 
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boundary conditions, lead to 

This equation may be solved in an iterative way, calculating the n + 1st approxi- 
mation of the profile from the nth approximation: 

RTp, C ' d y  
p,(" l)(Cf) = pM(")(O) + -I 1 lo t.2rM(~w'n))d5. 

De 0 Y 

To start the procedure a uniform value of x, is chosen, namely 

PM(O) = Pnr 6) = prS  

Then, since r,u(p,us) is a constant, 

and at 

The profile Eq. (r) is now substituted into Eq. (p) to give the second approximation 
~ ~ " ' ( 5 ' )  and so on, until convergence is achieved. The corresponding (pMS), 
then has to be used in Eqs. (b), (c), (h), (i), (r), and (m). 

The calculation of the reactor now proceeds as follows. The gas-phase equations 
are integrated by means of a Runge-Kutta procedure. To do this, pMs, pco,l, and 
T, have to be calculated first. This cannot be done directly from Eq. (j) since this 
equation contains r," and qM which are functions of (p,'),. Assume first a value 
of (pMs),. From the equilibrium relation (Eq. (h)), which replaces Eq. (f), p,, is 
calculated, using the relation between p,', pco,', and the other partial pressures. 

Then T,' is calculated from Eq. (m) and subsequently r(T). Next the integral 
equation is solved, starting with the assumed p,' as first approximation for the 
profile inside the particle. The (p,") obtained from Eqs. (0) is compared with the 
assumed value. If they do not correspond the procedure described here is repeated. 
If they do, pa, and T,' are recalculated so that everything is known at z = 0. 
Then using the Runge-Kutta routine, the values of p,, p,,,, and Tat  the end of 
the first increment Az are catculated and from this F,. Then the values of p,, 
pco,", and so on have to be computed in the way outlined above. Cappelli et al. 
performed the simulation on a Univac 1108 computer. One such computation 
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Table I Methanol synthesis. Comparison of simulation with industrial results 

Total feed flow rate (Nm3/hr) 26,245 

Pressure, atm 254 

Composition of feed gas (mol9/,) 
CO 11.20 
CH30H 0.11 
H 2 65.46 
H*O 0.15 
CH4 13.75 
N 2 7.72 
coz 1.60 

Production tonsiday 
Experimental 25.6 
Calculated 25.7 

Catalyst bed 1 2 3 4 5' 

Catalyst volume, m3 0.250 0.094 0.135 0.197 0.250 

Compositions at bed exit, mol:; 
CO 
Experimental 10.85 10.46 10.05 9.64 9.45 
Calculated 10.99 10.70 10.22 9.65 9.11 
CH,OH 
Experimental 1.11 1.61 2.14 2.55 3.14 
Calculated 0.93 1.48 2.15 2.90 3.15 
CH4 
Experimental 13.98 14.10 14.25 14.50 14.65 
Calculated 13.98 14.13 11.31 14.52 14.59 
N, 
Experimental 7.85 8.04 8.02 8.11 8.20 
Calculated 7.85 7.93 8.03 8.15 8.19 
co2 
Experimental 1.08 1.09 1.11 1.17 1.33 
Calculated 1.20 1.09 1.07 1.07 1.43 

Experimental inlet temperature ("C) 
350 369 368 364 368 

Calculated outlet temperature ("C) 

' Inlet. 
Outlet. 
Nonadiabatic bed. 
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took about one minute. The program is currently used for checking theoperationof 
reactors in various Montecatini-Edison plants and for design calculations. 

Table 1 and Fig. 2 show the results of such a simulation and comparison with 
industrial results. 

The agreement between simulated and experimental results is remarkable, 
indicating that the rate of expression and the model areexcellent. Note that the A T  
over the gas film is practically zero. 

The conservation equations could have been written in terms of conversions 
as well. The continuity equation for methanol would be written as follows. 

(Fco), dxM (rate of transport of methanol from the surface to the - =  
dz bulk in terms of conversions 6 )  

The derivation of the conversions has to take the variation in number of moles 
into account. The way this is done was illustrated already in Chapter 9 for another 
example of a reaction with a change in number of moles. The molar flow rates and 
partial pressures in a section where the conversion of CO into methanol is x, and 

m3 cat. 

Figure 2 Simulation of methanol synthesis reador. Comparison with 
industrial results Cfrom Cappelli, et al. [95]). 
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the conversion of CO, is xco,, are as follows, when expressed with respect to a 
CO-feed of 1 mol/hr 

CO = 1 - x, + xco, Pco = 8.92 - 2xM PI 

The total flow rate, per mol CO fed, may be related to the flow rate at the inlet as 
follows: 

F, = Flo - 2x, or here: F, = 8.92 - 2x, 

Equation (s) is now easily derived from Eq. (b) by substituting F, and p, by the 
values given above. The finai equation is 

Example 11.94-2 ~imulation of an Industrial Reactor for I-Butene 
Dehydrogenation into Butadiene 

This is an example, taken from Dumez and Froment [141], combining reactor 
simulation on the basis of a slightly simplified version of the model considered in 
this section but accounting for transients resulting from start up and from catalyst 
deactivation due to coke deposition. 

The 1-butene dehydrogenation process considered here is carried out at tem- 
peratures of about 600°C in an adiabatic reactor and under reduced pressure to 
minimize coke formation. The reaction is strongly endothermic and the catalyst 
bed is diluted with inert particles that provide a heat reservoir that reduces to a 
certain extent the temperature drop resulting from the endothermicity. Because of 
catalyst deactivation by coking the time on stream is generally limited to about 
15 minutes. Before regeneration the reactor has to be purged. The heat given off 
by the regeneration restores the original temperature level in the reactor. After 
purging the bed the butene may be fed again and a new cycle starts. The charac- 
teristics of a typical reactor and its operating conditions are given in Table 1. 
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Table I Characteristics of an lndustriai Reactor for I-Butene 
Dehydroqenaf ion 

Length 
Cross sectlon 
Catalyst and inert part~cle diameter 
Amount of catalyst 
Catalyst bulk density 
Inert bulk density 
Catalyst geometrical surface area 
Inert surface area 
Total pressure 
Inlet butene pressure 
Molar flow rate 
Feed temperature 
Initial bed temperature 

0.8 m 
1 m" 
0.0046 m 
800 kg 
400 kg of cat./m3 of diluted bed 
900 kg of solid/m3 of diluted bed 
274 m'/m3 of diluted bed 
411 m2/m3 of diluted bed 
0.25 atm abs (0.245 bar) 
0.25 atm abs 
15 kmolim2 hr 
600°C 
600°C 

Since the amount of butene and butadiene lost in coking reactions cannot be 
neglected (i.e., since there are three independent reactions), three continuity 
equations have to be written for the fluid phase components. Also, since the flow 
velocity is high. the interfacial concentration and temperature gradients were 
neglected so that the fluxes at the catalyst surface are directly linked to the varia- 
tions in the bulk gas-phase composition and enthalpy. 

The continuity and energy equations are as follows. 

Fluid phase: 

a(p c T )  a(us + .5 
= - [a, h,(T - 7,) + ai hi(T - 4)] a: at 

(4 

in which the indices k and i refer to catalyst and inert material. 

Solid phase: 
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Inside the catalyst particles: 

The pressure-drop equation is taken from Leva for turbulent flow. The boundary 
conditions are: 

z = O  all t :  CB = CBO CH = CHO CD = CDO us = U: 

t = O  allz:T,=T,O T i = T i o  

r = d,,, all z and t :  (CB,lr)R = CB 
(CH.~)R = CH 
(CD,~)R = CD 

t = O  all zand 5:Cc = 0 

The continuity and energy equations for the fluid phase in the reactor contain 
non-steady-state terms. However, since the interstitial flow velocity is 4 m/s and 
since the bed length is only 0.8 m, the second terms on the left-hand side of Eqs. 
(a), (b), (c), and (d) can be neglected. The products (us C,), (us C,) . . . are kept under 
the differential in these equations to account for the important change in number of 
moles in the gas phase owing to the dehydrogenation and to a certain extent to the 
coking. The right-hand side in Eq. (d) expresses the amount of heat exchanged 
between the gas and the solid particles, both catalytic and inert. The second term 
in the right-hand side of Eqs. (e) and (f) expresses the amount of heat exchanged 
between the catalyst and the inert particles by conduction and radiation. Of 
course, the non-steady-state terms have to be kept in Eqs. (e) and (f). In the particle 
equations (Eqs. (g), (h), and (i)) again the non-steady-state terms can be neglected. 
No energy equation is written for the catalyst particle, which may be considered 
as isothermal for the reasons explained in Chapter 3. 

The rate equations were determined by Dumez and Froment by means of 
sequentially designed experimental programs for model discrimination and 
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parameter estimation, discussed and illustrated in Chapter 2. The following 
equations were found: 

For the rate of formation of hydrogen in the absence of coking, r H O :  

For the rate of disappearance of butene into butadiene and coke on fresh 
catalyst, rBO: 

where rcBO is the rate of coke formation from butene on fresh catalyst. Since 
rBO is in kmol butene/kg cat. hr and rcBO in kg cokefig cat. hr the conversion 
factor Y c B ,  expressed in kg cokejkg butene, is required. M B  is the molecular 
weight of butene. 
For the net rate of production of butadiene, which also reacts further into coke 

where 'PC',, is the corresponding conversion factor and M ,  the molecular weight 
of butadiene. 

The influence of coke on the rate of these reactions is accounted for by 
exponential deactivation functions based upon the coke content, as advocated in 
Chapter 5: 

r,, = rHO exp( -42.12CC) 
rcB = rcBO exp( - 45.53C,) 
ra = rcDO exp(- 45.53CC) 

The form of the deactivation function and the numerical value of the deactivation 
parameter were determined by means of an electrobalance. The deactivation 
constant is essentially identical for the three reactions in this case. The total rate 
of coke formation, rc = rcB + rcD has been given in Chapter 5 as Eq. (i) of Ex. 
5.3.e-1. 

The effective diffusivities for transport inside the catalyst were determined from 
experiments with particle radii varying from 0.35 to 2.3 mm. For butene, for 
example, the effective diffusivity contains the tortuosity, the internal void fraction, 
and the molecular and Knudsen diffusivity: 
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Figure I Gas temperature profiles in the 1-butene dehydrogenation reactor. 

The molecular diffusivities were calculated from a weighted average of the binary 
diffusion resistances which in turn were estimated from the formula of Fuller et al. 
The calcuIation of the Knudsen diffusivities requires information about the pore 
size. The catalyst had a bimodal pore distribution. Furthermore, via electron 
microscopy, it was found that the catalyst consisted of crystallites of about 5 p, 
separated by voids of about 1 p. Consequently, the maximum length of the micro- 
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pores with average diameter 70 A cannot exceed 5 p. It is easily calculated that this 
is too short to develop any significant concentration gradients. Therefore, only the 
macropores with a pore volume of 0.155 cm3/g and with average pore diameter 
of 10000 A were considered in the evaluation of the Knudsen diffusivtty. 

The only unknown parameter left in Eq. (0) is the tortuosity factor, r. This factor 
was determined from a comparison between the experimental rate at zero coke 
content, measured in a differential reactor and the surface fluxes. The latter were 
calculated using Fick's law and for a given t from the concentration profiles 
obtained by numerical integration of the system (Eqs. (g), (h),(i), and Cj)). A value of 
r = 5 led to the best fit of all six experiments. This is the generally accepted value 
for the tortuosity factor in a catalyst of the type used in this work. It was also pos- 
sible to calculate an effectiveness factor from these results. A value of 0.20 was 
obtained for a particle radius of 2.3 mm at 550°C. The Bischoff general modulus 
approach, presented in Chapter 3, leads to a value of0.28. Finally, the heat transfer 
coefficients were calculated from the j, correlation of Handley and Heggs, men- 
tioned in Chapter 3. 

With all this information the design calculations can now be performed. The 
particle equations were solved by means of collocation, the continuity equations 
for the fluid phase by means of a Runge-Kutta-Merson routine and the energy 
equations in a semianalytical manner. The results for one particular operation 
are shown in Figs. 1, 2, and 3. In Fig. 1 the temperature is seen to drop rapidly 

2, m 

Figure 2 Coke content profiles in I-butene dehydrogenation reactor. 
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Figure 3 Butadienejow rate at the reactor outlet. 

under the initial value, due to the endothermic nature of the reaction. A ternpera- 
ture wave rapidly travels through the reactor as the reaction gradually extends to 
increasing depths. In the presence of coking no true steady state is reached, 
however: the temperature profile is slowly translated upward, because of the 
decrease in reaction rate caused by the catalyst deactivation. The corresponding 
coke profiles are shown in Fig. 2. The profile is decreasing, mainly because of the 
higher temperature at the inlet and of the inhibition of the coke formation due to 
the hydrogen concentration near the outlet. Figure 3 illustrates the butadiene flow 
rate at the outlet as a function of time. The rapid initial decrease corresponds to the 
initial temperature drop. Beyond this initial period the decrease in production is 
much slower. The catalyst is deactivated by the coking but as the dehydrogenation 
rate is lowered the bed temperature slowly rises, thus favoring the butadiene 
production. Further aspects of the problem and an optimization of the on stream 
time can be found in Dumez and Froment [141]. 

11 .I0 Two-Dimensional Heterogeneous Models 

Finally, in recent years, attempts have been made to develop twodimensional 
heterogeneous models. McGreavy and Cresswell [lo81 proceeded by adding to 
the one-dimensional model accounting for interfacial and intraparticle gradients 
discussed in Sec. 11.9 the terms accounting for radial heat and mass transfer in the 
bed. From an inspection of the equations it is clear, however, that it is implicitly 
assumed heat transfer in the radial direction only occurs through the fluid phase. 
Figure 11.7.a-2 shows that even for typical industrial flow rates the solid and 
stagnant films contribute for at least 25 percent in the radial heat flux (i.e., &,"/A,,). 
With regard to the extreme sensitivity of the profiles to A,, [76; 781 the model 
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used by McGreavy and Cresswell can only be considered as a rough approxima- 
tion. The model set up by Carberry and White 1801 is hybrid in this sense that it 
distinguishes between conditions in the gas and on the solid, but makes use of the 
2.,, and z, concept of Yagi and Kunii [70] and Kunii and Smith [68], which lumps 
gas and solid, as is explained in Sec. 11.7. In order to account for heat transfer 
through the solid correctly, the equations concerning the solid should not be 
limited to a single particle as is generally done, but extended to the complete cross 
section occupied by the catalyst. This was done for the one-dimensional model 
(1 1.8.a-3 and 4 of 1 M a ) ,  but without accounting for eventual radial temperature 
gradients, of course. In addition, one has to distinguish between the effective 
thermal conductivity for the fluid phase, A,, and that for the solid phase L e t  [106]. 
Strangely enough, this concept of A,/ and A,,' was introduced as far back as 1953 by 
Singer and Wilhelm [107]. All subsequent work in this field made use of the global 
A,, concept, briefly reviewed in Sec. 11.7, however. 

The preceding considerations led De Wasch and Froment [lo61 to  the following 
mathematical model: 

with boundary conditions 

aT a K  - = - -  -0 a t r = O  al lz  
dr dr 

dT 
awf(T, - T )  = &,/ r at r = R all z 
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Figure 11.10- 1 Radial mean temperature as a function of bed 
length. Comparison of model predictions. I :  Basic pseudo- 
homogeneous one-dimensional model; -7: Heterogeneous model 
with interfacial gradients: 3: Pseudo-homogeneous two-di- 
mensional model; 4 :  Two-dimensional heterogeneous model 
with boundary conditions given in model Equation (11.10-1); 
5: Two-dimensional heterogeneous model with no heat transfer 
through solid. 

Note that the distinction between solid and fluid also appears in the boundary 
conditions for heat transfer at the wall. There are several possibilities for the boun- 
dary condition for the "solid" phase at the wall. The simplest is to set the tempera- 
ture of the solid equal to that of the wall itself. A better approximation is to con- 
sider the temperature profile in the "solid" phase to be linear near the wall 
(d2T,/dr2 = 0). Still another possibility is to use a boundary condition for the 
"solid" analogous to that for the fluid, as shown in the above equations. These 
different possibilities and the numerical values to be given to the parameters are 
discussed by De Wasch and Froment. Figure 11.10-1 shows radial mean tempera- 
ture profiles through a reactor for the boundary conditions shown above and no 
intraparticle resistance (q  = 1). In this figure curves 1 and 2 represent the results 
obtained by means of the one-dimensional models, 1 without, 2 with interparticle 
gradients. Curve 3 is obtained by means of the two-dimensional pseudo-homo- 
geneous model, curve 4 by means of the two-dimensional heterogeneous model 
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discussed in this section and with the heat transfer boundary condition 

Curve 5 corresponds to no-heat transfer through the solid and this predicts a hot 
spot that is far too important. Such a model is no improvement at all with respect to 
the two-dimensional pseudo-homogeneous model of Sec. 11.7. It is interesting also 
to note that, for the conditions used in these calculations, the solid temperature only 
exceeds the gas temperature by 1 or 2°C. This is generally so in industrial reactors. 
Finally, the radial mean temperatures of the twodimensional models are signifi- 
cantly different from the temperature predicted by the onedimensional models. 
Provided the physical data are available the two-dimensional models would 
definitely have to be preferred for the simulation of this reactor. 

Problems 

11.1 Show that Leva's pressure drop equation for packed beds. (Eq. I1.5.a-1). yields a parabolic 
pressure profile when the fluid density is constant. 

11.2 (a) The kinetics of the catslytic reaction A R + S are given by: 

!- 40 

The reaction is carr~ed out isothermally in a packed bed reactor with plug flow at 
275'C. The feed contains 0.155 moles water per mole of reactant. Water is not 
adsorbed on the catalyst and acts purely as an inert diluent. Given the following 
data: 

F,, = 4.2 kmol:hr (total flow rate) 
p, = 1500 k ~ m '  
d, = 0.05 m k = 4.3593 [kmol,ikg cat. hr] 
p, = 3 atm K ,  = 0.43039 [ljatm] 
K  = 0.589 [atm] K ,  + K, = 2.8951 [I/atm] 

Calculate the length of the reactor required to reach an exit conversion of (i) 40 
percent, (ii) 70 percent. 

(b) Suppose the reaction is carried out under the same conditions in a multitubular 
reactor. The tube length is 3 m. The total feed per tube is 4 kmoles/hr. An annual 
production of 20.000 metric tons of product is required. The molecular weight of 
the product is 44. One year on stream is equivalent to 8000 hr. Determine the number 
of tubes required to meet the production. 

11.3 Discuss whether the following is correct or wrong. 
(a) The relation conversion versus reactor length is linear for a zero-order reaction with- 

out heat effect carried out in an adiabatic reactor 

(b) In an adiabatic reactor the relation temperature vs conversion is a straight fine for 
first-order reactions only. 
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(c) Opt~mization of a multibed adiabatic reactor turns out to be roughly equivalent w~th 
distrlbut~ng the catalyst in equal amounts over the different beds. 

11.4 (a) Consider an isothermal fixed bed reactor with axial mixing superposed on plug flow 
conditions. in which an irreversible first-order reaction takes place. Show that, for a 
given set of operating variables, the effect of axial diffusion decreases with increasing 
reactor length. 

(b) Given the values 

u, = 0.01 m/s d ,  = 0.004 m 
E = 0.4 pb = I200 kg/m3 

Pe, = 2 k = 1.E-5 m3,kg cat. s 

Compute the C, profiles in tubular reactors with axial mixing as a function of total 
length and compare with the plug flow protile. 

(c) Ver~fy for this case ~f a bed depth of 50d, is sufficient for eliminating axial mixing 
effects. 

(d) On what basis has the 50 d ,  rule been established? 
(e) Explain why the concentration profiles under axial mixing conditions never converge 

to the plug profile, not even in the limiting case L -. m. 

11.5 Calculate the heat transfer parameters of the two-dimensional pseudo homogeneous 
models for the design of the reactor for hydrocarbonoxidation of Ex. 11.7.~. using the 
correlations given in Sec. 11.7.a. Compare the value of I,,' calculated from the expressions 
given by (a) Kunii and Smith, (b) Zehner and Schlfinder. Determine their sensltivlty 
with respect to the solid conductivity. Additional data: 

11.6 Check whether multiple steady states can occur in the case of the hydrocarbon oxidation 
of Ex. 11.7.~. but considering only the reaction A -. 3. Required data: 

11.7* A tubular, fixed bed catalytic reactor is to be used for a highly exothermic reaction, 
and the preliminary design must consider the possibility of a hot spot. The following 

This problem was contributed by Prof. J. H. Olson. University of Delaware. 
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parameters have been established in the initial design estimates 

A *  600 B = - = -  = 1.5 dimensionless adiabatic temperature rise 
i f  400 

E 32000 - 40 dimensionless activation energy Y=-=-- RT,,, 2 x 400 

~ C A O  VIFAO = 3 reaction rate group o r  the number of reactor units 

UAIF'pc, = 22.5 number of heat transfer units 

(a) Will there be an excessive hot spot for the set of parameters given in the preliminary 
design? 

(b) An obvious (if expensive) way to overcome a hot-spot problem is to add diluent to 
the reactor feed. What must thedilution be toachievedesign 10 percent safer than the 
hot-spot minimum dilution? 

(c) Indicate how the two parameters of the hot-spot analysis are altered by the following 
design choices: 

Decrease inlet (reference) temperature by 10 K. 
Decrease the tube diameter by 20 percent. 
Increase the reactor length by 20 percent. 
Change the catalyst to lower the activat~on energy by 40 percent. 

(d) The reactor designed in part (b) is expected to undergo two changes during extended 
operatton: the caralyst activity will decrease by 30 percent and the heat transfer 
coefficient will decrease by 20 percent.The loss in catalyst act~vity will becompensated 
by raislng the reactor temperature enough to keep R constant. Investigate the proba- 
bility of developing a hot spot in the reactor under the revised conditions. 

1 1.8 Fixed bed reacrorfor styrene production 

( a )  Introduction 

Styrene is produced by catalytic dehydrogenation of ethylbenzene. The reaction is endo- 
thermic and reversible and takes place with an increase in the number of moles. Con- 
sequently, the styrene conversion is favored by high temperatures, low pressures, and by 
dilution of the feed by means of an inen component, like benzene or more generally 
steam. The steam also serves as a heat carrier, reducing the temperature drop in adiabatic 
operation. 

( 6 )  Reactor 

The following data on the styrene reactor of the Polymer Corporation, Sarnia, Ontario, 
have been presented by Sheel and Crowe.' 

Operating conditions 
Hydrocarbon flow: 4080 kg/h 
Steam flow : 8160 kwh 

' J. B. P. Sheel and C. M. Crowe, Can. J .  Chem. Engng..47. 183 (1969). 

582 CHEMICAL REACTOR DESIGN 



Temperature of the superheated steam: 7' = 755°C 
Inlet temperature of the mixture: To = 650°C 
Temperature at the reactor exit: T, = 577°C 
Inlet pressure: 2.37 atm abs 

Reactor dimensions 

Diameter: 1.95 m 
Depth of catalyst bed: 1.61 m 

Additional data 

Catalyst equivalent diameter: d ,  = 0.005 m 
Void fraction of the bed: E = 0.455 
Bulk density of the bed: p, = 1300 kgim3 

( c )  Kinetics 

Sheel and Crowe considered 10 reacting species. Six Linear independent stoichiometric 
equations are needed to describe the variation of the amounts of these species along the 
reactor. 

Reactions 

I .  C6H5 - C,H, ,= C6H5 - c&, + H, 
2. C6H5 - C2Hs - C6H6 + CzH4 
3. C6Hs - C2H5 + H2 -----t C6H5 - CH3 + CH, 
4. !C2H4 + H 2 0  - CO + ZH, 
5. CH, + H,O - CO + 3H2 
6. CO + H,O - CO, + H, 

All reactions were assumed to be catalytic. Only the main reaction 1 was assumed to be 
reversible. The following rate expressions were proposed for the above reactions. 

Table I Rare equarions and rare paramerers 

Rate parameters 

Reaction Rate equation 
kmoi 

A,  - 
kg s 

EIRCK) 

pi represents the partial pressure of species i and p, is the total pressure. 
The frequency factors and activation energies were determined by Sheel and Crowe 

from plant data. The equilibrium constant, K,, is taken to be 0.4 atm in the temperature 
range experienced in the reactor. 

<ED BED CATALYTIC REACTORS 583 



(4 Reactor .\lode1 

The reactor is assumed to be adiabatic with plug flow. Axial dispersion can be ignored. 
Any effect of limitations of mass or heat transfer inside the catalyst pellet is lumped into 
the rate constants gven in Table I.  The caralyst activity is assumed ro be constanr. 
Use the conversion of ethylbenzene or water in the set of continuity equations. Use the 
Ergun equation to describe the pressure drop. 

(e )  Physicochemical Data 

(i) Reaction Enthalpies 

These are fitted by means of linear equations ( - A H i )  = ai + bi T. The sets of (ai ,  bi) 
are given in Table 2. 

Table 2 Coefficients in reaction en- 
rhaipy equarions 

kcal kcal 
Reaction a, - 

kmol b' kmol - 

(ii) Hear Capaciries 

These are calculated from Reid. Prausnitz, and Sherwood3. They are calculated in the 
form of quadratic functions of T. The coefficients are given in Table 3. 

T'tble 3 CortfFcients of'thc quadratic equatiorl c, = A + BT + CTL + DT' (kcal/kmol " K )  

Species A B C D MW 

' R. C. Reid, J. M. Prausnitz. and T. K. Sherwood. The Propertieso~Gasesand Liquids(3rd ed.), McGraw 
Hill, New York (1977). 
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( i f f )  Viscosity 
The viscosity can be assumed to be that of steam st the reaction temperature (0.03 cp). 

( i t )  Simuiation 
Simulate the profiles of conversion into styrene, benzene.and toluene, and the temperature 
and pressure profiles in the reactor. 
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NONIDEAL 
FLOW 

PATTERNS 
AND 

POPULATION 
BALANCE 
MODELS 

12.1 Introduction 

The preceding chapters were almost completely concerned with the analysis, 
design, and operation of chemical reactors with the ideal flow patterns of plug 
flow or perfect mixing. The only exceptions were the effective transport models of 
Chapter 11, which were based on reasonable physical models for that situation. 
However, there are cases that cannot be handled by these techniques, since the 
flow patterns are not close to either of the extreme limits. This can be caused by 
such aspects of real equipment as corners, baffles, and so on, that can Lead to 
stagnant regions, or by nonuniform flow paths that can lead to bypassing of fluid. 
The problem here is often of a diagnostic nature of devising tests to determine the 
exact flow nonideality and, hopefully, remedy it. Another important application 
is to reactors with inherently complex configurations such as bubbling fluidized 
beds, three-phase trickle beds, bubble column slurry reactors, and so on. For 
these cases, an adequate model to represent their behavior is often required, and 
are the subject of Chapters 13 and 14 of this book. 

We will see that the techniques that have been developed to handle these ques- 
tions utilize notions of distributions of properties of the reacting fluids in the 
vessel, in the sense of probability theory. These properties can be the residence 
times of elements of flowing fluid(s), catalyst activity of particles, crystal size in a 
crystallizer, and others. The first type is usually termed a "residence time distribu- 
tion" (RTD) and the others are handled by "particle population balances" that 
are more general and can be used for properties other than just residence time. 
The more widely developed and utilized RTD methods will first be discussed, 
followed by the general population balances. 



Since extensive treatments of this subject are available in survey chapters and 
books on process modeling, only a concise discussion will be given (see Levenspiel 
and Bischoff, Wen and Fan, Levenspiel, and Himmelblau and Bischoff [ I ,  2, 
3,411- 

12.2 Age-Distribution Functions 
The "age" of an element of fluid is defined as the time elapsed since it entered the 
reactor. The concept of a fluid element or "point" was introduced by Danckwerts 
[S] to mean a volume small with respect to the reactor vessel size, but still large 
enough to contain sufficient molecules so that continuous properties such as 
density and concentration can be defined. In liquids and gases at not too low a 
pressure, this is probably reasonable, but in vacuum systems the methods of kinetic 
theory would have been used, just as in transport phenomena. 

An experiment can be visualized, and actually performed with tracers, such that 
at an instant of time all fluid elements entering a process vessel are marked. If the 
vessel outlet stream is then monitored for these tagged particles, several pos- 
sibilities could be observed. If the vessel had plug flow, no tagged fluid would be 
seen until a time elapsed equal to the mean holding or residence time of the vessel, 
at which point all the tagged elements would leave (see Fig. 12.2-1). The other 
extreme of perfect mixing would show another behavior, also shown in Fig. 12.2-1. 
This shape is obtained since the instantaneous mixing of the tracer at time zero 
gives a certain initial concentration, which is then "washed out" of a vessel by 
the continued inflow of nontracer fluid. Many vessels, of course, give an inter- 
mediate behavior, where very little tracer (fluid) leaves the vessel directly from 
the inlet, most of the fluid spends about one holding time in the vessel, and a little 
stays in for a long time. 

1 * h> h> 
X -, .- 
:: 
3 

-Residence time + Mean 8 ,  
residence residence 

time time 

l a )  Plug flow 16) Perfect mixing ( c )  Intermediate 

Figure 12.2-1 Exit concentrations of tracer observed in vessel when input stream is 
tagged at time zero. 
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This type of curve, then, has an ordinate that gives the fraction of fluid that has 
a certain residence time, which is plotted on the abscissa. In more formal terms, 
the curve defines the residence time distribution or exit age distribution. The 
exact definition uses the common symbol E(B) for the exit age-distribution fre- 
quency function as  defined by Danckwerts [6] (see Himmelblau and Bischoff [4] 
for more details): 

fraction of fluid leaving vessel that has 
E(e)de = ( residence time (exit age) of (8,B + dB) ) (12.2-1) 

as shown by the striped area in Fig. 12.2-1. Since all the fluid (in the absence of any 
permanent retention in the vessel) has some residence time, the RTD is properly 
normalized; another way of stating this is that if one waits a sufficiently long time, 
all the tracer will eventually come out: 

The fraction of fluid in the exit stream with age less than 8, is 

as shown on Fig. 12.2-1. 
Finally, the mean residence time is the centroid of the RTD, and is 

= (mean holding time) 

where V = vessel volume and F = volumetric flow rate, as used in Chapters 9 
and 10. Spaulding [7] has shown that this is true for any arbitrary "closed vesselw- 
one without back diffusion at the flow boundaries. 

It is often convenient to use a dimensionless time of 6' = %IT, and a corresponding 
version of the RTD, E($'). The relation with E(B) is found from the basis that both 
represent the same physical entity, the fraction of exit fluid with age 8: 

and so: 
E(9') = TE(B) 

It can be seen that this relation is also consistent with the normalization, Eq. 
(12.2-2). 
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Example 12.2-1 R TD of a Perfectly Mixed Vessel 

The mathematical statement of the above type of experiment is to inject an im- 
pulse of tracer into the vessel inlet at time zero. This is represented by the Dirac 
delta function or perfect unit impulse function: 

where 8, is a specified value of 0, and 

that is, unit area under the curve. 
Another property of use is the "filtering property ": 

This can be heuristically derived by considering the nature of the integrand with 
Eq. (a). and then using Eq. (b) at 0 = 6,. 

The transient mass balance for a perfectly mixed vessel for which M units of 
tracer are injected into the inlet stream is: 

dC 
V - = tMS(t) - F'C 

tit (4 

The solution of this simple first-order differential equation, with the initial con- 
centration before injection taken to be zero, C(0) = 0, is: 

where Eq. (c) has been used. The fractional tracer concentration in the outlet stream 
is, in dimensionless form: 
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Thus, for a perfect mixer, the RTD is an exponential curve, which is the exact 
shape sketched in Fig. 12.2- 1 : 

Example 12.2-2 Determination of R TD from Experimental Tracer 
Curve 

If an impulse of tracer is injected into an arbitrary vessel, the outlet stream tracer 
concentration would be actually measured in some arbitrary units. The data then 
have to be properly manipulated to give the distribution function. If M units of 
tracer are injected into any vessel, an overall mass balance gives (for no permanent 
retention-sometimes an experimental difficulty): 

and for constant F', 

As in the previous example, the RTD is given in dimensionless form by: 

Thus, E(0) is found from the measured outlet concentrations in arbitrary units, 
and the exact amount of tracer injected doesn't even have to be known. In practice, 
it's best, however, to also use the mass balance Eq. (a) to check the quality of the 
experiment. In addition, by knowing M and the integral under the output con- 
centration curve, the flow rate can be found (often used in physiology). 

596 CHEMICAL REACTOR DESIGN 



Knowing E(9) directly from the experimental data also permits the calculation 
of the mean residence time: 

Equation (d) is often used in two-phase systems, for example, to determine the 
vessel volume for the flowing phase, V (usually called holdup then), which is 
difficult to measure by other techniques. 

Finally, note that the dimensionless RTD, Eq. 12.2-4, can be obtained directly 
from experimental tracer data only, by utilizing Eq. (d) to compute 7 = V/F'. 

Another distribution function of interest in some applications is the "internal 
age distribution": 

fraction of the fluid inside the vessel 
I(a)da = 

with age (a, a + da) 
) (12.2-5) 

where a is the age, or length of time a fluid element has been in the vessel. It has 
properties similar to E(0): 

j; '~(~)da = (fraction of fluid in vessel younger than age a,) (12.2-7) 

z, = ~oma.l(a)da = mean internal age (1 2.2-8) 

As might be expected, there is an interrelationship between I(a) and E(8) since 
the fluid entering a vessel at a given time obviously either leaves it or stays inside. 
This interrelationship is (e.g.. 4): 
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For the perfectly mixed flow reactor, the internal age distribution function is 
found, from Eq. (h) of Ex. 12.2-1, 

Thus, 

= E(6) (12.2-1 la) 

Equation 12.2-1 la simply expresses that in a perfectly mixed vessel the internal 
and exit conditions are identical. 

Equation 12.2-9 is a special case of the general convolution result from linear 
systems theory. based on the fact that E(6) is the impulse response of the flow 
system: 

[OUTPUT (@)I = j E(B,)[INPUT (6 - Bl)]d61 (12.2-12) 
0 

This result is valid for any input. In particular, for a step function of tracer, 
INPUT (8) = U(B) and Eq. 12.2-12 give 

[OUTPUT (B)] = ~ E ( ~ ~ ) [ l ] d 9 ,  
0 

= I - XI(@) 

from Eq. 12.2-9; thus, this type of tracer test permits determination of the internal 
age distribution function. 

A comprehensive listing of various tracers and experimental methods is provided 
by Wen and Fan [2], including flow visualization techniques. 

Example 12.2-3 Calculation of Age-Distribution Functions from 
Experimental Data from Himmelblau and 
Bischofl [I] 

In this example we use the data obtained by Hull and von Rosenberg [S] as 
presented in an article entitled "Radiochemical Tracing of Fluid Catalyst Flow." 
They injected a pulse of radioactive tracer into the catalyst inlet at the bottom 
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of a reactor. The radioactive tracer concentration was then measured at various 
points in the reactor. With this information, the mixing patterns at the various 
measuring locations could be determined. Their Run No. 4 gave the following 
data: 

Counts/min x 
Ti 0, min (smwtbd to q u i d i t  points) 

Each of the age-distribution integrals previously described will be approxi- 
mately evaluated by summation instead of integration. 

Then, using Eq. (c) of Ex. 12.2-2 : 
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The calculated values of E(0) are 

Time 8,  min E(8), (min)- ' BE($) 

We can now find the mean residence time from the distribution curve 

The article also indicated that thecatalyst rate was 340 Ib/hr (0.0428 k d s )  and the 
holdup was 18.4 Ib (8.35 kg). This gives 

18.4(60) 
340 

- 3.25 min Tcxp1 = - - 

There is approximately a 20 percent deviation from the value of T,,,,, which is not 
too bad considering the approximations involved in the analysis and the model 
itself. 

The actual purpose of these authors was not, of course, to check the mean 
residence time by using radioactive tracers. They took data for various conditions 
and used this information qualitatively to  improve the reactor operation. They 
stated that an appraisal of the data "is sufficient to  demonstrate the unique ability 
of the tracer technique to provide vital information concerning the effects of 



operating conditions and structural designs on solids-mixing patterns in fluidized 
systems." 

The internal age-distribution function, I(@, could also be found from the 
tabulated E(0) values. The function I ( $ )  would be of value in considering properties 
of the solid within the reactor, such as the catalyst activity level. Recalculations 
of E($), I (@,  are giyen below from an accurate calculation using a digital com- 
puter: 

8' E(8') I(@') 

0.000 0.0000 1.000 
0.197 0.156 0.991 
0.394 0.686 0.914 
0.591 0.842 0.760 
0.788 0.81 1 0.594 
0.986 0.686 0.447 
1.183 0.593 0.322 
1.380 0.468 0.217 
1.577 0.312 0.139 
1.774 0.218 0.087 
1.971 0.125 0.053 
2.168 0.094 0.032 
2.365 0.094 0.014 
2.562 0.031 0.003 
2.759 0.000 0.000 

T = 2.54 min uZ = 0.262 

Figure 1 shows these results. 
We see from the figure that the exit age distribution, E(@), is not very close to 

that for perfect mixing; e-", while the internal age distribution, I ( @ ) ,  is much 
better represented by this approximation. The main region of divergence is for 
small 6' < 1.0, and this can cause significant differences in various applications 
to be discussed later. 

The fluid age distributions defined above for steady flow systems can be ex- 
tended to nonsteady situations. Nauman [9] illustrated this for vessels with time- 
varying inflow, outflow, and volume related by 



Figure I Age distribution functions for solih in ajiuidized bed. 

(e.g., Eq. 7.2.b-12a for constant density). Then, the RTD and the like will be a 
function of both the residence time and the "clock time," E(8, t). For example, 
Nauman 193 showed that, for a perfect mixer, 

which reduces to Eq. (h) of Ex. 12.2-1 for Fb/V = constant. 
Other more general situations are discussed in Himmelblau and Bischoff [4], 

and by Chen [lo]; recycle and nonzero initial inventory of fluid have been con- 
sidered by Chu and Fan [ll]; also see Wen and Fan [2]. 

These tracer techniques can also be utilized to determine local sojourn time 
distributions; see Zvirin and Shinnar 1123. The interpretations are based on 
rather sophisticated notions from probability theory combined with intercon- 
nected "compartments" representing the internal regions of the system. More 
detailed information about the important flow patterns can be obtained in this 
way, but there are as yet no specific applications. 
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12.3 Interpretation of Flow Patterns from 
Age-Distribution Functions 

12.3.a Measures of the Spectrum of Fluid Residence Times 

Now that the physical meaning, definitions, and basis of experimental determina- 
tion of the various agedistribution functions has been presented, let us briefly 
discuss how inspection of the curves can be used to infer certain properties of the 
flow patterns. The most obvious characteristic, perhaps, is the "width" of the 
curve. For plug flow, E(8) is very narrow ("zeron width), while for perfect mixing, 
the curve is rather wide-refer to Fig. 12.2-1. Thus, the width of the observed 
curve can be used to decide where the system is in the spectrum of mixing between 
plug flow and perfect mixing. If a plug flow pattern is required for the particular 
application (e.g., Chapter 10). this information can be used directly to decide 
whether the reactor has the proper flow design. 

Using the analogy with probability theory, a useful measure of the "width" 
of the RTD is the variance with respect to the mean residence time: 

The dimensionless residence time, e', is used so that comparisons of "widths" 
are for curves all at the same "location"--B = 7 or 8' = 1. Higher statistical 
moments can also be used in principle, but calculating them from the usual rather 
scattered tracer data is quite difficult in practice. 

Example 123-1 Age-Distribution Functions for a Series of n-Stirred 
Tanks 

This is a representation for a RTD yielding simple mathematical results. The 
mass balance for the ith tank, in a series of n, is as follows: 

with 

Ci+o = 0 

M 
a t t  = O  (b) 

Ci=', = , d( t )  F 
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The simplest solution method uses Laplace transforms, although the set of dif- 
ferential equations can be solved successively for i = 1,2,  3 . .  . n. The Laplace 
transform of Eqs. (a) and (b) is: 

(note that T is here the total mean residence time of the n reactors) and so 

The inverse transform is directly found from tables: 

c(e) (4" (@),- 1 -nV E(@) = ---- = ---- e 
( M / V )  (n - l ) !  

These E-curves are illustrated in Fig. 1. 
By using a table of integrals, one can easily show that 

and 

1'(8).e-"d. d@ = 1 
( n -  1 

and that 

Thus, the curve width, or variance, changes from u2 = 1 for n = 1 to a2 = 0 
for n -+ a, and indicates that the behavior ofj-stirred tanks in series ranges from 
perfect mixing to plug flow. Recall from Chapter 10 that similar behavior was 
also indicated for chemical reactions occurring in a series of steady-state stirred- 
tank chemical reactors. One practical implication of this is that if a plug flow 
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Figure I E curve for tanks-in-series model. 

pattern is desired for the reaction aspects (Chapter lo), but stirring is essential 
for other reasons (e.g., a suspended slurry), a compromise design would call for a 
series of stirred tanks. This is often done for polymerization, where stirring is 
needed for heat transfer and/or to maintain an emulsion, but a plug flow profile 
might be desired for the molecular weight distribution. 

Example 12.3-2 RTD for Combinations of Noninteracting Regions 

If an impulse input is used at the beginning of a combination of independent 
regions, such that the RTD of any one region is unaffected by the presence of the 
others, the combination RTD is given by the convolution formula, Eq. 12.2-12: 

If El(@) and E2(0) are normalized, so is E(8): 

Changing the order of integration, and defining the new variable 6,  = 6' - G , ,  
leads to 



Similarly, the overall mean residence time is found: 

where the same procedure was utilized. 
Finally, a similar treatment for the variance gives 

This can be put into dimensionless form for consideration of the width of the 
overall RTD: 

By consecutively repeating these manipulations for multiple region convolutions, 
the moments would be 

T = Ti ug2 = i2 (f 
i i 

These results are useful in computing the moments of complicated flow systems, 
especially for the flow models in Sec. 12.5. 

12.3.b Detection of Regions of Fluid Stagnancy from 
Characteristics of Age Distributions 

In addition to use of statistical measures, such as the variance a2, to deduce certain 
features of the vessel flow patterns from the RTD curves, certain other aspects 
(usually malfunctions) are also of interest. These include possible significant 
bypassing of some of the fluid and/or regions of very stagnant fluid, or "dead 
space." Since these cause either gross under- or overconversion of the reactants, 
they are usually detrimental to the operation of the reactor. Thus, if a reactor does 
not appear to be properly behaving, tracer tests can be used to decide if the problem 
concerns the flow patterns, or if other sources for the problem should be sought. 
These "troubleshooting" applications can sometimes suggest improvements to 
be made in the reactor equipment, for example, adding (or eliminating) baWes, 
repacking, modifying the feed sparger, and so on. 
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The characteristic shapes of the agedistribution function curves when these 
flow patterns occur are as follows. If a region of the vessel retains a portion of the 
fluid for an order of magnitude greater than the mean residence time of the total 
fluid, then, for all practical purposes, that portion is essentially at rest and the 
region is wasted space in the vessel. In addition, this material will also have ex- 
perienced an order of magnitude greater severity in reaction conditions, and often 
leads to undesired side reactions. When this phenomenon occurs, the E(6) curve 
will have a very long tail, indicating that the fluid is held in the dead space. 

The converse situation of bypassing of a significant portion of the fluid produces, 
in ideal form, two "humps" in the E(8) curve-one corresponding to the by- 
passing fluid and the second for the remainder. This maldistribution is often 
easier seen on the I(B) curve, since a portion of the inventory very rapidly leaves 
the vessel, followed by the main portion of the fluid. 

Further discussion of these techniques is provided in Himmelblau and Bischoff 
[4] and specific examples illustrated in Bischoff and McCracken [13]. Also see 
Wen and Fan 121. 

12.4 Application of Age-Distribution Functions 
The direct application of RTD to predict chemical reactor behavior is based on 
considering the extents of chemical reaction in the fluid elements and then sum- 
ming over all the elements when they exit from the reactor. In other words, each 
fluid element is considered as a little batch reactor, and the total reactor conver- 
sion is the average over fluid elements. Mathematically, this can be stated as: 

Concentration of Fraction of exit M e  concentration ] = 

[ ] [ ] reactant remain- stream that con- of reactant leaving ing in an element sists of elements the reactor unreacted 
of age (8,O + do) of age (6,6 + do) 

where the sum includes all the elements in the exit stream. Then, 

where the concentration in an element CA(6), depends on the residence time of the 
element according to: 

with 

CAI,=, = C,, = feed concentration 



For a first-order reaction, 

Then, Eq. 12.4-1 becomes 

Now the exit concentrations can be easily found for various RTD. For a per- 
fectly mixed reactor, the use of Eq. (h) of Ex. 12.2-1 gives 

which is identical to that derived in Chapter 10. At this point, it appears that there 
are two approaches for determining the conversion in a perfectly mixed reactor. 
In Chapter 10, it was assumed that there was complete mixing in the reactor, and 
no RTD appeared to be explicity necessary. In this section, the RTD was used, 
and for the first-order reactions gave identical results. Further clarification of the 
physical meaning of these two approaches will be discussed below. For plug flow, 

which is identical to the result in Chapter 9. For n-stirred tanks in series, as in 
EX. 12.3-1, 

which once more is the same as derived in Chapter 10 (Here, r is taken as the total 
holding time of the n-reactors.)' 

' The above integral iseasiest done by recognizing that Eq. 12.4-3 is really the definition of the Laplace 
transform with respect to Bof E(O), but with k substituted for s. Thus. theexit concentration fora first- 
order reaction is found from the transforms of  any E(B) by merely substituting k for s. 
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The real utility of Eq. 12.4-1, 2 is not to rederive simple results, of course, but 
for use with more complex reactions and RTD. It is emphasized that Eqs. 12.4-1,2 
can also be used without any models at all, in that experimental concentrations 
as a function of residence time, and the measured RTD, can be directly numerically 
integrated to predict the conversion in the flow reactor. An interesting applica- 
tion to performance criteria for industrial reactors was given by Murphree, 
Voorhies, and Mayer [14]. 

Wei [IS] has shown, by using the Wei-Prater decomposition scheme discussed 
in Chapter 1, that the same concept can be used for complex first-order reactions. 
In terms of the vector of concentrations: 

This assumes that all chemical species have the same residence time distribution, 
and is very convenient to compute the reaction paths for different contacting 
patterns. Matsuyama and Miyauchi [16] have also considered some aspects of 
this. An important conclusion of Wei [IS] is that "for a reactor with distribution 
of residence times, all reactions are slowed down in comparison with those in a 
plug flow reactor, but the faster reactions are slowed down a great deal more than 
the slower ones. Consequently, the occurrence of distribution of residence times 
makes all reaction rates of the characteristic species nearly equal." That is, the 
differences bctween the various reaction rates are decreased, thereby decreasing 
the selectivity. This is similar to the diffusion effects considered in Chapter 3. 

Example 12.4-1 Mean Value of the Rate Constant of a Reaction 
Carried Out in a Well-Mixed Reactor 

The flow pattern of solids in fluidized bed can, as  a first approximation, be assumed 
to be perfectly mixed-Chapter 13 deals with this in detail. Weekman [17] used 
this concept together with a time variable rate constant to compute its mean 
value. This result was then used in a comparison of fluidized and fixed bed reactors 
for catalytic cracking. 

When expressing the catalyst activity as a function of the coke content of the 
catalyst, the rate coefficient of the main reaction takes the form (see Chapter 5): 

where a is the deactivation constant. When the deactivation function is identical 
for the main reaction and for the coking reaction the kinetic equation for the latter 



can be written: 

whereby f (C,, CB, . . .) is a constant over the reactor for complete mixing con- 
ditions. After integration : 

e-Kc = 1 
1 + akCOf(CA, C,, . . .)@ 

( 4  

and Eq. 1 becomes: 

The mean value of k over the internal age distribution for the solids Is(@ is given 
by: 

ii = ~ornk(0)~,(O)d(o) ( 4  

According to Eq. 12.2-1 1, this internal age distribution for the perfectly mixed 
solids is: 

where r, = mean residence time of the solids. The mean value of k then becomes 

For the typical particular case of [ak: f(C,, . . .)7J = 1.0 

This value can now be compared with the k value calculated from the data fkom 
Ex. 12.2-3, to gauge the appropriateness of the perfect solid mixing approximation 
for a commercial fluidized bed. Retaining Eq. (d) for k(O) (i.e., complete mixing 
for the gas phase), the following integral has to be evaluated from the data: 
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where 8; = B/T,. The results are given in Table 1 : 

Table I 

I t  
k0 

*'("') = 3.875 x 0.197 Thus - = 1 - 
1 + 6 ,  

Thus, in this case, the perfect mixing approximation could be about 25 percent 
in error. The figure of Ex. 12.2-3 shows that the perfect mixing approximation is 
in error primarily for small 8 < 1.0, and it is seen from Eq. (i) that this is just that 
region most heavily weighted by the integration procedure. 

The next example considers the slightly more complicated case of a second- 
order reaction in a perfectly mixed reactor, and also introduces a subtle assumption 
that has actually been made in the derivation of Eq. 12.4-1,2. 

Example 12.4-2 Second-Order Reaction in a Stirred Tank 

For a second-order reaction, the solution of Eq. 12.4-2 is (Chapter 1 or 8): 

C A -- - 1 

CAO 1 + k C A O B  
(4 



Then, using Eq. 12.4-1 and E(0)  for perfect mixing: 

E, (x )  r exponential integral = [ Y ~ Y  
However, in Chapter 10 an alternate result was found for a second-order reac- 

tion in a perfectly mixed reactor by simply writing a mass balance without reference 
to RTD: 

This comparison by Metzner and Pigford [18] indicates that matters are not as  
straightforward as the above developments would indicate. The next example 
will illustrate another facet of this problem, and then a discussion will be given. 

Example 12.4-3 Reactions in Series PIug Flow and Perfectly Mixed 
Reactors 

Consider a plug flow reactor, with mean residence time T,, followed by a perfectly 
mixed reactor, with mean residence time, r,. The overall RTD for this system will 
merely be that for a perfectly mixed vessel, but with a time delay caused by the 
plug flow vessel: 

If the order of the two vessels is reversed, exactly the same RTD would be obtained, 
even though the time delay is now after rather than before the mixing. Thus, a 
tracer test would not differentiate between the two arrangements. 

Now a first-order reaction will give an exit concentration of 

for either case, as can easily be derived by the results of Chapters 9 and 10. Kramers 
and Westerterp [19] pointed out, however, that for a second-order reaction, two 
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different results are found. When the plug flow reactor is followed by the com- 
pletely mixed reactor, 

and when the completely mixed reactor comes first, 

The conversions, 1 - CA/CAo,  for kCA0s, = 1 and T,/T, = 4, are as follows: 
For plug flow followed by complete mixing, 

x = 75 percent 

For complete mixing followed by plug flow, 

x = 72 percent 

For segregated flow, 

x = 77 percent (Eq. 12.4-1) 

Let us now discuss the meaning of these results. 
- - - - - - - - 

The most obvious result of the above example is that the linear (first-order) 
reactions differed in their results from the nonlinear (second-order). T h ~ s  was true 
in the first example, where more detailed consideration will indicate that result Eq. 
(b) from Eqs. 12.4-1,2 was based on the concept of separate, completely segregated 
fluid elements while the "standard"result Eq. (c)actually assumed completely inti- 
mate mixing of all the fluid elements right down to the molecular level. Thus, these 
two extremes of mixing are not detectable by the linear processes of concentration 
mixing (RTD tracer tests) or first-order reaction, but are different for the second- 
order reaction. Briefly, the reason for this is that the first-order processes are in 
principle dependent only on the length of time the molecules spend in the vessel, 
but not on exactly where they are located during their sojourn. Nonlinear pro- 
cesses, on the other hand, depend on the encounter of two different sets of molecules 
(or fluid elements), and so depend both on how long the fluid element was in the 
system and also on  what it "saw" while there. Thus, the RTD measures only the 
time that various fractions of fluid reside in the vessel, but gives no information 
on the mixing details inside the system. The term "macromixing" is used for the 
former and "micromixing" for the latter. Thus, for the given state of perfect 
macromixing, two extremes of micromixing are possible: complete segregation 
and perfect m~cromixing. 



Example 12.4-3 is another example of the same phenomenon in that the dif- 
ference between the two arrangements is in the earliness of mixing: at the end 
of the reactor or at the beginning. Also, the state of segregation again is important- 
that is, the third conversion value. For (macromixing) RTD's (apart from perfect 
mixing) then, both the degree of segregation as well as the earliness of mixing 
through the reactor, which now has concentration profiles, needs to be considered. 
Zwietering [20] developed a general treatment of these micromixing effects using 
"life expectationn distribution functions, in addition to the age distribution 
functions already discussed above. He showed that for a given (macro) RTD, 
two bounds can be put on the reactor behavior: complete segregation and maxi- 
mum mixing. The latter is perfect mixing only for the case of perfect macromix- 
ing-a stirred tank. 

For other cases, the following arguments led to the formula to compute the 
reactor performance with maximum mixing. The complete segregation case, 
described above in terms of batch fluid particles moving through the reactor, can 
also be considered as an abstract plug flow reactor with side exit streams in propor- 
tion to the actual reactor RTD. Thus, the opposite extreme, maximum mixing, 
would be defined by an abstract plug flow reactor with side entrance streams in 
proportion to the actual reactor RTD-this provides for as early a mixing as 
possible of all the fluid elements with the same life expectations. The final result 
of Zwietering [20] was that one should solve Eq. 12.4-4 and find the outlet con- 
version from C,, (at l = 0): 

with 

where 

C,, = concentration involved in maximum mixing calculation 
1 = life expectation 

/\(A) = E(A)/I(l) = life expectation function 

In using Eq. 12.4-4a, the boundary condition at "infinity" can be applied at 
about A, E 6r. Also, the value of C,,(oo) can be found from Eq. 12.4-4 using 
Eq. 12.4-4a. 

To summarize, for a given rate equation, r,(C,), and RTD, E(8), bounds on 
the reactor performance are obtained by using Eq. 12.4-1, 2 for the complete 
segregation limit, and Eq. 12.4-4 for the maximum mixing limit. The actual state 
of micromixing lies, of course, between the two extremes, but further details are 
extremely difficult to utilize, either theoretically or experimentally. Thus, it is of 
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Figure 12.4-1 Relative conversion in a reactor with the 
resihnce time distribution of a tank reactor; a comparison 
between segregated pow (S) and complete mixing (M). 
(>om Kramers and Westerterp [19]). 

some importance to get an idea of the magnitude of the spread in the bounds 
under various conditions as follows. 

Kramers and Westerterp 1191 present results for the extreme case of a per- 
fectly macromixed reactor with various reactions occurring. Figure 12.4-1 il- 
lustrates the results, and it can be seen that the differences between the levels of 
micromixing are small. Certain other kinetic forms, having autocatalytic ranges 
of approximately "negative order" behavior could cause larger differences. This 
may also be true with complex kinetics (e.g., see Zoulalian and Villermaux 1211). 
In particular, the free radical polymerization discussed in Chapter 10 appears to 
have large differences-computations based on extended forms of Eq. 12.4-1. 2 
are given by Nagasubramanian and Graessley 1223. 

Hofmann [23] has presented a series of calculations giving the two limiting 
bounds for various widths of RTD and various reaction orders. For a second- 
order reaction with kC,,r = 10: 

Number of tanks, n 
Per Cent 

Conversion values for 1 2 3 a, 

Complete segregation 79.8 86.0 87.8 90.9 
Maximum mixing 73.0 80.4 83.4 90.9 

Difference in conversion -6.8 -5.6 -4.4 0 



These results show that the magnitude of the difference in bounds decreases for a 
narrow RTD, and are zero, of course, for plug flow where micromixing differences 
have no meaning. 

These results indicate that, for most cases, the extreme limits of micromixing 
are about 10 to 20 percent of the conversion level. If it is kept in mind that the 
actual state lies between the bounds, the possible differences are usually rather 
small in homogeneous reactors, except for exceptional cases or very high conver- 
sion levels. Also, the effects may be larger for product distributions from complex 
reactions. When nonhomogeneous systems are considered, however, larger effects 
can occur. For example, in emulsion or suspension polymerization (especially 
involving free radical mechanisms), the degree of segregation can be quite im- 
portant for the reactor behavior. In this case, and also for situations where the 
reaction is occurring inside a flowing solid phase, the actual conditions are prob- 
ably close to the complete segregation limit. 

A final point is that the rule derived by Danckwerts [5] is confirmed: for reac- 
tion rate order > 1, segregation gives a higher conversion, and conversely for 
order < 1. A rigorous proof is given by Chauhan, Bell, and Adler [24]. 

To summarize, the effects of micromixing are important in principle, but for 
"thin" fluids and not extremely sensitive reactions, are of a lesser order of magni- 
tude effect than the macromixing. Therefore, the simple-to-use segregation solu- 
tion, Eq. 12.4-1, 2, almost always can be utilized to predict conversions without 
actually knowing the real details of the micromixing. For those cases, such as 
combustion, where extremely fast reactions occur, some of the population balance 
methods to be described later can provide a general method of attack. 

Several types of models have been proposed for intermediate levels of micro- 
mixing with arbitrary macromixing RTD. One category considers the reactor 
contents to be comprised of two parts-one in a segregated state and one in a 
maximum mixing state: Weinstein and Adler [25] and see Villermaux and 
Zoulalian [26]. The fraction in each state is to be fit to actual reactor data and 
then correlated. Similar models also include mass transfer rates between regions- 
see Rippin [27]. Other approaches are toconsider the fluid elements as periodically 
colliding, coalescing, and redividing, usually based on the population balance 
concepts to be presented below. A simplified version that only considers mean 
micromixing collision effects, but that appears to give similar results to the more 
complicated population balance equations, is that of Villermaux and Devillon 
[28] and Aubry and Villermaux [29]. Some experimental results have been in- 
terpreted with these models, but there are as yet no general correlations available. 

Other descriptions of micromixing are based on the physical bases of the ulti- 
mate microturbulent and molecular diffusivities of the fluid elements. For ex- 
ample, Nauman [30, 311 has argued that the ultimate molecular mixing events 
before reaction should be based on molecular diffusion within the smallest eddy- 
presumably determined by the mixing and/or turbulence level. Thus the micro 
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time scale would be the diffusion time, and a segregation number can be defined 
as the ratio of the micro to macro times. Nauman chose the reactor mean residence 
time s as the rnacrotime but Berty [32] has proposed that the inverse of a charac- 
teristic first-order rate constant would be a better choice. Nauman 1311 then 
solved the diffusion equation for "droplets" in a homogeneous perfectly macro- 
mixed reactor, allowing for mass transfer between "droplets" as if they were 
suspended in a fluid with essentially the reactor mean concentration. 

Similar approaches have been taken by Truong and Methot [33]. Also, Danck- 
werts [S] defined an index of segregation based on the variances of the ages in 
the fluid elements and the vessel as  a whole; however, there is no direct relation 
with reactor performance. 

Again, no general correlations of these parameters are available. Surveys of 
various aspects of relating turbulent mixing concepts to micromixing in reactors 
appear in Brodkey [34]. An overall survey of mixing and chemical reactions is by 
Olson and Stout [35]. 

A final important point is that all of the above has only been for isothermal 
conditions in single-phase systems. Extension to other cases requires the introduc- 
tion of interactions with the second phase and/or heat exchange walls, and so on, 
and the age-distribution and micromixing functions depend much more on the 
details of the system. A formal treatment would use joint probability distribution 
functions, but this rapidly gets extremely complex. The population balance models 
can give some insight into the two-phase situation, and will be discussed below. 

12.5 Flow Models 

12.5.a Basic Models 

The above methods are quite general in that they are not based on any specific 
physical model. On the other hand, they are limited in presuming that the RTD 
is available and also by restriction to homogeneous phases. Thus, other tech- 
niques are required for predictive puposes and design where the actual reactor 
is obviously not available for a tracer test. In order to develop general correlations 
of behavior, the usual engineering tactics, of utilizing mathematical models with 
parameters to be determined from the experimental data, are useful. These param- 
eters are then correlated as functions of fluid and flow properties, reactor con- 
figurations, along with other important features, and can be used in design cal- 
culations. The flow models are semiempirical in nature, but hopefully will bear 
some relation to the actual flow patterns in the vessel. 

n e r e  are several types of models that have found useful applications, but two 
are most common-at least when found to be adequate to  represent the physical 
situation. The first is usually termed the "axial dispersion" or "axial dispersed 
plug flow" model, Levenspiel and Bischoff [I], and takes the form of the one- 



dimensional diffusion equation with a convective term. The second is a series of 
perfectly mixed vessels, some features of which have been discussed in Sec. 12.3. 

The mass balance for the axial dispersion model is, from Chapter 7, 

In Eq. 12.5a-1, u is taken to be the mean (plug flow) velocity through the vessel, 
and D, is a mixingdispersion coefficient to be found from experiments with the 
system of interest. One important application is to fixed beds, as discussed in 
detail in Chapter 11, and then it is usually termed an effective transport model, 
with Do = Dee. However, the axial dispersion model can also be used to a p  
proximately describe a variety of other reactors. 

One of the main benefits of this model is its analogy to the diffusion equation, 
and the possibility of utilizing all of the classical mathematical solutions that are 
available (e.g., Carslaw and Jaeger and Crank, 1361). (Of course, it is an exact 
model for the pure diffusion reaction problem.) 

One common approach to determining the model parameter, D,, is to perform 
a residence timedistribution test on the reactor, and choose the value of D, so 
that the model solution and experimental output curve agree [e.g., by least squares 
techniques (see Sec. 12.5.c)]. Figure 12.5.a-1 shows the E(0')-curves of the model 
for an impulse input with "closed" boundaries (here 8' = 8F'/V = Ou/L., with 
L = length of the reactor): 

with 

4Pe, a, 
tan ai = 

4ai - Pea2 

(See Carslaw and Jaeger [36].) A thorough evaluation was given by Brenner [37]. 
It is seen that the axial dispersion model can represent mixing behavior ranging 
from perfect mixing (D ,  -r a) to plug flow (D, -r 0). 

Other types of boundary conditions can also be used when solving Eq. 12.5.a-1 
(some details are given below when discussing chemical reaction applications); 
for example, in an "infinite " pipe, the dispersion characteristics upstream from 
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Fi.qure 12.S.a-I E curves in closed vessels for various extents of 
dispersion; Pea = uL/Dea (after Levenspiel [3].) 

the tracer injection would be identical to those within the system, and a different 
mathematical solution results: 

The E curves from Eq. 12.5-3 are similar to those from Eq. 12.5-2 for reasonably 
large values of Pea. 

Many of the available solutions are given in Levenspiel and Bischoff [I], 
Himmelblau and Bischoff 143, and Wen and Fan [2]. As a practical matter, these 
mathematical complexities should probably not be taken too literally since the 
precise conditions at the boundaries of real equipment cannot usually be exactly 
defined in any event. That is, if the boundary condition details give significantly 
different results, be cautious about the axial dispersion model as being a faithful 



representation of the flow patterns in the vessel. These differences are only seen 
for large values of D, (actually small Pe,), but the physical basis is a diffusionlike 
situation, which would not be valid for extremely large levels of mixing. 

Example 12.5.a-1 Axial Dispersion Modelfor Laminar Flow in Round 
Tubes 

This is one situation where the exact convective-diffusion equation can be solved 
and compared with the one-dimensional dispersion equation. The complete 
equation is 

where u is the mean velocity. 
Taylor [38] has discussed this in detail, and a summary of the results is given 

here. Taylor and Aris 1393 showed that the main variable of interest, the mean 
concentration, 

2 
(C) - - 1 rCdr 

RZ 0 

could be found by averaging Eq. (a) (for impermeable walls): 

with 

(See Hunt [40] for a recent exposition.) The step from Eq. (b) to  Eq. (c) is only pos- 
sible under conditions that the radial concentration profile has a chance to 
"stabilize" somewhat, or, in practical terms, that the length to  diameter ratio be 
sufficiently large: 

For this case, these results provide a theoretical basis for an "effective transport 
model." The dispersion coefficient, D,, is the sum of the ordinary diffusion con- 
tribution, and the second term that actually represents the effect of the velocity 
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profile causing some fractions of an initial plane of fluid in the pipe to move faster 
than others. Note that this velocity profile effect causes a "distribution of residence 
times" and can also be represented in terms of E curves. It is remarkable that the 
rather complicated Eq. (a)can often be represented by the much simpler Eq. (c)and 
this is often called "Taylor diffusion" after the original paper. Extensive numerical 
comparison by Gill et al. [41] and Wen and Fan [2] have shown that the axial 
dispersion model results do agree with the full equation for the proper ranges of 
variables and for situations where an initial distribution of solutes "spreads" with 
time. However, this agreement is not true for all problems. One easily visualized 
case is when a solute would be fed in a steady stream at a downstream point-very 
little back diffusion would occur in the actual laminar flow system, but the sym- 
metrical dispersion model with large D, would predict extensive back diffusion. 
Thus, approximate flow models that provide an adequate description for one 
situation may be completely inadequate for another, even in the same type of 
vessel. Also, the flow models imply some state of micromixing, which may, or 
may not, correspond to the real reactor being modeled. 

The practical importance of this Taylor diffusion analysis lies in the justifica- 
tion of the effective transport models to take into account complicated velocity 
and concentration profiles in a simple manner, as well as providing a theoretical 
framework for the dispersion coefficient, D,. Similar results have been worked 
out for turbulent flow, packed columns, and other situations. For correlations of 
the axial dispersion coefficients, see Himmelblau and Bischoff [4] and Wen and 
Fan [2]. 

As described in Sec. 12.3, the moments of the impulse response can be used to 
characterize the RTD curve. This technique is also useful here for estimating the 
model parameter, D,, although better techniques will be described below for the 
latter. It is found for a closed system that 

2 D o  
c-= 2- 

Pe, uL 

Thus, it is seen that the "width" of the axial dispersion model RTD is essentially 
inversely proportional to the Peclet number (Pe), or directly proportional to the 
axial dispersion coefficient, D,. 

For the so-called "tanks in series" model, Ex. 12.3-1 gives 



The model parameter need not strictly be an integer for curve-fitting purposes, 
and then Eq. 12.5a-6 is interpreted as a gamma distribution. The mean is equal 
to unity, and the variance is 

In many ways, the two models are rather similar, although the mathematical 
details for the tanks in series model is much simpler than for the axial dispersion 
model. On the other hand, no theoretical justification such as Taylor diffusion is 
possible in general, nor are theoretical estimates of the model parameter, n; that 
is, n is strictly empirical. The only exceptions to this are the finite stage models for 
packed bed interstices as briefly discussed in Chapter 11. 

There is no one exact way to compare the tanks-in-series and dispersion models, 
since the responses are never identical. However, a useful relation is obtained from 
equating the variances for the two models: 

which is similar to the relation pointed out by Kramers and Alberda 1421. This 
gives consistent results for plug flow, D, -+ 0 or Pea -+ co and n -+ co, and also 
for perfect mixing, D, -+ a or Pe, -+ 0 and n + 1. This type of comparison of the 
moments of the distribution curve of the two models has a wide applicability. It 
is based on the notion that two distributions must be similar if the following are 
equal: 

1. The "size" of the curve-normalized. 

2. The "location" of the curve-the mean. 

3, The "width" of the curve-the variance. 

Finer details of the curves can also be matched through use of higher moments, 
but, especially with experimental data, these higher moments are almost impos- 
sible to obtain. For the axial dispersion or tanks-in-series models that have only 
one (macro) mixing parameter, the higher moments give no further information 
(beyond model consistency) but more complex flow models can have more 
parameters. 

Even though the two models agree in many respects, one can devise situations 
where this is not true. For example, if a steady stream of tracer is injected into the 
reactor halfway to the exit, the axial dispersion model predicts "backmixing" 
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because of the symmetrical nature of diffusion, but the tanks-in-series model 
obviously has no provision for backwards transport of tracer. Thus, in situations 
where this phenomena is important, the two models would not be similar at all, 
and only one would be definitely closer to the physical situation. 

A closer similarity would be to modify the tanks-in-series model to include 
backflow streams. This model has mass balances 

where Fb is the throughffow feed,and F;, is the backflow between stages, Eq. 12.5.a-9 
can also be written as: 

where 7 = V/Fo and f l  = Fb/Fo. For the general ith tank, 

s dCi - (1 + /3)Ci-l - (1 + 2P)Ci + fiCi+l 
n dt 

(12.5.a-11) 

and for the end tank, 

Roemer and Durbin [43] gave a thorough treatment of this model. The transfer 
function for an impulse input is: 

where 

The moments are readily found: 

for large values of n. 



Klinkenberg [44] pointed out that Eq. 12.5.a-15a has a useful physical in- 
terpretation: for each stage, the flowing fluid moves (1 + 8) forward and (8) 
backward; thus, the mean is 

and the variance about the mean is 

If = 0, these results naturally reduce to those for the simple tanks-in-series 
model. Roerner and Durbin [43] also provide results for intermediate values of i, 
to interpret tracer measurements from internal regions of the vessel. A com- 
prehensive treatment of moments for the model is given in Klinkenberg [45, 461. 
General analysis of systems with internal reflux, using this type of model, is pre- 
sented by Shinnar and Naor [47]. An interesting example of applying the model 
to a real reactor with internal staged mixing characteristics that should be able 
to be represented by the model is by LeIli, Magelli, and Sama [48] including 
correlations of the parameters. Finally, further details of the model, including 
comparisons with the axial dispersion model, are given in Seinfeld and Lapidus 
[@I. 

Once the model parameters are determined and correlated, the flow model 
can be used to predict chemical reactor behavior. For example, with a first-order 
reaction occurring in a steady flow reactor with axial dispersion, the mass balance 
is: 

The proper boundary conditions to use in solving Eq. 12.5.a-16 have been ex- 
tensively considered in the literature. For a "closed" reactor, consideration of 
flux balances at the entrance and exit provide what are usually termed the 
"Danckwerts boundary conditions" [6]:' 

(These boundary conditions were used to derive the solution Eq. 12.S.a-2 for 
Eq. 12.5.a-1.) The same results are also found for other situations, as shown by 
Wehner and Wilhelm 1501 and Bischoff 1511; transient cases are more com- 
plex-see van Cauwenberghe [52]. 

As a matter of historic interest, these boundary conditions were utilized by Langmuir [J. Am. Chem. 
Sot., 30, 1742 (1908). 

624 CHEMICAL REACTOR DESIGN 



However, for specific reactors, the boundary conditions Eq. 12.5.a-17, 18 may 
not be the most appropriate, since they contain the implication that the local 
diffusionlike symmetric "backdispersion" is valid at the boundaries.' For example, 
in packed beds, it is known from the work of Hiby [53] that there is essentially 
no true "backmixing." Thus, Wicke [54] concludes that the only back transport 
would be by strictly molecular diffusion, which is usually small in magnitude 
compared to other processes, and so the boundary conditions Eq. 12.5.a-17 would 
be replaced with 

C~~ = CA(O +) (12.5.a-17a) 

Also, the outlet boundary condition Eq. 12.5.a-18 is equivalent to a partially 
reflecting boundary, and taking the packed bed as a portion of a semiinfinite 
region may be preferable; this changes the boundary conditions Eq. 12.5.a-18 to: 

Again, there is a significant difference between the various solutions only for large 
amounts of mixing-small Pe,. Other complicating situations are discussed in 
Young and Finlayson [55] and Zvirin and Shinnar [56], Gill [41], and Wen 
and Fan [2]. 

With the Danckwerts boundary conditions the solution of Eq. 12.5.a-16, 17, 
18 is 

C A -- - 4a exp($Pe,) 
( 12.5.a- 19) 

C,, (1 + a)'exp[(a/2)Pea] - (1 - a)'exp[-(a/2)Pe,] 

with 

a = [l + 4kr/Pe,]"' 

It is useful to compare this result for small deviations from plug flow-large Pee- 
by an expansion about the plug flow reactor conversion; the result is: 

'This point was discussed in a general way by Beek and Miller, Chem. Eng. frog. Symp. Ser., 55, 
No. 25,23 (1959). 



An alternate form is found by equating the actual and plug flow conversion: 

These results show that for a given plug flow conversion level, the reactor with 
axial dispersion will produce essentially the same results for sufficiently large Pe,. 

For a given type of reactor, the axial dispersion coefficient is usually correlated 
using a characteristic local length, 1 (e.g., the tube diameter, packing size)-see 
Himmelblau and Bischoff [4] and Wen and Fan [2]; then 

where PeL, is the local Peclet number for mass dispersion. Equation 12.5.a-22 
with Eq. 12.5.a-20 or 21 indicates that axial dispersion effects may be neglected 
for reactors that are sufficiently long with respect to the characteristic dispersion 
length, 1. Mears 1573 has combined Eq. 12.5.a-21a and 22 to provide a formal 
criterion : 

where e is the allowable error (e-g., 5 percent, e = .05). This is usually the case for 
industrial reactors of the simple empty tube or packed bed types. However, it 
may not be true for laboratory studies, especially in differential reactors, or for 
reactors with more complicated flows leading to large characteristic dispersion 
lengths. Results similar to Eq. 12.5.a-20 for more complex rate forms, including 
adiabatic reactors, have been derived using formal perturbation techniques-see 
Turian 158 1. 

It was pointed out by Young and Finlayson [55] that for reactors with finite 
wall heat transfer, the ultimate conditions for a large reactor will be determined by 
the heat exchange, whereas in isothermal and adiabatic situations the concentra- 
tions and temperatures are determined only by the reaction, and so for the latter 
case, the differences between plug flow and axial dispersion model results always 
diminish with increasing reactor length. But, differences between the two models 
at the entrance may persist for reactors with wall heat transfer. They provide 
alternate criteria for the unimportance of axial dispersion (of both mass and heat) 
effects. Mears 1591 pointed out that these new criteria were not general, and pro- 
vided alternate ones for equal feed and wall temperatures. The new criteria are 

Th:s result was also obtained by I.  Langmuir, J .  Am. Chem. Soc.. 30, 1742 (1908). 
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usually more stringent than Eq. 12.5.a-20 or 22, but since their exact form is based 
on the precise boundary conditions at the reactor entrance, the uncertainties 
discussed below (Eq. 12.5.a-17) should make one cautious in their implementa- 
tion. For practical purposes, axial dispersion effects can usually be neglected in 
the common industrial and laboratory reactor if they are sufficiently long. 

In addition to use of the axial dispersion model to represent the longitudinal 
distribution of residence times in a reactor, the transverse or radial dispersion 
characteristics can also often be adequately modeled with a diffusionlike equa- 
tion. This is most often done for empty tubes or packed beds; the latter has been 
thoroughly covered in Chapter 11. Further aspects of the topic can be found in 
Levenspiel and Bischoff [l] and Wen and Fan [Z]. 

The conversion for the tanks-in-series model was presented in Chapter 10 and 
is similar to the results from the axial dispersion model for n - PeJ2 9 1. In 
addition, twodimensional networks of such compartments can be used to de- 
scribe dispersion-this was briefly discussed in Chapter l l .  For a general mathe- 
matical treatment, see Wen and Fan [2]. 

12.5.b Combined Models 

Even though the general methods and results discussed above can be used to 
handle a wide variety of nonideal flow situations, many reactors contain elements 
that do not satisfy the fundamental basis of a diffusionlike model: the overall 
mixing should be the result of a large number of small random events. For ex- 
ample, if the mixing is caused by a relatively small number of bubbles rapidly 
moving through a continuous phase, one would not expect the RTD curves to 
have the proper shape of a diffusion equation result, nor might it be possible to 
develop consistent correlations of the dispersion coefficients. In these situations, 
more complicated models need to be utilized, usually built from combinations 
of the basic models of Sec. 12.5.a. 

One of the most important cases is when there are two (or more) distinct regions 
within the reactor. This might be a packed bed of porous solids, two fluid phases, 
partially stagnant regions, or other complicated flows through a vessel that can 
basically be described by an axial dispersion type model. Transport balances can 
be made for each phase, per unit reactor volume: 

ac, ac, a2c AC 
- - + u  ,=D --2-- at I cz az2 (v,/v) + r1 

(12.5.b-1) 

and 



where 

ui = velocity in region i = FIPi  
ri = reaction rate per volume of region i 

AC = rate of mass (or heat) interchange (kg/m3s) 

= k ~ l C 1  - k,zC2 
= k,a,(C, - C,/K), for example (with K = equilibrium constant) 

In Eq. 12.5.b-1, 2, the concentrations, Ci, could be mass concentrations, or for 
heat transfer, Ci = picpi T .  Also, the axial dispersion coefficients for heat transfer 
would be Do,. = A,,lpicpi, and the transfer coefficient would be k = h/p,cp, (for 
region 1 normally being the fluid, and then K = p2cpZ/p1cpl). 

Equations 12.5.b-1,2 reduce to a large variety of special cases. As written, they 
are the standard equations for interfacial mass transfer used in Chapters 6 and 14 
(also see Pavlica and Olson [60]. They are also the basis of the "cross-flow" 
models for fluidized beds (see Chapter 13) or other multiphase reactors, and have 
been used for heat transfer studies. 

For packed beds, the void fraction is E = (V,/V) and (V2/V) = 1 - E; also 
u2 = 0 (except for moving beds). Then the balance Eqs. 12.5.b-1,2 become 

8c,  ac, P C ,  k,a, 
- + u , - = D , , - - -  (C, - C2/K) + r ,  (12.5.b-3) 
Ot dz dz2 E 

and 

Equations 12.5.b-3, 4 are commonly used in chromotography-see Seinfeld and 
Lapidus [49]. The transport and reaction within individual particles is often 
specifically modeled; in this case, the concentrations in Eq. 12.5.b-4 are to be 
interpreted as averaged values for the particles: 

for spherical particles. 
From Chapter 3, the mass balance for the solid particles is: 
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with the boundary condition: 

Averaging Eq. 12.5.b-6 gives: 

ac, - - - kT(cl - ' 1 ) + <rs) at I - &  K S  R 

In order to rigorously determine the terms on the right-hand side of Eq. 12.5.b-7, 
the complete particle mass balance, Eq. 12.5.b-6, must be solved, and this result 
then utilized. However, if only the average values are of interest, the same type of 
approximations discussed in Chapter 7 lead to the result: 

Equation 12.5.b-8 is the same as Eq. 12.5.b-4 except for the term in the latter with 
D,,, representing direct effective particle-to-particle transport. For several types 
of situations, this term may be of definite importance: mass transfer in highly 
porous solids at low Reynolds numbers (Wakao [63]) and the heat transfer situa- 
tion discussed by Littman and Barile [61], which is analogous to the model for 
radial heat transfer proposed by De Wasch and Froment [62]. 

Solutions to Eqs. 12.5.b-1 and 2 are most conveniently obtained with Laplace 
transforms (for rates linear in concentrations). Thus, with zero initial concentra- 
tion, 

- a c ,  a2c1 zc 
sC, + U, - = D,, 7 - - - k , C l  (12.5.b-9) a~ 8.2 (VIIV) 

It can be shown that the term for a wide variety of interregion transport 
mechanisms will have the form 

AT = H(S)C,  (12.5.b-10) 

where H(s) is particle transfer function with the interregion transport coefficients. 
This generality was pointed out by Miller and Bailey [64]. 



For a specified concentration at 2 = 0, and a semiinfinite region, the reactor 
transfer function is 

(12.5.b-11) 

The moments of the reactor transfer function, Eq. 12.5.b-11, can be readily found 
by the formula of van der Laan 1651 : 

Then, one finds: 

if k ,  = 0 and H(0) = 0;  the latter is true for reversible solid transport processes. 
Next, 

= 5 [i  + ( V / V ~ ) ( ~ H I ~ S ) ~ = ~ I  (12.5.b-14a) 
u 1 

if k ,  = 0 and H(0) = 0. Finally, the variance is, 

if k ,  = 0 and H(0) = 0. 
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Example 12.5.6-2 Transient Mass Transfer in a Packed Column 
For this situation, region 2 is stationary, 24, = 0, and also if no interparticle transfer 
is assumed, D,, = 0 (but recall Wakao [63]). If, in addition there are no reactions 
occurring, r ,  = 0 = r,. Then, Eq. 12.5.b-4 becomes, when Laplace-transformed: 

and 

Note that for this case, H(0)  = 0. 
Then, the moments become 

and 

For spherical particles of radius R, 

and then Eq. (d) is identical to the results of Schneider and Smith [66] used for 
chromatographic studies in determining reactor transport properties. Actually, 
they consider the more complex situation with individual spherical particles with 
internal pore diffusion resistance and additionally a linear adsorption process. 
Their complete results could be found by utilizing Eq. 12.5.b-6, with linear r,, in 
place of Eq. 12.5.b-4 to determine the particle transfer function, H(s). The method 
is identical to that illustrated here, but the equations are naturally more complex. 
A collection of results for various types of intraparticle transport was provided 
by Gunn 1671. 

It's seen from this example why the use of moments is a popular way to determine 
the model parameters-Eqs. (c) and (d) are relatively simple compared to the com- 
plete solution of Eq. 12.5.b-3,4 by attempting to invert the transfer function Eq. 
12.5.b-11, for example. The method appears to work well in chromatographic 
columns and has been widely used. However, for a broader range of systems that 
may be of interest in chemical reaction engineering, moments will often not 
provide the best parameter estimates. Section 12.5.c will discuss this further. 



A similar model has been found useful for modeling the flow patterns in "trickle 
bed" reactors-see Hochman and Effron [68]. In this situation, some of the liquid 
readily passes through the packing (region 1 in the model) but some liquid forms 
into stagnant pockets (region 2) that d o  have mass transfer with the main flowing 
fluid. In this case, the mass balance for the flowing liquid is, from Eq. 12.5.b-I, 

ac, ac 
- - + u , - = D  a2c, (k,a,) 
at aZ °I--- 

az2 (VIIV) 
(Cl - C2) (12.5.b-16) 

In region 2, there is no flow and no interstagnant pocket dispersion, and so Eq. 
12.5.b-2 becomes 

Here, the regions refer to the fluid in the voids between the packing, and one must 
be careful to account properly for the various volume fractions. The first moment, 
from Eq. 12.5.b-14a, is found to be similar to Eq. (c) of Ex. 12.5.b-1: 

where us, = u, V,/V = superficial velocity, and E ,  = void fraction available to 
all the liquid (total liquid holdup). The variance, Eq. 12.5.b-15, can also be evalu- 
ated in a similar fashion. 

Villermaux and van Swaaij [69] have provided a thorough analysis of this 
model. The transfer function and moments were derived, as well as an analytical 
time-domain solution; the latter is very complex, involving several transcendental 
functions. (It should be mentioned that they solved the equations for an impulse 
input to a semiinfinite system, and with these boundary conditions, the moments, 
and so on, are slightly different from those above; refer to the discussion in Sec. 
12.5.a. A summary of the moments for various boundary conditions is given by 
Arva, Kafarov, and Dorokhov [70]. Alternate forms of these solutions are pos- 
sible-see Popovid and Deckwer [71].) Villermaux and van Swaaij [69] also 
provided preliminary correlations of the model parameters, such as fraction 
stagnant fluid, crossflow (kTav), and flowing fluid dispersion coefficients. For the 
case when the flowing fluid can be taken to be in piston flow, a useful set of cor- 
relations that can be applied to industrial operations is in Hochman and Effron 
1681. 

At this point, many of the problems of trickle bed reactor operations have been 
fairly well studied (see Satterfield [72]). Even if a priori design is not readily done 
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(see Hofmann [73]), many aspects of pilot plant scale-up focus on the fluid- 
mass transfer (see Koros [74]); the details of the liquid axial dispersion 

are probably not critical, with sufficient radial mixing, especially for industrial 
scale reactors. Further consideration of the design aspects are presented in Chapter 
14. 

In the more general case with Eq. 12.5.b-2, it is readily seen that the (Laplace 
transformed) concentration in region 2 is given by: 

Equation 12.5.b-18 can be solved, together with Eq. 12.5.b-1, and substituted into 
AT, to yield 

AT 
H(s) = -=- = f (z, s; parameters) 

C ,  
This could then be substituted into Eq. 12.5.b-11 in order to derive the overall 
system transfer function-see Pavlica and Olson [60] for details. 

When considering larger-scale mixing flows, for example, in real stirred tanks, 
other types of models are required. From the viewpoint of macromixing, the 
existence of significant regions of bypassing or stagnant fluid are particularly 
important. A basic model that can account for these features has been developed 
by Cholette et al. 175,761 (see Fig. 12.5.b-1). The parameters of fraction bypassing 
and fraction dead (totally stagnant) volume have been correlated for a wide range 
of operating variables. Also see Levenspiel [3], Himmelblau and Bischoff [4], 
and Wen and Fan [2] for further aspects of these idealized models. 

A model that more closely agrees with the observed mixing patterns in real 
stirred tanks was given by van de Vusse 1773. The basis is a region of intense 
shear and mixing around the impeller followed by recirculating flows around the 
rest of the tank. These "signal-flow" models have the general features as shown 
in Fig. 12.5.b-2. Each of the elements can represent a flow region with a certain 
amount of dispersion, o r  idealized model tanks-in-series. Compact mathematical 
methods for the solution of the mass balances for these types of models have been 
given by Gibilaro, Kropholler, and Spikins [78]. Experimental determination of 
the model parameters was illustrated by Taniyama and Sato [79], and an in- 
teresting example for better explaining microbial reactions was by Sinclair and 
Brown 1801. 

I 

I Figure 12.5.b-I Model of real stirred tank with 
L- ---- - -- - J bypassing and dead space. 



Figure I2.5.b-2 Signal flow model of real 
stirred tank. 

A comprehensive review of these and other aspects of mixing and chemical 
reactions was given by Olson and Stout [35]. One conclusion was that the signal 
flow models are often overly sensitive to rather illdefined parameters such as 
exact inflow conditions. These models also cannot account for mass interchange 
between internal flow paths that undoubtedly occurs in most highly stirred tanks. 
A similar model has been used by Khang and Levenspiel [81] to predict mixing 
times in batch mixing vessels (also see the earlier references given there). 

Stirred-tank scale up is usually based on power irrput per unit volume-a 
survey of various applications is given by Connolly and Winter [82]. A more 
detailed consideration of chemical reaction behavior is by Paul and Treybal 1831 
where they found that "Power per unit volume is . . . incapable of correlating the 
widely different local conditions within a stirred vessel." Instead, a criterion in- 
volving both the reaction rate constants and a microtime scale based on turbulent 
fluctuations was developed. Measurements of these fluctuations have been mea- 
sured-see Gray [84] and Giinkel and Weber [85], including references to prior 
work. Clearly, these considerations are returning us to the question of micro- 
mixing effects, and there is as yet no comprehensive method for the utilization of 
this information for predicting chemical reactor behavior. 

A final topic concerns two phase liguid-liquid reactors, where droplet breaking 
and coalescence is of great importance. This complicated area cannot be covered 
here; for a recent useful reference, see Coulaloglou and Taviarides 1861. The 
methods are based on the use of population balance techniques, to be discussed 
in Sec. 12.6. 

Example 125.b-2 Recycle Model for Large-Scale Mixing EHects 

A variety of reactors have large-scale mixing flow patterns that are primarily in 
one direction for a portion of the vessel cross section and in the reverse direction 
elsewhere. Examples are bubble columns or vigorously bubbling fluidized beds, 
where the center portion consists of rapidly rising fluid, with flow down the wall 
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regions. For these applications, two (or more) region models provide the best 
description of the physical events. 

A sketch of this type of model is as follows: 

Figure I Recycle model. 

The balance equations are Eq. 12.5.b-1, 2 with u, having a negative sign be- 
cause of the direction of the velocity vector. Usually, the dispersion in each phase 
is neglected, since essentially the same effect is provided by sufficiently large 
crossflow, k,. This model becomes 

acl - w (C] - C2) + rl --+u,-= 
at az (V , /V)  (4 

ac, ac -- u2-=- 
at 

(krau) ( c1  - c 2 )  + r2 
az (V, /V)  

(b) 

Note that the flows are related by 

The special feature of the model is the recycle boundary condition: 



r = &/Fa 
= recycle ratio 

The other boundary condition is 

This is a very flexible model, and reduces to several other special cases, as 
pointed out by Hochman and McCord [87]: 

1. Ask, -+ 0, the ordinary recycle model for reactors, with delay in both streams, 
is obtained. In addition, if V2/F; -, 0, the model used by Carberry [88] to 
study reaction selectivity behavior is obtained; and if V,/F', + 0, there is 
instantaneous bypassing of a fraction of the feed. 

2 As r + co, the model approaches a perfectly mixed vessel. 

3. As r -+ 0, the model is similar to that described above for flow with transfer 
to a stagnant region, used for trickle bed reactors, for example. 

4. As k, + co, the model approaches plug Row, with net flow rate Fa = F; - F;, 
because of the instantaneous transverse mixing; this limit can also be seen by 
adding Eqs. 1 and 2 with C ,  -, C,. 

In addition to the above reasoning, the various limits can all be derived mathema- 
tically by careful consideration of Eqs. 1 and 2, or the solutions to be presented 
below. 

The solution of Eqs. (a) and (b) for an impulse injection was found by Laplace 
transforms (with r ,  = 0 = r,) in Hochman and McCord [87]: 

- PexpC(~m - 7,)s + YI 
= [(2r + I)rms]sinh p + p cosh p 

where 

Ti = L/ui = K/F;  
= mean residence time of each region (g) 

7, = (7, + 7,)/2 (h) 

p = [T,~S' + 2(2r + l)ys,s + y2]'/2 (i) 
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Hochman and McCord [87] found several useful approximate time domain 
solutions from Eq. 6, but it is probably easier to directly solve Eqs. 1 and 2 nu- 
merically, as done by Dayan and Levenspiel [89]. 

However, the moments can be readily determined: 

p, = rl + 2rr, (kj  

which can be proven using Eqs. (c'), (g), (h). Thus, it can  be seen that for a given T, 
only two of the three parameters r, ,  T,, or r are independent. Also, 

The procedure recommended by Hochman and McCord [87] is to use two tracer 
probes to directly measure the bottom-to-top residence time, r , ,  by the first ap- 
pearance from an impulse injection at z = 0, and the top-to-bottom residence 
time, T,, with an impulse injection at z = L. Then, the recycle parameter, r, can 
be found from p, = V/Fo, Eq. ( k )  and the crossflow parameter, k,a,, from crZ, 
Eq. (I), using the definition of y (Eq. j). Alternatively, other parameter estima- 
tion techniques can be used, as to be described in Sec. 12.5.c. 

A practical example of the utilization of this model was provided by Goldstein 
[go] for the improved design of an indust-ial stirred-tank reaction with high 
L/d, 4. For the rapid reaction of interest, the goal was to increase the overall 
uniformity of concentrations and temperatures in the reactor by choosing the 
appropriate impeller type, size, number and stirring speed, as well as effects of 
reactor throughput rate, feed nozzles, and liquid viscosity. The flow model was 
found to be very effective in rapidly and efficiently organizing the results from 
varying the large number of experimental variables. 

From simulation of chemical reactor behavior using Eqs. (a) and (b), and the 
corresponding heat balances, it was found that the most important model param- 
eter was the recycle ratio, r, as shown in Fig. 1. Thus, it would appear that the 
transverse between-regions mixing is not critical, but the longitudinal mixing is 
only adequate when r > 40 (here the flow is actually down in the center and u p  
at the wall). Thus, the various combinations of reactor internals were studied t o  
attempt to obtain high values of r in this range. This was done by performing 
RTD tests in a scaled laboratory reactor-the detailed results are in the original 
reference. The optimum combination, when tested in the plant, was able to reduce 
the undesirable temperature gradients by a factor of 20 (to -3"C), with reasonable 
power inputs. It was also found that the plant reactor experienced a 30 percent 
increase in catalyst efficiency and a 70 percent increased throughput rate was 
possible. 
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Figure 2 Variation ofaxial AT with internal recycle ratio 
( from Goldstein [90]). 

The scale-up procedure was based on maintaining constant r values in the plant 
and laboratory model vessel: 

Relating the measured r, to the impeller pumping capacity resulted in a cor- 
relation 

F; const) - 

where 

N = impeller stirring speed 
d = impeller diameter 
h = impeller width (or other size characteristic) 

From standard correlations of power requirements, it is known that in the turbulent 
mixing regime: 

P = ( c o n ~ t ) ~ N ~ d ~ b  (0) 

Thus, the scaling relations are 

= 1 (by choice) 
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and 

Combining Eqs. 16 and 17 to eliminate (NdN,): 

which was used by Goldstein [W]. For complete geometric similarity, d and b 
would be proportional to the tank diameter, d,, and then Eq. 18 becomes 

Nienow pointed out [91] that for equivalent performance as a chemical reactor, 
equal holding times must also exist: 

V d,S 
r = -;- a - = constant 

Fo Fo 

Then Eq. 19 becomes 

It is seen that Eq. 21 decrees a scaling factor more than the traditional (power/ 
unit volume): 

which may be difficult to accomplish with large scaling factors. Nienow [91] also 
showed that equivalent scaling factors arise from criteria of equal RTD and ap- 
proximately equal mixing times in batch vessels. 

Extensions to the basic model have been made by Mah 1921, who utilized a 
series of stirred tanks for each region, rather than assuming plug flow. There 
could be some computational advantage in this, and this more general case also 
then includes the stirred tanks with backmixing models. However, the cost is 
another model parameter-the numbers of stirred tanks. Van Deemter [93] has 
applied the same model to mixing in fluidized beds, and also shown some inter- 
relationships with the axial dispersion models. Gwyn, Moser, and Parker 1943 
have described a similar three-region model that more completely describes 
events in fluidized beds. 



This example provides many aspects of the application of the recycle-type 
model. It is probably the most flexible model that has been successfully utilized 
to help describe large scale mixing patterns in actual chemical reactors. 

12.5.c Flow Model Parameter Estimation 

With multiparameter Row models, the accurate estimation of the parameters can 
be far from a trivial task. The basic problem is, of course, similar to those considered 
in Chapters 1 and 2 for kinetic rate coefficients, but since many flow models are 
partial differential equations, the problems are more severe. The mixing of tracer 
concentrations is inherently a linear process, and if other diffusion and dispersion 
steps are also linear, the governing differential equations will then be linear 
(although the parameters may appear in nonlinear ways), and the methods of 
systems engineering can be useful. We will only give a brief outline here, focusing 
on a few of the special problems involved for flow models. An excellent reference 
to many useful techniques is Seinfeld and Lapidus [49]. 

Let us first discuss the choice of input signals. The practical aspects of type of 
tracer for various situations is surveyed in Wen and Fan [2 ] .  Also see Hougen 
[95] for an extensive discussion. The advantages and disadvantages of various 
types of signals are as follows. 

1. A pulse input is often best in principle, since the output is directly the impulse 
response of the system; also, the model response is often simplest in this case. 
In addition, the test only causes a brief disturbance to the process. The main 
disadvantage is that it is difficult to experimentally generate a perfect impulse 
input, and especially, small deviations in the tail can cause important deviations 
from ideal behavior. Finally, in principle, all frequency modes of the system 
are stimulated, and this may not be optimum. 

2 A step input is relatively easy to  experimentally generate, and the result is 
simply related to the impulse response. However, a long time of input stimula- 
tion is required to achieve the final "lined out" response; a related problem 
is that it may be difficult to accurately determine the final value, and thus the 
normalization factor. 

3. A sinusoidal input (frequency response) has the advantage of only requiring 
measurement of the amplitude ratio and phase lag of the output, and also several 
waves can be averaged for better accuracy. Some disadvantages are that it is 
relatively complex to experimentally generate a sine wave in concentration 
(or temperature). Also, one must wait for the initial transients to  die out to 
achieve the desired stationary response, leading to a long process disturbance. 
Since tests at several frequencies are required, it is a rather time-consuming 
method; also the frequencies must be chosen in some optimum way. 
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4. in principle, arbitrary inputs (including "noise") can be utilized by measuring 
both input and output. The advantages are lack of need to generate any perfect 
specific input signal, and the results can be related to the general convolution 
properties of the system (e.g., Eq. 12.2-12). The random noise with cross- 
correlation technique is usually rather difficult with chemical process systems. 
Some disadvantages are that two signals must be measured; also, the decon- 
volution is not always easy to perform numerically (often, in fact, iterative 
convolutions are the only possibility), and usually necessitates rather sophisti- 
cated computational techniques. 

Next, let us discuss the various techniques that have been used for the actual 
parameter estimation, describing their strong and weak points. For the axial 
dispersion model, this has been done by Boxkes and Hofmann [96], and illustrates 
the typical problems involved. 

1. Direct nonlinear regression in the time domain. This would appear to be the 
most straightforward in principle, since one is comparing the actual data with 
the model response. Also, the least squares, maximum likelihood, or other 
criterion is minimizing errors directly with the data, which may often be well 
approximated as Gaussian even though this may not be true for transformations 
of the data-recall the discussion in Chapter 2. The primary disadvantage is 
that the time-domain solution of the model must be available. The alternative 
of repetitive numerical solutions during an extensive parameter search routine 
can involve very large amounts of computer time. Also, the objective functions 
often have local in addition to  global minima, and/or long ridges because of 
correlation between the parameters-both of these cause difficulties. Seinfeld 
and Lapidus 1391 provide a comprehensive discussion of the standard tech- 
niques. Michelson [97] describes a method for partially eliminating the prob- 
lems associated with correlation between parameters (ridges in the objective 
function), and other approaches are given in Hosten [97] and Hosten and 
Emig 1993. However, there does not appear to be a completely sure technique 
at present. 

L The second technique is that of using time moments of the data to  be compared 
with those of the model. The advantages are that they can be easily computed 
by numerical integration of the data, and the integrations tend to somewhat 
smooth the data. Also, the moments can be readily found from the Laplace 
transform of the model, without the necessity of a time-domain solution- 
recall the formula of van der Laan 1651 utilized in Sec. 12.5.b. The main dis- 
advantage is that the moments tend to emphasize the data for large values of 
time, and this data in the tail of the curve is commonly not very accurate. Also 
it is often difficult to decide just where to truncate the tail of the data curve. 
In addition, the number of moments must equal the number of parameters, 



which usually means using the second or third moments, with corresponding 
heavy weighting of the tails. Finally, one does not know how well the model 
using the moment-evaluated parameters finally fits the actual data in the time 
domain. In fact, the agreement should always be checked with this method, 
and is not too difficult since only a few solutions of the model equations will 
be required. 

A general discussion was given by Bischoff [IOO]. The basis was the transfer 
function, which is the ratio of the Laplace transforms of the outlet and inlet con- 
centrations. The model equations can be formally expanded in s: 

where the a represent the model parameters. Recalling the formula of van der 
Laan, Eq. 12.5.b-12, the moments of the experimental data can be related to 
the pi: 

Acl= PI  (12.5.c-3) 

where p and a2 are defined as in Eq. 12.3.a-1. For a given flow model transfer 
function, the pi can readily be found. Equations 12.S.c-3,4 reduce to the results 
given earlier for the dispersion and other models. A comparison of this relative 
to  other methods will be given later. 

3. The moments can be defined with a weighting factor to decrease the importance 
of  the tail. A common choice ofthe weighting factor ise-"', which then obviously 
bears a relation to considering the Laplace transform. These weighted mo- 
ments possess all the same advantages of ordinary moments, without the 
critical disadvantage of too heavy weighting of the tails. However, the question 
of truncation still remains, and also numerical values of the weighting function 
parameter. s, must be chosen on some basis. Again, the final results should be 
checked by a time-domain solution. A useful reference is Andersson and White 
[ lol l .  

4. Since the Laplace transform-space solution for the model is so readily obtained, 
another method uses fitting (e.g., least squares) in transform space. This, of 
course, necessitates performing numerical transforming the time domain data: 

9.d~) = [ e - " ~ . ( t ~ t / j ' e - " ~ , ( t ) ~  0 

There are subclasses depending on how s is chosen (i.e., exactly which type of 
transform is used), and, once again, the final results should be checked in the 
time domain. 
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A. Laplace Transform 
Onechoice is tochoose real values ofsfor both the numerical transformation 
of the data as  well as for the s-domain fitting. The advantages are again 
decreased emphasis of the tail. Also, the complete model equation in the 
transform domain is utilized in the fitting, not just s = 0 as in ordinary 
moments, o r  a particular value(s) as in weighted moments. The disadvan- 
tages are that the numerical Laplace transformation of the data must be 
performed, including the question of the best choices of numerical values 
of s, often chosen around s = l/r, and truncation of the tail. For this 
technique, see Williams, Adler, and Zolner C1021. 

B. Fourier Transform 
If the transform variable is chosen to be purely imaginary, s = iw, the 
Fourier transform is generated. The same advantage as for the Laplace 
transform are also true here; in addition, by Parseval's theorem, least 
squares fitting in the Fourier domain is equivalent to  least squares fitting in 
the time domain. The disadvantages are again choosing numerical values of 
o. For details of this technique, see Clements [103]. 

C. Special Rearrangements 
Some of the numerical problems in nonlinear regression seem to be able to 
be partially avoidable by utilizing special features of a given transfer function, 
as proposed by Mixon, Whitaker, and Orcutt 11041 and extended by Oster- 
gaard and Michelsen [105]. This is best illustrated by considering the trans- 
fer function of the axial dispersion model with semiinfinite boundary 
conditions: 

[': ( ) ]  (I1.S.c-5) F(s; r, Pe,) = exp - 1 - 1 + - 
Rearrangement of Eq. i 2.S.c-5 gives: 

Thus, a plot of the left-hand side of Eq. 12.5.~-6 versus 

should give a straight line with slope T and intercept (- ]/Pee). 
The quality of the straight line gives an indication of the appropriateness 

of the chosen model to represent the data. Also, it appears that separating the 
parameters 7 and P e ,  into the slope and intercept permits a less equivocal 
determination of their values. Of course, not all model transfer functions can 
be rearranged in this way, and Bashi and Gunn [lo61 have recently described 
various other approaches such as linearizations of the transfer function. 



Numerical comparisons of the various methods by Bijxkes and Hofmann 
[96], Ostergaard and Michelsen [lOS], Bashi and Gunn [106], and others 
have shown that the use of ordinary moments is the least accurate, often 
leading even to negative values of the Peclet number. Direct fitting in the 
transform domain usually leads to valid parameter values, but they are not 
always the same as would be found by time domain fitting. As emphasized 
above, the final timedomain curve should be checked for agreement with the 
original data. Also, in models with more than one mixing parameter, there 
may be problems with correlations between the parameters-see Michelsen 
[97]. Using the special features of the transfer function seems also to yield 
good estimates. It does appear, however, that the information contained in 
RTD experiments can sometimes only be used to determine a certain (small) 
number of parameters. Unique discrimination will then require different 
types of experiments, such ashownstream injection of tracer with measure- 
ment of backmixing. Then a crossplot can indicate which parameters are 
most sensitive to which type of experiments, and how these combinations 
can be used to define the appropriate parameter combinations-for example, 
see Mireur and Bischoff [lo71 for a cross-flow model. Finally, using first- 
order test reactions could provide alternate information, as suggested by 
Glasser, Katz, and Shinnar [108], but the experimental difficulties may be 
formidable. Clearly, one should use care in evaluating and utilizing flow 
model and other transport parameters. 

12.6 Population Balance Models 
The notion of using the distribution of ages of fluid elements to characterize flow 
patterns can be extended to the monitoring of other variables. For example, if 
the tracer is reversibly adsorbed within the system, the output is determined by 
both the fluid age distribution plus the time the tracer is adsorbed. Extensions of 
the standard age distribution formulation to these situations was made by Nauman 
and Collinge [109], Orth and Schiigerl [110], and Glasser et al. [108], and re- 
cently to nonisothermal reactors by Nauman [Ill]. Also see Mann et al. [I123 
for extensions to circulating systems. 

Even more general models are based on probability methods-see Katz and 
Shinnar [I131 and Zvirin and Shinnar [12]. This section considers the specific 
type of model that is used to determine the evolution of the distribution function 
measuring the properties of interest of the population of particles. One example 
would be the distribution function for the ages of fluid elements. However, many 
other variables could also be of interest: coke content and/or activity levels of 
catalyst pellets, concentrations within coalescing droplets, changing pore sizes in 
a reacting solid, biochemical properties of growing cells, sizes of growing crystals, 
and many others. 

644 CHEMICAL REACTOR DESIGN 



A distribution of particles is defined, $(x, y, z, C1, C2,. . . c,, t), where (x, y, z) 
are the usual spatial coordinates, and the Ci represent the other variables of in- 
terest (e.g., fluid element age, catalyst activity). Specifically, 

is taken as the fraction of particles in the geometric volume element (A.x,Ay, A:) 
with property values in the ranges (&, l;i + ACi). The balance on the distribution 
of particles can be derived similarly to equations of transport phenomena (e.g., 
see Himmelblau and Bischoff 143 or Randolph and Larson [I 141): 

where D, B represent the destruction and generation (birth) of particles by some 
processes. 

In Eq. 12.6-1, the second term is the physical transport of the particles, and in 
the third term the ui = dCi/dt represent the rate of change of property I;i in the 
"phase space" of 6. The equation is very similar to the Boltzmann equation of 
kinetic theory, where J, then represents the distribution function of molecular 
velocities, 5. 

Determination of the detailed spatial dependence of Jl is often very difficult to 
find, and often only the distribution of properties ti within the entire system is 
desired. Then, the volume integral average of Eq. 12.6-1 is needed: 

1 
= , [Fo 4% - we] (12.6-2) 

where the volume average distribution function is 

The term on the right-hand side of Eq. 12.6-2 represents any flow of the particles 
into or out of the macroscopic volume. The derivation is similar to that used in 
Chapter 7, and is given in Himmelblau and Bischoff [4]. 

It should be mentioned that $ actually represents the distribution of the mathe- 
matical expected value of the particles, and (as in kinetic theory) higher-order 
distribution functions are required to rigorously determine the system evolu- 
tion-see Ramkrishna, Borwanker, and Shah [115, 116, 1171. However, Eq. 
12.6-1 or 2 seem to be adequate for a variety of problems. 



Using the population balance approach is most readily seen by considering 
several examples. One could rederive all of the age distribution formalism by 
choosing (, = a (age) in the macroscopic population balance Eq. 12.6-2: 

where v, = daldt = 1 was used. The correspondence with the functions of Sec. 
12.2 is: 

($) = internal age distribution 
= I(a) 

$, = exit age distribution 
= E(a) 

t j o  = inlet age distribution 
= &a) 

Thus 

which reduces to many of the earlier results for special cases. More detailed ex- 
amples of the use of this is given in Himmelblau and Bischoff [4], Chen [lo] and 
Wen and Fan [2]. 

Example 12.6-1 Population Balance Model for Micromixing 
If a flow system is visualized as consisting of a large number of fluid elements that 
collide, coalesce, and then reform into two new elements; a population balance 
model similar to that for immiscible droplet interaction can be formulated. The 
latter was devised by Curl [118]; also see Rietema [I191 for a review of this com- 
plex area. 

For a perfectly macromixed reactor, Evangelists, Katz, and Shinnar [I203 
utilized Eq. 12.6-2 for the particle distribution of concentrations; thus, 

<$) = *(CAT t )  

(The averagingsymbol will bedropped for simplicity.) With thischoiceof[, = C,, 
dC* u l = -  - -rA = reaction rate 
dt 

For a constant volume system, Eq. 12.6-2 becomes 
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The "birth" of a fluid element of concentration C occurs when two other elements 
coalesce with concentrations such that C = (C' + C")/2. The "death" term 
means any collision with another fluid element so that the original concentration 
is changed. Therefore, the net birth and death rate is given by 

where the first term in the brackets picks out only those collisions of two elements 
producing a concentration C, and the second term represents all the collisions of 
elements of concentration C. B is a measure of the agglomerative mixing of the 
fluid elements in the reactor. The main variable of interest is the "mean" con- 
centration, which is actually measured (the "expected value" of +(c, t). This will 
be denoted by 

The variance will also be defined in the usual way: 

For the mean, multiply the population balance Eqs. (a, b) by C, and integrate; the 
terms are : 

Thus, the equation for the mean (measured) concentration is 

= JJ$(c9)$(c") jchf$ - c)dc dCz dc" 



A similar procedure gives an equation for the variance: 

1 *= dt - z ~ c - c ) ~ $ ~ c + - [ ~ - , ) + ( c , - C ) ~ ] - P ~ ~ ~  (f) 

For a pure tracer experiment, r = 0, the equation for C indicates that the 
result (measured C )  is independent of P (i.e., the micromixing (6) has no effect, as 
was reasoned in Sec. 12.4). For a step input in time, 1,6~(c, t) = S(C - Co), o r  
Co = Co, and, with no reaction, 

i-(t)l,,,, = Co(l - e-"'), C(0) = 0 (g) 

as  usual. The variance is (with a,? = 5 C26(C - Co)dC - eo2 = 0): 

Note that /?T = GO implies perfect mixing-no fluctuations. These results are as 
indicated in Fig. 1. 
The variance about the mean b usually difficult t o  measure, but Evangelista 
et al., [I203 suggested that the time at maximum variance might be observable: 

which is one way to obtain values of /?. 

ncentration data 
with fluctuations 

Figure I Sketch of appearance of concentration data, with 
micromixing fluctuations, in a perfectly mixed flow vessel 
after a step input. 
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In a batch system, T -+ a, and with no reaction, the equations are: 

dC - - = o  ----* 

dt 
C = const = C(O) (i) 

Thus, in a perfectly macromixed batch system, the mean concentration is constant 
(obviously), and the variance of the fluctuations decreases exponentially with 
time-the latter is obverved in turbulent systems, and is also predicted from 
isotropic, homogeneous turbulence theory (see Fig. 2). 

These types of tracer experiments can be used to find the micromixing param- 
eter, B. Evangelista et al. 11201 describe typical values: 

where 

E = power/mass of fluid (apower/volume) 
ccN3L2,  geometrically similar vessels 

N = impeIIer rpm 
L = characteristic length 

For large processing vessels, they estimate 

These "scale-up" parameters are similar to what would be found from simpler 
dimensional arguments, of course, but the theory also indicates how this informa- 
tion can be used to predict concentration fluctuations (micromixing). In addition, 
more rigorous turbulence theories, or experiments, could be used to provide more 
exact values of f l  for a specific situation. 

Concentration data 
w - with fluctuations 
C, 

C-, 
I 
I 

M~roscopic . > 
"mixing time" 

Figure 2 Sketch of appearance of concentration data, with 
micromixing~uctuations, in a batch vessel. 



Using these relations with a reaction occurring illustrates the principles dis- 
cussed in this chapter. For a first-order reaction, 

r = k C  

The Eq. (e) for C becomes: 

which can be directly solved, given the feed Fo. Thus, the micromixing parameter, 
/?, has no effect here on the outlet conversion, as reasoned and illustrated earlier. 
For a steady-state perfectly macromixed reaction, 

as is normally found. There is a variance in the outlet concentration, caused by 
imperfect micromixing: 

Again, j?r = a, implies perfect mixing -a: = 0. 
The case of a steady-state (or unsteady-state) system with a second-order (or any 

non-first-order) reaction is more complicated: 

r = kc2 
and from Eq. (e): 

With no fluctuations (perfect micromixing), = 0, and the usual result is 
obtained: 

However, with micromixing effects, the mean concentration cannot be obtained 
without knowledge of uC2; thus, the result depends on the micromixing, which 
was reasoned earlier. If the concentration fluctuations are symmetric (third 
central moment is zero), the variance can be found, with knowledge of 8, 
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Figure 3 Adiabatic reactions; x = conversion 
to product, yield = x averaged over contents of 
vessel. ---- Asymptotic value = 0.897 (from 
Evangelista, et al. [120]). 

0.7 

In general, the details of the micromixing would have to be known. A perturbation 
technique of Evangelista et al. for large /?7 can also be useful. 

In standard process vessels with "thin" fluids, the approximate values of 
/? - 0.5 s-'  are such that /?T is large-several hundred +. Thus, micromixing 
effects are not very critical, as is well known, at least for not too rapid reactions. 
However, for viscous systems with smaller 6, very fast reactions, or short residence 
times 7, the value of 6 7  can be small relative to k, and the micromixing effects then 
become important. 

Evangelista et al. [I201 and 11211 illustrate this for an adiabatic combustion 
process, where the rate equation in terms of conversion is 

- - 

I I I I 

(The xm, m = 5 - 20, is an approximation to the Arrhenius temperature de- 
pendency with the adiabatic temperature rise expressed in terms of conversion 
from the mass and heat balances.) The figure shows how the conversion x de- 
creases with imperfect micromixing (for A = 15, m = 5) (see Fig. 3). 

20 50 loo 200 5M) loo0 

267 mixing intensity 

It was also found that the variance divided by the conversion could range from 
about 20 percent, to zero for very high mixing intensity (b7 -+ a). Figure 4 shows 
that the stability criteria could also be affected by the micromixing effects; this 
is even more true for highly exothermic reactions, if m = 15. A useful review is by 
Pratt [122]. 

These coalescence-redispersion models can also be formulated as a direct 
numerical Monte Carlo computation, as shown by Spielman and Levenspiel [123]. 
Similar results are obtained, but, of course, each situation must be individually 
simulated. 



6 

5 

P 
8 4 
'i 
C 
6 .- 
ii : 3 

g 
4 

2 

1 

0 
0 0.2 0.4 0.6 0.8 1.0 

Mea, cowusion. x 

Figure 4 Effect ofmixing intensity on apparent reaction rate 
Cfrom Evangelists, et al. [121]). 

The Monte Carlo approach was extended to reactors with a plug flow macro- 
mixing RTD by Kattan and Adler 11241. Here, the coalescing fluid elements are 
moved through the reactor at a speed corresponding to the constant mean fluid 
velocity. Kattan and Adler [124] were able to simulate experimental results of 
Vassilatos and Toor [125]. The coalescence frequency was found from data for 
extremely rapid reactions, where the observed rate is essentially completely con- 
trolled by the micromixing in this situation with a flat velocity profile. Then, these 
coalescence rates were used to predict the experimental results for rapid and slow 
reactions taking place in the same equipment. 
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A generalization of these population balance methods to reactions with arbitrary 
RTD was given by Kattan and Adler [126]. They expanded the phase space of 
the distribution functions to include the life expectation as well as concentration 
of the individual fluid elements: $(C, l, t) .  The population balance then reduces 
to all of the previous developments for the various special cases of segregated or 
micromixed flow, the perfect macromixing coalescence-redispersion model, and 
can be solved as continuous functions or by discrete Monte Carlo techniques. 
Goto and Matsubara [I271 have combined the coalescence and two-environment 
models into a general, but very complex, approach that incorporates much of 
the earlier work. 

Example 12.6-2 Surface Reaction-Induced Changes in Pore-Size 
Distribution 

Many types of porous media can have their pore-size distribution changed by 
reaction of the fluid in the pores with the walls. Examples would be heterogeneous 
fluid-solid reactions (e.g., ore reductions), catalyst pellet modifications, leaching, 
and the acidation of oil wells, where an acid is pumped into the well to dissolve 
the surrounding rock partially and thereby increase its porosity and permeability. 

The gradual growth in pore size with treatment can be handled by the usual 
methods of reaction and diffusion (as in Chapter 4), but if the pores grow into 
each other a more detailed model is required. This latter effect is especially im- 
portant in modifying permeabilities, since the new large pore areas have a strong 
effect on the overall hydraulic resistance, or in decreasing the new macropore 
diffusional resistance (a common jargon term is " wormholing"). 

This problem was considered by Schechter and Gidley [128]; an outline of 
their treatment follows. Define a distribution of pore areas at a point in the porous 
medium, $(A, t )  (this assumes that an average pore length can be utilized). Then 
the population balance will consist of terms for the time evolution of the distribu- 
tion, the rate of change is a given pore size, and terms accounting for the inter- 
section of separate pores: 

In Eq. (a), o(A, C,-(t)) (pore and reaction propertiel) is the rate at which the pore 
walls change because of interaction with the fluid reactant concentration C,-(t). 
For the terms on the right-hand side, the first term accounts for the "birthn of a 
new pore of area A from two smaller pores of sizes A' and ( A  - A'). The second 
term accounts for the losses of pores of area A by their intersecting another pore 
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Figure I Time change in pore structure urom Schechter 
and Gidley [128]). 

of area A', and by a pore of area A' intersecting the original pore. Once this popula- 
tion balance equation is solved for the distribution function +(A, t), the change 
in porosity can be found from (for average pore length): 

8) = J*A+(A, t)dA (b) 

Schechter and Gidley [I281 utilized an approximation to the classical Graetz 
problem for the wall reaction to obtain u(A, Cf(t)) ,  and then solved the population 
balance Eq. (a) by numerical methods. An example of the evolution of the pore 
area distribution for typical conditions for well acidation is shown in Fig. 1. 

We see that the larger pores increase significantly in amount at the expense of 
the slightly smaller pores. The smallest pores remain about the same, however, 
because of the diffusional limitations in the pore wall reaction. The permeability 
change of Darcy's law can then be found from 

(Note the strong weighting with respect to area.) The computation showed a 
many fold increase, which, of course, is the purpose of the process. Further in- 
vestigation of the details of the wall reactions and other specific aspects is given in 
Sinex, Schechter, and Silberberg [I291 and Swift and Fogler [130]. 
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Applications to catalyst deactivation and activity are given by Rudd [131], 
and use of these concepts for reactor-regenerator systems (e.g., in catalytic cracking) 
is analyzed by Petersen [132], Gwyn and Colthart [133], and Jacob [134]; an 
outline of the developments is given in Chapter 13. 

Problems 

12.1 Supply the derivation of Eq. 4 of Ex. 12.3-2. 

12.2 Consider the following flow system: 

where a fraction I of the flow passes through the second tank, V,. 
(a) For an impulse function input to tank V,, derive the RTD for the complete system, 

that would be measured at C(t). 
(b) Show that, for the special flow split, 

The overall RTD becomes as for a single, perfectly mixed region! 
Note that this example illustrates that overall perfect mixing, as measured by RTD, 

need not mean that the specific details of the flow system are a simple perfect mixer. 
Further discussion is provided by T. Fitzgerald [Chem. Eng Sci., 29, 1019 (1974)l. 

12.3 Find the mean and variance for the RTD of Ex. 12.4-3. 

12.4 Derive Eqs. 2.3, and 4 of Ex. 12.4-3. 

12.5 Given the reactor configurations 

v, 

If the total volume V = V, + V, is imposed, what should be the ratio of the volumes 
V,/V, in both cascs to obtain the same exit conversion, X A I  for a first-order reaction? 
For a second-order reaction? 

12.6 Calculate the effect of recycle on the conversion in tubular reactors with plug flow. 
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12.7 Suppose a reactor system consists of many piston-flow reactors in parallel: 

From Chapter 9 (or I), the exit concentration in any one of them is, with a first-order 
reaction: 

(a) If the reactor lengths are arranged according to the gamma distribution, 

where 

L = mean length 

= h~ f(L)d~(check this) 

show that the total output of the system is given by: 

(b) For the special case of a = 0, the exponential distribution, the result of part (a) 
becomes 

which is the result for a single perfectly mixed reaction, Chapter 10. Discuss this 
result in view of reactor flow models. 

12.8 Compute the second order reaction results for Fig. 12.4-1. 

12.9 Derive Eqs. 12.5.a- 13 to 15 and plot a few curves for various values of the parameters. 

12.10 Derive Eq. 12.5.a-19and plot a few curves for various values of the parameters. 

12.1 1 Show that for an axial dispersion flow system with variable density, area, velocity, and 
dispersion coefficients between two adjacent sections, equating total fluxes leads to 
the boundary condition: 
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12.12 Derive Eqs. 12.5.b-1 I ,  13-15. 

12.13 Plot the dimensionless variances of the recycle model of Ex. 12.S.b-2, Eq.(l), as a func- 
tion of the parameters rand (k,a, V/F,). 
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13.7 Introduction 
The breakthrough of fluidization in 1942 was associated with catalytic cracking 
of gasoil into gasoline. Before that, catalytic cracking had been carried out in 
fixed bed reactors. Catalytic cracking deposits carbonaceous products on the 
catalyst, causing rapid deactivation of the latter. In order to maintain the produc- 
tion capacity, the carbon had to be burned off. This regeneration required switch- 
ing the reactor out of production. In order to eliminate the switching, attempts 
were made to circulate the catalyst and burn off the coke in a separate vessel, the 
regenerator. The first approach was to use a moving catalyst bed: in the reactor 
the catalyst moved downward, against the fluid stream, in a very compact mass, 
into the regenerator. From the regenerator the catalyst was taken back to the top 
of the reactor by a bucket conveyor. Later, the conveyor system was replaced by 
a gas lift. Finally, both the reactor and the regenerator were operated under 
transport conditions. The high velocities required for pneumatic transport caused 
considerable attrition of the catalyst. In order to lower the velocities, very fine 
solids had to be used. It was then found that the dense mixture of solids and gas 
behaved in many aspects like a fluid, and this makes the control of streams much 
more convenient. Since then fluidized beds have been used in other fields where 
solids have to be handled, like the roasting of ores and in catalytic reactors for 
highly exothermic reactions. The latter application is based upon another ad- 
vantage: the high turbulence created in the fluid-solid mixture leads to much 
higher heat transfer coefficients than those which can be obtained in fixed beds. 
Therefore, fluidized bed reactors have now also found use in exothermic processes 
where close temperature control is important: the oxidation of naphthalene into 
phthalic anhydride, the ammoxidation of propylene into acrylonitrile, the oxy- 
chlorination of ethylene into ethylene dichloride-the first step of vinylchloride 
manufacture, and synthetic gasoline production by the Fischer-Tropsch process. 



The design and operation of fluidized bed reactors is by no means an easy task, 
especially when the recirculation of solids is involved. There is much more tech- 
nological operation knowledge involved than with fixed beds. Before studying 
the conversion problem along the lines of the preceding chapters we discuss some 
aspects of this technology, without going into great detail, however. Several books 
have been written on the subject [I, 2,3,4, 10,28,29]. To begin, the technological 
aspects are illustrated by a brief description of a fluidized bed catalytic cracker. 

13.2 Fluid Catalytic Cracking 
Catalytic cracking of gasoil for the production of gasoline is carried out at tem- 
pertures of the order of 525°C. The catalyst containing 1 or 2 wt % coke is re- 
generated with air around 580°C by reducing the coke to 0.4 to 0.8 wt %. An 
early type of the reactor-regenerator system is shown schematically in Fig. 13.2-1. 
The oil is fed at the bottom of the reactor through a perforated plate distributor 
and the gasoline and gases are taken off at the top. The top of the fluidized bed 

corndustion 
air 

Gawil 
charge 

Figure 13.2-1 Reactor-regeneration system for 
catalytic cracking of gasoil (afler Zenz and 
Othmer [lo]). 
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has a more or less clearcut surface but some solids are entrained and a certain 
freeboard is necessary tominimize this. In order to avoid catalyst loss and elutria- 
tion the exit stream flows through a twb-stage cyclone. The catalyst is fed back 
to the bed through pipes, which are called diplegs, and which have a seal at their 
bottom for preventing leakage of bed-fluid. 

The catalyst is allowed to leave the reactor through a bottom standpipe. It is 
first stripped with'steam in order to remove adsorbed hydrocarbons and then 
moves through the transfer line, under the influence of a static head, to the re- 
generator, where the static pressure is lower. The lower static pressure in the riser 
leading to the regenerator is due to the aeration of the gas-solid mixture with 
air required for burning off the coke. More air for the regenerator is injected in 
the regenerator itself, through a distributor plate. The regenerator also has a two- 
stage cyclone in order to reduce catalyst loss. The regenerated catalyst flows 
into a downcomer or standpipe and back to the reactor. The difference in static 
pressure required for this is realized by injection of the oil into the riser of the 
reactor. The oil rapidly evaporates in the pipe and reduces the catalyst bulk 
density. Slide valves in the lines permit additional adjustment of the flow rates. 

The rate of circulation of the solids is dictated by the heat balance and activity 
level of the catalyst: the heat produced by the regeneration is carried to the reactor 
by the catalyst and there it evaporates, heats, and cracks the oil. The transfer lines 
have to be designed in such way that they are not eroded by the catalyst. The 
catalyst also has to withstand attrition. 

Some typical operating figures for fluid catalytic crackers 
[from lo] 

Medium size capacity: 15.000 barrelslday = 2390 m3 gasoil/day 
Catalyst: silica-alumina zeolite catalyst or molecular sieves 20-80 p 
Total catalyst inventory: 250 tons 
Amount in regenerator: 100 tons 
Catalyst bulk densities 

Reactor and regenerator: 320-560 kg/m3 
Stripper: 480-640 
Standpipes: 560-720 
Risers: 80480 
Diplegs : 240-560 

Catalyst circulation rate: 24 tonslmin 
Catalyst flow rate to cyclones: 7 tonslmin 
Catalyst loss: 2 tons/day 
Superficial velocity in reactor and regenerator: 0.5-1.3 m/s 
Velocities in standpipes: 1.7 m/s 

Risers: 7-10 m/s 
Diplegs : 1.7 m/s 

664 CHEMICAL REACTOR DESIGN 



Reactor products 

4 

Plug v d w  

Fi.pre 13.2-2 Kellogg orrhoflow model F convertor 
with riser cracking and two-stage regeneration (from 
Murphy and Soudek [30]). 



Modern technology is considerably different, particularly since the introduction, 
in the early 1960s of crystallinezeolite catalysts. These are so active that the cracking 
mainly or entirely takes place in the riser. To avoid overcracking of the gasoline a 
very rapid separation of the products and the catalyst is required and this is 
achieved by means of a cyclone. The former reactor vessel is now mainly reduced 
to a vessel containing cyclones and a stripping section. Figure 13.2-2 shows such a 
recent version of a catalytic cracker. 

13.3 Some Features of the Design of Fluidized Bed 
Reactors 
Consider a packed bed and the pressure drop over the total bed height as a func- 
tion of the flow rate of a gas flowing through it. The pressure drop will increase 
as shown in Fig. 13.3-1 along the line 1-2. From the velocity corresponding to the 
point 3 onwards the pressure drop will decrease slightly due to resettling of the 
catalyst in the loosest arrangement. Beyond that point, the pressure drop remains 
practically constant. Upon decreasing the velocity a certain hysteresis is found. 
The break in the curve, corresponding to the point 4 is the point of minimum 
fluidization. 

The point of minimum fluidization is easily observed. The voidage at minimum 
fluidization, which is an important value for design, is calculated from: 

In the absence of experimental data for a catalyst that is being considered it is 
possible to predict the minimum fluidization velocity from an equation resulting 

Terminal 
velocity u, 

Superficial air velocity u,, cmh 

Figure 13.3-1 Pressure drop versus gas velocity for a bed of 
uniformly sized sand particles. From Shirai [17] (after Kunii and 
Leuenspier [3]). 

666 CHEMICAL REACTOR DESIGN 



from equating the pressure drop given by (13.3-1) and by the pressure drop equa- 
tion for flow through packed beds. The resulting equation contains a shape factor 
and the void fraction at minimum fluidization, which may not be available. This 
emf may be correlated with respect to the particle diameter. Finally this leads, 
according to Leva [4J, to 

with urn, in mjs, d p  in pm, p in kg/m3, p in N - s/m2. As the fluid velocity is in- 
creased above urn, the bed expansion increases but there are no really satisfactory 
general correlations in this range for predicting.the void fraction or bed height. 

As the velocity is further increased the bed becomes less dense and finally the 
particles may be blown out. This maximum permissible velocity is the terminal 
or free-fall velocity. At this velocity the drag exerted on a particle by the upflowing 
gas equals the gravity force, so that 

For spheres and laminar flow CD = 24jRe where Re = dpp,uJp. For Re > 0.4 
(i.e., outside the laminar flow regime), CD can only be obtained experimentally. 
Figure 13.3-2 is a correlation for the terminal velocity as a function of particle 
diameter. 

Pressure drop versus velocity diagrams do not always have the exact appear- 
ance of Fig. 13.3-1. Figure 13.3-3 shows such a diagram when slugging occurs. 
Slugging occurs when the bubble size equals the tube diameter and can be avoided 
by reducing the heightjdiameter ratio. Figure 13.3-4 is a diagram revealing chan- 
neling. This occurs when the fluid has preferential paths through the reactor and 
may be avoided by a better distributor and increasing the height/diameter ratio. 
One rule of thumb is that the pressure drop over the distributor should be at least 
0.1 of the pressure drop over the bed. 

With fine solids and the velocities used in industrial conditions the fluid velocity 
often exceeds the terminal velocity, at least for a fraction of the size distribution 
of the solids. Solids will then be entrained above the bed. Cyclones are installed 
to retain them. The height at which the cyclone inlet is placed depends on its size 
and efficiency. In order to determine this height the designer requires information 
concerning the rate of entrainment and the size distribution of the solids in the 
entrained fraction as a function of the height above the bed. The entrainment be- 
comes approximately constant from a certain height above the bed onward, 
called "transport disengaging height." As far as the cyclone size is concerned, 
nothing is gained by placing the inlet higher than the transport disengaging height. 
This height has been correlated empirically by Zenz and Weil for fluid catalytic 
cracking [12]. They have also correlated the rate of entrainment at this height 
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Figure 13.3-2 Modified plot of drag coeficient for spheres (from Zen: and 
Othmer [lo]. 

as a function of the particle size and fluid velocity. Elutriation is the selective re- 
moval of fines by entrainment from a bed of particles with a distribution in particle 
size. Some work has been published on predicting rates of elutriation. The rate of 
elutriation of fines with particle diameter d,  is considered to be proportional to 
the fraction of the bed consisting of fines with diameter d,, so that 
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Fluctuation 

Figure 13.3-3 Pressure drop diagram for 
jluctuating and slugging jluidized beds. 
(from Kunii and Levenspiel [3]). 

Figure 13.3-4 Pressure drop diagram for 
. 3 channeling fluidized beds (from Kunii and 

mJVat Levenspiel [3]). 

where W is the total weight of solids in the bed and W(d,,) the weight of the amount 
of catalyst with diameter d,. The elutriation rate coefficient has been correlated 
by Osberg and Charlesworth 1271 as shown in Fig. 13.3-5 and by Wen and 
Hashinger [14]. The cyclone design is a problem in itself that is treated in detail 
in Zenz and Othmer [lo] or in standard texts of chemical engineering (e.g., 
Perry [15]). 

In some cases it is necessary to exchange heat with the fluidized bed as, for 
example, in the catalytic oxidation processes mentioned in the Introduction. 
Heat may be exchanged with the bed through the wall or through internal heat 
exchangers. The data available to date have been correlated and are briefly men- 
tioned here. Figure 13.3-6 shows the most complete correlation available for heat 
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Figure 13.3-5 Generalized correlation of elutriation rate coefficients 
for two-component systems (after Leva [4]). 

transfer between the bed and the wall, based on a pseudo-single-phase model 
(Wender and Cooper [13]). This diagram contains the usual groups involved in 
such correlations: on the abscissa the Reynolds number, and on the ordinate the 
Nusselt number, addle multiplied by a group that accounts for the other variables 
involved. Further work on this problem has been reported by Fritz [19]. Figure 
13.3-7 shows the correlation for heat exchange between the bed and internal heat 
exchangers (whereby lg/c,pe is in ft2/hr). In this figure, CR is a correction factor 
depending on the location of the heat exchanger with respect to the longitudinal 
axis of the bed, as shown in Fig. 13.3-8. It follows from the above correlations 
that the heat transfer coefficient between a fluidized bed and surfaces is large, 
often in the range of 200 to 600 kcal/m2 hr "C (0.232 - 0.697 kw/m2k). 

Finally, one has to check whether or not there is a temperature difference 
between the gas and the catalyst surface. The following correlation has been 
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Figure 13.34 Wender and Cooper's correlation of fluid bed 
fo external surjbce heat transfer coeficien~s [I 31, (ji-om Zenz and 
Othmer [lo]). 

Ftqure 13.3-7 Wender and Cooper's correlation for fluid bed-to- 
internaisurfirce heat transfer coeI/ficients[13], urom Zen2 andothmer 
[lo]). 



Vessel centerline 

Vessel wall 

1.6 

1.4 
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0 0.2 0.4 0.6 0.8 1.0 

Figure 13.3-8 Correction factor for nonaxially 
located internal heat transfer surface (based on 
data of Vreedenberg [18], from Zenz and 
Othmer [lo]).  

proposed for air : 

It can be generalized somewhat more by accounting for the Prandtl number 
dependence power. The correlation is based on a pseudo-single-phase model. It 
follows from the correlation that the gas approaches the temperature of the solid 
in the very first centimeters of the bed. This is confirmed by a recent correlation of 
Balakrishnan and Pei [20] 

where E is the void fraction of the fluidized bed (see Balakrishnan and Pei [20]). 
As already mentioned in the description of a fluid catalytic cracker the circula- 

tion rate of solids is determined by the heat balance between the reactor and the 
regenerator. Equating heat inputs and outputs over the reactor leads to the fol- 
lowing ratio for the circulation rate between the reactor and the regenerator, 
ms(kglhr) and the gasoil feed rate, (mr),: 

where ?;l and cpi are the gasoil feed temperature and specific heat, T, and c ,  the 
temperature and specific heat of the gases leaving the reactor, cp, the specific heat 
of the solid and T, the temperature in the regenerator. The solids in the reactor 
and regenerator are assumed to be completely mixed and to be at the same tem- 
perature as the gas. No heat is lost in the transfer lines. ( -AH) ,  is the heat of 
cracking on a weight basis (kcal/kg gasoil cracked) and Y is the weight fraction 
of gasoil converted into carbon so that (m,), = (1 - Y)(m,)i.  T, is dictated by 
the optimum reaction conditions and by the preheater, so that the circulation 
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rate of solids is fixed by the temperature of the regenerator flue gases, T,. With 
T,  between 540 and 580°C the ratio mJ(mJi is of the order of 25 to 30 [3]. When 
catalyst deactivation is rapid, however, the circulation rate is dictated by the rate 
of deactivation. This problem has been analyzed by Petersen [Ill. Petersen used 
a deactivation function for the catalyst in the reactor, which is based on the re- 
sidence time t,, rather than the coke content: d, = e-".'-. The state of the catalyst in 
the regenerator is expressed by means of the activation function 4, = 1 - e-"ero, 
where t, is the residence time of a catalyst particle in the regenerator. Accounting 
for the distribution of residence times of the catalyst in both the reactor and the 
regenerator, and using the methods of Chapter 12, the following expression is 
derived for the average catalyst activity in the reactor, that is, for the ratto of the 
actual reaction rate to that in the absence of coking: 

where m, is the catalyst circulation rate (kg/hr), Wr and W, the catalyst inventories 
in the reactor and regenerator respectively (kg). Y{Ti(tr)) and Y{Tb(t,)} are 
the Laplace transforms of the frequency distribution of residence times of the 
catalyst in the reactor and regenerator respectively. C(t,) and Tg(t3 are the 
derivatives of the corresponding cumulative distribution functions T,(t,) and 
qt( t , ) .  

For complete mixing of the catalyst in the reactor: 

and consequently 

Analogous formulas are derived for the residence time distribution of the catalyst 
in the regenerator. Equation 13.3-8 then becomes: 

with 

and 
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When the activity is chosen, together with the catalyst inventories, the solids 
circulation rate may be calculated from Eq. 13.3-9. Further aspects of this prob- 
lem, together with other aspects of modeling, may be found in Tigrel and Pyle [22]. 

13.4 Modeling of Fluidized Bed. Reactors 
It was soon recognized that the simple plug flow and complete mixing models were 
inadequate for predicting conversion in fluidized beds. Around 1960 a model with 
effective axial diffusion superposed on the plug flow was tried, with little more 
success. Neither of these models can explain experimental conversion, x versus 
WJF, curves below those for complete mixing. Such an observation can only be 
explained by assuming that a fraction of the gas bypasses the catalyst. This is 
quite logical, since an important fraction of the gas flows through the bed in the 
form of bubbles. The amount of catalyst in the bubbles is very small artd its con- 
tribution to the total conversion is usually negligible. Yet, in industrial reactors 
the fraction of gas flowing through the bed in the form of bubbles is so large that, 
in order to fit experimental data, one must conclude that this gas does not com- 
pletely bypass the catalyst. Because of coalescence or bubble growth some inter- 
change of gas was postulated between the bubble phase and the dense phase sur- 
rounding it, also called emulsion phase. These considerations led to the two- 
phase models, still the basis of the recent developments, which have, however, 
substantially clarified and refined the interchange phenomenon. Figure 13.4-1 
schematically represents such a two-phase model. A fraction of the total flow rate 

I 
I -+ 

Bubble I Emulsion 

Figure 13.4-1 Basic two-phase model for fluidized 
bed. 
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through the bed is considered to be in the bubble phase, the rest in the emulsion 
phase. Between both phases there is a certain interchange or crossflow. At the 
outlet both streams, with their respective conversions, are hypothetically mixed 
to give the exit stream, with its mean conversion or concentration. Since there is 
no reaction in the bubble phase and because of its high velocity the flow through 
that phase is usually taken to be of the plug flow type. In the emulsion phase 
various degrees of deviation from plug flow can be postulated. The violent mo- 
tion of the solid leads to mixing in the gas phase, which is generally described by 
an effective diffusivity model. Some authors have preferred complete mixing in 
that phase, based on the observation that there is a definite pattern for the flow 
of solids: downward near the wall, upward in the central core. 

Such a two-phase model therefore contains three parameters: the cross section 
of the bed taken by either the bubble or the emulsion phase, the interchange 
coefficient, and the axial effective diffusivity in the emulsion phase. The cross 
section of the volume fraction of the bed that is occupied by bubbles is easily 
derived from the now generally accepted observation that essentially all the gas 
flowing through the bed in excess of that required for minimum fluidization goes 
into the bubble phase. Based on this postulate the fraction of the bed volume in the 
bubble phase can easily be derived from the bed heights and void fractions at 
minimum fluidization and the flow rate considered. The effective diffusivity of 
the gas in the emulsion phase, D,, was determined by May [5] from the residence 
time distribution of tagged solids in the bed, assuming the effective diffusivity of 
the gas to be equal to that of the solid. Knowing D, the interchange coefficient 
was determined by fitting of gas residence time distribution measurements. Van 
Deemter combined the results of gas residence time distribution measurements 
and steady-state tracer experiments to obtain k, and D, 193. The model expressed 
mathematically in the following is one of the earliest and most complete i.e. that 
of May 153% discussed in detail by Van Deemter in order to make the determina- 
tion of the parameters more convenient 193. 

It is clear that for steady-state considerations, only continuity equations have 
to be considered, since fluidized beds are essentially isothermal-the energy equa- 
tion is not coupled with the continuity equation. 

For a single reaction the equations are: 
Bubble phase: 

wheref, is the fraction of the bed volume taken by bubbles and k ,  is the interchange 
coefficient expressed in [m3/(m3 total bed volume) hr]. Notice that the terms in 
(13.4-1) have dimensions [kmol/(m3 total bed) hr]. May and Van Deemter neglect 
the term for reaction in the bubble phase. 
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Emulsion phase: 

where fe is the fraction of the bed volume taken by the emulsion gas (not by the 
emulsion phase, which also includes the catalyst) and u, is the velocity of the 
emulsion gas, on an interstitial basis-the linear velocity u,,/E,,. 

The concentration cA measured in the gas flow at the exit is given by: 

where us is the superficial velocity, based on the total bed cross section. The 
system Eqs. 13.4-1 to 13.4-2 has to be integrated with the boundary conditions: 

z = 0 bubble phase CAI = 

emulsion dCAe - Dc - = u,(CA; - CAe) 
dz 

Figure 13.4-2 shows some of the calculations of May for a first-order reaction 
according to this model and compared with idealized models. Curve 1 is for plug 
flow, curve 2 for complete mixing. The curves 3, 3', 4, and 4' are obtained from 
the present model for a fixed value of the interchange coefficient, but 3 and 4 with 
D, = 0 and 3' and 4' with D, = oo (i.e., plug flow and complete mixing for the gas 
in the emulsion phase, respectively). We see that the predicted curves can lie well 
below that for the ideal complete mixing model. The effect of D, is rather small 
when the interchange coefficient has low values (4 and 4'). The higher the values 
of k, the closer plug flow is approximated and the more important it is to know 
D, accurately (3 and 3'). 

Van Swaay and Zuiderweg [23] extensively tested the May-van Deemter 
model as to its ability to scale up the Shell chlorine process (air oxidation of HCI 
into Cl,). To do so they investigated the decomposition of ozone on an Fe203 
catalyst deposited on sand or silica and carried out gas pulse tracer tests. The bed 
diameter ranged from 10 to 60 cm, the bed heights from 50 to 300 cm. The authors 
concluded that the van Deemter model adequately describes fluidized bed reactor 
performance for first-order reactions with a rate coefficient smaller than 2.5 m3/kg 
cat.hr or 1 s-l. It follows from their work that with the silica-based catalyst uJkI 
linearly increases from 0.25 m to 0.4 m as us varies from 6 to 20 cm/s. For fluid 
beds with a height of up to 1 m, uJk, is proportional to the bed height so that 
n, = Llk,/u, is always around 3. For the larger beds the influence of the bed 
height is less pronounced, but a diameter influence appears: u,/(kI&) increases 
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Figure 13.4-2 Conversion in afluidized bed reactor. 
Curve I :  single-phase model with plugflow (kr  = co ; 
D, = 0); curve 2 :  single-phase model with complete 
mixing (k, = co, D, = co); curve 3:  two-phase 
model k, = 3, D, = 0; curve 3': two-phase model 
k,  = 3, D, = co; curve 4:  two-phase model k, = I ,  
D, = 0; curve 4': two-phase model k, = 1, D, = a, 
(after May [5]). 

from 0.37 at d, = 0.1 m to 1 at d, = 4 m. The following correlation was obtained 
at uJu,, = 15 for various types of sand: 

Mireur and Bischoff [6] correlated data on k, and D, versus easily accessible 
parameters like u ju,, and d, /Lf ;  the results are shown in Figs. 13.4-3 and 4. The 
curve "RTD data" was obtained from residence time distribution experiments. 
These are performed with a nonadsorbable tracer like helium. The reaction ex- 
periments leading to the curve "conversion data" obviously involves adsorbable 
species. This may explain the difference between the two curves. The correlation 
is not meant to be definitive since it does not account for the effect of the particle- 
size distribution pointed out by de Groot [2], by van Swaay and Zuiderweg [23], 
and by de Vries et al. [24]. The particle-size distribution is known to affect the 
quality of fluidization. De Vries et al. found that n, = Ljk,/u, varies linearly as a 
function of the percentage of fines from 4 at 7 percent fines to about 1.8 at 30 
percent fines. Also, n, = us L,/D, is markedly affected by this variable. Nevertheless 
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Figure 13.4-3 Correlation for axial diffusivity in 
emulsion phase. nD = number of eddy diqirsiuity 
units, us Ll/D,. (From Mireur and Bischoff [6]). 

the values of de Vries et al. for nk and nD and those of van Swaay and Zuiderweg 
for nk all fall in the central portions of the bands given by Mireur and Bischoff. 

It is clear that the design of fluidized beds still requires extensive investigation 
on different scales in order to set up reliable correlations for extrapolation. 

In recent years great efforts were undertaken in order to predict the interchange 
coefficients from fundamentals. Using hydrodynamic theory it has been possible 
to calculate the streamlines of gas and particles in the vicinity of a single bubble. 
The flow patterns of course depend strongly on the relative velocity of the bubble 
with respect to the emulsion gas. For all practical situations the bubble rises faster 
than the emulsion gas and Fig. 13.4-5 shows gas streamlines as calculated by 
Murray 1161 from the Davidson theory (on the left side of the figure) [I]. Bubble 
gas is seen to leave the bubble in the upper part and to enter again in the lower 
part. Yet, the gas does not leave a sphere that surrounds the bubble. It is in this 
space between the two spheres, which has been given several names in fluidization 
jargon, but which we will call the interchange zone that the bubble gas comes into 
contact with the catalyst and is converted. The interchange zone decreases in 
importance as the relative bubble velocity, ubr, increases, so that the "contacting 
efficiencv" of the bed decreases. 

In reality the bubble is not spherical, but more like shown on the right-hand 
side of Fig 13.4-5. Partridge and Rowe found experimentally that the wake oc- 
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Cornmion 
data 

Figure 13.4-4 Correlation for interchange coef- 
ficient from conversion and residence time distri- 
bution data. n, = number of interchange units, 
k ,  LI/us. (From Mireur and Bischofl[6]). 

cupies 25 percent of the spherical bubble volume. They also found that the ratio 
of the sum of the volumes of the bubble and the interchange zone to the volume 
of the bubble itself is given by a/(a - 1), where a = u~E,,,~/u,, 173. From this funda- 
mental picture the interchange coefficient has now been derived in several ways. 

Partridge and Rowe [7] have derived an interchange coefficient between the 
ensemble of bubble plus interchange zone on one hand and the emulsion phase on 
the other. They used the analogy with mass transfer between a drop and a sur- 
rounding fluid for which experimental correlations are available: 

Sh, = 2 + 0.69 Sc113Re,1'2 (13.4-5) 

where 

kg4 &,P,dC Sh, = - and Re, = - 
D" P 

and d, is the total diameter of bubble and interchange zone. The mass transfer 
coefficient kg has the dimensions: mf3/m,2 hr. From it, an interchange coefficient 
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Figure 13.4-5 Probable form of gas streamlines 
for a real three-dimensional bubble when a = 
uJ(u,,/c,,) = 1.5. (a) Murray streamlines for 
spherical bubble. (6) Probable form of streamlines 
for bubble with particle wake. (From Rowe and 
Partridge [7]). 

based on the volume ofthe ensemble may be calculated by means of the relation 
(k,), = k,(6tJd,) and this is related to the interchange coefficient kI  by the rela- 
tion: kI  = (kCt)fb. 

In Eq. 13.4-5 and in the following relations for interchange coefficients the 
bubble diameter or the diameter of the bubble + interchange zone is a critical 
parameter. There are no generally valid correlations for this diameter to date. 
An estimate may be obtained from 
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which is an equation for the relative bubble velocity of a single bubble (Davidson 
and Harrison [I]). The variable db is an equivalent bubble diameter and may 
be calculated when the superficial gas velocity,f,, urn / ,  and E,, are known. Partridge 
and Rowe corrected the bubble volume for the volume taken by the wake by 
multiplying it with 0.75. The volume of the bubble + interchange zone is then ob- 
tained from the empirical relation: 

ndb3 
V ,  = V, (aa+-0f7), --- where V, = 0.75 - 

6 

Chiba and Kobayashi [21], Van Swaay and Zuiderweg [23] and de Vries et al. 
[24] found that Eq. 13.4-6, derived 'from single-bubble experiments, does not 
adequately describe the true bubble-rising velocity, probably because of interac- 
tion between the bubbles. The first authors therefore derived empirical correla- 
tions for the bubble size. 

A further refinement is to distinguish between the bubble and the interchange 
zone. The transfer coefficients are then as follows: 

Transfer coefficient from bubble to interchange zone [3]: 

from interchange zone to emulsion phase [3] 

Both coefficients are referred to unit bubble volume (mj3/mb3 hr). The first term 
in the right-hand side of Eq. 13.4-8 results from the convective transfer illustrated 
in Fig. 13.4-5, the second term is calculated from the Higbie penetration theory 
for mass transfer, like Eq. 13.4-9. The coefficients may be combined by the rule 
of addition of resistances, since both steps are purely in series 

Pyle [8] has compared some of the available data and correlations concerning 
(k,),--see Fig. 13.4-6. The spread is very large. Large discrepancies were also 
obtained by Chavarie and Grace in their comparidn of (k,)b values calculated 
from 13 different correlations 1251. The coefficient (kbc)* is related to k, by the equa- 
tion; 
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Figure 13.4-6 Gas exchanqe from single 
bubbles. (Data from Chiba and Kobayashi 
[2 11, compiled by P.v!e 181). 

In line with the emphasis on fundamentals and bubble behavior Partridge and 
Rowe wrote the continuity equation (13.4-1) on a unit volume of bubble + inter- 
change zone, rather than on the bubble phase alone. Their model equations are 
as follows: 

Bubble + interchange phase or "cloud": 

The terms in this equation have the dimensions kmol/mc3 hr. The reaction rate 
terms takes into account that the reaction in the ensemble of bubble and inter- 
change zone really only takes place in the interchange zone, which has a volume 
K;., and in which one assumes that the catalyst bulk density is the same as that in 
the emulsion phase, p,. According to Partridge and Rowe's experimental cor- 
relation K J V ,  = 1.17/(0.17 + a). Also, p, = pJ(1 - f,) when the fraction of the 
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total volume occupied by the bubble + interchange zone simply equals that taken 
by the bubble, and the amount of catalyst in the bubble phase is neglected. 

Emulsion phase: 

In this equation the transport by effective diffusion has been neglected. (u,), is a 
superficial velocity based on the emulsion phase cross section. The terms are 
expressed per unit volume of emulsion phase. Since bubbles grow as they move 
through the bed, Partridge and Rowe let d,, which determines (kc,),, vary with 
bed height according to an experimental correlation. 

Kunii and Levenspiel [3] have concentrated their attention on beds operated 
well above minimum fluidization, which is the usual industrial practice. In such 
beds there are definite gross mixing patterns for the solid: downward near the 
wall, upward in the central core. This has a marked effect on the gas flow in the 
emulsion phase, which is also forced downward near the wall. Kunii and 
Levenspiel showed that when u/uml exceeds 6 to 11 there is practically no net gas 
flow through the emulsion phase. Since Kunii and Levenspiel distinguish between 
the bubble itself and the interchange zone Eq. 13.4-1 is written in this case: 

The terms in Eq. 13.4-13 have the dimensions [kmol/mb3 hr]. The very smaIl 
amount of reaction in the bubble itself is accounted for. First-order reaction is 
assumed. The continuity equation for the component A in the emulsion phase-as 
compared to Eq. 13.4-12-now becomes 

provided there is no net flow and the transport by effective diffusion is neglected. 
Both equations are linked by the equation for the interchange zone: 

In Eqs. 13.4-14 and 13.4-15 the terms are based on unit volume of bubble phase. 
In Eq. 13.4-1Q the interchange zone is calculated according to Partridge and Rowe's 
correlation; Kunii and Levenspiel include the wake in this zone. There is no 
evidence, however, that the bubble gas enters the wake. Eliminating CAc and CAe 
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from Eqs. 13.4-13, 13.3-14, and 13.4-15 leads to: 

The right-hand side of Eq. 13.4-16 could also be obtained directly by the proper 
combination of resistances, since we deal only with first-order processes here. 
Equation 13.4-16 can also be written in a more concise way: 

Integration between z = 0 and z = L, leads to the expression for the concentra- 
tion of A in the exit stream: 

- Partridge m d  R o w ,  varying d )  -- - Partridge and R o w  constant db 
& Davidfon and Harrison model 
4- Kunii and Levenspiel modd 

Panicle diameter: 110 pm 
k - l o r '  

50 100 150 200 

Bed heipht, cm 

Figure 13.4-7 Comparison of reactor models (from Pyle [8]). 
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Figure 13.4-7 [8] compares conversions calculated according to Davidson and 
Harrison's model, to Partridge and Rowe's model, and to that of Kunii and 
Levenspiel. A comparison of the two Partridge and Rowe curves for d ,  = 5 cm 
shows the influence of accounting for variations in bubble size with bed height. 
Far more reliable and general correlations will have to be developed for this 
variation. Note also the large difference between the prediction of the Kunii and 
Levenspiel model and that of Davidson and Harrison for the 10-cm bubbles. 

Further models for fluidized beds are reviewed and discussed by Yates [26]. 
It is evident, however, that there is a far greater need for sound hydrodynamic 
analysis of large-scale fluidized beds than for further models, which are different 
only in details and which are insufficiently confronted with large-scale results. 
Pending further progress, model predictions for fluidized bed reactors have to be 
viewed with caution and more as a help toward a better understanding of the 
relative importance and effect of the parameters than as a rigorous and sufficient 
basis for design. 

Example 13.4-1 Modeling of an Acrylonifrile Reactor (after Kunii 
and Levenspiel 131) 

Design a fluidized bed reactor for the production of acrylonitrile by ammoxida- 
tion of propylene, with air as the oxidizing agent. The required production of 
acrylonitrile is 40,400 tons/year (count on approximately 8000 hr or 340 days). 

The process achieves a 78 percent conversion of propylene at W C  and atmos- 
pheric pressure. The rate constant of the reaction considered as a first-order 
process ink = 1.44 m3/kg cat. hr at 400°C. The volume fraction of propylene in the 
feed is 0.24. The catalyst used has a mean particle diameter & = 51 ji and the 
following size distribution: 

The solid density is 2500 kg/m3; the specific heat: 0.2 kcal/kg°C. The void fraction 
E of the packed bed is 0.5. At the minimum fluidization velocity urn, = 7.2 m/hr 
the void fraction E,/ is 0.6. Gas properties: p, = 1 kg/m3; c, = 0.25 kcal/kg°C; 
ji = 0.144 kg/hr m; D, = 0.14 m2/hr. 

Solution 
Removing the heat of reaction necessitates an internal heat exchanger. This ex- 
changer will also help to limit the bubble diameter. Take vertical tubes of 0.06 m 
OD on a 0.14-m triangular pitch. This limits the effective diameter of the bubbles 
to 0.1 m. Note that this is a very crude way of determining the (average) bubble 
diameter, which is the main variable in the Kunii and Levenspiel model. 
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Select the superficial velocity of the feed to be: 1800 m/hr. The feed rate of propyl- 
ene is: (40.4 x 106)/(8000 x 53 x 0.78) = 120 kmol/hr. and the total gas flow 
at standard conditions = 12010.24 x 22.4 = 11,200 m3/hr. The bed diameter is 
found to be 3.45 m and the number of vertical tubes 552. 

With u, = 1800 m/hr, u,, and ub can be calculated: 

The mass transfer coefficients are calculated from (13.4-7) and (13.4-8): 

The bulk density of the emulsion phase is found from 

p, = 2500 kg/m3 
p, = bulk density of bed at mf = p,(l - = 2500 x 0.4 = 1 0 0  kg/m3 

and, since 

it follows that 

According to Rowe and Partridge, 

so that, with 
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Since only 1.5 percent of the bed solids are in the bubbles, the volume fraction 
of solids in the bubble is obtained from 

and the catalyst bulk density in the bubble phase is found to be 

p, = yb - p, = 0.01 x 2500 = 25 kg/m3, 
With 

m3 
k = 1.44 --- 

kg cat. hr 
Eq. 13.4-15 finally becomes 

dC"b -4322.8 - = 1.44 
1 

dz I 

3.26 + 
-+- 
4100 1.420 

After integration: 

C A -- - 1 - x A  = 0.22 = exp - Lf = exp( - 0 . 2 5 ~ , )  
C ~ i  ( 4322.8 ) 

from which L,  = 6.04 m. The total bed volume may be calculated to be 56.5 m3, 
the emulsion volume 33 m3, and the amount of catalyst, W ,  roughly 33,000 kg. 

Assuming plug flow, one would obtain from 1 - x = e-k(WIF'), where F' would 
be the total feed rate in m3/hr at  400"C, an amount of catalyst of 29,031 kg. As- 
suming complete mixing of the gas phase one would obtain from F A X  = 

k( l  - x )  W an amount of 67,980 kg. 

Problems 

13.1 A 0.1-m column is loaded with 5 kg of sand. The size distribution is as follows 

d, x 10' (cm) Weight fraction X 

7.8 and larger 0.2 
6.5 0.25 
5.2 0.4 
3.9 0.1 
2.6 and smaller 0.04 
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The density of the sand by displacement methods was measured to be 2.600 kg/m'. The 
sand is to be fluidized with air at 100°C. Atmospheric pressure is 772 mm Hg. Estimate 
the minimum fluidization velocity. Calculate the composite particle diameter by means 
of 

13.2 Tigrel and Pyle [22] used the following expression for the catalyst deactivation function 
in a fluidized bed 

where tl = r/tR. i, = WR/Fs, A, = kRO exp -(E'/RT)I,, and @,, is the value of the 
deactivation function for the catalyst entering the fluidized bed. When the particles are 
perfectly mixed the average of 6 in the reactor, 6 is given by: 

and the rate of catalytic cracking of gasoil, for example, is represented by 

where c is the gasoil concentration. 
Tigrel and Pyle adopted a two-phase model for the fluidized bed, assuming perfect 

mixing of gas in the emulsion phase and plug flow in the bubble phase and a transfer of 
gas between bubble and emulsion phase. 

Considering a mean bubble size. derive the following expression for the fraction of 
feed component A unconverted at the top of the bed 

where 

and 

u = superficial gas velocity (cm/s) 
u, = absolute bubble-rising velocity (cm/s) 
u, = downward velocity of catalyst particle (cm/s) 
K = transversal mass transfer coefficient (cm3/s) 
H = total bed height (cm) 
V = bubble volume (cm') 
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Plot the conversion as a function of the fluid velocity for solids velocities of 1.0,3.0. and 
10 cm/s for a mean bubble diameter of 30 cm, a value of 4, = 0.9, and a reactor height 
of9  m. 
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MULTIPHASE 
FLOW 

REACTORS 

14.1 Types of Multiphase Flow Reactors 

Reactions between components of a gas and a liquid, the kinetics of which were 
discussed in Chapter 6, are carried out in a variety of equipment, often having 
confusing names. The variety stems from a number of conditions that have to be 
fulfilled simultaneously: efficient contact between gas and liquid-and eventually 
a solid catalyst, limitation of pressure drop, ease of removal of heat, low cost of 
construction and operation. Depending on whether the main mass transfer re- 
sistance is located in the gas or in the liquid, multiphase reactors or absorbers 
are operated either with a distributed gas phase and continuous liquid phase or 
vice versa. Whether co- or countercurrent flow of gas and liquid is used depends 
on the availability of driving forces for mass and heat transfer and reaction. 

Table 14.1-1 classifies various types of equipment for gas-liquid reactions. It is 
based on geometric aspects, the presence or absence of a solid catalyst, and the 
flow directions. Before discussing model equations and specific design aspects 
the various types of reactors of Table 14.1-1 will be briefly characterized in a 
qualitative way. 

14.1 .a Packed Columns 

Packed columns are frequently encountered in industry. Their construction is 
simple and they can be easily adapted by replacing the packing. They permit 
rather large variations in flow rates and the pressure drop is relatively low. The 
packing is often staged to avoid maldistribution of the fluid. Sometimes staging 
is required to provide intermediate heat exchange, either in external heat ex- 
changers or by means of direct cooling by liquid idjection. Packed columns for 
gas purification, often called absorbers, always operate with countercurrent flow. 
Typical examples are the absorption of carbon dioxide and hydrogen sulfide by 
ethanolamines, potassium carbonate or sodium hydroxide in steam reforming or 
thermal cracker effluents and the absorption of ammonia by sulfuric acid. 



Table 14.1-1 ClassiJication of rnultiphase flow reactors 

Column 
Stirred 

Locus of reaction Packed Plate Empty vessel Miscellaneous 

Fluid phase only Countercurrent Countercurrent Countercurrent "Absorber" or Venturi 
flow flow flow "Reactor" Static mixers 

"Absorber" "Absorber" "Spray tower" Falling film, etc. 
Co-current or 

countercurrent 
" Bubble column " 

Solid catalyst Countercurrent Co- or countercurrent "Slurry 
Cocurrent downward "Bubble reactor" reactor" 

"Trickle bed 
reactor" 
"Packed bubble 
reactor" 

Cocurrent upward 



When the packing is also a catalyst, both countercurrent and cocurrent flow 
are applied. In the latter case both upflow and downflow operation areencountered. 
With upflow operation the contacting between gas and liquid is superior, but the 
pressure drop is higher and there are restrictions on flow rates and packing 
diameter because of flooding. The downflow cocurrent column, packed with 
catalyst, may operate in two distinct flow regimes: the "trickle flow" regime when 
the gas phase is continuous and the liquid phase dispersed or the "bubble flow" 
regime when the gas phase is dispersed and the liquid phase continuous. For a 
given gas flow rate both regimes may lead to pulsed flow when the liquid flow 
rate is increased. 

Trickle bed reactors have grown rapidly in importance in recent years because 
of their application in hydrodesulfurization of naphtha, kerosene, gasoil, and 
heavier petroleum fractions; hydrocracking of heavy gasoil and atmospheric 
residues; hydrotreating of lube oils; and hydrogenation processes. In trickle 
bed operation the flow rates are much lower than those in absorbers. To avoid 
too low effectiveness factors in the reaction, the catalyst size is much smaller than 
that of the packing. used in absorbers, which also means that the overall void 
fraction is much smaller. 

The fixed bed is preferred to a slurry-type operation when the gas flow rate is 
relatively low because it leads to a gas and liquid flow pattern that approximates 
plug flow better. Only for high gas-flow rates would an operation with suspended 
catalyst be preferred-when the catalyst size permits it-to avoid the pulsed flow 
regime that might be encountered in fixed bed operation. 

14.1 .b Plate Columns 

Plate columns are only used in processes that do not require a solid catalyst and 
for which relatively long contact times are needed. Since the liquid flow is evenly 
distributed over the complete height of the column, large diameters can be used. 
The interfacial area per unit volume of gas liquid mixture is larger than in packed 
columns, but on the other hand plate columns only have gas-liquid mixtures on 
the plates themselves. Whether there is more interfacial area per unit total volume 
of column in the plate column depends on the plate spacing, which is determined 
by the presence or absence of downcomers, foaming, entrainment, and so on. 

A very important industrial example of a plate-column reactor is the so-called 
absorber in nitric acid production, in which NO, dissolved in dilute acid, is trans- 
formed into nitric acid by means of air-oxygen. 

14.1 .c Empty Columns 

Empty columns are characterized by the absence of materials or devices for the 
continuous dispersion of the phases, which does not mean that internal heat 
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exchangers are excluded. In fact, the insertion of heat exchangers in such reactors 
easily permits a continuous and efficient temperature control. 

In spray towers the liquid is the dispersed phase and the interfacial area is 
large. This type of column is used for fast reactions requiring only very short 
contact times. Although a large volume is needed the investment cost is low. The 
pressure drop is also low. 

Bubble columns, in which the liquid is the continuous phase, are used for slow 
reactions. Drawbacks with respect to packed columns are the higher pressure 
drop and the important degree of axial and radial mixing of both the gas and the 
liquid, which may be detrimental for the selectivity in complex reactions. On the 
other hand they may be used when the fluids carry solid impurities that would 
plug packed columns. In fact, many bubble column processes involve a finely 
divided solid catalyst that is kept in suspension, like the Rheinpreussen Fischer- 
Tropsch synthesis, described by Kolbel [I], or the former I. G. Farben coal 
hydrogen process, or vegetable oil hardening processes. Several oxidations 
are carried out in bubble columns: the production of acetaldehyde from ethylene, 
of acetic acid from C ,  fractions, of vinylchloride from ethylene by oxychlorina- 
tion, and of cyclohexanone from cyclohexanol. 

14.1 .d Stirred Vessel Reactors 

Stirred vessel reactors are preferentially used for reactions involving rather large 
ratios of liquid to gas, for rather exothermic reactions, because the agitation 
improves the heat transfer and internal heat exchangers are easily built in. They 
also permit achieving high interfacial areas. The agitation is favorable also when 
a finely divided catalyst (e.g., Raaey-nickel) has to be kept in suspension. The 
reactor is then of the "slurry" type. There are examples, however, of nonstirred 
operation (e.g., when the reaction has to be carried out under very high pressure 
and shaft leakage may be a problem). 

There are many examples of hydrogenations, oxidations, and chlorinations 
that are carried out in stirred tank reactors, either batch, semibatch, or continuous. 

14.1 .e Miscellaneous Reactors 

Table 14.1-1 also mentions some less common types, used for very specific tasks. 
Venturi reactors are used, for instance, in antipollution devices to wash out small 
amounts of remaining SO, by means of caustic. Their advantage resides in their 
low pressure drop, since the Venturi exhausts the gas into the liquid. 

Falling film or wetted wall reactors can be used for very exothermic reactions. 
Furthermore, the limited and well defined interfacial area permits excellent con- 
trol of very rapid reactions. 
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14.2 Design Models for Multiphase Flow Reactors 

In this section some general models, which could be used for the design of any of 
the reactors or absorbers of the classification of Table 14.1-1, are derived and 
their solution briefly described. The models are mostly based on plug flow or 
complete mixing of one or both phases, but effective diffusion and two zone models 
are also presented. More specific models are discussed in later sections. 

Referring to Chapter 6, in which various rate equations were derived for gas- 
liquid reactions, a distinction is made between reactions taking place in the film 
only-whereby the bulk concentration of A is zero-and reactions that extend into 
the bulk of the liquid, whereby this concentration differs from zero. 

When the liquid flow rate, L, the gas flow rate, F, the inlet and outlet partial 
pressure of the reacting component A of the gas phase, (pA)in and (p,),,,, respec- 
tively, and the inlet concentration of the reacting component B of the liquid phase 
are given, the problem is to find the outlet concentration of B, written (C,),,, and 
the volume, V, of the reactor. This is the kind of problem commonly encountered 
in absorbers. In reactors, on the other hand, conditions are often imposed on the 
liquid component-in hydrodesulphurization, for example, but also in hydro- 
genations, oxidations or chlorinations-and L, F, (CB)in, (C,),,,, (pA)in would 
be given or imposed through certain constraints like flooding rates, to be discussed 
in later sections. The unknowns would then be (p,),,, and the volume V. 

The situation mainly thought of in the next three sections (14.2.a, 14.2.b, and 
14.2.c) is that of a gas-liquid reaction, without solid catalyst. Sections 14.2.d and 
14.2.e deal with catalytic reactors. 

14.2.a Gas and Liquid Phase Completely Mixed 

This is the simplest situation from the computational point of view, since the 
concentrations of A and B are uniform and no differential equations are involved. 
The continuity equation for A may be written, for the total liquid volume: 

where EG is the gas holdup and V the total reactor volume (i.e., including liquid 
and gas). To avoid too cumbersome a notation the index b used in Chapter 6 to 
refei to bulk conditions is dropped here: CB, pA . . . are bulk concentrations and 
partial pressures. NA depends, of course, on the order of reaction. In Chapter 6 
various cases were discussed and the corresponding NA derived-analytically 
only for (pseudo) first-order and instantaneous second-order reactions, but ap- 
proximately also for other orders. NA could even be a tabulated function of the 
gas and liquid composition. In what follows N, will be kept general. 
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From Chapter 6 it is clear that N A  depends on CAi, CA, and C,. The interfacial 
concentration is no problem, since it may be calculated from pA when the gas 
phase transfer coefficient is known or NA can be referred directly to p, as in Eq. 
6.3.b-5. Two more relations are required, however, to calculate V,  (C,),,, and 
(C~)out Or V,   out and (C~)oul: 

1. An overall material balance: 

whereby, with complete mixing (C,),,, = C, and (CA)out = CA . 

2. A balance on A in the bulk liquid: 

NA l y  = y r .  A" V(l - EC) = rA(f - A, yL)I/(l - E ~ )  + L(CA)out (14.2.a-3) 

where TA = rA(CA, CB, T). 

In the special case that the reaction is completed in the film C, = 0 and one of the 
above equations drops out, leaving the two Eqs. 14.2.a-1 and 14.2.a-2. 

When the reaction is very slow and takes place entirely in the bulk, the mass 
transfer and reaction are purely in series. As mentioned in Chapter 6, NA in Eq. 
14.2.a-1 and Eq. 14.2.a-3 then equals kL(CAi - CA), but since CA again differs 
from zero the complete system Eqs. 14.2.a-1, 14.2.a-2, and 14.2.a-3 has to be 
solved. An example of application of these design equations is given in a later 
section on stirred tank gas-liquid reactors. 

14.2.b Gas and Liquid Phase in Plug Flow 

This is a situation more likely to be approximated in a packed tower. The con- 
tinuity equation for A in a differential tower volume may then be written: 

where a: is the gas-liquid interfacial area per cubic meter reactor volume. Notice 
that a: is usually not the geometrical surface area of the packing and has to be 
determined from experiments. This is why Eq. 14.2.b-1 has not been written in 
terms of A,, used in Eq. 14.2.a-1 and which is simply the geometrical gas-liquid 
interface. Correlations for a: are given in a later section. 

The relation between p, and C, is derived from a balance on A over the top or 
bottom section of the column, depending on the nature of the problem: absorber 
or reactor design. In the first, for example, when (p,),,, and (CB)in are given and 
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for countercurrent operation, a balance on the upper part of the column may be 
written, provided that the entering liquid does not contain any A: 

This relation introduces C,, however, so that a third relation is required: a balance 
on A in a differential volume dV of the bulk: 

NA l y = y ,  a:dV = r,(l - A,yL)(l - &,)dl/ + L dCA (14.2.b-3) 

This is Eq. (6.3.a-5). 
The solution proceeds as follows in the case of an absorber problem. Choose 

increments in ApA for the numerical integration of Eqs. 14.2.b-1 to 14.2.b-3 and 
calculate the corresponding ACA, ACE and AV or Az. Start from the top, where 
(PA)out and (CB)in are known and (CA)in = 0. Continue until pA = (P~)~ , , ,  when 
CA = (CA),,t; CB = (CB)out and z = Z, the total height. Compared with the 
mixed-mixed case the difference is that the system of balance equations has to 
be solved, not once but in each increment chosen for the integration of the con- 
tinuity equation for A in the gas phase. 

For the reactor problem at z = 0 and (CA)i, at the top, where z = Z 
are known, while (p,),,, at z = Z and (CA)out at z = 0 are unknown, together 
with the total height Z or the total volume V, of course. An interation is inevitable. 
Preference has to be given to start the integration from z = 0, with a guessed value 
of (C,),,,. A reasonable guess for (CA)out may be based upon an overall material 
balance on the complete column, knowing that (C,),,, has to be smaller than 
(pA)in/H and considering that (PA),,, has to be positive. Then C, is eliminated 
from the differential Eqs. 14.2.b-1 and 14.2.b-3 by means of a balance on the lower 
part of the reactor: 

The differential equations are now integrated until a height 2, has been reached 
where CA = (CA)in. If CB, calculated from Eq. 14.2.b-4, corresponds to the given 
(CB)in then the guessed value of (C,),,, is correct and the height at which the in- 
tegration was stopped is the correct and final value, Z = Z,. If C,(Z,) # (CB)in 
another value of (C,),,, has to be tried. 

Another way would be to guess (CA),,t and Z or V. The integration would then 
be stopped when the assumed value of Z is reached. Both CA and C, would then 
have to be compared with the inlet values. If they would not correspond, better 
values would have to be guessed for (C,),,, and Z. Notice that the latter method 
leads to a two-dimensional iteration problem. The iteration can be systematized 
by means of the quasi-linearization approach (see Lee [72]) whereby the two- 
dimensional problem is reduced to a sequence of two one-dimensional iterations. 
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Another method of solution of the above nonlinear, two-point boundary-value 
problem would be based on the invariant imbedding concept. 

When the reaction is completed in the film (C,, = 0) Eqs. 14.2.b-I and 14.2.b-4 
are correspondingly simplified and suffice to determine the unknown (p,),,, and 
V or Z. In this case the reactor problem does not require any iteration. 

14.2.c Gas Phase in Plug Flow. Liquid Phase Completely Mixed 

The continuity equation for A in the gas phase is nothing but Eq. 14.2.b-1 of 
course: 

The second relation is the overall balance: 

The balance of A in the bulk now takes the form, when (CA)in = 0: 

Note that there is no way of applying Eq. 14.2.c-3 to an increment since the liquid 
is completely mixed. In this case, (C,),,, = CB and (C,),,, = C,  have to be guessed 
before the integration of Eq. 14.2.c-1 can be performed. The integration starts 
from the bottom, for example, although this is not essential. When p, = (p,),,, 
the integration is stopped and only at that point can the assumed values of (CB)out 
and (CA),,, be checked by means of Eqs. 14.2.c-2 and 14.2.c-3. If the calculated 
values do not agree with the assumed, the whole cycle has to be repeated. In 
guessing values for (C,),,, and (C,),,, the overall balance may be of help, together 
with the constraint (C,),,, < (p,),,,/H. 

In the reactor problem the same approach can be followed. In that case (p,),,, 
and (C,),,, = C,  have to be guessed before starting the integration of Eq. 14.2.c-1. 
Since (p,),,, is a limit of the integral of Eq. 14.2.c-1 and is guessed, it is preferable 
to integrate from the top to the bottom. The integration is stopped at p, 
a given value, and yields V. The corresponding values of (p,),,, and (C,),,, follow 
from Eqs. 14.2.c-2 and 14.2.c-3 and these values are compared with the assumed 
ones. 

14.2.d An Effective Diffusion Model 

Effective diffusion models have also been used to account for intermediate degrees 
of mixing in the axial direction-see Pavlica and Olson [74] for a useful com- 
prehensive survey. An example of such a model is developed here for the case of a 
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reaction catalyzed by a solid and no reaction in the liquid. Steady-state continuity 
equation for A in the gas phase: 

with l/KL = l/kL + l/Hk,, an overall mass transfer coefficient in terms of the 
liquid concentration gradient, and where E, is the liquid holdup. The first term 
arises from the effective diffusion, the second from the plug flow, and the third 
from the transfer of A from the gas to the liquid phase. 

Steady-state continuity equation for A in the liquid phase: 

The fourth term represents the transfer of A from the liquid to the catalyst surface, 
a: the liquid-solid interfacial area per unit reactor volume (mi2/mr3). 

Transfer from liquid to catalyst surface and reaction: 

kla::(CAL - C,,") = r , p ,  with r,(kmol/kg cat. hr) (14.2.d-3) 

When internal concentration gradients have to be accounted for, the right-hand 
side of Eq. 14.2.d-3 would have to be multiplied by q, the effectiveness factor, 
computed as described in Chapters 3 and 11. Accounting for temperature gradients 
in the axial direction would require an additional differential heat balance, analo- 
gous in structure to Eq. 14.2.d-2. 

The axial effective diffusivity of A in the gas and liquid phases, De, and DeL 
have been determined for various modes of operation and will be reported in 
the sections related to specific design aspects. Although the Peclet numbers are 
lower than for a single-phase fixed bed reactor-which means that the effective 
diffusivities are higher-it would seem again that this effect is negligible compared 
with that of plug flow. Deviations from plug flow are mainly caused by insufficient 
contacting between the gas and liquid resulting from preferential paths in the 
packing or by stagnant zones. The effect of these phenomena cannot adequately 
be described by effective diffusion, and a more appropriate description could be 
given by a two-zone model. 

14.2.e A Two-Zone Model 

The underlying idea for such a model is that only a fraction of the liquid flows in 
a more or less ordered way through the packing, while at each height there is a 
stagnant zone in which the liquid is well mixed and that exchanges mass with the 
flowing fraction. 
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The continuity equation for A in the gas phase is either the same as in Eq. 
14.2.d-1 or is simplified by neglecting the effective diffusion term. The continuity 
equations for A in the liquid phases may be written, neglecting effective diffusion: 
For the flowing fraction: 

where ujL is the interstitial velocity of the flowing fraction of the liquid, k, the 
mass transfer coefficient between thejowing fraction of the liquid and the solid, 
and k, the mass transfer coefficient between the zones containing flowing and 
stagnant liquid. 

For the well-mixed liquid in the corresponding slice of stagnant liquid: 

~ T ( C A L ~  - C A L ~ )  = ~ ; ( C A L ~  - CA:) (14.2.e-2) 

Reaction on the catalyst: 

The transfer coefficient between the two zones, k,, and that between the stagnant 
fluid and the solid, k ; ,  contain interfacial areas that are not presently well es- 
tablished. 

14.2.f An Alternate Approach 

In the preceding sections the design of gas-liquid reactors has been based on the 
fundamental equations following the line of thought set in Chapter 7 and developed 
throughout this book. An alternate approach, far more empirical, has been ad- 
vocated by Danckwerts and Gilham [2] and has been discussed more recently 
by Charpentier and Laurent [3] and Merchuk [4]. In this approach the design 
is based on a direct comparison of the industrial equipment with a laboratory 
"model," which does not necessarily bear any resemblance with the industrial 
equipment but has similar contact times. A packed column, for example, would 
be "experimentally simulated" by a stirred vessel, calibrated against the large- 
scale packed column. The characteristics of plate columns are such that the most 
appropriate laboratory model for simulation would be a rotating drum or a 
laminar jet. 

The approach may be fast in generating partial and approximate answers for 
existing equipment when the absorbent composition has to be modified, for ex- 
ample, yet will probably not withstand progress in the knowledge of the hydro- 
dynamics of two-phase flow, which will increase the accuracy of and the con- 
fidence in the design along the fundamental lines discussed in the preceding 
chapters and sections. 
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14.3 Specific Design Aspects 

14.3.a Packed Absorbers 

The design of a packed column absorber starts with the choice of a particle diame- 
ter. To avoid bypassing liquid along the wall the ratio of column to particle 
diameter should exceed a value of 15 to 20. As a rule of thumb it can be said that 
for gas flow rates of 15 m3/min the particle diameter should exceed 2.5 cm. When 
the gas flow rate exceeds 50 m3/min the particle should have an equivalent diameter 
of 5 cm at least. Other technological aspects should not be overlooked. If the 
height of the column is too large with respect to the diameter, a redistribution 
of the liquid at one or more intermediate positions should be provided. Further- 
more, enough space has to be maintained above the packing to enable the separa- 
tion of entrained liquid droplets. 

Internals, liquid, and gas distribution are practical aspects of column design 
discussed by Zenz [5]. Since in absorbers the liquid and the gas generally flow in 
countercurrent directions, there is a close interaction between the column diameter 
and the liquid and gas flow rates. If, for a given column diameter and liquid flow 
rate, the gas flow rate is too high, the liquid will be blown to the top of the column, 
which is said to be flooded. Zenz [5] derived the following relation for the maxi- 
mum allowable gas and liquid flow rates above which flooding occurs: 

In this equation F' and L are the gas and liquid flow rates in m3/hr, E is the void 
fraction of the packing, and p, is the viscosity of the liquid in kg/m hr. Leva [19] 
and Lobo, et al. [7] have published the generalized dimensionless correlation for 
flooding rates shown in Fig. 14.3.a-1, in which p, represents the viscosity of water. 

A generalized pressure drop correlation for packed columns with counter- 
current flow has been derived by Sherwood et al. [6] and adapted by Lobo et al. 
[7]. It is shown in Fig. 14.3.a-2. The flooding line in this diagram corresponds 
with that of Fig. 14.3.a-1. 9 is a so-called packing factor, the value of which is 
given in tabular material provided by the producers of packing material to replace 
aV/c3, as used by Sherwood. The interfacial area, a:,, differs from the packing 
surface area, a,, because the packing is not always completely wetted, so that a 
fraction of the surface is not active in the mass transfer, or because of the presence 
of stagnant pockets that are less effective than flowing streams. Shulman et al. 
[8] have established correlations between a: and a, for Rashig rings and Berl 
saddles for various values of the liquid and gas flow rates. They also determined 
and correlated the hold up (total and operating) in terms of the operating variables 
C9, 101. 
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Figure 14.3.a-1 Generalized correlation for flooding rates in packe' 
columns (after Lobo, et al. 171). 

In a review of the subject, Laurent and Charpentier [11] recommend the for- 
lowing equation by Onda et al. [12] : 

where a,,, represents the critical surface tension above which the packing canno 
be wetted. This correlation underestimates the interfacial area obtained with Pal 
rings by about 50 percent. 

Many equations have been proposed for the mass transfer coefficients. For tht 
liquid side coefficient, Laurent and Charpentier [11] recommend Mohunta : 
equation [13]. 
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Figure 14.3.a-2 Generalized pressure drop correlation for packed 
colunzns with countercurren!flow. Parameter curves : pressure drop, 
in inches water per foot w o r n  Eckert [76]). 

The range of validity of Onda's equation (14.3.a-2) and of Mohunta's equation 
is as follows: liquid mass flow velocities, pLL/R: 360-151,200 kg/m2 hr; pL: 
2.62-5.33 kg/m.hr; Sc, = pL/pL DAL: 142-1030; d p :  0.006-0.05 m; column dia- 
meter: 0.06-0.5 m; ratio of column to packing diameter: 5-40. Shulman et al. [9] 
correlated the data of several authors with the following equation: 

Ramm [14] mentions the following equation: 

For the gas-side mass transfer coefficient, Laurent and Charpentier [l 11 derived 
the correlation 
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where the constant c equals 2.3 when the equivalent packing diameter is smaller 
than 15 mm and 5.2 when it exceeds that value. kc is expressed in kmol/m2 atm hr. 
Ramm [14] mentions 

with kc in kmol/m2 atm hr. The technical information sheets of the producers of 
packing material contain extremely important information, generally based on 
large-scale experimentation. 

Example 14.3.a-I Design of a Packed Column for Carbon Dioxide 
Absorption (after Danckwerts and Shavma 1151) 

Carbon dioxide is to be absorbed at 20 atm abs (20.3 bars) and 30°C from a gas 
stream of 900 kmol/hr with the following molar proportions: N2/H2/C02: 
1/3/1.33 by means of a 2.5-molar monoethanolamine (MEA) solution 

The C 0 2  content is to be reduced to 2.10-3 percent. The content of dissolved 
C 0 2  in the MEA will be 0.15 and 0.40 mol C02/mol MEA at the top and bottom 
of the column, respectively. A column packed with 14 in. Rashig rings will be 
used. 

The model is that of Sec. 14.2.b, which assumes the gas and liquid to be in plug 
flow. Furthermore, since the reaction is very rapid, the bulk concentration of A 
is taken to be zero. The amount of CO, to be absorbed is 

so that the liquid flow rate has to be 

The choice of the column diameter is based on the gas flow rate that would 
give flooding at the bottom. From Fig. 14.3.a-1 it follows that for ( L / F ' ) J ~  = 

2.66 (with p, calculated from the ideal gas law) the gas flow rate leading to flooding 
is obtained from 

Gf2(av/.3)(~L/~wY'.2 = 0007 
SP,  PL 

Since = 400 mi2/mr3 and p,/pw = 1.5, it follows that Gf = 5400 kg/m2 hr. 
A column diameter of 2.75 m is chosen, giving a gas mass flow rate of about half 
this value, 2628 kg/m2 hr, and a liquid mass flow rate of 60,840 kg/m2 hr. 
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From experimental results of Danckwerts and co-workers, k, is taken to be 
0.792 m/hr and a:, for the given L, 140 mi2/mP3. Henry's coefficient depends on 
the ionic strength of the solution. Van Krevelen and Hoftijzer [I61 related the 
coefficient to that in pure water and to the ionic strength. The correction for the 
ionic strength is weak in this case: from a value of 35.7 m3 atm/kmol in pure 
water, H for the MEA solution is increased to 40. D,, the diffusivity of MEA in a 
2.5-A4 solution at 30°C was estimated by Danckwerts and Sharma to be 2.77 x 

m2/hr and that of CO,, DA to be 5.04 x m2/hr. 
The rate coefficient of the reaction at 30°C is 36.7 x lo6 m3/kmol hr. 
It is safe to check at this point whether the back pressure of CO, above the 

liquid is negligible. This requires data on the stoichiometric equilibrium constant 
(kmol/m3) of the reaction: 

Provided the concentration of free CO, is less than that of free amine, the con- 
centration of free MEA is CB0(1 - 2a) and that of R2NCOO- and of R2NH2+ 
is CB0cc, where cc is the number of moles of CO, absorbed per mole of total amine 
and CEO is the initial concentration of MEA. The equilibrium concentration of 
CO, is then given by 

cc2 
Cc02 = Kc (1 - 242 

Danckwerts and Sharma selected a value of 9.0 x kmol/m3 for K c .  At the 
top of the column, where cr = 0.15, the equilibrium concentration of CO, is 
4.1 x kmol/m3. The corresponding back pressure is found, using Henry's 
law, to be 1.6 x atm while the partial pressure of CO, at the top of the 
column is 2.10-5 x 20 = 40.10-5 atm; therefore, the back pressure is negligible. 
The same conclusion would be arrived at for the conditions at the bottom of the 
column. 

The kGak value was taken from a correlation mentioned in Norman [I71 for 
air in ammonia at 20°C and 1 atm total pressure. 

When k,a: is expressed in kmol/m3 hr atm and G and p,L/R in kg/m2 hr, the 
constant c has the value 0.03975. With S.I. units (bar and s, instead of atm and hr) 
c = 0.09015. This correlation can be used provided it is corrected for the total 
pressure and adapted to the system C02-MEA by accounting for the Schmidt 
numbers. These contain the viscosities of mixtures N,, Hz,  CO,, and the dif- 
fusivity of CO, in such mixtures, and the corresponding values for the air-ammonia 
mixtures. Using the correlations developed in Reid and Sherwood [18] the 
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Schmidt number for the gas mixture is calculated to be 0.80 and that for the air- 
ammonia mixture 0.65. Now kGa: is calculated as follows, for an average G of 
1758 kg/m2 hr and an average p, L /R of 60543 kg/m2 hr : 

kmol 
= 24.65 = 0.00685 kmol/m3 s bar 

m3 hr atm 

The rate of the global phenomenon can be written as 

Setting up a continuity equation for B in a differential volume element of the 
column, assuming plug flow for both phases, leads to 

which becomes, after integration, 

with NA = FAkLCAi. 
The integral has to be calculated numerically. This requires a relation between 

NA and CB. The latter is obtained as follows. To find NA at any point in the column, 
set pAi = pryAGi = pA as a first approximation. Calculate CAi from CAi = pAi/H 
and the free amine concentration C, from a material balance. Then the groups 
(a/b)(CB/CAi)(DB/DA) (with a = 1 and b = 2) and y = &/kL are computed. 
Entering these values into the enhancement factor diagram yields FA = NA/kLCAi 
and therefore NA. Knowing NA the assumed value of pAi may be checked from 
NA/kGp, = yAc - yAGi. If there is no agreement, iteration is necessary until two 
successive values of pAi coincide. For example, the detailed calculations are given 
for a position in the column where pA = 4.0 atm (i.e., where yAG = 0.20). The flow 
rate of inerts = 900 x (1 + 3)/(1 + 3 + 1.33) = 675 kmol/hr. The flow rate of 
CO, at the chosen position is 0.25 x 675 = 169.2 kmol/hr. At the top the CO, 
flow rate is (675 x 2.10-5)/(l - 2.10-5) = 13.5 x kmol/hr. The amount 
of CO, absorbed above the selected position is 169.2 kmol/hr. A balance on the 
top yields the concentration of free amine at the chosen position, C,. 

360 x 2.5(1 - 0.30) - 2 x 169 kmol 
C, = 

360 
= 0.81 -- 

m 
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To calculate the value of kGa: at that position, the mass flow rate of gas has to be 
calculated : 

The value of kGal becomes 

G " - (;;;)"" kmol 
k a' - -- x 24.65 = 29.27 = 0.00813 kmol/m3 s bar 

m3 hr atm 

Since pAi is taken to equal pA the concentration at the interface is found to be 

Now y can be calculated: 

Such a high value of y justifies setting the concentration of CO, in the bulk liquid 
equal to zero. 

The parameter curves in the Van Krevelen and Hoftijzer diagram were originally, 
according to the film theory, (a/b)(DB/DA)(CB/CAi).  To account for the results of 
the penetration theory, indicating that the mass transfer coefficients are propor- 
tional to the square roots of the diffusivities, Danckwerts and co-workers have 
used ( a / b ) ( c B / c A i ) J m  as the parameter group in the Van Krevelen and 
Hoftijzer diagram. The value of the latter group amounts to 

From Fig. 6.3.b-1 the enhancement factor is found to be 3.5. Using the original 
parameter group, the value of which would be 2.2, FA would amount to 3.0. 

Finally, N A  can be calculated from 

PAC - 4.0 kmol - NAa: = 
1 H 1 40 

= 29.2 - 
mW3 hr 

With this value pAi is found to be 3.0 atm instead of 4.0 as assumed. A second cycle 
of calculations is necessary, leading to NAa: = 33.22 kmol/mr3 hr and a third 
to N,a: = 33.98 kmol/mr3 hr. Further iterations are unnecessary, so that the 
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calculations can proceed to the next increment in p,. The height of the column 
is found to be 4.60 m. Note that, as the top of the column is approached, the CO, 
content becomes so low that C, varies little and pseudo-first-order behavior is 
achieved. In that part of the column the calculations could be based on Eq. 6.3.b-3, 
with C, = 0, of course. 

Example 14.3.a-2 Design Aspects of a Packed Column for the 
Absorption of Ammonia in Sulfuric Acid 
(after Ramm 1141) 

This example features the calculational aspects encountered with instantaneous 
second-order reactions. The inlet partial pressure of ammonia in the gas entering 
the absorber at essentially atmospheric pressure is 0.05 atrn (0.051 bar) the exit 
partial pressure is to be 0.01 atrn (0.0101 bar). The total gas flow rate is 45 kmol/hr. 
The liquid phase enters the column at the top and flows countercurrently with 
the gas at a rate of 9 m3/hr. The inlet concentration of sulfuric acid is 0.6 kmol/m3. 
Consider the operation to be isothermal at 25°C. Determine the exit concentra- 
tion of the sulfuric acid and the required interfacial area. The irreversible reaction 

corresponds to the situation discussed in Sec. 6.3.c, whereby the reaction occurs 
in a plane in the liquid film or coincides with the interface. Depending on the 
case, the equation for NA is given by Eqs. 6.3.c-3 or 6.3.c-8 and it first has to be 
checked which one should be used. 

Let k, = 0.35 kmol/m2 hr atrn = 9.6 x lo- '  kmol/m2 s bar, k, = 0.005 m/hr 
and the Henry coefficient 0.0133 kmol/m3 atrn = 0.013 1 kmol/m3 bar. Whether 
Eqs. 6.3.c-3 or 6.3.c-8 are applicable depends on C', = bD, NA/aD,kL or, since 
NA = kGpA, when the reaction plane coincides with the interface C; = 
(bDA k,/aD,k,)p,. Suppose, as a first approximation, D, = D,, then 

At the bottom of the column, where p, = 0.05 atrn 

and at the top, where pA = 0.01 atrn 

C', = 35 x 0.01 = 0.35 kmol/m3 
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which is lower than C B  = 0.6 kmol/m3. The C,  at the bottom can be calculated 
from an overall balance: 

so that C,  = 0.5 kmol/m3, which is lower than CB = 1.75kmol/m3. 
Consequently, the column has to be calculated in two parts: the top part in 

which C,  > CB SO that Eq. 6.3.c-8 has to be applied, and the bottom part in which 
C B  < CB and in which Eq. 6.3.c-3 is valid. The location of the dividing line may 
also be obtained by means of a material balance, on the bottom part, for example: 

from which p, = 0.0166 atm = 0.0168 bar and the corresponding CIB = 35pA = 
0.58 kmol/m3. 

Calculation of the Bottom Part 

In this part 

C ,  < C', and NA = KG 

so that 

kmol 
KG = 0.180 = 4.94 x 10- kmol/m2 s bar 

m2 hr atm 

The continuity equation for A in a differential element is written as 

where 0 is the total interfacial area. 
After substitution of NA and integration: 
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To perform the integration C ,  has to be related top, by means ofa material balance 
on the bottom part. This leads to 

where cp = (a/b)(DA/HDB). This equation is easily integrated and yields 0 = 
180 m2. 

Calculation of the Top Part 

In this part C ,  > C', and N A  = kCpA SO that 

from which 0 = 65 m2. The total required interfacial area is 245 m2. The total 
volume of the column follows from V = O/aL where a: would be calculated from 
the correlation by Onda et al. Eq. 14.3.a-2. 

14.3.b Two-Phase Fixed Bed Catalytic Reactors with Cocurrent 
Downflow. "Trickle" Bed Reactors and Packed Downflow Bubble 
Reactors 

This section deals with problems that bear considerable relation to those dealt 
with in Chapter 11 on fixed bed catalytic reactors with a single fluid phase, the 
main difference being in the hydrodynamics, because of the existence of two fluid 
phases. In addition, the mass and heat transfer phenomena are more complex, 
since resistances in the gas phase, the liquid phase, and the solid catalyst, where 
the reaction takes place, have to be considered. Figure 14.3.b-1 illustrates con- 
centration and partial pressure profiles around a catalyst particle and defines 
the notation. A is the reacting component of the gas phase, B that of the liquid 
phase. 

The advantage of downflow operation with respect to upflow lies in the fact 
that there is no limitation on the flow rates imposed by flooding limits. The flow 
rates are only limited by the available pressure head at the inlet. Furthermore, 
the liquid is much more evenly and thinly distributed then with upward flow. 
Depending on the respective flow rates of gas and liquid different flow regimes 
may be obtained, however. Figure 14.3.b-2 is a schematic representation of the 
different possibilities, derived from diagrams presented by Hofmann [42], by 
Sato et al. [20], and by Charpentier and Favier [73]. The trickle flow regime 
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Figure 14.3.h-1 Concentration andpartialpressur: 
profiles in fluid phase and catalyst. 

corresponds to rather low flow rates of gas and liquid; the gas phase is conr~nuou: 
and the liquid phase dispersed. Increasing the gas flow rate leads to pulsed flov. 
If, for a given liquid flow rate, the gas flow rate is too much increased, spray flov 
will be obtained, however. For higher liquid throughputs the liquid phase ma. 
be continuous and the gas phase dispersed: this is called bubble flow. Increasin; 
the gas flow rate will lead first to dispersed bubble flow and then to pulsed f l o ~  
The lines separating the areas corresponding to different flow regimes should no 
be taken too rigorously, since the composition of the liquid phase is also importan. 

Gas-phase dispersed 

Slug 

Dispersed 

Bubble flow 

Pulsed 
1 o3 

1 O4 

1 02 
Trickle flow Spray flow 

tlo3 Gas phase continuous I 

Figure 14.3.b-2 Flow regimes in downJow packed beds. 
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Charpentier and Favier, [73] have determined a similar diagram for foaming 
fluids (kerosine, gasoil). The transition between gas phase continuous and dis- 
persed agrees with that for nonfoaming liquids. At sufficiently high liquid flow 
rates an increase of the gas flow rates leads to foaming, foaming and pulsing, and 
pulsing flow with transitions more or less in agreement with those between bubble, 
dispersed bubble, and pulsed flow in Fig. 14.3.b-2. In hydrodesulfurization, liquid 
flow rates range from 1 to 10 kg/m2 s for heavy fractions to 10 to 25 for naphtha, 
while hydrogen flow rates range from 470 Nm3/ton for heavy gasoil to 840 Nm/ton 
for heavy residue. In hydrocracking this ratio may be 1700. 

There is relatively little information on the pressure drop in two-phase co- 
current downflow packed beds. Larkins et al. [21] have proposed the following 
correlation for the two-phase frictional pressure drop: 

62 - log ------ - 
0.416 

6L + 6G (log&)' + 0.666 

where 6, is the two-phase frictional pressure drop. The measured pressure drop, 
Ap,,/Az, in kilogram force per square meter cross section and unit length, is 
related to 62 by 

where gELpL represents the liquid head per unit height. 6, and 6, are the frictional 
pressure drops per unit length for liquid flow and gas flow only. It has been argued 
that the term ~~p~ should not be accounted for, since the liquid is supported by 
the packing, but in the experiments of Larkins et al. the difference between Ap, ,/Az 
and 6, was negligible anyway. Larkins et al. derived their equation from the con- 
cept of the "equivalent fluid," which considers the gas and the liquid to be quasi 
homogeneous. This is strictly correct only when the gas and liquid flow rates us, 
and U,L are identical. 

Sweeney [22] distinguished between the two phases. He assumed that the 
liquid flows uniformly over the packing surface, that both the liquid and the gas 
phase are continuous, and that the pressure drops through both phases are iden- 
tical. He came to the following relation: 

The Larkins and Sweeney equations were developed for downward bubble flow. 
In trickle bed operation, the liquid and gas flow rate are not as high as in packed 
absorbers, so that there is much less interaction. Single-phase flow pressure drop 
equations could be used as a first approximation, with the void fraction reduced to 

71 2 CHEMICAL REACTOR DESIGN 



account for the liquid holdup. Charpentier et al. [23] recommend, on the basis of 
an energy balance instead of a force balance, to replace 6, in Eqs. 14.3.b-1 and 
14.3.b-2 by(uS,/pLg)(Ap,,/Az) + U s ~ E L  + usG(l - ~)(p$p,) whereby us, is themean 
of the liquid and gas velocities [i.e., UsLE + u,,(l - E)]. Midoux et al. [71] recently 
proposed the following correlation for 6,/dL: 

for any type of flow with nonfoaming liquids and for trickle flow with foaming 
liquids only. 

The wetting of the packing depends on the nature of the packing surface and 
on the surface tension of the liquid. For the wetting to be complete, an efficient 
liquid distribution at the top is required, while the column to particle diameter 
should exceed 20 to 25 to avoid liquid bypassing along the wall. Henry and Gilbert 
[24] recommend that dppLL/Qp, > 10. 

The liquid holdup (volume of liquid/volume of empty reactor) consists of the 
liquid held in the pores of the catalyst and of that outside the catalyst particles, 
which is called external holdup. The latter is frequently divided into the free 
draining and the residual or static holdup. The static holdup has been related by 
Charpentier et al. [25] to the Eotvos number hLgdP2/aL. It varies between 0.02 
and 0.05. Several correlations have been given for the dynamic or free draining 
holdup. They are: 

According to Otake and Okada [26] for nonporous spherical packing c = 1.295, 
a = 0.676, B = -0.44, and y = 1.0, whereas Satterfield et al. [27] arrived at 
c = 1.0, ci = 0.333, P = -0.33, and y = 0. Note that the dynamic holdup is in- 
dependent of the gas flow rate, but varies with the liquid flow rate. Goto and 
Smith [28] observed agreement between their experimental data and Otake and 
Okada's correlation for large-particle diameters only and between their data and 
Satterfield et al.'s correlation for small-particle diameters only. The following 
external or total holdup equation is proposed by Midoux [71]: 

for any type of flow with nonfoaming liquids and for trickle flow only with foaming 
liquids. The internal holdup, finally, depends on the porosity of the catalyst. 
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There are no effective interfacial area correlations in the literature for the 
specific cases discussed here. The correlation that comes closest to that required 
for trickle bed operation is that of Puranik and Vogelpohl [29], which is for a 
continuous gas phase and a dispersed liquid phase, but in a countercurrent packed 
column, well below the loading point. They derived the following correlation 
(for pLL/R = 1.5 kg/m2 s): 

where the Weber number = We = pL L2dp/Q2aL. It follows that, in the investigated 
range, a: is proportional to At higher flow rates the equation of Onda et al. 
mentioned in the section on absorbers might be used-Eq. 14.3.a-2. Charpentier 
[41] recommends from a literature survey of trickle bed results for spheres and 
pellets : 

with c = 0.81 or 5.23 x lo4 when Apt, is expressed in kgf/m2 or in bars. 
The axial effective diffusivity for the liquid phase has been correlated by Elenkov 

and Kolev [30] as follows: 

Mears [31] has given the minimum Z/dp ratio required to hold the deviation from 
the reactor length as calculated on the basis of plug flow below 5 percent: 

where n is the order of the reaction and Pea, = dPuiL/DeL. Hochman and Effron 
[32] correlated the axial mixing in the gas phase in terms of the Peclet and Reynolds 
numbers for the gas and liquid phase as follows: 

pe = 1.8 R~,-0.710-0.005 R ~ L  
a, (14.3.b-9) 

Deviations from plug flow in the gas phase are not ordinarily of concern in trickle 
bed operation. 

As previously mentioned, the mass transfer from the gas to the active sites of 
the catalyst involves several steps. For trickle bed operation, in which the in- 
teraction between gas and liquid is limited, the values for k, and k, are of the same 
order of magnitude as those given for countercurrent operation in the previous 
section. Some specific results for cocurrent operation are available in the literature. 
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Reiss' correlation for kca: and kLaL in air-ammonia and air-water systems are 
as follows [33]: 

kGa: = 2.0 + c ~ E ~ ~ . ~ ~  (14.3.b-10) 

where E, is an energy dissipation term for gas flow = (Ap,,/Az) us,. The constant 
c, equals 0.3 when EG is expressed in kgf/m2 s and 0.0665 when E, is in W/m3. 
The mass transfer coefficient k ,  is in m3/m2 s. 

kLa: = c2EL0.' (14.3.b-11) 

where EL is an energy dissipation term for liquid flow = (Ap,,/Az) U,L, in kgf/ 
m2 s(c2 = 0.054) or in W/m3(c, = 0.017). kL is in m3/m2 s. Reiss' results were 
probably obtained in the pulse flow and spray flow regime. Charpentier [41] 
extended the range of validity to low liquid and gas flow rates and proposed the 
following correlation: 

where DA is the diffusivity m2/s in the liquid, assuming that the liquid viscosity 
does not differ too much from that of water. EL is in W/m3. 

The liquid-solid mass transfer coefficient may be obtained, in first approxima- 
tion, from the j ,  correlations for single-phase flow, mentioned in Chapters 3 and 
11, although the gas phase exerts a certain influence, as shown by Mochizuki 
and Matsui for cocurrent upwards flow [34]. Specific results for the situation 
considered here have been derived by Van Krevelen and Krekels 1351, who cor- 
related their data as follows: 

Sh = 1.8 Re0.' S C ~ . ~ ~  (14.3.b-13) 

with 

kl Sh = - 
PL L and Re = -- 

~ D A L  Q4 PL 

Also see Satterfield, et a1 [75]. 
The resistance to mass transfer inside the catalyst particle is dealt with as out- 

lined in Chapters 3 and 11. In trickle bed hydrodesulfurization, the gas film re- 
sistance is practically zero, since the gas phase is mainly hydrogen. The liquid 
side and liquid-solid side resistances are negligible with respect to that inside 
the catalyst, since hydrogen is very soluble in the liquid. The effectiveness factor 
is generally around 0.5 to 0.6. An additional complication arises when a fraction 
of the liquid feed is vaporized, such as in hydrodesulfurization of light petroleum 
fractions (naphtha, kerosene) or in hydrocracking. In such a case the pores of the 
catalyst are filled with both liquid and vapor. The theory of the effectiveness factor 
for such a situation still has to be worked out. 
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For lack of sufficient knowledge of the hydrodynamics, and because of the 
considerable difference between small-scale and large-scale results, the design 
practice for trickle bed reactors is still in a rather early stage of development. 
Several approaches have been discussed by Satterfield [36] and are briefly out- 
lined below. With industrial hydrotreating operations in mind, suppose the gaseous 
reactant is present in great excess with respect to the reacting component of the 
liquid. Since hydrogen is very soluble in petroleum fractions and since the opera- 
tion is carried out at high pressures (35 to 100 atm) the liquid may be considered 
to be saturated with hydrogen. If plug flow is assumed for the liquid, the continuity 
equation for a reacting component B of the liquid may be written: 

LC,, dx = r ,  d W 

If the reaction were of first order, and if there were no diffusional limitations in 
the liquid film or in the catalyst particle, 

Integration then leads to 

When experiments are carried out in trickle bed reactors and first-order kinetics 
are assumed, a rate coefficient is derived, represented by k,,,, which is found to 
be different from the true rate coefficient k. It is found that when both L and W 
are doubled the conversion is also increased. This means, in the jargon of the 
trickle bed literature that the contacting effectiveness is < 1. There may be several 
reasons for this. First, it may be argued that kobs may include effects of diffusion 
in the liquid film and in the catalyst particles: 

where kLa: is, of course, dependent on F' or L-according to correlations given 
above, to - L1.O. 

Furthermore, if the reaction is not truly first order, k values compared at dif- 
ferent conversions will be different. When the species are adsorbed on the catalyst, 
first-order kinetics would be rather unlikely. Even if each species reacted ac- 
cording to first-order kinetics, the lumping of a spectrum of species with different 
reactivities into one pseudo-component would lead to an overall order higher 
than 1. 

Bondi [37] related kobs to k and the superficial liquid flow rate: 

1 1  
- + A' where 0.5 < b < 0.7 

k,, k (LPLIQ)~ 
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For hydrodesulfurization of a heavy gasoil, kObs/k was found to be 0.12 to 0.2 at 
Lp,/R = 288 kg/m2 hr and 0.6 at LpL/R = 1080 kg/m2 hr. The power would 
seem to drop at higher liquid velocities, however. According to Satterfield, the 
"contacting effectiveness" would become almost 1 at Lp,/R values of 1 to 5 
kg/m2 s. Henry and Gilbert [24] associated the effect of the liquid flow rate with 
the free-draining holdup: 

s', varies as L ' ' ~  and Henry and Gilbert could indeed correlate their results in 
this way. There is, however, no theoretical justification for taking the rate to be 
proportional to the liquid free-draining holdup. Mears [31] therefore proposed 
to consider the rate to be proportional to the external wetted area of the catalyst. 
Using the Puranik and Vogelpohl correlation he derived the following relation: 

where LHSV is the liquid hourly space velocity. This relation would be valid for 
p, L/R < 54 kg/m2 s. At higher flow rates Onda's correlation Eq. 14.3.a-1 should 
be used for the wetted area. 

Little is known on the effect of the gas flow rate on kobs. The effect should be 
small if the liquid is saturated with the gas. According to Charpentier et al. [36], 
an increase in G decreases E,, but favors the exchange between dynamic holdup 
and stagnant liquid. 

Deviations from k could also be explained in terms of deviations from plug 
flow, because of axial mixing. This can be accounted for either directly through 
the residence time distribution or through an axial effective diffusivity model as 
discussed earlier in Chapter 11 for single-phase fixed beds. For trickle bed opera- 
tion Pe,, is about 0.2 at a Re based on particle diameter of 10, whereas for single- 
phase operation Pe,, = 2. For bench scale operation the minimum reactor length 
for absence of significant axial mixing could therefore be an order of magnitude 
greater than for single-phase fixed beds. But, again, for industrial reactors, axial 
mixing is completely negligible: Henry and Gilbert estimated the minimum length 
to be 30 cm when d p  = 1.6 mm, for a Reynolds number of 10 and a conversion of 
90 percent and 70 cm for 99 percent conversion. 

14.3.c Two-Phase Fixed Bed Catalytic Reactors wi th Cocurrent 
Upflow. " Upflow Packed Bubble Reactors" 

Generally, the flow rates in these reactors are such that the gas phase is dispersed 
and the liquid phase continuous. In the bubble flow regime, the bubbles rise at a 
slightly higher velocity than the liquid. As the gas flow velocity is increased, pulse 
flow is obtained. For certain ranges of us, and use, the spray flow regime, with 
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continuous gas phase and a liquid mist, may be experienced. The regimes shown 
in Fig. 14.3.b-2 are also encountered here, the only difference being that pulsing 
is initiated at slightly lower gas velocities and persists to slightly higher gas veloci- 
ties for upward flow, at a given liquid rate, than for downflow. 

The pressure drop for upward flow is the sum of the liquid head and of the 
friction of gas and liquid, between each other and with the packing and wall. 
Heilman [38] derived the following semiempirical correlation for air and water 
and for various packing material and shapes: 

4 . 1 6 0 ( 1 - E )  + 0.292 + - ( Re,) c3 P L U s L  

(us, up to 0.03 m/s; us, up to 0.04 m/s.) Again, Ap,,/Az is in kgf/m2/m. The first 
term on the right represents the liquid head, the second the bubble friction, the 
third the liquid friction. p, is the gas density at the top of the column. us, and 
us, are superficial liquid and gas velocities, ui, is the interstitial gas velocity, and 
sGO is the gas holdup at zero gas flow rate. ci accounts for the roughness of the 
catalyst and varies between 300 and 700. 

The following correlation for the gas holdup, E G ,  was also derived by Heilman: 

This formula is valid only for sG < 0.45 and for constant total pressure. Therefore, 
high columns would have to be divided into sections before the above formulas 
could be applied to them. The rising velocity of the bubbles has been correlated 
as follows by Heilman : 

u, = (24.5 - 8 E) + (2.2 + 1.32dp)us, (in cm/s) 

No general correlation is available for the interfacial area. From Saada's measure- 
ments [39] it would seem that a: varies approximately as regardless of 
packing size and type, column diameter, or liquid superficial velocity. 

Since the liquid flow rates are generally rather low it may be necessary to ac- 
count for axial mixing in the liquid phase. This is done in terms of axial effective 
diffusion. The axial effective diffusivity for the liquid phase is given by Boxkes 
1401 : 
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For the gas phase Boxkes found 

in which Re, and Re, are based on interstitial velocities. The mass transfer coeffi- 
cients for gas-liquid transfer and liquid-solid transfer have not been investigated 
in detail. The correlations for the gas-liquid transfer coefficient may be different 
from those derived from countercurrent packed absorbers. 

Mochizuki and Matsui [34] correlated the liquid-solid transfer coefficient for 
Re, > 10 as follows: 

Sh 
Sh' 
- = l + 4 -  

ReL'.' 

with Sh' = 0.75 Re0.' SCO.~~.  Sh' is the Sherwood number for single-phase flow. 
The Reynolds numbers are based on interstitial velocities. 

14.3.d Plate Columns 

Technological details and operating characteristics of various types of plate 
columns are extensively discussed in textbooks on mass transfer (e.g., see Treybal 
[44]). The results of extensive research on bubble tray design is reported in the 
American Institute Chemical Engineers Bubble Tray Manual [45]. Flooding and 
weeping limits and further aspects of sizing are mentioned in a review by Zenz [5]. 

The formulas required to calculate the number of trays will only be mentioned 
here without derivation. For dilute gas mixtures Henry's law often applies so 
that, in terms of mole fractions, y = mx. Also, the total flow of liquid, I!.' (in 
kmollhr), and of gas, F (in kmol/hr) is substantially constant. The operating line 
and the equilibrium line are then both straight and the relation between ingoing 
and outgoing flow and the number oftrays are obtained analytically, for absorption 
and in terms of mole fractions: 

where A' = L'ImF is the absorption factor (i.e., the ratio of the slope of the op- 
erating line to that of the equilibrium line). The notation is clear from Fig. 14.3.d-1. 

When the above conditions are not fulfilled, plate-to-plate calculations are 
required. Total and solute balances on the lower part of the column up to plate n 
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Figure 14.3.d-I Tray absorber. 

can be written as follows: 

LI, + F N t l  = Lb + Fn+l 

LI,xn + F N + I Y N + I  = L ~ X N  + F n + l ~ n + l  

Ln and xn are obtained from these equations. For nonisothermal operarion a 
enthalpy balance is required. For adiabatic operation: 

This equation yields the temperature of stream Ln. The gas flow T, is then at th: 
temperature of LI, and in composition equilibrium with it. Then the equation; 
are applied on that fraction of the column comprised between the bottom anc 
plate n - 1 and so on toward the top. 
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What is obtained in this way is the number of theoretical plates, which means 
that the liquid is assumed to be completely mixed and that the gas and liquid are 
in equilibrium. Departure from these conditions are accounted for by means of 
the Murphree efficiency. When the operating and equilibrium lines are straight, 
the overall tray efficiency, I?, which is the ratio of the number of ideal to real plates, 
can be computed analytically from 

where Ec is the Murphree tray efficiency corrected for entrainment. The uncor- 
rected Murphree tray efficiency is given by 

E' is the integral over the tray surface of the point efficiency along a gas streamline, 
represented by E: 

where )in* is the concentration in equilibrium with in. When the gas entering the 
plate is uniform in composition and the liquid is completely mixed: 

E' = E 

but when the liquid is in plug flow: 
EI = A ~ ( ~ ~ I A '  - 1) 

Intermediate degrees of mixing in the liquid are accounted for by an effective 
diffusion mechanism. 

The Murphree efficiency E' must still be corrected for entrainment to yield the 
efficiency Ec,  given by 

where 6 is the fractional entrainment, moles entrained liquid per mole net liquid 
flow. 

The Murphree efficiency is a convenient concept for correlating experimental 
results on the mass transfer on trays, but a more fundamental way to do this is to 
express the results in terms of mass transfer coefficients and effective diffusivities. 
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The A.1.Ch.E. design manual contains correlations for k c ,  kL,  and De for bubble 
caps and perforated trays. Sharma et al. [46] derived the following correlations 
for bubble cap plates: 

k A - 6.2UsG0.75~-0.67~ 0.5 
G v -  eG -I) 

k A - 7UsG0.75~-0.67~ 0.5 
L v -  e L  - 

A,, = 0 . 5 4 ~ ~ ~ ~ . ~ Z ~ . ~ ~  

with all dimensions in cm and s. A,  is the interfacial area per unit volume of 
liquid + gas and A,, the interfacial area per unit tray surface. For perforated 
trays (Sharma and Gupta [47]): 

- 1.75 pLL 0.6 kmol 
k,A,  = 0.261@) (T) s atm m3 ) 

where R,, is the total surface of the holes, R the total surface of the plate, and uc 
is in m/s. The interfacial area per unit tray surface is given by 

kg A,, = 30G'i2p,-1i4 with G in - 
m2 s 

(See Nonhebel [48].) 

Example 14.3.d-1 Gas Absorption with Reaction in a Plate Column 

Figure 1 schematically represents an oxidizer-absorption tower used in nitric 
acid production. In this tower the nitric oxides generated by high-temperature 
air oxidation of ammonia on platinum gauze are oxidized and absorbed to yield 
nitric acid. Koukolik and Marek [49] simulated the behavior of the tower on a 
digital computer. The following reaction scheme was used: 

2 N 0 2  N 2 0 4  (1) 

2 N O + 0 2  F== 2 N 0 2  (2) 

3NO2 + H 2 0  2 H N 0 3  + NO (3) 

Reaction 1 is a third-order reaction taking place in the gas phase. It is slow and 
irreversible at temperatures below 150°C. Reactions 2 and 3 are fast and reversible. 
The kinetic parameters and equilibrium constants may be found in the literature. 
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Type of trays: 

Absorbing A 
A 

Oxidizing ox 
A 
A 
A 
A 
Ox 
A 
A 
ox 
A 
A 
A 
A 
A 
A 
Ox 
A 
A 
A 
A 

A 

Indifferent Ind 

A 

A - Gas flows 

-+ Liquid flows 

Ftqure I Flows in nitric oxide absorption and oxidation 
tower (,from Koukolik and Marek [49]). 

The following material balance around plate n was set up for the liquid 

pLL , , + ,  and pLLn are the inside liquid flow rates from the plate n + 1 and to 
the plate n - 1. (L in m3/hr), Mn is a side liquid inlet (in kg/hr), Rnl and Rn2 are 
recycle streams entering and leaving the plate, and XHNOs is the amount of acid 
formed on the plate from gaseous components. XH2, the water consumption by 
reaction 3, AXHNO3 and AXH2, are the amounts of HNO, and H,O vaporized on 
the plate (kg/hr). 
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The enthalpy balance for the liquid on the nth plate was as follows: 

H G , ~ - I  + H ~ , n + l  k H L , M  + H L , R  - H G , ~  - H L , ~  + Q a b s  + Qox 

+ Q a s s  + Qd - Q c  + Q(HNo,) Q(H*o) = C 

where HG is the enthalpy of a gas stream and H L  that of a liquid stream. Qahs 

Qox, Qass, Qd, Qc, Q(HN03),  and Q(HZO) are heats of absorption, oxidation, associc- 
tion, dilution, cooling, and latent heats. 

Material and enthalpy balances for the gas space are similar. The calculatior- 
consists of two sequentially connected loops, the first one including the materia 
balance and the second the enthalpy balance. 

Figure 2 shows a comparison between simulated and extlerimental results fo- 
a TVA absorption tower. 

Plate number 
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Figure 2 Fraction of nitric acid prodk- 
on each plate. Comparison of experiment^. 
and simulated results. (The dashed line 1: 
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model.") (From Koukolik and Marek [49]. 

, 1 1 , 1 1 1 , , 1  , , , , , , , , ,  , l , l l l , l l l , f  

0 
r :, 
:; 

I 

I 

1 5 - :  - Measured 
I --Computed 
l 
I 
I 
I 
t 
I 
I 

10-  : 
I 
I 
I 
I 

I 
I 

724 CHEMICAL REACTOR DESIGF 

'0 5 10 15 20 25 30 



14.3.e Spray Towers 

In gas-liquid spray towers the liquid is atomized and enters as a fine spray at the 
top and the gas is introduced at the bottom. The gas flow rate has to be kept 
sufficiently low to permit the liquid to fall. It is generally chosen in such way that 
the liquid drops of mean diameter fall at 20 percent of their free-fall velocity, as 
calculated from Stokes' law. An efficient dispersion of the liquid requires the 
openings of the distributor to be small and the pressure high. Thereby a fraction 
of the drops hits the wall and flows down the wall as a film. Furthermore, a certain 
degree of coalescence of the drops is inevitable, so that the drop size, velocity, and 
therefore residence time vary strongly with position. A rigorous hydrodynamic 
analysis of such a situation is extremely complicated so that only the overall 
behavior has been studied. 

Mehta and Sharma [50,51] studied spray towers with a maximum diameter of 
38 cm. For the interfacial area they found 

in which u , ~  is the superficial gas velocity in cm/s, and Z the effective height in cm. 
The mass transfer rates are, of course, different from those encountered with single 
bubbles in rectilinear flow and the following relation was obtained for k,: 

In Eqs. 14.3.e-1 and 14.3.e-2 a, 8, and y depend on the type of distributor (cone, 
shower) and the column diameter. With a shower a = 2.46 x 6 = 0.38 and 
y = 1.02 x 10- S ;  with a cone a, 8, and y depend on the tower diameter, but average 
values may be 5.1OP4, 0.65, and 2.10-', respectively. 

Liquid-liquid spray towers are less likely to find application as chemical 
reactors. In this case the dispersed phase flows upward and the continuous down- 
ward. Such towers have been thoroughly investigated by Letan and Kehat [52, 
53, 541. 

14.3.f Bubble Reactors 

Bubble reactors do not contain any packing and are fed by gas and liquid streams 
that may be cocurrent or countercurrent. The gas holdup in bubble columns has 
been measured by Van Dierendonck [55], who obtained the following correlation: 
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for E 10.45, 0.03 < us < 0.4 m/sec, 0 I u, < 0.02 m/sec, d, > 0.15 m, and 
0.3 < Zld, < 3. The correlation was also tested in industrial equipment for low- 
pressure polyethylene production, toluene oxidation, and cyclohexane oxidation, 
but was less reliable for the prediction of hydrogen holdup. The correlation leads 
to values of E that agree with those of Towel1 et al. [56], Calderbank and Moo- 
Young [57], Yoshida and Miura 1581, and Reith [59]. 

According to Van Dierendonck, the bubble diameter is given by 

where Eob is the Eotvos number, c = 6.25 for pure liquids and 2.1 for electrolytes, 
and M = oL3pL/pL4g. The bubble diameters calculated from this formula agree 
with those predicted by Yoshida and Miura, Marucci and Nicodemo [60], and 
Calderbank [61]. The interfacial area is then obtained from 

from which it can be seen that A: is independent of viscosity, but varies linearly 
with the superficial gas velocity. 

The mass transfer coefficient for the liquid phase is given by Calderbank [62]: 

kL = 0 . 4 2 E  /% for db 2 2 mm (14.3.f-4) 

so that kL is independent of bubble size and velocity and depends only on the 
physical properties of the system. When d, < 2 mm, Van Dierendonck recommends 

kL = kL(2 mm) x 500db (m/s) (14.3.f-5) 

The liquid flow pattern in a bubble column of 15 cm diameter was investigated 
by Kojima et al. [63] at superficial liquid and gas velocites of the order of 1 cm/s. 
The liquid flow was found to be complicated and to vary continuously with time. 
The flow was mainly upward in the central part, but in other parts both upward and 
downward, although mainly downward near the wall. Radial flow was present 
across the entire cross section as a result of the pumping effect of the wakesofbubble 
swarms: when the volume of liquid pumped per unit time by the wakes of the 
bubbles exceeds that of the liquid fed, downward flow has to occur, inducing 
radial flow. These observations confirm those of Towel1 and Ackerman [64] who, 
in addition, expressed the mixing in terms of axial effective diffusivities for the 

726 CHEMICAL REACTOR DESIGN 



liquid and gas phase. The authors add, however, that a more realistic model would 
have to contain a circulation pattern with a superimposed eddy diffusivity. The 
following dimensional correlations were derived from experiments in 16-in. and 
42-in. bubble columns : 

Little effect of sparger type was observed, but the influence of the column diameter 
was very pronounced: the 42-in. column data were an order of magnitude higher 
than those of the 16-in. column. A draft tube increased the axial mixing at least 
two to threefold, while a horizontal disc and donut baffles reduced it by a factor 
of 3. 

Typical Peclet numbers for the gas phase, based on the length as characteristic 
dimension, range from 2 to 15 and for the liquid phase from 0.10 to 0.16. The 
us, and uSL are such that DeL and D,, are of the same magnitude. In fact, they are 
both high, so that the gas phase and the liquid phase are close to complete mixing. 
The axial mixing characteristics of small laboratory reactors are vastly different 
from large-scale columns. The conditions in large reactors are close to complete 
mixing in both phases, while in small diameter reactors they are almost invariably 
in plug flow with respect to the gas phase and can be either inplug flow or well 
mixed with respect to the liquid phase. 

Scaling up of bubble columns is generally based on the requirement of keeping 
kL A: constant. Since kL A: is proportional to us,, this implies keeping the superficial 
gas velocity constant. Some design aspects of bubble reactors will be illustrated in 
an example following the section on stirred vessel reactors. 

14.3.g Stirred Vessel Reactors 

Agitated absorbers or reactors contain one or more stirrers mounted on a common 
shaft, depending on the height of the vessel. The influence of a stirrer extends to a 
height roughly equal to the vessel diameter. The stirrer diameter is generally 
taken to be one-third of the vessel diameter. Stirred vessels also contain a certain 
number of vertical baffles, extending into the liquid for about one tenth of the tank 
diameter. Gas is distributed through some appropriate device into the liquid, 
underneath the lowest stirrer, but a certain amount of gas can also be aspirated 
into the liquid from the gas phase above the liquid level by means of a special 
stirrer. An example of such a gas-liquid reactor is shown schematically in Fig. 
14.3.g-1. This reactor, described by Van Dierendonck and Nelemans [65] is used 
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Figure 14.3.g- I Stirred vessel for hydrogena- 
tion (from van Dierendonck and Nelemans 
1651). 

for the hydrogenation of a-nitrocaprolactam into aminolactam, a step of the Dutch 
State Mines L-lysine process. This is a semibatch reaction carried out at 20 to 30 
atm and 85°C with a Raney-nickel catalyst in a vessel with a volume of 9 m3. 
The gas phase was shown to be completely mixed. 

Zwietering [66] determined the maximum gas flow rate F',,,,,(in m3/hr) that can 
be handled by a stirrer of given geometry rotating at a certain speed. The relation 
is as follows: 

According to Van Dierendonck [55, 671, the bubble diameter can be obtained 
from the following relations : 

1. For pure liquids 
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and for stirrer speeds N > 2.5No*, where No* is the characteristic speed for bubble 
aspiration and dispersion from the gas atmosphere above the liquid level. No* is 
given by 

where H L  - H, is the liquid height above the stirrer in absence of gas flow. 
2. For solutions of electrolytes and surface active agents: 

for 0 < (N - N,)d, < 1.5 m/s, where N o  is the minimum stirrer speed for efficient 
dispersion (i.e., the stirrer speed at which the bubble trajectories are markedly 
influenced). 

N o  is given by the following relations: 
1. For pure liquids: 

2. For solutions of electrolytes and surface active agents: 

According to Calderbank [62] in the case of pure liquids the bubble diameter 
is given by: 

The gas holdup in pure liquids is obtained from (Calderbank [62].)  

in which P is the power input, PIEL V the power input per unit liquid volume and 
u, the free rising velocity of the bubble, calculated from the Davies and Taylor 
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equation (Davies and Taylor [68]): 

ub = 0.711(gdb)112 

Van Dierendonck proposed for the holdup: 
1. With pure liquids: 

provided E < 0.25,O < us, < 0.05 m/s, Z/dr = 1, and HL - H, = 0.5HL. 
2. With solutions: 

provided E 10.3,  0.003 < us, < 0.03 m/s, 0.7 < HL/dr < 1.4, and HL - H, = 

0.5HL. The interfacial area per unit dispersion volume is then easily derived from 
the relation A: = 6(~/d,). Reith [69] compared interfacial areas determined by 
different methods and found quite a discrepancy between the results. 

With pure liquids the mass transfer coefficient for the component A in the liquid 
is practically independent of the stirrer speed, since the bubble size is practically 
unaffected by the stirrer speed. Van Dierendonck proposed: 

The bubble sizes does vary with the stirrer speed for solutions of electrolytes and 
surface active agents. In that case, kL is given by 

with 
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(k,), is the mass transfer coefficient of A on the liquid side when N = No (i.e., at 
zero stirring or at very low stirrer speed) and dbo is the corresponding bubble 
diameter. u,, the bubble rising velocity, is calculated from 

pLgdb2 (Stokes' law) when Re, < 1 ub=-- 
18 PL 

- - l.7'6dp (PL - pg)gdb when Re, > lo3 (14.3.g-13) 
PL 

Since the expression between the square brackets in the right-hand side of the 
equation for l/kL is nothing but (EO,)-''/~', it follows that kL/db is a constant, at 
least when 0 < (N - No)ds < 1.5 m/s. Hughmark obtained the following cor- 
relation for (k,), for single bubbles, however [70] 

where 

kLdb Sh = - 
db c PL Re, = --- SC = - 

DAL PG PLDA, 

The turbulence in the bubbles is usually very high so that the mass transfer 
resistance in the gas phase may be neglected. For the usual stirrer speeds the 
mixing in the gas and the liquid phase is practically complete. The mixing time 
in the liquid phase is independent of the gas holdup and given by (Van Dierendonck 
C551.) 

for uSG < 0.05 m/s, dr < 1 m, and 0.2 < d,/dr < 0.5. The mixing time has to be 
smaller than the effective absorption time (kLA,)-' if the liquid phase is to be 
considered as completely mixed. 

The power requirements are given by: 

with c a characteristic constant depending on the stirrer construction. 
According to Van Dierendonck [55] scaling up has to be based on a constant 

value of the dimensionless effective stirring speed, (N - No)ds2/dr, which ensures 
a constant value for the gas holdup, E. A second condition is to avoid overloading 
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the stirrer (see Eq. 14.3.g-I). Therefore, us, should generally not exceed 0.03 m/s. 
According to Reith, however, [59] a safe design rule is to scale up on the basis of 
constant specific power input, to ensure constant specific interfacial area. Van 
Dierendonck discusses those two rules and refers to the design of a stirred vessel 
for the hydrogenation of a-nitrocaprolactam. The effective stirring speed criterion 
led to an industrial reactor with a volume of 6 m3, a stirrer diameter of 0.5 m and 
3.5 revolutions per second, whose performance was successful. The constant specific 
power input criterion would have led to a volume of 20 m3. 

From the correlations given above it is also evident that the liquid composition 
has an important effect on the interfacial area. All other conditions being equal, 
the area may be a factor 10 larger in electrolytes than in pure liquids. Evidently, 
the design and scaling up of stirred gas-liquid reactors still relies on model experi- 
ments involving the liquids actually used in the reaction. 

Example 14.3.g-I Design of a Liquid-Phase o-Xylene Oxidation 
Reactor 

A. Stirred Tank Reactor 

The liquid-phase oxidation of o-xylene into o-methylbenzoic acid by means of air 

+ 1.502 - 0''. COOH + H 2 0  

is to be carried out in a continuous stirred tank reactor at 13.6 atm abs (13.8 bars) 
and 160°C. A yearly production of o-methylbenzoic acid of 30,000 tons is required. 
For reasons of selectivity the o-xylene conversion per pass has to be limited to 
16 percent. An excess of 25 percent with respect to the stoichiometric requirements 
is chosen for the oxygen feed rate. The rate equation is of pseudo first order with 
respect to oxygen: 

r, = 2.4 x lo3 CA 

where r,, in kmol/m3 hr, is the rate of reaction of o-xylene and C,,  in kmol/m3, 
is the oxygen concentration. From the stoichiometry it follows that the rate 
based on oxygen consumption is given by r, = 1.5rB. 

Calculate the reactor dimensions and the stirrer speed. 

Basic data: 
For o-xylene: M = 106.16 kg/kmol, p, = 750 kg/m3, o, = 16.5 dyne/cm or 
16.5 x kg/s2, p, = 0.23 cps or 0.828 kg/m hr, D = 2.45 x m2/hr. 

For oxygen: D(02/xylene) = 5.2 x m2/hr. Henry's constant, H = 

125.3 m3 atm/kmol = 126.6 m3 barlkmol. 
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General procedure: 

The calculation of the reactor volume requires the oxygen mass transfer coefficient 
and the interfacial area to be known. This in turn necessitates knowledge of the 
stirrer speed. It was shown in Sec. 14.3.g however, how the choice of the stirrer 
speed depends on the reactor dimensions and geometry, so that the design has an 
iterative character: a reactor diameter is chosen first; then the stirrer speed is 
derived from this and finally the reactor volume required to achieve the desired 
conversion is calculated; the resulting reactor diameter is compared with the 
initially chosen value. 

Design model 

The model worked out in Sec. 14.2.a, with the gas and liquid phase completely 
mixed, is adopted here. 

Initial choice of reactor diameter 

The initial choice of the reactor diameter can be oriented as follows, by way of 
example. Suppose the concentration of A in the liquid is in equilibrium with that 
in the gas phase, that is, (C,),,, = (p,),,,/H. Consider the overall material balance 
for gas and liquid completely mixed, Eq. 14.2.a-2: 

whereas a balance on B can be written 

First determine the flow rates to be substituted into these equations. 

Liquid phase 

Yearly production: 30.103 tons (for 8000 hr) 
Hourly production: 3750 kg/hr = 27.5 kmol/hr 
o-xylene feed rate (fresh + recycle): 27.510.16 = 172 kmol/hr, from which L = 

(172 x 106.16)/750 = 24.4 m3/hr. 

Gas phase 

Oxygen consumption: 1.5 mol/mol xylene converted, so the total consumption is: 
27.5 x 1.5 = 41.25 kmollhr 
Oxygen feed rate (25 percent excess): 41.25 x 1.25 = 51.5 kmol/hr 
Air feed rate at reaction conditions: F' = (51.5J0.21) x 22.4 x (4331273) x 
(1113.6) = 640 (m3/hr); also F = 245 kmol/hr. 

At this point, however, E is not yet known. One way out is to drop the 
term (1 - E) from Eq. (b) for this first estimation. With L = 24.4 m3/hr, 
L[(C&, - (CB)out] = 27.5 kmol/hr, F' = 640 m3/hr, p, = 13.6 atm, (P,)~, = 13.6 
x 0.21 = 2.86 atm = 2.9 bar, Eq. (a) yields (p,),,, = 0.5476 atm = 0.5547 bar. 
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Assuming equilibrium between the gas and liquid phase (C,),,, = 4.37 x 
kmol/m3. Equation (b) then yields V = 2.62 m3. When the height equals the 
diameter d,  = 1.49 m and the cross section R = 1.75 m2. Choose the stirrer 
diameter according to d, = dr/3, so that ds = 0.5 m and the position of the stirrer 
HL - Hs = 4 (liquid height without gas holdup). 

Calculation of stirrer speed 
The characteristic speed for bubble aspiration, No*, is obtained from Eq. 14.3.g-3: 

The minimum stirrer speed that can effectively disperse the gas flow rate is given 
by Zwietering's relation Eq. 14.3.g-1: 

Van Dierendonck advises taking the stirrer speed higher than either No* or N,,,, 
so that a value of 4.1 rev/s will be chosen in this case. 

Bubble diameter 

According to Van Dierendonck, for stirrer speeds >2.5No* the Eotvos number 
equals 0.41, so that, from Eq. 14.3.g-2: 

Gas holdup 

For pure liquids, Eq. 14.3.g-9 can be used: 
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so that 

Mass transfer coeficient 
From Eq. 14.3.g-11 it follows that 

Interfacial area 

Calculation of reactor diameter 

The three equations to be used when the gas and liquid are completely mixed are 
Eqs. 14.2.a-1, 14.2.a-2, and 14.2.a-3: 

For a pseudo-first-order irreversible reaction: 

-- - k~ (C,; cosh y - C,) NAI, = 0 sinh 

which is Eq. 6.3.b-3, while NAIY=).L, is easily derived from Eq. 6.3.b-2: 

Equations (c), (d), and (e), allow V, (CA)out and (p,),,, to be determined. From 
Eq. (d) it follows that: 

It is assumed that there is no partial pressure drop in the gas phase, so that in 
Eqs. (c) and (e) CAI = ( . P ~ ) , ~ ~ / H  Furthermore, y = J h D , , / k L  = 9.2 x so 
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that sinh y = y and cosh y = 1. Now substituting Eq. f into Eqs. (c) and (e) leads to: 

and 

+ 24.4(CA)ou, 
from which 

and 

From Eqs. (g) and (h), a quadratic in V is obtained, leading to V = 6.776 m3. 
(CA),,,, is found to be 2.56 x kmol/m3 and (p,),,, = 0.566 atm = 0.573 bar. 
With the diameter = height of the dispersion, a value of 2.05 m is found for the di- 
ameter. These values are the initial values for a second iteration. The final result, cor- 
responding to a reasonable convergence, is V = 7.1 m3, d, = 2.08 m, N = 2.7 rev/s, 
(CA),,, = 2.24 x l op3  kmol/m3 and (p,),, ,  = 0.567 atm = 0.574 bar. 

B. Bubble Reactor 
Suppose the o-xylene oxidation were carried out in a nonstirred vessel-a bubble 
reactor. 

Design model 

The model worked out in Sec. 14.2.c, with the gas phase in plug flow and the 
liquid phase completely mixed will be applied here. 

Initial choice of cross section, liquid height, and oxygen concentration 
Let d, = 2 m so that R = 3.14 m2 and (C,),,, = 2.04 x kmol/m3. From the 
approximate relation : 

L[(C~>in - (C~>outl = r~ V(l - E> ( i >  

which is the volume of the liquid phase only. The superficial gas velocity would 
then be : 
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Bubble diameter 
From Eq. 14.3.f-2 

-(I121 

it follows that 

Gas holdup 
From Eq. 14.3.f-1 

E = 1 . 1 8 ~ ~ ~ ~ ~ ~  = 0.137 

Mass transfer coeficient 
From Eqs. 14.3.f-4 and 14.3.f-5 

= 0.207db mL3/mi2 s 

= 2.17 x mL3/mi2 s 

= 0.781 mL3/mi2 hr 

Interfacial area 

From Eq. 14.3.f-3 

Reactor dimensions 
Equations 14.2.c-1, 14.2.c-2, and 14.2.c-3 are written 
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Equation 14.2.c-1 becomes, with NA from Eq. 6.3.b-2 and in the absence of a Ap 
in the gas phase : 

S 
(pa)out d~~ - - kL y cosh yp, A,(1 - E)RZ 

(PA)," H(CA),,~ H F  sinh y 
PA - cosh y 

(pA)out is not yet known, but may be calculated from Eq. 14.2.c-2: 

so that 

13.6 
(pA)out = 2.86 - --- (41.25 + 24.4 x 2.04 x = 0.57 atm 

245 
= 0.577 bar 

Since 

Z can now be calculated: 

This is a first estimate for the height of the dispersion, gas + liquid. The total 
volume is 7.63 m3. A better estimate for (CA)out is obtained from Eq. (i) in which E 

can now be better approximated: 

27.5 kmol 
(CA)Out = 2.4 x 10) x 3.14 x 0.863 x 2.43 

= 1.74 x 10-3- 
m 

A more accurate value for Z is now calculated from Eq. 10: 

A further estimate for (CA)out is 1.82 x kmol/m3, from which Z = 2.35 m. 
These values may be considered as final. 

The total volume of gas and liquid is 7.38 m3-only slightly more than in the 
stirred case, while (CA)out is even lower. This is easily explained on the basis of the 
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model, which assumes plug flow for the gas in the nonstirred case, against complete 
mixing in the stirred case. Some design aspects of a continuous stirred tank for the 
liquid phase oxidation of toluene into phenol have been discussed by Van 
Dierendonck et al. [43]. 

Problems 

14.1 Calculate the pressure drop for a trickle bed reactor in which air and water flow down at 
room temperature through a packed bed of glass beads (0.2 cm diameter). The super- 
ficial gas and liquid velocities are 5 and 0.2 cm/s, respectively. The void fraction of the 
bed is 0.4. Use the correlations presented in Sec. 14.3.b and compare the results. 

14.2 Calculate the liquid holdup for the case considered in the previous problem. 

14.3 Check by means of Fig. 14.3.b-2 in which regime the reactor described in Problem 1 
operates. 
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in radial direction, 534 
Energy of activation, see Activation energy 
Energy equation, general form of, 357 

simplified forms of, 358 
Enhancement factor for gas absorption, 312 
Eotvos number, 7 13 

based on bubble diameter, 726 
Equivalent penetration, 262 
Equivalent reactor volume, 401 
Ethane, thermal cracking of,activation energy,44 

kinetics, 35 
simulation, 410 

Ethanol dehydrogenation, calculations for, 151 
model discrimination for, 125 

Ethylene oxidation, catalytic, 101 
Expansion, of reaction mixture, 363 
Experimental reactors, 106,336 
Extent of reaction, 5 
External film, heat transfer, 146 

mass transfer, 143 
pressure and temperature drop calculation, 

150 

Fanning pressure drop equation, 396 
Fauser-Montecatini reactor, 562 
Fick's law for binary system, 163 

extension to multicomponent systems, 147, 
35 1 

Fictitious component, 2 1,47 
Film pressure factor, 144 
Film theory, in gas-liquid reactions, 308 
Fixed bed reactors, 465 

modeling of, 474 
Flooding rate, 701 
Flow pattern, non ideal, axial dispersion 

model, 620 
combined models, 627 
flow models, 6 17 
tanks in series model, 621 

Fluid catalytic cracking, 663 

Fluidized bed, age distribution functions in, 
598 

free-fall velocity, 667 
heat transfer in, 670 
interchange coefficient, 675 
mean value of rate constant in, example, 609 
minimum fluidization velocity, 667 
terminal velocity, 667 
transport disengaging height, 667 

Fluidized bed reactor, 662 
two-phase model for, 675 

Fluid stagnancy, detection of regions of, 606 
Fractional conversion, 5 
Fractional coverage, of catalysts, 87,88 
Fractional entrainment, 721 
Free radical, mechanisms, 31 

in polymerization reactions, 38 
in steady-state approximation, 33 
types, 34 

Frequency factor, 42 
Freundlich isotherm, 89 
Friction factor, 478 

Gas-liquid reactions, 305 
determination of kinetics, 336 
kinetics of, 322 
models for, 308 

Gasoil, catalytic cracking of, 24, 291,663 
Gas-solid reactions, catalytic, 76 

non-cataly tic, 239 
general model, 242 
grain model, 256 
pore model, 259 
shrinking core model, 249 
two-stage model, 245 

Graham's law, 169 
Grain model, in gas-solid reactions, 256 

Hatta number, 310 
Heat of adsorption, 87 
Heat transfer, in batch reactors, 369 

in film surrounding a particle, 15 1 
in fixed beds, 532 
in fluidized beds, 670 
in plug flow f i e d  bed reactors, 476 
inside solid particles, 15 1,200, 264 

Henry's law, 306 
Heterogeneous catalysts, 79 
Himmelblau, Jones and Bischoff method 

(HJB) for reaction networks, 
49 
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Hot spot, in fixed bed reactors, 483,515,541, 
575 

Hougen-Watson rate equations, 90 
Hydrocarbon oxidation, 482,539, 550 
Hydrogenation reactions, 94, 71 5 

Initial rate method, 110 
Initiation step, 31 
Integral method of kinetic analysis, with 

batch data, 8,366 
for catalytic reactions, 115 
with tubular reactor data, 398 

Integral reactor, 108 
Interchange coefficient, correlations for, 677 

in fluidized beds, 675 
Interfacial area, correlations for, 714, 722, 725 
Interfacial resistance, determination of, 150 

for heat transfer, 151, 546, 671 
for mass transfer, 141, 150, 306, 546 

Internal age distribution, 597 
of perfectly mixed vessel, 595 

Internal heat exchange, reactor with, 509 
Internal recycle, reactor with, 108 
Internal void fraction, of catalyst pellets, 161 
Intraparticle gradients, diffusional, 178 

thermal, 200 
Isomerization, mechanism, 83 

of n-heptane, 83 
Isomerization of n-pentane, influence of coking 

on, 286,292 
kinetics of, 104 
parameter estimation for, 116, 129 

Kinetic analysis, differential method of, 8,109, 
366,398 

integral method of, 8, 115,366, 398 
of non-isothermal data, 399 

Kinetic groups, for catalytic reactions, 98 
Kinetic parameters, determination of, dif- 

fusional falsification of, 143, 186 
in gas-liquid reactions, 336 
in heterogeneous catalysis, 106 
from tubular reactor data, 397 

Knudsen diffusivity, in catalytic reactions, 163 

Laminar flow, axial dispersion model for, 620 
Laminar jet, 338 
LHHW rate equations, 90 
Lewis number (modified), 202 
Limestone reaction, 259 
Lindemann theory, 30 

Macropores, 161, 170 
diffusion and reaction in, 221 

Mass transfer, transient, in packed column, 631 
Mass transfer coefficient, correlations for, 145, 

702,715,722,725,726,730 
definitions, 141,307 

Maximum principle, Bellman's, 496 
Methanol synthesis, diffusion limitations in, 

189 
reactor simulation, 562 

Micropores, 16 1, 170 
diffusion and reaction in, 221 

Mixing, dispersion coefficient, 618 
effects on large scale, 634 
macro, 6 13 
micro, 613 

coalescence-redispersion model for, 646 
effect on conversion of adiabatic com- 

bustion, 65 1 
model for intermediate levels of, 616 
parameter for, 649 
population balance model for, 646 

Model discrimination, 106 
Modulus, see Thiele modulus 
Molar expansion of reaction mixture, 363 
Momentum equation, see Pressure drop 

equation 
Multibed adiabatic reactor, 493 
Multicomponent diffusion, 146 
Multiple steady states, in catalyst pellets, 202, 

207,213,252 
in stirred tank reactors, 443 

Multiple steady states in packed beds, with 
autothermic operation, 505 

with axial mixing, 528 
with interfacial gradients, 547 

Multitubular reactor, 468,470 
Murphree tray efficiency, 721 

Networks, with pore diffusion, 218 
of reactions, 19,47 

Nickel catalyst reoxidations, 551 
Nitric oxide absorption, 722 

Observable modulus, 192, 195 
Optimal batch operating time, 374 
Optimal design, of experiments, 11 8 

of multibed adiabatic reactors, 495 
Optimal temperature, in batch reactors, 377 
Optimum principle, in dynamic programming, 

496 
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Overall order for free radical mechanisms, 34 
Oxidation, of ethylene, 101 

of hydrocarbons, 482,539,550 
of nitric oxide, 722 
of sulfur dioxide, 466,493 
of o-xylene, 732 

Packed column, transient mass transfer in, 63 1 
Packed column absorber, 701 
Parallel crosslinked pore model, 172 
Parallel reactions, in batch reactors, 382, 384 

in gas-liquid systems, 323 
perfectly mixed reactors, 430 
with pore diffusion, 214, 216 

Parameter estimation, 106,640 
Parametric sensitivity, 483, 543 
Partial order, 7,46 
Partial pressure, 7 

drop at catalyst surface, 150 
Particle transfer function, 629 
Peclet number, for axial transport, 527 

for radial heat transport, 540 
for radial mass transport, 533 

Penetration theory, 307, 327 
Perfectly mixed reactors, 420 

complex reactions, 433 
consecutive reactions, 430 
economic optimization for series of reactors, 

426 
parallel reactions, 430 
polymerization reactions, 437 
stability of, 443 
steady state operation, 422 
transient operation, 449 

Plate column absorber, 719 
Plug flow, 354,392 
Plug flow reactor, adiabatic, 408 
Poisoning of catalyst, shell progressive, 275 

uniform, 273 
Polymerization, degree of, 40 
Polymerization reactions, kinetics of, 38 

in stirred tank reactors, 437 
Population balance models, 644 

for micromixing, 646 
for pore size distribution changes, 653 

Pore diffusion, 163 
with adsorption, 174 
and complex reactions, 214 
configurational, 177, 224 
with reaction, 178, 221 
with surface diffusion, 175 

Pore model, in non catalytic gas-solid reactions, 
259 

parallel crosslinked, 172, 323 
random, 170,221 

Pore size distribution, of catalysts, 161 
changes by surface reaction, 653 

Prandtl number, 146 
Prater number, 201 
Pressure drop, in empty tubes, 396,415 

in fluidized beds, 666 
in packed beds, 478 
in packed columns, 701,712,718 

Pressure drop equation, in tubular reactors, 413 
Profit optimization, in batch reactor, 374 

in multibed adiabatic reactor, 495 
Propagation step, 32 
Propane, thermal cracking of, 57,397 
Pseudo steady state approximation, gas-solid 

reactions, 243 
Pulsed flow, 14-30 

Radial gradients, in fixed beds, 474 
Radicals, see Free radical 
Random pore model, 170 
Rate coefficient, definitions, 7 

determination of, 46 
variation with temperature, 42 

Rate coefficient matrix, 20 
Rate determining step, 27 

in catalytic reactions, 92 
determination from initial rate data, 110 

Rate of reaction, 1, 15 
Reaction, extent of, 5 

networks, 19 
order of, 6 
path, 23 

Reactor design, for acrylonitrile synthesis, 685 
batch, 367,370, 373 
for ethane cracking, 410 
fixed bed, 474 
fluidized bed, 675,682,685 
for hydrocarbon oxidation, 482,539,550 
multibed adiabatic, 493 
multiphase flow, 695,701 
for propane cracking, 397 
stirred tank, 637 
tubular, with plug flow, 408 

Recycle type model, application of, 637 
for large scale mixing effects, 634 

Reoxidation of catalysts, 551 
Residence time, in batch reactor, 362 
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in tubular reactor, 393 
Residence time distribution, application of, 

for combination of non-interacting 
regions, 605 

for detection of regions of fluid stagnancy, 
6 06 

for determination of dispersion coefficient, 
618,621 

for reactor design, 607,611,612 
definition, 594 
experimental determination of, 596 
of perfectly mixed vessel, 595 

in non-steady state, 601 
of n perfectly mixed tanks, 603 

Reversible reaction, 10 
Rice-Herzfeld mechanisms, 3 1 
Runaway, criteria for, 485 

in fiied bed reactors, 483,541 

Schmidt number, 145 
Segregation, effect on conversion, 615 
Selectivity, 17 

effects of pore diffusion on, 214 
in gas-liquid reactions, 323 
influence of catalyst deactivation on, 279, 

291,523 
Shell progressive poisoning, of catalysts, 275 
Sherwood number, 715 

modified, 31 1 
for poisoning, 276 

Shrinking core model, 249 
Simulation of reactors, for acetone cracking, 

404 
with axial dispersion, 624 
with catalyst deactivation, 5 15 
for ethane cracking, 410 
for hydrocarbon oxidation, 482,539,550 
with internal heat exchange, 509 
for methanol synthesis, 562 
for nitric oxide absorption, 722 
at non-steady state operation, 55 1 
for propane cracking, 57,397 
with transient behavior, 549 
with two distinct regions, 627 

Spinning basket reactor, 108 
Spray flow, 7 1 1 
Spray tower, 725 
Stability in perfectly mixed reactors, 443,449 
Stefan-Maxwell equations, 148 
Stirred tank, models for, 633,634 
Stoichiometric coefficients, 2, 15 

Sulfur dioxide oxidation, 466,493 
Surface coverage, 87,88 
Surface diffusion, 175 
Surface reaction, with reactive solid, 141 

on solid catalysts, 90 
Surface renewal theory, 327 

Tanks in series model, for non-ideal flow 
pattern, 621,623 

Temkin adsorption isotherm, 89 
Temperature, optimal in batch reactors, 

377 
Temperature drop, over film, 151 
Temperature gradients, external to solid 

particles, 151, 208, 546 
inside solid particles, 200, 264,535 

Termination step, 32 
Thermal conductivity, see Effective thermal 

conductivity 
Thermal cracking, of acetone, 402 

of butane, 37 
of ethane, 35,44,410 
of propane, 57,397 

Thiele modulus, for f i s t  order reaction, 
180 

general, 184 
Tortuosity, factor, 167 

tensor, 172 
Transient behavior of reactor, due to catalyst 

deactivation, 515 
simulation of, 549 

Trickle bed reactor, 710 
model for flow pattern in, 632 

Trickle flow, 7 11 
Tubular reactor with plug flow, design of, 

408 
isothermal, 394 
non-isothermal, 399,410 

Two-film theory, 308 
Two stage model, in gas-solid reactions, 

245 
Two zone model, for multiphase reactors, 

699 

Uniform poisoning, of catalysts, 273 
Unimolecular rate theory, 30 
Utilization factor, global, 3 12 

liquid side, 31 1 

Van Knevelen-Hoftijzer diagram, 3 13 
Van't Hoff equation, 42 
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Velocity profile, in tubular reactors, 360, 
545 

Voorhies relation, 286, 5 18 

Wei-Prater treatment of complex reaction 
networks, 19 

Weisz-Prater criterion, 19 1 
extended, 194 

use of, 196, 252 
Wetted wall column, 338 
Wilke equation, 148 

0-Xylene oxidation, in gas pha: 
in liquid phase, 732 

Zeolites, diffusion in, 164 
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