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Introd uction 

Current thinking suggests that the closed-form integrability of the equa
tions of motion of a particular mechanical system, or a system which is 
close to this system, is a special "physical" property which provides the 
system with special degenerating properties. For instance, the motion of 
an "integrable" conservative system with a positive definite Hamilton func
tion is nearly always of a quasi-periodic (in particular, periodic) character, 
whereas small conservative perturbations result in motions of a more com
plex form. Quasi-conservative (that is nearly conservative) problems are 
important in modern technical and celestial mechanics, as well as in physics 
(quantum mechanics) and electrical engineering. The reasons for this are as 
follows. Firstly, the overwhelming majority of integrable problems belong to 
conservative systems. It is sufficient to mention the classical example of the 
equations of motion of a rigid body with a fixed point which are integrable 
by quadratures. Moreover, relatively general conditions of integrability are 
obtained only for conservative systems. Secondly, while investigating quasi
conservative problems one can successfully apply the analytical methods of 
small parameters, primarily the averaging method, which has been devel
oped over recent years. 

The efficient application of the methods of small parameters has proved 
to be feasible for a broader class of perturbed problems, which are referred 
to as locally integrable in the first chapter of the present book. These are 
the systems whose equations of motion have a particular periodic solution 
or a particular family of solutions, the variational equations in the vicinity 
of this family being integrable by quadratures. A distinctive "physical" 
peculiarity of locally integrable problems is their relative simplicity in the 
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vicinity of the closed-form particular solution. Examples of this include 
quasi-linear problems and the problems which are reducible to essentially 
nonlinear piecewise-linear equations in the original approximation. Other 
examples of locally integrable systems are an autonomous dynamic system 
in the plane, provided that its particular integral can be constructed, some 
cases of the partial integration in rigid body dynamics, etc. The analysis of 
such systems is developed in the first chapter and is subsequently adapted 
to the investigation of more complex systems. 

The second chapter is of an auxiliary character and contains a brief 
description of existing ways of describing mechanical and electromechanical 
systems which can be considered as being conservative to some extent. 

The third chapter investigates conservative systems, where attention is 
given to analysing the dependence of the characteristics of the periodic 
motions of librational and rotational types on the" action-angle" variables. 
While analysing the dependence of the energy constant on frequency, one 
can classify these problem by means of the degree of anisochronism. Further 
analysis of integrable conservative systems with several degrees of freedom 
is also considered using action-angle variables. The most rational ways of 
introducing these variables, the corresponding variables "phase-frequency", 
and the harmonic canonical variables are studied in detail. The degeneracy 
of similar problems caused either by reducing the number of "true" phases 
or by the appearance of fixed isochronous frequencies is analysed. 

This allows one to suggest a more general statement of the perturbed 
problem in the fifth chapter. A set of special slow variables which have the 
meaning of anisochronous frequencies is separated from the whole set of 
slow variables. Further multi-frequency averaging of the obtained system 
with a multi-dimensional rapidly rotating phase is carried out by a modified 
averaging procedure with accuracy up to third order. These modifications 
allows one to use other variables (the averaged anisochronous frequencies) 
instead of the traditional frequency detunings and, thus, write down the 
final result in a compact form which is convenient for further "physical" 
analysis. Considerable attention is given to the study of stationary solu
tions of the averaged equations and construction of the explicit relation
ships for determining the different stability criteria of these solutions. The 
case of essentially nonlinear equations for non-critical fast variables close 
to the quasi-static ones is further pursued. In this case, instead of the 
"action-angle" variables it is convenient to use the harmonic quasi-static 
variables and locally integrable systems which are piecewise-continuous in 
the generating approximation. In all these cases, the Lyapunov-Poincare 
local method of small parameter is used instead of the averaging method. 

The seventh, eighth and tenth chapters are devoted to the problem of 
weak interaction of quasi-conservative dynamic objects. The seventh chap
ter deals with the classification of the interaction types, the criteria of 
weakness of the interaction and the general statement of the problem. Syn
chronous regimes in a system of anisochronous single-degree-of-freedom 
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objects are treated in detail. The resulting relationships, enabling determi
nation of the stable phasing of synchronous motions, are expressed in terms 
of the parameters having the meaning of the dynamic influence coefficients. 
It is essential that these coefficients can be expressed both theoretically and 
experimentally. It is shown that in the case of the quasi-conservative mech
anism of interaction between the objects, a stable synchronous regime pos
sesses certain extremum properties. Namely, a stable synchronous phasing 
renders an extremum to the Hamilton action of the interaction elements, 
the extremum character being determined by the type of anisochronism 
of the objects and the peculiarities of the weak interaction. When modi
fied, this result can be generalised to a more complex problem of the weak 
interaction of dynamical objects with several degrees of freedom. The chap
ter is concluded with a non-quasiconservative theory of synchronisation of 
inertial vibration exciters, the similarity of and the difference between the 
quasi-conservative theory being discussed. From this perspective it is clearly 
important to perform a preliminary analysis of the order of smallness of 
the factors affecting the weak interaction of the objects in the system. 

The present book is based upon the monograph [74] published in Russian 
by Nauka, St. Petersburg in 1996. However the present book contains an in
creased number of applications and this is why the sixth, ninth and eleventh 
chapters have been added. The sixth chapter, written by A.G. Chirkov, is 
concerned with a description of the averaging procedure by means of the 
methods of non-relativistic quantum mechanics. Particularly, this chapter 
is important since non-rigorous approaches of the intuitive character are 
still used to analyse some physical problems and they may lead to inac
curacies and, possibly, gross error. The ninth chapter is devoted to the 
analysis of the phenomenon of self-synchronisation of the inertial vibration 
exciters which are frequently used to drive modern vibrational facilities. 
The basis for this chapter is the material of monograph [76] published by 
Mashinostroenie, St. Petersburg in 1990. The last, eleventh, chapter of the 
present book is written by D.Yu. Skubov. Its origin is in the earlier publi
cations by K.Sh. Khodzhaev and is also aimed at applications in the field 
of vibrational technology. It is worthwhile noting the peculiarity of the 
problems of synchronisation in electromechanical systems. The mechanism 
of weak interaction of electromechanical objects is of an essentially non
conservative character. Nevertheless, stable synchronous regimes can also 
have close extremum properties in these problems. 

The present book is based on "physical" reasoning. The author does not 
suggest principle improvements to the modern methods of the theory of 
nonlinear oscillations. The main objective is to find a rational means of 
obtaining sufficiently general averaged equations of motion which have a 
clear physical interpretation and are valid for a broad class of weak inter
action problems of a mechanical (or other) nature. Using these equations 
allows one to avoid, at least to the first approximation, the necessity for 
cumbersome derivations. This results in a justified prediction of the charac-
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ter of the stable, stationary motion of the system without constructing the 
original equations of motion. The author hopes that the results obtained, 
as well as the proposed style, provide a degree of interest in terms of both 
science and teaching. 

It is assumed that the reader has a basic knowledge of analytical me
chanics, rigid body dynamics, theory of nonlinear oscillations, as well as 
quantum mechanics and electrical engineering. The book is written primar
ily for researchers in Mechanics and Physics with a university or equivalent 
education, mathematicians specialising in the field of the theory of ordi
nary differential equations, as well as graduate and post-graduate students. 
Nevertheless, the author has tried to make the book understandable for a 
broad range of readers. For this reason, detailed mathematically rigorous 
proofs and substantiations are omitted and the special terminology related 
to these proofs is not included. 

The present book is the result of many years of activity by the author 
in the corresponding field of research. It brings together and, to a great 
extent, completes his previously published works in various journals and 
proceedings. The works by LL Blekhman published in 1953-1960 years gave 
an initial impetus to the present research. The following colleagues and co
workers of the author: LKh. Akhmetshin, P.S. Goldman, V.V. Guzev, A.A. 
Danilin, F.F.Fazullin, K.Sh. Khodzhaev and S.D. Shatalov contributed to 
the research at different times. In particular, the results of Sections 1.5, 2.4, 
4.6, 5.4 and 5.6 were obtained by the author together with P.S. Goldman. 
Many useful suggestions about the manuscript were made by A.K. Belyaev 
and S. McWilliam. 
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1 
Locally integrable dynamical systems 

1.1 Concept of local integrability 

Nowadays, a number of analytical methods based on the theory of small 
parameters are widely used in the theory of nonlinear oscillation. It is worth 
mentioning the local method of analytical continuation with respect to the 
parameters suggested by Lyapunov and Poincare [61) and [84], the method 
of averaging [19) and [98], the methods based on Lie transformations [103], 
[38) and others. Consistent applications of these methods allows one to 
reveal a series of general laws for the behaviour of mechanical systems, as 
well as to solve a number of theoretical and applied problems of technical 
and celestial mechanics. Application of the method of small parameters has 
gained importance in solving nonlinear problems of physics, electronics, 
biology and chemistry, though these fields of knowledge have been based 
on linear models until recent times. 

One of the principal problems of the theory of nonlinear oscillations is 
that of constructing periodic solutions to the system of differential equa
tions 

x=X(x,t,c:) (1.1) 

in the form of a power series in a sufficiently small positive parameter c:. 
In eq. (1.1) x denotes an n x 1 vector-row and the vector-function X is 
assumed to be analytic with respect to parameter c: and the components 
of x in the considered region of phase space of the system. In addition to 

R. F. Nagaev, Dynamics of Synchronising Systems
© Springer-Verlag Berlin Heidelberg 2003



12 1. Locally integrable dynamical systems 

this, X is assumed to be periodic with respect to the time t, which appears 
implicitly in the latter equation. 

It can be stated that construction of successive approximations to the 
exact periodic solution of system (1.1) can be performed successfully by 
means of a finite number of operations provided that: 

1) the generating system obtained from (1.1) for c = 0 admits construc
tion of a particular T -periodic solution Xo (t) ; 

2) the variational system of equations about a given periodic solution of 
the generating system (i.e. for c = 0) 

. (ax) Y= - Y ax (y = 8x) (1.2) 

has a general integral. Here ~~ is an n x n Jacobi matrix, and throughout 

this book parentheses imply that the value in the parentheses is calculated 
on the generating solution. 

Let us show that under these conditions the original system (1.1) can 
be reduced to the so-called standard form in some local vicinity of the 
generating trajectory. This is important from the perspective of the fur
ther application of the averaging method. To this end, we first make the 
substitution 

(1.3) 

where Xl is aT-periodic function of t and is determined from the following 
linear inhomogeneous system with periodic coefficients 

. (ax) (ax) 
Xl = ax Xl + & . (1.4) 

The homogeneous part of system (1.4) is coincident with (1.2). For this 
reason, the very feasibility of solving system (1.4) by quadratures is beyond 
question. 

In order to determine the conditions for the existence of solutions of eq. 
(1.4) which are periodic with respect to t, it is necessary to introduce the 
system of equations which is the conjugate to (1.2) 

(1.5) 

where z is a 1 x n vector-row. It is easy to see, cf. [61], that the solutions of 
systems (1.2) and (1.5) satisfy the relationship of the form zy = const. The 
characteristic exponents of systems (1.2) and (1.5) differ only in their sign, 
namely, if system (1.2) has a l-fold exponent a corresponding to m sets 
of solutions, then system (1.5) has a l-fold exponent (-a) corresponding 
to m sets of solutions of the same type. Let us assume that system (1.2) 
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has a multiple zero exponent corresponding to m sets of solutions. Then 
system (1.5) possesses m periodic solutions Zl, ... , Zm with period T. We 
differentiate the scalar product ZiXI, take into account eqs. (1.4) and (1.5), 
and average the obtained expression over the period T 

(1.6) 

As shown in the theory of small parameters [61] the fulfillment of these 
relationships is necessary not only to ensure the periodicity of Xl but also 
the existence of the periodic solution of the original system in the local 
vicinity of the point E = O. 

It is essential for the forthcoming analysis that the periodic solutions of 
the perturbed system is unstable if system (1.2) or (1.5) has zero exponents 
with the elementary divisor of the power higher than two and no special 
degeneracy is assumed. For this reason, in what follows we assume that 
system (1.2) or (1.5) has m sets of the solutions of the following form 

Z Zi, Z = zit + ()i (i = 1, ... ,mI), 
Z Zi, (i=ml+1, ... ,m), (1.7) 

where ()i, ... , ()rn are also T -periodic with respect to t. In other words, 
it is assumed that the zero characteristic exponents have either simple 
or square elementary divisors. As for the other characteristic exponents 
(n > ml + m), the same assumption implies that they must have non
positive real parts. 

Let us write down the system obtained by substituting eq. (1.3) into eq. 
(1.1 ) 

(1.8) 

where X* is a well-defined function of its arguments which is obtained by 
means of the quadratic terms after expanding the right hand side of eq. 
(1.1) as a series in terms of E. This function is T-periodic with respect to 
time t. 

Since the structure of the characteristic determinant of the homogeneous 
part of system (1.8) has been determined, it can be expressed in the fol
lowing form 

ill = E PI + E2 . .. , 

P2 = E P 2 + E2 . .. , 

(h = PI + EQI + E2 ... , 

r = Ar + ER + E2 .. . 
(1.9) 

by means of a non-singular linear replacement of the coordinates with the 
periodic coefficients X* ---> PI, QI,P2, r. The components of the ml x 1 vectors 
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Pi and ql, (m - md x 1 vector P2 and (n - m - md x 1 vector r are the 
new variables of the problem. The characteristic exponents of the matrix A 
have non-positive real parts and are not equal to zero whereas the vector
functions Pi, Ql, P2, Rare T- periodic with respect to explicit time t and 
are analytic with respect to the components of the vectors Pi, Ql, P2, r. Let 
us stress that, by virtue of the integrability of the systems (1.2) and (1.5), 
the above substitution is determined with the help of a finite number of 
operations and its matrix is formed by means of the expressions for the 
periodic solutions of the conjugate system. 

By means of the new substitution we can express system (1.9) in the 
standard form 

p~ = y'EP1 + C ... , (11 = y'EP~ + c ... , 

r=Ar+cR+c3 / 2 .... 
(1.10) 

It is essential that, under the above two conditions, the functions on the 
right hand side of the system can be determined with any accuracy with 
respect to c by means of a finite number of operations. Then the gener
alised averaging method [98] can be applied directly to system (1.10). As 
a result, the averaged equations can be obtained with any accuracy, and 
their solutions will approximate the solutions of the exact equations (1.1) 
or (1.10) in a finite time interval 0 (C 1/ 2 ). The averaged equations are 
more convenient than the original ones since they do not depend explicitly 
on the argument t. 

By analogy, one can prove the feasibility of constructing any approxi
mation with the help of any other method of small parameters, say, the 
Poincare-Lyapunov method or Hori's method by a finite number of op
erations. Under certain restrictions of the principal character, a similar 
statement is also valid for the problems of determining the quasi-periodic 
solutions for systems with small parameters. This gives grounds to classify 
the system under consideration as a special class. Clearly, the character
istic property of these systems is that their integration for c = 0 can be 
reduced to quadratures in the local (linear) neighbourhood of the generat
ing solution. From this perspective, these systems can be naturally referred 
to as being locally integrable. It is the local integrability of the generating 
system that is the necessary and sufficient condition for the applicability of 
the analytical methods of small parameters to the analysis of the perturbed 
system. 

It is expedient to start by considering various classes of dynamical sys
tem with those problems admitting isolated generating solutions which are 
strongly stable in the sense of Lyapunov [61]. In other words, arbitrary 
small perturbations of the initial conditions of these solutions completely 
decay away either in a finite time or asymptotically. The theorem [61], as 
applied to this case, guarantees the existence of a strongly stable unique 
periodic solution of the perturbed problem, this solution being coincident 
with the generating one as c -+ O. 
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The system can have an isolated periodic generating solution only if it 
is non-autonomous (Le. it depends on time explicitly) when c = O. This 
solution can be obtained efficiently for the following systems which are 
locally integrable: 

1) the linear inhomogeneous system 

x = Ax+ !(t), (1.11) 

where! denotes a periodic vector-function of time and the eigenvalues of 
the n x n matrix A with the constant coefficients have finite negative real 
parts; 

2) non-autonomous piecewise continuous systems which are integrable 
by quadratures within the regions of continuity. 

More often than not, in the latter case one has to deal with the so-called 
piecewise linear systems which are described by equations of the form of 
(1.11) within the regions of continuity. It is clear that the above examples 
do not exhaust the entire class of the problem which are locally integrable 
and admit the construction of an isolated generating solution. However it 
is hardly possible to formulate the necessary and sufficient conditions for 
the complete class. We restrict ourselves to a characteristic example which 
demonstrates that the possibility of efficiently constructing a stable isolated 
solution of the generating systems does not imply that the system is locally 
integrable. 

The example considers the forced oscillation of the oscillator governed 
by the equation 

mx + {3x + ex = Psinwt, (1.12) 

where m, P and ware positive constants whilst the damping factor {3 and 
the rigidity c vary and depend upon the "oscillator energy" 

e = ; (x2 +W2x 2). (1.13) 

It is easy to see that eq. (1.12) has an isolated harmonic solution 

x = a cos (wt - '19), (1.14) 

whose amplitude a and phase '19 are given by 

a = .!.~e, {3w tan '19 = 2' w m c-mw 

! (e) == ~2 [(c - mw2)2 + {32W2] = p2. 

(1.15) 

If {3 and c are positive and increase monotonically as e increases, then this 
solution is unique and asymptotically stable. At f' = 0 the corresponding 
variational equation 

my + {3i1 + cy + ({3' x + c'x) m (xii + w2xy) = 0 (1.16) 
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admits a particular periodic solution y = cos (wt - {) - 'Y) where 'Y is con
stant and a prime denotes differentiation with respect to e. Hence, the 
appearance of the double root of the latter equation in (1.15) means that 
solution (1.14) reaches the boundary of its region. However, in generaL 
the linear homogeneous equation (1.16) of Hill's type is not integrable by 
quadratures. Therefore, the equation which takes the form of eq. (1.12) at 
E = 0 does not admit construction of a periodic solution using the analytical 
methods of small parameters. 

1.2 Linear heterogeneous systems 

For the sake of generality we assume that the homogeneous system 

iJ = Ay ( 1.17) 

corresponding to the inhomogeneous system (1.11) has 2r zero characteris
tic exponents with squared elementary divisors and s zero exponents with 
simple elementary divisors (2r + s ~ n). The remaining characteristic expo
nents are assumed to have negative real parts. Then, neglecting the terms 
which decrease exponentially as t --t 00 we cast the general integral of 
system (1.17) in the form 

(1.18) 

Here the n x r matrices Y1 and e as well as the n x s matrix Y2 with 
mutually independent rows are T -periodic with respect to time t, whereas 
the coefficients of the r x 1 vectors C 1 and C2 as well as the s x 1 vectors 
C3 are the integration constants. 

It is important for further study that the components of the n x r matrix 
e are determined from the equation 

(1.19) 

The homogeneous linear system 

Z= -zA (1.20) 

aimed at determining the components of the conjugate 1 x n vector z has, 
by virtue of the above, the following general integral 

(1.21) 

where the components of the r x n matrix Zl and the s x n matrix Z2 are 
also T -periodic whereas the 1 x r vector Dl and the 1 x s vector D2 are 
constant. The components increasing linearly and decreasing exponentially 
in time are omitted in expression (1.21). Since the rectangular matrix Y1 
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corresponds to the zeroth roots with the squared elementary divisors, the 
following matrix identities 

(1.22) 

always hold true. With regard to the components of the matrices e and 
Y2, their choice is subject to the following conditions of orthogonality and 
normalisation 

(1.23) 

where Es denotes the s x s unit matrix. While proving equalities (1.22) and 
(1.23) and in what follows it is taken into account that the solutions of the 
original (1.17) and the conjugate (1.22) systems satisfy the relationship of 
the form zy = const. The equalities of this type can be considered as the 
first integrals of system (1.17) provided that the independent particular 
solutions of the conjugate system are taken. 

We next introduce into consideration the so-called impulse T-periodic 
function 

00 

<I> (t) = L 8 (t - kT) , (1.24) 
k=-oo 

where 8 (t) is the Dirac delta-function. According to the definition of the 
latter function the following identity 

T 

f(t)= J<I>(~)f(T)dT (~=t-T) (1.25) 

o 

holds for any T-periodic function f for any values of t. Let us seek a par
ticular T-periodic solution of system (1.11) in the form of the convolution 
integral [89] 

T 

x(t) = J K(t,T)f(T)dT, (1.26) 

o 

where the n x n matrix K is referred to as the impulse-frequency char
acteristic of the original system. It is essential that eq. (1.26) is valid for 
any values of t. Inserting expressions (1.25) and (1.26) into eq. (1.11) leads 
immediately to the inhomogeneous matrix equation for the components of 
K 

k = AK + <I> (~) En, (1.27) 

where T should be considered as being a constant value. The term on the 
right hand side of eq. (1.27) is evidently not orthogonal to the T-periodic 
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and linearly increasing particular solutions of eq. (1.17). Hence in the gen
eral case under consideration the components of the impulse-frequency ma
trix characteristic are not periodic and must contain components with the 
secular terms t and t 2 . Let us show that, despite this general property, 
function x (t), see eq. (1.26), can be T -periodic with respect to t provided 
that K is properly chosen. Let us look for the corresponding solution of 
system (1.27) in the form 

K=Ue+V~+w, (1.28) 

where components of the n x n matrices U, V and Ware T -periodic with 
respect to ~ = t - T. Substituting eq. (l.28) into eq. (1.27) and equating 
the coefficients for all powers of ~ yields 

u 
w 

AU, V = AV - 2U, 

AW - V + <I> (0 En. (l.29) 

While deriving this result we took into account that T is a parameter in eq. 
(l.27). Thus differentiating with respect to ~ is equivalent to differentiating 
with respect to t. Due to eqs. (l.18) and (l.19) the general T-periodic 
solutions of the two first equations in (1.29) have the form 

(l.30) 

where the components of the r x n matrices Rl and R2 as well as the s x n 
matrix R3 do not depend upon t. 

Let us write down the conditions for the existence of aT-periodic so
lution of the third equation in (l.29). The corresponding equalities are 
determined in terms of the known T -periodic solutions of the conjugate 
system (1.20) and, by virtue of eq. (1.22), have the form 

T J Zd<I>(~)En-Vldt=O (i=I,2). (l.31) 

o 

Taking into account the expressions for V and relationships (1.22) and 
(1.23) we can cast these matrix equalities in the form 

(1.32) 

Here the rectangular r x s matrix P and the s x n matrix Q with constant 
coefficients are as follows 

P = Zl (0) Y2 (0) , Q = Z2 (0) e (0) . (1.33) 
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It follows from eq. (1.32) that R1 and R3 are functions of parameter T and 
are given respectively by 

2~ (Er - PQ)-1 [Z1 (T) - PZ2 (T)] , 

2~ (Es - QP)-1 [Z2 (T) - QZ1 (T)]. (1.34) 

The components of the matrix R2 are still undetermined, see eq. (1.30). 
Let us try to determine them from the condition (1.26) of periodicity of the 
considered solution, i.e. x (t) = x (t + T). Due to eq. (1.28) this equality 
takes the form 

T J [U (2~ + T) + V] f (T) dT = o. (1.35) 

o 

Substituting expression (1.30) into this equation and allowing for eqs. 
(1.34), (1.22) and (1.23), we arrive at the following result 

T 

Y1 (t) J (2TR1 - R2) f (T) dT = o. 
o 

(1.36) 

These equalities are satisfied for any values of t only if 

T J (2TR1 - R2) f (T) dT = o. 
o 

(1.37) 

The impulse-frequency characteristic by its nature (and in turn the r x n 
matrix R2) does not depend upon the external excitation f (T). Thus, it 
follows from eq. (2.21) that 

(1.38) 

Let us note that, by virtue of eq. (1.38), matrix R2 is not periodic with 
respect to T in contrast to R1 and R3. Therefore only the "secular" part of 
the impulse-frequency characteristic of the original system is determined. 
As for the purely periodic component of W, its existence is proved and its 
expression is obtained after integration of the third equation in (1.29). The 
final expression for the impulse-frequency characteristic has the form 

K = 
(t - T)2 -1 

2T Y1 (t) (Er - PQ) [Z1 (T) - PZ2 (T)] + 

(t ; T) {2 [8 (t) + TY1 (t)] (Er - PQ)-1 [Z1 (T) - PZ2 (T)] + 
Y2 (t) Z2 (Tn + W (t, T). (1.39) 



20 1. Locally integrable dynamical systems 

If matrix A has only a multiple characteristic exponent with the simple 
elementary divisors (r = 0, Y1 = e = 0, Zl = 0) then, instead of eq. (1.29), 
we arrive at the expression which is quadratic in time 

(t - 7) 
K = -T-Y2 (t) Z2 (7) + W (t, 7). (1.40) 

In the case of a non-singular matrix A (r = s = 0) the matrix impulse
frequency characteristic of the system is purely periodic (i.e. K = W) and 
hence can be expanded using Fourier series 

00 

K = ~ Ki exp (v'-liw~) (1.41) 
i=-OC; 

Inserting this series into eq. (1.27) and taking into account that 

1 DC 

1> (~) = T . ~ exp (v'-liw~) (1.42) 
z=-()() 

leads to the expression for the matrix Fourier coefficients 

(1.43) 

Thus, in the non-singular case, the matrix impulse-frequency characteristic 
of the system is a function of the difference between the main arguments, 
i.e. ~ = t - 7. In contrast to this, in the critical case studied above the 
expression for K is a function of both arguments t and 7, cf. eqs. (1.39) 
and (1.40). 

To conclude this section, we notice that the case in which matrix A is a 
T-periodic function of t and the general integral of system (1.17) is known 
reduces to the above case with the help of analytical methods, see [96]. 

1.3 Piecewise-continuous systems 

Let us consider an infinite ordered sequence of dynamic systems 

(1.44) 

where Xi is a k i x 1 vector. Let us assume that if Xi belongs to a certain 
region Gi of its phase space, then the vector-function Xi is regular with 
respect to all its arguments and the integral trajectories due to eq. (1.44) 
intersect the hypersurface 

9i+l (Xi, t) = 0 (1.45) 
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first at the time instant t = tHI. We presume a rigorous correspondence 
between the dynamical states of the i - th and (i + 1) - th systems at this 
time instant 

(1.46) 

where Xi+1 E Gi+1. The scalar function and the vector-function are regular 
in Gi with respect to all their arguments. 

Finally, we assume that there exists a positive natural number n ensuring 
that the following equalities 

ki = kHn , Xi (Xi, t) = XHn (Xi, t + T) , 

gHI (Xi, t) = gi+n+1 (Xi, t + T), 

<PHI (Xi, t) = <Pi+n+1 (Xi, t + T) (1.47) 

hold for some positive constant T. 
The sequence of solutions of the continuous systems (1.44) subject to 

conditions (1.45) and (1.46) enables us to judge the qualitative motion 
of the corresponding piecewise-continuous system of the varying structure 
with n essentially different switches. This statement assumes that the mo
tions analysed are characterised by a strictly prescribed order of transi
tion through the discontinuity surfaces and are accompanied by a finite 
number of switches within finite time intervals. This allows us to exclude 
from consideration the impact processes of finite duration having an infi
nite number of collisions [75]. Vector Xi, determining the position of the 
piecewise-continuous system under the motion studied, has the number of 
components which depends on the number i of the continuity interval and 
is equal to 

(1.48) 

The question of correspondence of components of the vectors Xi and XHI 

is easily solved by means of physical reasoning. 
The advantage of the present approach over the traditional one [77] is 

that, in contrast to vector X, vector Xi experiences no jumps at time instants 
ti and ti+1 and, in general, is continuous for any real t. 

Let ko be the smallest of the numbers ko, kl' ... ,kn - I , that is ko :::; ki . 

Then the statement of the boundary condition 

xolt=t. = a (a EGo), (1.49) 

where time instant t* may occur beyond the interval (to, td allows one 
to determine a unique piecewise-continuous solution X for any real t. Pre
scribing a certain vector Xj at the initial instant t* such that k j > ko does 
allow one to continue X in the direction of decreasing t (eq. (1.46) can not 
be resolved for Xi) beyond tl < tj for which kl-l < kl at the first time. 
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The family of solutions of eq. (1.44) extended in both directions of t and 
satisfying the initial conditions (1.49) include all T-periodic solutions for 
which 

Xi (t) = Xi+n (t + T) (1.50) 

due to eq. (1.48). Let us notice that all remaining solutions transform into 
the family of solutions extended in both directions within a finite time 
interval as t increases. If any of the dynamical systems from the sequence 
(1.44) is integrable by quadratures, then it proves possible to find, by means 
of the switching conditions (1.45) and (1.46), the closed form relationships 
relating the values of Xi and Xi+n through n switches. These relationships 
must cover only the family of the solutions continued in both directions, 
and thus they ascribe a point mapping of ko-dimensional space into itself. 
Imposing the periodicity conditions (Xi = Xi+n) on these relationships we 
reduce the problem of finding periodic solutions to the analysis of closed 
relationships. In other words, the problem of determining the T-periodic 
solution is reduced to the search of the fixed point of the above-mentioned 
transformation [77]. 

In what follows, we use the theory of generalised functions [31] and write 
down the equations of motion for successive dynamical systems in the form 

Xi = Fi (Xi, Xi-I, t) , Fi = Xi(J (gi) + <Pia (gd . (1.51) 

Here (J (gi) denotes the unit step function due to the formula 

(J (gi) {O, gi < 0 
1, gi > 0 

a (gi) 9i8 (gi) = 8 (t - ti) . (1.52) 

Without loss of generality we assume that gi (Xi-I, t) < 0 if t < ti and 
gi (Xi-I, t) > 0 if t > ti. The solution of system (1.51) should be obtained 
under the assumption that Xi-I = 0 for t < ti. Let us assume now that sys
tem (1.51) admits a solution which is T-periodic in the sense of eq. (1.50). 
It is required here to obtain the variational system for the T -periodic 
solutions and to study its property. In accordance with eq. (3.8) we have 

. (8Fi ) ( 8Fi ) 8Fi 8Xi ( ) Yi= ~ Yi+ ~ Yi-!, ~=~(J gi , 
u~ U~-I u~ u~ 

8Fi ( ) 8gi 8<Pi .) d [ ( ) 89i ] ( ) -~-- = X i8 gi -!::\-- + -~-(J (gi + <Pi-d 8 gi -~--. 1.53 
UXi-1 UXi-1 UXi-1 t UXi-l 

Here and throughout the present book, the expressions in the parentheses 
are calculated on the generating solutions. For further analysis it is expedi
ent to prove the following statement: given the first-order equations of the 
following type 

X = X + u ! [V8 (W)] , (1.54) 
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where X is a generalised function whilst U, V, W denote functions of time 

which are continuous along with their first derivatives, then U ! [V8 (W)] 

can be replaced by -UV 8 (W) as it causes the same jump in the variable 
x. Indeed, let W = 0, Wi=- ° at t = t'. Then integrating eq. (1.54) within 
the interval (t' - 0, t' + 0) yields 

t'+O 
xlt,-o 

t'+O t'+O J Xdt+ J U:t [V8 (W)] dt 
t'-O t'-O 

t'+O t'+O J Xdt + UV8 (W)I~:~g - J UV8 (W) dt. (1.55) 
t'-O t'-O 

The next to last term in this expression is equal to zero which proves the 
statement. 

Let us notice that quantities Xi-l, 9i, a89i ,<Pi and their first derivatives 
Xi-l 

with respect to time do not experience jumps at instant ti when 9i = 0. 
Hence the rule formulated above can be directly applied to system (1.53). 
As a result, taking into account eq. (1.52) we arrive at the following infinite 
sequence of equations 

(1.56) 

System (1.56) can be obtained from the original system (1.44) by direct 
differentiation of the latter with respect to an arbitrary integration con
stant which does appear explicitly in this system. For this reason, equa
tions (1.56) comprise the variational system for the original system (1.44) 
in the vicinity of the T-periodic solution under consideration. The solu
tions of the piecewise-continuous system corresponding to (1.56) satisfy 
the superposition principle and thus this system is linear in contrast to the 
piecewise-linear systems. 

Generally speaking the correct solution of (1.56) can be extended only 
in the direction of increasing argument t. At the same time, the solution 
which exists for any real time instant t and is thus determined by the initial 
condition 

Yolt=t. = f3 (1.57) 

can be cast in the form 

(1.58) 
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Here Ui denotes the ki x ko matrix solution of eq. (1.56) satisfying the 
initial condition 

(1.59) 

where Eko is the ko x ko unity matrix. 
Since the original solution is T -periodic in the sense of eq. (1.50) then 

the matrix coefficients Ai and Bi are T -periodic in the same sense. This 
means that the ki x ko matrix Un (t + T, t*) satisfies system (1.56) and 
moreover it belongs to the family (1.58). Hence we can write 

(1.60) 

Just as in the theory of continuous linear equations with periodic coeffi
cients, relationship (1.60) results in the characteristic equation 

(1.61) 

where). denotes the characteristic exponent. For any root). of eq. (1.61) 
there is a particular solution of eq. (1.56) belonging to the family (1.58) 

(1.62) 

where Vi (t) is a T-periodic function of time in the sense of (1.50). If all of 
the ko characteristic exponents of system (1.56) are different or have simple 
elementary divisors, then there exist ko independent particular solutions of 
the type (1.62). Superposition of these solutions yields the general form of 
family (1.58) of solutions of eq. (1.56) continued in both directions of t. 

Let us introduce into consideration an ordered sequence of systems 

(1.63) 

Each equation in (1.63) serves to determine vectors Zi of dimension 1 x ki' 

however, unlike eqs. (1.51) and (1.56) it is necessary to take Zi = 0 for 
t > ti+l' Generally speaking, an arbitrary solution of the linear piecewise
continuous system can be continued in the direction of decreasing t. There 
exists a certain correspondence between the solutions of eqs. (1.63) and 
(1.56) which can be continued into both directions of t. Indeed, 

d 00 00 

dt . L ZiYi = . L {-ziAiYi [1 - (J' (t - ti+l)]- Zi+1 B i+lYiD (t - ti+1) + 

(1.64) 

Let us integrate this relationship over t between the limits t* and t (to < 
t* < tl)' As Yi = 0 for t < ti and Zi = 0 for t > ti+l we have 

(1.65) 
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Relationship (1.65) allows us to speak about system (1.63) as being the 
conjugate to system (1.56). 

Inserting the particular solution of eq. (1.56) in the form (1.62) into eq. 
(1.65) we obtain ko mutually independent first integrals. Resolving these in
tegrals results in construction of a family of solutions of eq. (1.63) continued 
into both directions of t. This family can be represented as superposition 
of the particular solutions 

(1.66) 

where Wi is aT-periodic function of t. It means that for any exponent ,X 
of system (1.56) there is the exponent (-,X) of system (1.63). In particular 
the number of the zeroth characteristic exponents is coincident for these 
systems and thus the number of the periodic solutions also coincides. De
termination of the roots p = eAT of the determinant (1.61) is equivalent to 
determining the characteristic values of the immovable point of the above 
transformation of the ko-dimensional space into itself. 

When the set of characteristic exponents is completely determined the 
general integral of the variational system (more precisely, the complete 
family of solutions continued into both directions) can be obtained in closed 
form as a result of a finite number of operations. 

By virtue of the above, One can state that the considered piecewise
continuous dynamical systems are locally integrable in the vicinity of the 
periodic solutions. In general, the global structure of their phase space is 
very complex, especially if one takes into account that the order and the 
character of switches may vary for various motions. With this in view, the 
global integrability of such systems is not studied. 

1.4 Homogeneous Lyapunov systems 

If the generating system for problem (1.1) is autonomous, i.e. it does not 
depend On time explicitly, then the generating solution can not be iso
lated. Indeed, if this system has a particular T-periodic solution x (wt), 
where w = 27f IT denotes the circular frequency, then along with this so
lution there exists a one-parametric family x (<p) of the same form, where 
<p = wt + a is the rotating phase and the initial phase a = <plt=o depends 
upon the initial conditions. For any a the variational system of equations 

(1.2) has a T-periodic solution ~x = ~, and the "critical" zeroth char-
ua w 

acteristic exponent corresponds to this case. Let us assume that the other 
characteristic exponents of system (1.2) have negative real parts. Then the 
family of solutions x (<p) under consideration are orbitally stable and the 
corresponding single closed trajectory in the phase space (Xl, ... ,xn ) is 
isolated. It is essential that the existence of an orbitally stable generating 
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solution ensures that the autonomous perturbed system possesses the fam
ily of solutions of the same type. However it is worth mentioning that the 
period of these solutions is not known in advance and differs from T in the 
value of order c. 

The situation changes drastically when the terms of order c on the right 
hand side of system (1.1) are periodic with respect to explicit time t. 
Clearly, the period of perturbation must be equal to the period of the 
generating solution x (cp) or differs from it by a factor which is not a very 
large natural number. This is ordinarily achieved by means of introducing 
so-called small detuning, i.e. a change in the generating system of values 
of order c. The isolated asymptotically stable periodic solution of the per
turbed motion, if it exists, can transformed into only one solution of the 
family x (cp) at c = O. Hence, the problem of determining the generating 
value for the initial phase a becomes non-trivial. In addition to this, since 
system (1.2) has the critical zeroth characteristic exponent at c = 0, the 
criteria of stability of the required solution is also non-trivial. 

An orbitally stable generating solution, as well as the general integral of 
the generating variational system of equations, can be obtained, as before, 
by standard methods, provided that we consider the piecewise-continuous 
autonomous system to be integrable by quadratures within the intervals of 
continuity for c = O. The case in which the generating system is a Lyapunov 
system is more challenging. Let us recall that the systems of first order 
differential equations which, in the vicinity of the stable equilibrium, can 
be reduced by means of a non-singular change of variables to the following 
form 

x ->"y+X(x,y,XI, ... ,xn), 

iJ >..x+Y(X,y,XI,'" ,xn), 
n 

Xi LaijXj+Xi(x,y,XI, ... ,Xn) (i=l, ... ,n) (1.67) 
j=l 

and additionally admit an analytical first integral 

H = x2 +y2 + W +8 = const = h (1.68) 

are referred to as Lyapunov systems. Here X, Y, Xl, ... ,Xn are analytical 
functions of their arguments whose expansions in terms of power series 
begin with the terms of order not lower than second, W denotes a positive 
definite quadratic form of the variables xl, ... ,Xn , and 8 is an analytical 
function of x, y, Xl, •.. ,Xn whose expansion in terms of power series begins 
with the terms of order not lower than third. 

By Lyapunov's theorem [80] such systems have two-parametric family of 
periodic solutions 

x X (cp, h) , y=y(cp,h), Xi=Xi(cp,h) i=l, ... ,n 
cp W (h) t + a, (1.69) 
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depending upon the constants h > 0 and a and being analytic with respect 
to .jh in the vicinity of zero. The variational system of equations admit 
two particular solutions which are obtained if eq. (1.69) is differentiated 
with respect to a and h 

ax ay aXi 
ao:' ao:' aa; 
ax ax dw ay ay dw 
ah + aa dh t, ah + aa dh t, (1. 70) 

The periodic solution and the linearly increasing solution (1.70) form a pair 
[61]. Thus we can argue that the characteristic determinant of solution 
(1.69) has a double zeroth root with quadratic elementary divisor [103]. 
However it is not possible to obtain the general integral of the variational 
equations in the general case because of the complexity of the structure of 
the small vicinity of family (1.69). 

Let us consider an example of a Lyapunov system which admits con
struction of a closed form solution of type (1.70) and is locally integrable 
in the vicinity of this solution. We can cast the equations of motion of this 
system in the form 

.. an 0 mixi+- = 
aXi 

(i=l, ... ,n). (1.71) 

Here mi are constant positive masses and the potential energy n (Xl, ... , xn) 
is a positive definite form of power k = 4,6,8, .... The "normal" solution 
of this nonlinear system is sought in the form [88] 

(1. 72) 

where C1, ... , Cn are constants. Inserting eq. (1.72) into eq. (1.71) yields 

.. an k-l 0 
miCi X + -a x =, 

Ci 
(1.73) 

where here, and in what follows, n = n (C1, .•. , cn). All n equations (1.73) 
are identical to each other if the n constants satisfy the following (n - 1) 
relationships 

(1.74) 

Additionally, we assume that the normalisation condition 

n 

I:mic; = 1 (1. 75) 
i=l 
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holds. Then, taking into account the identity 

we can write 

n oll 
"""" Ci- = kii ~ OC 
i=l 1 

_1_oII = kii 
mici OCi 

(1. 76) 

(1. 77) 

instead of eqs. (1.74) and (1.75). Hence, n equations (1.73) are satisfied if 
the unknown variable x is governed by the following second-order differen
tial equation 

i + kIIx k - 1 = o. (1. 78) 

This equation has the following first integral 

(1. 79) 

which, due to eq. (1.77), is coincident with the first integral of the original 
system (1.71) for the considered normal solution (1.72). On the other hand, 
the variables in relationship (1. 79) are separated, and thus the definition of 
the general integral (1. 78) is reduced to quadratures. Without formulating 
these quadratures we just notice that the general solution x = x ('P, h) is 
periodic with respect to phase 'P = wt + a for II > 0 and an even k. 

Let us vary the original system of equations (1.71) about the obtained 
two-parametric family 

Yi 
Xi = Ci x + ;:;n:' 

ymi 

The resulting variational system is then written as follows 

n 

.. k - 2 """" 0 Yi + X ~ aijYj = , 
j=l 

where the constant coefficients 

1 o2II 
aij = 

Jmimj OCiOCj 

( 1.80) 

(1.81) 

(1.82) 

form a symmetric positive definite matrix. Systems of type (1.81) were first 
studied in [62]. 

Let us introduce into consideration the eigenvalues "'s (8 = 1, ... ,n) and 
the corresponding orthogonal and normalised eigenvectors ~js of matrix aij 

by means of the following relationships 
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n 

L aijf.js = K-sf.is , 
j=I 

n 

Lf.isf.ir = Osr. 
i=I 

(1.83) 

The eigenvalues K-s are real-valued and positive whilst the eigenvectors f.is 
(8 = 1, ... , n) are linearly independent, even in the case of the multiple 
eigenvalues. One of the solutions of system (1.81), say for 8 = 1, has the 
form 

(1.84) 

Let us perform a non-singular change of variables in system (1.81) by using 
the formula 

n 

Yi = L f.iszs. 
i=I 

(1.85) 

Taking into account eq. (1.83) we can split the variational system into n 
second-order differential equations 

(1.86) 

The general integral of eq. (1.86) for 8 = 1 is given by, see eq. (1.70) 

ax (ax ax dw ) 
ZI = Al aa + A2 ah + aa dh t , (1.87) 

where Al and A2 are constant values. This can be proved easily by di
rectly differentiating eq. (1.78) with respect to parameters of the generat
ing solution a and h. To solve eq. (1.86) for 8 = 2, ... , n we use the new 
non-dimensional argument 

(1.88) 

We will additionally take into account that, by virtue of eq. (4.13) 0 ::; U ::; 1 
and j;2 = 2h (1 - u). As a result we arrive at the following hypergeometric 
equation of Gauss [39] 

( ) d2 Zs (3k - 2 k - 1) dzs K-s 
U 1- U du2 - 2ku - -k- du + 2k2rr zS = O. (1.89) 

The general integral of this equation which is valid for the half-open inter
vals 0 ::; u < 1 and 0 < u ::; 1, respectively, is represented in the form, see 
[39] 

( k-l) (1 1 k+l ) Zs=AIF a s,/3s'-k-'u +A2XF a s +"k,'/3s+"k'-k-'u , 

_ (1) ( 1 ) (2) ( 1 1 3 ) Zs - A F as, /3s, 2' 1 - u + A xF as + 2' /3s + 2' 2' u , (1.90) 



30 1. Locally integrable dynamical systems 

where A 1,A2,A(1),A(2) are constants, values O:s and /3s are determined as 
follows 

k - 2 1 [ 2 8h:s ] 1/2 
O:s,/3s = 4k"" ± 4k (k - 2) + IT (l.91) 

and F denotes the hypergeometric series 

_ ~ 0: (0: + 1) ... (0: + l - 1) /3 (/3 + 1) ... (/3 + I - 1) 1 

F(O:s,/3s,l',u)-l+ L l!l'b+ 1) ... b+I-1) u. 
1=1 

(l.92) 

If the negative value /3s is an integer, i.e. /3s = -m (m = 1,2,3, ... ) or 
equivalently 

h:s = (2mk + k - 2) mkII, (l.93) 

then series of the type (l.92) is a finite series and, due to eq. (l.90), there 
exist particular periodic solutions with half of the period. In accordance 
with the Floquet-Lyapunov theory this means that the obtained normal 
solution reaches the border of stability. Alternatively, the periodic solutions 
of eq. (l.86) with the principal period 27r / w exists if /3 s = -m - 1/ k, 
/3s = -m - 1/2 (m = 1,2,3, ... ). These equalities can be rewritten in the 
following form 

h:s = k (mk + 1) II, h:s = k [((m + 1) k - 1)] (2m + 1) II 

and describe the stability border of another type. 

1.5 On local integrability of the equations of 
motion of Hess's gyro 

For practical purposes, local integrability of the following equations 

(l.94) 

is of importance. Here X (0, XI, ... ,xn ) == 0 and the n last equations in 
(l.95) admit periodic solutions Xi = Xi (t), the system of linear equations 

n (OX) 
YiO = L ax Z YjO 

j=l J 

(l.96) 

being integrable by quadratures. In eq. (l.96) and in the following, paren
theses imply that the corresponding values are calculated on the periodic 
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solution of the original system (1.95) x = 0, Xi = Xi (t). The variational 
system of equations about the given solution has the form 

. _ (aXi) Y - ax y, . ~ (aXi) (aXi) Yi = ~ aXj Yj + ax y. (1.97) 

As the first equation in (1.97) can be considered separately, n mutually 
independent particular solutions of this system are characterised by the 
fact that Y = 0 and the unknown variables coincide with the corresponding 
solutions of the homogeneous system (1.96). For the remaining (n + 1) -th 
solution 

(1.98) 

and the feasibility of determining YI, ... ,Yn in closed form is guaranteed 
through the integrability of eq. (1.96). This justifies the validity of the 
initial statement completely. 

This is the situation which one faces while investigating the so-called fast 
gyroscope of Hess [7]. Motion of a heavy rigid body about a fixed point is 
known to be governed by the vectorial Euler-Poisson equations 

d'L 
Tt+wxL=pxP, 

d'l/ dt +w x 1/ = o. (1.99) 

Here w is the angular velocity of the body, L = J . w denotes its kinetic 
moment, J is the tensor of inertia at the immovable point, P is the gravity 
force, p is the radius vector of the centre of mass, 1/ is the unit vector of 
the vertical axis, and a prime means that the time-derivative is taken in 
the moving frame which is rigidly bounded to the body. Hess's gyroscope 
is characterised by the fact that in the system of principal axes of inertia, 
the coordinates Xc, Yc, Zc of the centre of mass satisfy the conditions 

Yc = 0, xcV A (B - C) + zcVC (A - B) = 0, (1.100) 

where A, B, C are the principal moments of inertia (A> B > C). 
It is convenient to project the equations in (1.99) on axes of the special 

(not principal) moving system OT/IT/2T/3 [7]. Axis OT/I passes through the 
fixed point 0 and the centre of mass C, whereas axes OT/2 and OT/3 are 
chosen in such a way that the components of the gyration tensor 1 = J- I 

have the form 

a bl 0 
1 = bl al 0 (1.101) 

o 0 al 
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In what follows, let us take bl < O. As the main non-dimensional com
ponents of the problem we choose the direction cosines VI, V2, V3 of the 
vertical relative to the basis Drh T}2T}3' as well as quantities x, rand a. The 
kinetic moment in terms of these variables is given by 

(1.102) 

Here ei denotes the unit vector of axis DT}i (i = 1,2,3). Projecting eq. (1.99) 
on axes DT}1 T}2T}3 yields 

dx . dr 
-d = rx sm a, - = V3 cos a - (V2 + x 2 ) sin a, 

T dT 
da d-c 1 
-d = 2--d-x + rcos 0 - - [(V2 + x 2 ) cosa + V3 sino] , 

T C r 
dVI 2r . - = - (V2 smo - V3 coso) + XV3. 
dT C 

dV2 2 ( 2.) dT =dxv3 - r v3cosa+-;;-vlsmo , 

(1.103) 

where T = yI-Ppblt denotes non-dimensional time, c = -2bI/al and 
d = -2bI/a. The first equation in (1.103) is satisfied at x = 0 (see eq. 
(1.95)). This equality characterises the so-called particular Hess's integral. 
In accordance with the above, it is necessary to prove that the closed sys
tem obtained from eq. (1.103) at x = 0 is locally integrable. One must also 
take into account the energy integral, the area integral and the geometric 
relationship between the direction cosines which are set as follows 

x 2 r2 
- + - - VI - rx cos a 
d c 

vi + v~ + v~ 

k l , xVI + r (V2 cos a + V3 sin a) = k 2 , 

1 (1.104) 

in the system DT}1 T}2T}3' Here kl and k2 are two arbitrary non-dimensional 
constants. If x = 0 then the two integrals of eq. (1.104) are 

(1.105) 

Then, the third and fourth equations in (1.103) are rewritten as follows 

da k2 
-=rcosa--
dT r2' 

(1.106) 

The second equation in (1.106) allows us to determine VI in terms of the 
elliptic functions. In the simplest case, i.e. for k2 = 0, we have the periodic 
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solution 

(1.107) 

where sn denotes the elliptic sine-function with modulus k = )2/ (1 + kd. 
The non-dimensional period of function (1.107) is equal to 

T _ 4JCK (k) 
- viI + k1 . 

(1.108) 

Now we proceed to integration of the first equation in (1.106) account
ing for eq. (1.107). This equation can not be integrated by quadratures. 
However in the case when the area integral vanishes, i.e. k2 = 0, there is a 
particular solution 0 = 7r /2 corresponding to rotation of Hess's gyro about 
the vertical axis. 

In order to prove that the variational system is integrable by quadratures 
in the vicinity of the constructed periodic solution (k2 = 113 = 0,0 = 7r /2) 
it is sufficient to vary the first integrals (1.104) 

2r 
-8r = 8111 + 8k1, r (8113 - 11280) = 8k2, 1118111 + 1128112 = 0 (1.109) 
c 

and equations in (1.106) 

d8111 dr = F18111 + F28k1, d80 = -r80 _ 8k2. 
dr r2 

(1.110) 

Here variations of the integration constants k1 and k2 are also constant and 
additionally the notation 

is introduced. 

1 
F1 =±-

2 
(1.111) 

The general integrals of the first-order linear inhomogeneous equations 
(1.110) are found by means of conventional methods. Thereafter variations 
of the variables r, Ill, 112 are obtained with the help of eq. (1.109). 



2 
Conservative dynamical systems 

2.1 Introductory remarks 

A number of locally integrable dynamical systems were considered in the 
previous chapter. It is evident that other classes of example of such systems 
will also exist. The problems for which the generating system is not only 
locally integrable in the vicinity of a certain periodic motion but are com
pletely integrable by quadratures are much more important in non-linear 
mechanics and perturbation theory. 

Currently it is not possible to formulate the necessary and sufficient con
ditions for integrability by quadratures in its general form. Nevertheless, 
the generally accepted viewpoint is that integrability by quadratures is a 
special "physical" property of the mechanical system which provides the 
system with special degenerating properties. The dynamical systems ex
hibit quasi-periodic (or conditionally-periodic) motions only if they: (i) are 
integrable by quadratures, (ii) are subject to some restrictions of a rather 
general character, and (iii) the initial conditions densely fill certain regions. 
To be rigorous, this statement has not been proved. Yet any counterexam
ple is absent. Sufficiently general conditions for integrability by quadra
tures are formulated only for conservative problems. Correspondingly, the 
overwhelming majority of mechanical problems with available solutions by 
quadratures fall into the category of problems involving the motion of con
servative systems. Moreover, integrable non-mechanical systems may be 
treated, as a rule, as being conservative. Finally, let us note that the gen
eral conditions for non-integrability by quadratures, as well as the theorems 
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on the non-existence of the integrals (autonomous, single-valued and ana
lytical), were formulated by Poincare [84] for conservative systems which 
are close to integrable ones. 

Hence, the importance of integrable conservative problems is determined 
to a great extent by the fact that it is these systems which are usually 
considered as a generating approximation of more difficult perturbed prob
lems. 

2.2 Conservative mechanical systems 

Dynamical systems whose equations of motion admit autonomous single
valued first integral (the energy integral) are referred to as conservative 
systems. Alternatively. the total mechanical energy of the conservative sys
tem 

H = K + II, (2.1) 

with K and II denoting respectively the kinetic and potential energy, re
main unaltered over time 

H = h (h = const) . (2.2) 

Let the current configuration of a mechanical system be characterised by 
the generalised (Lagrange's) coordinates q1, ... ,qn which are mechanically 
meaningful. In general, this system is non-holonomic, and the equations for 
the non-holonomic (non-integrable) constraints 

Ajlij+Ai=O (i=l, ... ,m,m<n) (2.3) 

are linear with respect to the generalised velocities (it, ... ,qn. Here and in 
what follows the sign of the summation over the repeated subscripts from 

n 
1 to n is omitted, i.e. Aijqj = L Aijqj, and coefficients Aij and Ai are 

j=1 

functions of the generalised coordinates q1, ... ,qn and time t. 
The equations of motion for the system can be expressed as follows 

m 

Ci (K) = Qi + LAkiAk (i = 1, ... ,n), (2.4) 
k=l 

where Qi = Qi (qI, ... ,qn, ql,' .. ,qn) denotes the generalised force corre
sponding to coordinate qi, then A!, ... ,Am are undetermined multipliers 
and Ci is the Eulerian operator 

(2.5) 
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Relationships (2.3) and (2.4) form a closed system of ordinary differential 
equations with n+m unknown variables ql, ... , qn, >'1, ... , >'m. The system 
under consideration admits a first integral which can be interpreted as the 
energy integral provided that 

1) coefficients AI, ... , Am are equal to zero and thus equations (2.3) for 
non-holonomic constraints are homogeneous with respect to the generalised 
velocities (the so-called catastatic system, see [83]), 

2) the kinetic energy does not depend explicitly on time, and 
3) the generalised forces Ql, ... , Qn satisfy the identity 

(2.6) 

where IT = IT (ql, ... , qn) designates the potential energy determined up 
to an additive constant. Identity (2.6) is always satisfied for all func
tions ql (t) , ... , qn (t) admissible by constraints if the generalised forces 
Ql, ... ,Qn can be represented as a sum of two components 

(2.7) 

where quantities r 1, ... , r n are linear homogeneous forms of the gener
alised velocities with the skew-symmetric matrix of the coefficients 

(2.8) 

The first and second terms in eq. (2.7) are called the generalised gyroscopic 
force and the generalised potential force, respectively. It is easy to see that 
work of the potential forces in an arbitrary finite displacement of the system 
does not depend upon the form of the path and is equal to the difference in 
the potential energy in the initial and final positions, respectively. At the 
same time, the work of the gyroscopic forces in any admissible displacement 
is equal to zero. Gravitational and electrical forces are examples of the 
potential forces. The forces due to small deformations of ideally elastic 
bodies admit the introduction of a potential. Magnetic forces are examples 
of the gyroscopic forces given byeq. (2.8). What is more, magnetic forces 
are described by the generalised potential depending on the generalised 
coordinates, see next section for details. 

2.3 Generalised Jacobi integral 

The autonomous single-valued first integral of the above mechanical system 
can be obtained in the following way. One multiplies the i - th equation in 
(2.4) by iIi and sums up the result over i from 1 to n. By virtue of eq. (2.3) 



38 2. Conservative dynamical systems 

the coefficients of multipliers AI, ... ,Am vanish and the resulting equation, 
due to eq. (2.6), is cast in the form 

:t (~! qi - K + II) = o. (2.9) 

Jacobi's integral is obtained by integrating eq. (2.9) and has the form 

where 

8L. L 
-8' qi - = const, 

qi 

L=K-II 

denotes Lagrange's function or the kinetic potential of the system. 

(2.10) 

(2.11) 

In the most general case, the kinetic energy is a sum of three terms 

(2.12) 

where K2 and KI are respectively homogeneous quadratic and linear forms 
of the generalised velocities 

K2 = ~aij (ql, ... , qn) qiqj, K2 = bi (ql, ... , qn) qi, (2.13) 

whereas Ko depends only on ql, ... , qn' Jacobi's integral is then recast as 
follows 

K2 + II -Ko = const . (2.14) 

If the constraints imposed on the system are stationary, that is they do 
not depend on time explicitly, then KI = Ko = 0, K = K2 and Jacobi's 
integral is coincident with the energy integral (2.2). In the case of non
stationary constraints the quantities 

K* = K 2, II* = II - Ko (2.15) 

can be treated as modified kinetic and potential energies of the system. 
Jacobi's integral has the sense of the integral of modified energy H* = 
K* + II*. When a mechanical system is considered in a non-inertial (rotat
ing) coordinate system, then K 2 is the relative kinetic energy and (-Ko) 
is the "potential energy" of the centrifugal forces. The linear part of the 
kinetic energy of the system KI does not affect the form of Jacobi's integral 
and leads to the appearance of Coriolis forces of inertia in the non-inertial 
coordinate system. Their contribution to Lagrange's equations (2.4) is nat
urally included in the modified (or total) gyroscopic forces 

r* - r. (8bj _ 8bi ) '. 
i- .+ 8 8 q,. qi qj 

(2.16) 
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Hence, Lagrange's equations of motion for a conservative system with holo
nomic non-stationary constraints have the form 

(2.17) 

Along with Lagrange's equations the equations of motion in Hamilton's 
form 

8H* 
qi=~' 

UPi 
. 8H* r* 
Pi=-~+ i uqi 

are frequently used in analytical mechanics. Here quantities 

8K* 
Pi = --.- = aijqj 

8qi 

(2.18) 

(2.19) 

are generalised momenta and H* denotes Hamiltonian function coinciding 
with the modified energy of the system. The generalised velocities in the 
expressions for H* and r: are expressed in terms of the momenta by means 
of eq. (2.19). Let us notice in passing that superscript * can be omitted in 
the case of stationary constraints. 

2.4 Conservative system in the presence of the 
generalised gyroscopic forces 

Let the conservative system be subjected only to holonomic stationary 
constraints. Then its kinetic energy is a quadratic form of the generalised 
velocities (K = K 2 ), and due to eqs. (2.7) and (2.8) Lagrange's equations 
can be represented in the form 

(2.20) 

Let us determine under which conditions there exists such a generalised 
potential linearly depending on the generalised velocities 

II* = II + Fi (ql, ... ,qn) qi 

that eq. (2.20) takes the form 

or equivalently 

£i (Fiqi) = -biAj· 

Relationships (2.23) are equivalent to the following ones 

8Fi 8Fj b 
8qj = 8qi + ij· 

(2.21) 

(2.22) 

(2.23) 

(2.24) 
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It is clear that the components F1 , ... ,Fn of vector F can not be found 
for an arbitrary skew-symmetric matrix bij . In order to determine the cor
responding conditions we rewrite eq. (2.24) by changing the subscripts in 
the following way 

OFi _ oFz b 
oqz - Oqi + iZ· (2.25) 

Differentiating eqs. (2.24) and (2.25) with respect to qi and qj, respectively. 
equating the right hand sides and rearranging the result yields 

a (OFj OFz) _ obil obij 
Oqi oqZ - Oqi - oqj - oqz . 

Taking into account eq. (2.24) we finally obtain 

objz + obij _ Obil 
Oqi oqz - oqj . 

(2.26) 

(2.27) 

Thus, if eq. (2.27) holds identically for any i, j and l, then there exists a 
vector F satisfying eq. (2.24). Then, according to eq. (2.6), the components 
of vector F do not affect the expression for Jacobi's integral 

H = K +II = h, 

but appear in the expression for the generalised momenta 

Pi = ;:,~ (K - II*) = aij!ji + Fi . 
uqi 

(2.28) 

(2.29) 

Expressing the generalised velocities (h, ... , qn in terms of the generalised 
momenta PI, ... , Pn by means of eq. (2.29) and substituting them into the 
corresponding formulae in (2.28) results in the Hamiltonian of the system 

H 1 -1 
H2 + HI + Ho, H2 = "2 aij PiPj, 

-IF 1 -1 
aij iPj, Ho = "2aij FiFj + II, (2.30) 

where ai/ are components of the matrix inverse of matrix aij. The equa
tions of motion in Hamilton's form are written as follows 

. oH 
qi=~, 

UPi 

. oH 
Pi = - Oqi . (2.31 ) 

Let us consider a charged particle of mass m in a stationary electro
magnetic field as an example of the conservative system with generalised 
gyroscopic forces. It is known [82] that the vector of force Q acting on the 
mass can be expressed in terms of its charge e, the scalar potential of the 
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electric field U (r) and the magnetic intensity A by means of the following 
formula 

Q = -egradU +:"r x rotA. 
e 

(2.32) 

Here e and r denote respectively the velocity of light and radius vector of 
the particle. It is easy to see that the component of the generalised force, 
which is linear in velocity, satisfies eq. (2.27). Vector F is easily expressed 
in terms of A 

(2.33) 

Lagrange's function of the system is then set in the form 

L = m r2 - II* II* = eU - :"A. r. (2.34) 
2' e 

If x, y, z denote Cartesian coordinates, then the corresponding generalised 
momenta are written as follows 

. e A . e A . e A Px = mx + - x, Py = my + - Y' pz = mz + - z, 
e' e e 

(2.35) 

whereas the Hamiltonian function of the system, due to eq. (2.30), takes 
the form 

H= 2~ [(mj;+~Axf + (mY+~AYf + (mi+~Azf] +eU(x,y,z). 

(2.36) 

In particular, let U = -eEx and A = ('yx, 0, 0). Then the Hamiltonian 
function (2.36) becomes 

1 2 2 2 ey e2,2 2 
H = -2 (Px +Py +pz) - -xpx + -2 2 x - eEx. 

m me me 
(2.37) 

As can be easily shown, linear differential equations in the canonical form 
obtained by means of (2.37) have the following general integral 

pz 

x 

y 

pz e, . 
const, Z = -t + zo, Px = --Rsmcp, 

m e 
mEe e, 

Rcoscp + xo, p = -- + -Rcoscp, 
y , e 

Ee 
Rcos cp + -t + Yo, , 

er where the fast phase cp = wt + a, w = - and 

Vxa 
tan cp = --;E=;'"e-"---

--v 
, Ya 

me 

R = ~ [(vya - ~e) cos a -vxa sin a] , 

(2.38) 

(2.39) 

with vXa = j; (0) ,vYo = Y (0). Notice that for E = 0 equations (2.38) 
describe a helix whose axis is coincident with axis x. 
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2.5 Electromechanical systems 

In the present section we basically follow [49]. We refer to systems in which 
mechanical and electromagnetic processes are intimately linked with each 
other as electromechanical systems. In mechanics, the state of the system is 
considered to be given if its generalised coordinates and velocities are pre
scribed. However, for electromechanical systems they define only part of its 
character and the quantities describing the electromagnetic processes com
prise another part. In order to characterise the electromagnetic field it is 
necessary to prescribe the vector of magnetic induction B and the vector of 
electric intensity E. These quantities are known to satisfy the system of par
tial differential equations of Maxwell [82] which differ drastically from the 
equations of mechanics. However, while considering a wide class of applied 
electromechanical problems, the field variables Band E can be expressed 
in terms of a finite number of other variables which are equivalent to the 
generalised coordinates and momenta to some extent. To meet this require
ment, the conditions of quasi-stationarity enabling electromagnetic waves 
to be neglected must hold. Besides, the transverse dimensions of conductors 
are assumed to be much smaller than their longitudinal dimensions, with 
the exception of capacitor plates. Such conductors and currents in them 
are referred to as being linear. Linear conductors connected to each other, 
capacitor plates and external power sources form an electric circuit. Let an 
electromechanical system under consideration consist of I parallel circuits 
connected with each other by means of inductors. Each parallel circuit has 
nodes where more than two conductors and branches, i.e. non-parallel sub
circuits between the nodes consisting of linear conductors, capacitors and 
power sources, are connected. The current in any cross-section of the linear 
conductor in the branch remains constant. It is assumed that the circuit 
does not change topologically under mechanical motion. 

Let Zc and Yc denote respectively the number of branches and nodes in the 
s - th circuit. Let us arbitrarily choose the positive direction of the current 
in any branch and designate these currents as i l , ... ,iN (N = Zl + ... + zz). 
According to Kirchhoff's first law these currents are related as follows 

N z 

Lljkij = 0, k = 1, ... ,Lys. (2.40) 
j=l 8=1 

Here I ik = 0 if the j - th branch is not adjacent to the k - th node and 
lik = ±1 if this branch is adjacent to the k - th node, with a positive sign 
corresponding to the current entering the branch and a negative sign for 
the circuit leaving the branch. 

It is easy to see that the number of independent equations in (2.40) is 

equal to stl Ys - I, thus we can introduce m ( m = N + I - 8tl ys) inde-
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pendent currents in such a way that the other currents can be expressed in 
terms of these independent circuits. 

As will be explained below, the currents play the role of the generalised 
velocities, that is ij = ilj where gj denotes the charge transferred by current 
ij in the corresponding branch. This means that relationships (2.40) after 
integration plays the role of the holonomic stationary constraints 

N 

L Ijk (gj - gjO) = O. (2.41) 
j=l 

Currents i l , ... ,im cause a magnetic field to develop in the surrounding. 
Vector B describing this field can be viewed as a function of the corre
sponding point in the space and these currents. Let the space be filled by 
a medium in which B is a linear function of currents i l , ... ,im . Then 

m 

B = LBs (x,y,z)is, (2.42) 
s=l 

where x, y, z are Cartesian coordinates of the point at which vector B is 
determined. Electrical field is considered only in the space between the 
capacitor plates, E being a linear function of the capacitor charge gj 

(2.43) 

Here charge gj is related to current i j which flows through the branch with 
the capacitor. 

The energy of the magnetic field is given by 

w = ~J B2 dV 
2 I-L ' 

(2.44) 

where the integral is evaluated over the whole space and I-L I-L (x, y, z) 
denotes the magnetic permeability of the medium. In accordance with eq. 
(2.42) we have 

W =-21~L L rsiris, 
s,r=l 

Lrs = J B~Bs dV, (2.45) 

that is, W is a homogeneous quadratic form of the currents iI, ... ,im which 
are understood as being analogous to the generalised velocities. With this 
in view, W is an analogue of the kinetic energy for the electromagnetic 
field. 

The energy of the electric field is given by 

(2.46) 
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where € = c (x, y, z) denotes dielectric permittivity of the medium and the 
integral is evaluated over the space between the capacitor plates. Substi
tuting eq. (2.43) in eq. (2.46) we obtain 

N 2 
V = ~,,9j 

2Lc' 
j=1 J 

cjl = J cEJdV. (2.4 7) 

Ilj 

Here Cj denotes capacitance of the capacitors in the branch correspond
ing to i j . For simplicity, we assume that each branch has not more than 
one capacitor. In the case of no capacitor in the branch it is necessary 
to take Cj = oc. By virtue of relationships (2.41), function V can be ex
pressed in terms of m independent charges 91 .... ,9m and their initial 
values 910, ... ,9rrzo 

(2.48) 

The values 1/crs for r = s and for r =f. s arc called the inverse capacitance 
and mutual inverse capacitance, respectively, and are expressed in terms of 
the capacitance of the capacitors. Values br and Vo are expressed in terms 
of the initial values of the charges and the capacitance of the capacitors. 
As follows from eq. (2.48), V is a function of charges 91, ... ,9rn treated 
as the generalised coordinates, therefore, V can be understood to be the 
potential energy of the field. 

Another characteristic of circuits is active resistances R j of the branches. 
Let Rj = const. Then we can enter an analogue of Rayleigh's dissipation 
function 

(2.49) 

Function \[1, referred to as the electric dissipation function, is related to 
the power P of the generated heat by the formula P = 2\[1. Expressing, as 
before, N currents in terms of iI, ... ,im we obtain 

(2.50) 

The mechanical motion of the system can be described by the generalised 
coordinates qll' .. ,qn' The induction coefficients Lrs and the inverse ca
pacitances Crs depend on these coordinates. If K (q, q) and II (q) denote the 
kinetic and potential mechanical energies of the system, respectively, then 
the system of equations governing mechanical and electrical processes have 
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the following general form 

---- (W-V) ( d a a ) 
dt air a9r 

Er , r = 1, ... ,m, 

Ed K + W - II - V) Qi, i = 1, ... ,n. (2.51) 

Here Lagrange's electric generalised forces take into account the influ
ence of the external power sources and the energy dissipation in the active 
resistances. Let us notice that, in general, the values of the inductances 
£,.s and the capacitances Crs , see eqs. (2.45) and (2.48), change under me
chanical displacements. Therefore, magnetic Wand electric E energies of 
the electromechanical system of the general form are functions of the me
chanical coordinates. At the same time, mechanical energies K and II do 
not explicitly depend on the electrical coordinates 91, ... ,9m and their 
velocities. 

When the generalised forces on the right hand side of eq. (2.51) are 
absent, the system is conservative and admits the first integral 

K + W + II + V = const, (2.52) 

which can be considered as integral of the total energy. It is needless to say 
that the validity of eq. (2.52) requires that system (2.51), for Er = Qi = 0, 
is autonomous and the constraints imposed on the mechanical part are 
stationary. 

In passing we notice that electromechanical systems in the above sense 
are frequently encountered in the theory of superconductivity [82]. The 
problems, in which the conservative terms on the right hand side of (2.51) 
are small in a certain sense, are actual for a number of applied problems. 
While solving these problems in the generating approximation one has to 
deal with the conservative electromechanical system. 

2.6 Planar systems which admit the first integral 

Various problems of chemistry, biology, sociology etc. are often reduced 
to integration of differential equations. These equations have no "regular" 
structure and do not allow one to obtain such general characteristics as 
kinetic and potential energies. Hence, even if integration of these equations 
can be reduced to quadratures, the very interpretation of the considered 
system as being conservative is made difficult. In this sense a natural so
lution of the problem can be obtained only for non-mechanical systems 
reducible to the system of two first-order differential equations 

q=Q(q,p), P=P(q,p). (2.53) 
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It is known that integration of this system can be reduced to quadratures 
if it admits a single-valued autonomous first integral 

H (q,p) = const. (2.54) 

This results in the identity 

(2.55) 

By virtue of the latter it is possible to introduce function M (q, p) with the 
help of the relationship 

of(H) P = _ OF(H)Q = MPQ. 
op oq . (2.56) 

where F is. in general, an arbitrary function of H. The following differential 
identity 

o(MQ) o(MP)_O 
oq + oq -, (2.57) 

which does not contain H, follows immediately from eq. (2.56). 
One can consider eq. (2.57) as a partial differential equation for M. In the 

general case, this equation does not admit single-valued analytical solutions 
of arguments q and p. However the existence of such a solution enables one 
to find the first integral (2.54) and eventually integrate the original system. 
For this reason, M is referred to as Jacobi's last multiplier. Let us substitute 
expressions (2.56) for Q and P into the right hand side of eq. (2.53). 

The resulting expressions form Pfaff's system of equations 

. 1 of 
p= - M oq' (2.58) 

Due to eqs. (2.57) and (2.58) velocity v (q,p) of the representative point in 
the phase plane (q, p) satisfies the scalar equation 

div (Mv) = O. (2.59) 

Hence, motion of the point (q, p) describing the instantaneous dynamical 
state of Pfaff's system are similar to the motion of a particle of the ideal 
compressible fluid with density M [57]. 

Introducing new time by means of the non-linear substitution 

dt = MdT, (2.60) 

we obtain, instead of eq. (2.45), the following canonical system 

dq of dp of 
dT op , dT - oq . (2.61 ) 
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If after integrating eq. (2.61) we obtain dependences q (r) and p (r) then 
the relationship between the arguments t and r is obtained from eq. (2.60) 
by means of quadratures. 

Equations (2.61) have the form which is often encountered in mechanics. 
The location of the integral lines on the phase plane (q,p) can be made 
similar to the flow of an incompressible fluid with unit mass density. While 
analysing eq. (2.61) it is expedient to interpret function F (H) as a Hamil
tonian and to choose the particular form of dependence F = F (H) from 
the perspective of simplicity, symmetry etc. in accordance with mechani
cal analogy. Partial differential equations (2.57) for the unknown variable 
M (q,p) can be replaced by the integral equation 

U=V, (2.62) 

where 

U = J MQdp, U = - J M Pdq. (2.63) 

Thus, if the original system admits a single-valued analytical integral 
and, for this reason, can be reduced to quadratures, then one can always 
find such a function M that quantities U and V are equal to each other by 
virtue of eq. (2.63). 



3 
Dynamical systems in a plane 

3.1 Conservative systems in a plane 

Let us consider a singlc-degree-of-freedom system. In this case the gyro
scopic forces, according to definition (2.8), are absent whereas the term in 
expression (2.13) for the kinetic energy, which is linear in the generalised 
velocity q, does not affect the motion. This means that, in general, it is 
sufficient to know expressions (2.15) for the modified kinetic and potential 
energies 

(3.1) 

Here and in what follows the sign" *" is omitted. Let us recall that the ex
pression for II contains the translational kinetic motion ("potential energy 
of the centrifugal forces"). Lagrange's equations of motion are written in 
the following form 

.. 1 dm'2 dII 0 mq+--q +-= . 
2 dq dq 

(3.2) 

We assume that the motion governed by eq. (3.2) continues with respect 
to t in both directions for as long as is required. Normally, this is ensured by 
positiveness ofthe inertial coefficient in the expression for K, i.e. m (q) > 0, 
and boundedness of II for finite values of q. 

Models which do not possess this property are sometimes used in mechan
ics. An example that has a vanishing inertial coefficient m is the problem 

R. F. Nagaev, Dynamics of Synchronising Systems
© Springer-Verlag Berlin Heidelberg 2003
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of ring rolling without slippage on the horizontal plane. The ring of radius 
r is massless and carries an attached mass m. Due to eq. (3.1) the total 
mechanical energy of the system can be represented in the form 

h=mr2(1+cosq) ((?+~), (3.3) 

where 9 is the free fall acceleration and q denotes the angle of turn of the 
radius vector of mass m from the ring centre relative to the vertical axis. 
The law of motion of this system can be obtained by integrating eq. (3.3), 
and for h > 2mgr has the form 

. q ~. h( jgt-to) 
sm 2" = V ~ - 1 sm V -:;-2- . (3.4) 

It is assumed here that qlt=to = 0, qlt=to > O. As follows from eq. (3.4), 
the motion can not be continued beyond the time instant 

when the mass m is in the extreme low position (q = 7r. q --+ 00) and the 
inertial coefficient m (q) = 2mr2 (1 + cosq) is equal to zero. see eqs. (3.1) 
and (3.3). 

An example in which the potential energy II tends to infinity is the 
motion of a particle m along a straight line under the action of a force that 
is inversely proportional to the square of the distance r to the attracting 
centre. The total mechanical energy is cast as follows 

(3.6) 

Here f is a constant and value h is determined by the initial state of the 
system. For the sake of simplicity, we assume that r = 0, r = R = - f / h 
at t = O. Direct integration yields the following law of motion 

W t = R3/ 2 ['!!.. - arctan J r + ~Jr (R - r)] . (3.7) V-:;;; 2 R-r R 

Now it is easy to find time instant t* when the particle reaches the 
attracting centre r = 0 

(3.8) 

Therefore, the particle reaches point r = 0 within the finite time t*. The 
potential energy is infinite at this point and thus the trajectory can not be 
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continued in the direction of increasing time. Clearly, all rectilinear motions 
in this problem possess this property for h < 0 (R > 0) . 

It is evident that the fact that certain motions can not be continued 
through t is caused by imperfect modelling and that it does not occur in 
real systems. For example, in order to obtain the motion of the ring for 
any t it is sufficient to take account of the distributed inertial properties of 
the ring. With this in view, we will consider those perfect models for which 
m (q) > 0, II (q) < 00 for values of q under consideration. 

By virtue of eq. (3.2), the equilibrium position for a conservative sys
tem in plane q = 0 is determined from the condition of extremum of the 
potential energy 

dII = o. 
dq 

(3.9) 

d2 II 
The minimum (dq2 > 0, singular point referred to as a centre) corresponds 

d2 II 
to the stable equilibrium, whereas the maximum (dq2 < 0, singular point 

referred to as a saddle) corresponds to unstable equilibrium. The degenerate 
d2 II 

case where dq2 = ° is beyond the scope of the present book. 

Equations of motion for conservative systems with one degree of freedom 
are always integrable by quadratures. Indeed, the first integral of motion 
corresponding to eq. (3.2) 

(3.10) 

see eq. (2.14), is a first-order differential equation with separable variables. 
Thus, motion of the system is governed by the following differential equa
tion 

±J 2 (h r: II) dq = dt. (3.11) 

Analysis of eq. (3.10) shows that four types of motion, namely, libration, 
rotational, escaping and limitation motions [80], [83] can exist in the con
servative system with one degree of freedom depending upon the particular 
form of the relationships m (q) and II (q). Libration (or oscillatory) motions 
are periodic and exist if 

1) equation 

II(q) = h (3.12) 

has two sequential simple roots ql (h) and q2 (h) (dIIjdq -=I- 0, ql < q2) and 
2) inequality 

II(q) < h (3.13) 
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holds in the interval ql < q < q2. 
Rotational motions exist if 
1) the generalised coordinate q is periodic such that 

m (q) = m (q + 27r) . II (q) = II (q + 27r) • 

2) inequality h > max II is met. 
Non-periodic motions of the escaping type exist if the potential energy II 

is not periodic with respect to q, and either it is limited by absolute value 
or II ---> -00 as q ---> 00. They are distinctive in that the absolute value of 
q tends to infinity as t ---> ±oo. 

Motions of the special limitation type are also non-periodic and exist 
only for discrete values of the energy constant h coinciding with the yalues 
of h at points q = q* of positions of unstable equilibria 

dIll d =0. 
q q=q. 

(3.14) 

Limitation motions are characterised by the fact that q ---> q* and q ---> 0 
as t ---> ±oo. One speaks of the corresponding phase trajectories as separa
trices. 

The phase plane (q,p = mq) of the conservative system with one degree 
of freedom is symmetric about axis q. In the general case, separatrices di
vide the phase plane into a finite or countable number of regions which 
are completely filled by phase trajectories of libration, rotational or es
caping motions. Hence, the separatrices separate the regions of motions of 
essentially different types. 

This theory is applicable to a wide class of conservative systems with 
one degree of freedom for which functions m and II are continuous with 
respect to q, whilst their derivatives in the region of q may have only a finite 

number of discontinuities [31]. However, only points at which derivative : 

changes its sign stepwise correspond to the equilibria. 
Conservative systems with one degree of freedom of the impact-oscillatory 

type deserve special consideration. These systems are characterised by the 
fact that the motion takes place within bounded (two side stops) or half
bounded (one side stop) regions. If the system reaches a stop, the gener
alised velocity changes sign, however the energy constant h remains un
altered. Motion of a conservative systems with two side stops are always 
of the periodic libration type. Notice that in the case of two side stops, 
the form of the potential energy within the intervals of continuity does not 
affect the presence of librations even if the potential energy has no smooth 
extrema in the equilibrium positions. 
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3.2 Libration in the conservative system with a 
single degree of freedom 

Under libration motion the generalised coordinate q executes T-periodic 
oscillations within the interval (ql, q2). By virtue of eq. (3.11), the duration 
of the forward (q > 0) and the backward motion (q < 0) coincide and are 
equal to the half-period. Hence, the libration period is equal 

q2 

T (h) = J J h 2:: IT dq (3.15) 

ql 

and, generally speaking, depends upon the energy constant. The half-swing 
of the oscillation is as follows 

a (h) = ql - q2 
2 

(3.16) 

and can be understood to be the amplitude of oscillation. The equation for 
the phase trajectory on plane (q,p) directly stems from eq. (1.26) 

(3.17) 

where p = rnq is the generalised momentum. 
The phase trajectory is symmetric about axis q and bounds an area which 

is equal to 

q2 

S (h) = f pdq = 2 J J2rn (h - IT)dq. (3.18) 

ql 

It is easy to see that this area is equal to the increase in Lagrange's action 
W of the system over the period of libration [1], [33] 

t t 

S = WI~ , W = J pqdt = J 2K dt. (3.19) 

D D 

For this reason, value S (h) is referred to as the modulus of periodicity of 
Lagrange's action or simply the integral of action. 

It is essential that, by virtue of eqs. (3.15) and (3.18), the period of 
libration motion is equal to the derivative of the action with respect to 
energy 

dS 
dh =T. (3.20) 
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Because T > 0 the action is a monotonically increasing function of en
ergy. The arbitrary constant in the expression for II therewith can be cho
sen in such a way that Slh=O = O. From the above consideration we can 
state that the energy is a function of the action of the same type, that is 
h = h (S). 

Let us introduce the phase of motion 

<I> = nt + A, (3.21) 

which is measured in revolutions. Here n = liT is the cyclic frequency 
measured in Hz, and A is an initial phase determined by the initial con
ditions at t = O. The general periodic solution, depending upon the two 
constants S and A, can be cast in the form 

q = q ( <1>, S) , p = p ( <1>, S) , (3.22) 

where q(<I» = q(<I>+l),p(<I» = p(<I>+l). Relationships (3.22) can be 
understood to be equations for the transformation of variables q, p -> <1>, S. 
As the equations of motion in the new variables have the simple canonical 
structure 

(3.23) 

the new" action-angle" variables [33], [83] are canonical. 
The circular phase 

'P = 271'<1> = wt + Q: (3.24) 

and the corresponding action s = SI271' are often used in applications. 
Here w = 271' IT = dhl ds is the circular frequency measured in radian per 
second, and Q: = 271' A denotes the initial circular phase. Obviously, the 
motions under consideration are 271'-periodic with respect to 'P. 

For the purposes of further analysis it is expedient to introduce Hamil
ton's action and its modulus of periodicity 

t 

V = J Ldt, A = VI~ (L = K - II) . (3.25) 

o 

By virtue of eq. (3.10), Hamilton's action and Lagrange's action are 
related as follows 

V=W-ht. (3.26) 

Correspondingly, the moduli of periodicity of these actions are related 
by the formula 

A=S-hT. (3.27) 
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Differentiating eq. (3.27) with respect to h and taking into account eq. 
(3.20), we obtain 

(3.28) 

Libration of the considered type disappears if one of the roots ql, q2 of 
cq. (3.12) disappears with increasing h or inequality (3.13) no longer holds 
with decreasing h. 

Solving quadratures of eq. (3.11) presents a challenging mathematical 
problem. Closed form expressions for the periodic solutions of the equation 
for the physical pendulum and the Duffing equation are obtained in terms 
of the elliptic functions [39]. This question is studied in detail in [2] where 
it is shown that the periodic motion of the conservative system with one 
degree of freedom can be represented using Fourier series whose coefficients 
are expressed in terms of Bessel functions of several variables. Let us con
sider construction of the solution in the form of a series in terms of small 
parameters in the case of libration about a stable equilibrium. 

Without loss of generality we assume that both the potential energy and 
the generalised coordinate become zero at the stable equilibrium 

II (0) = ~I =0, 
q q=O 

(3.29) 

Besides, the potential energy and the inertial coefficient are assumed to be 
represented in the form of a Taylor series in the vicinity of zero, i.e. 

(3.30) 

We proceed from the energy integral which after replacing argument 
t ---> cp by means of eq. (3.24) can be written in the following form 

~ (dh dq ) 2 II = h 
2 ds dcp + . (3.31) 

This differential equation is invariant under a change of sign of the cir
cular phase cpo Hence, the general integral describing libration can be rep
resented by an even 27l'-periodic function of cpo Alternatively, its Fourier 
series contains only the even harmonics cos kcp (k = 1,2 ... ) and such a 
solution is sought in what follows. It is also essential that in the linear ap
proximation (Cl = C2 = ... = 0, ml = m2 = ... = 0) the required solution 
has the form 

~ 
qo = V ~ coscp, h = Wos, (3.32) 
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where Wo = vi co/mo is the linearised natural frequency of the system. It 
is expected that in the neighbourhood of the equilibrium where s -+ 0, q 
and h are analytical functions of .jS and s, respectively, and we have 

_ r. 3/2 2 hI 2 3 q-qOyS+qIS+q2S +s ... , h=wos+""2S +s ... (3.33) 

Let us now substitute series (3.30) and (3.33) into eq. (3.31) and equate 
terms of the same powers of s. The balance of terms of s3/2 yield8 the 
equation of the first approximation 

. , 1 (ml . 2 CI 3) - sm CPQI + cos CPQI = - ~ - cos cp sm cp + - cos cp , 
yCOmO mo 3co 

(3.34) 

where, here and throughout the book a prime denotes a derivative with 
respect to cpo 

The even solution which is 27r-periodic over cp is set in the form of the 
quadratic form of harmonics sin cp and cos cp 

1 [( 2CI _ ml) sin2 'P + 2 cos2 'P] . 
y'como 3co mo 3co 

(3.35) 

The homogeneou8 part of the equation for the next approximation Q2. 

as well as for Q3, Q4 ... coincides with the homogeneous part of eq. (3.34). 
At the same time, the right hand side of this equations can be represented 
in the form of a homogeneous even function of harmonics of the fourth 
power. To this aim, it is sufficient to multiply the quadratic terms having 
the constant factor hI, see eq. (3.33), with sin2 cp+cos2 cp = 1. In connection 
with this, a general question is whether the equation 

n 

- sin cpx' + cos cpx = L Ak cosk cp sinn - k cp, 
k=O 

(3.36) 

possesses a bounded solution which is 27r-periodic over cp and can be cast 
as a homogeneous form of power n - 1 

n-l 

X= Lakcoskcpsinn-I-kcp. 
k=O 

(3.37) 

Equations for determining the required constants ao, al,'" ,an-l are ob
tained immediately after substituting eq. (3.37) into eq. (3.36) and equating 
the coefficients in front of the same powers of harmonics. Then we imme
diately obtain 

(3.38) 

and also A n - l = O. The latter imposes a certain restriction on the form of 
the right hand side of eq. (3.36) and its fulfillment is the necessary condition 
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for existence of the solution (3.37) bounded with respect to <p. As for the 
other coefficients, they are determined from the system 

(k + 1) ak+l - (n - k - 1) ak-I = Ak (k = 1,2, ... , n - 2). (3.39) 

This system is always split into two subsystems which are independent 
of each other. If n is an odd number, then these subsystems are closed 
(if eq. (3.38) is taken into account) and enable one to determine uniquely 
and consequently constants an-3, an-5,'" , a2, aa from one subsystem and 
a3, a5, .. , , an-4, an-2 from the other. Therefore, for an odd n the solu
tion (3.37) of eq. (3.36) always exists and is unique under the condi
tion An - I = O. If n is even, then the subsystem for the unknown vari
ables ao, a2, ... , an-4, an-2 is indeterminate, i.e. the number of equations 
is less than the number of unknown variables by one. The apparent ar
bitrariness is due to the fact that one can always add the expression 

Csin<p = C (sin2 <p + cos2 <pr/2- I sin<p to solution (3.37). This expression 
satisfies the homogeneous differential equation (3.36) and is determined up 
to an arbitrary factor C. Alternatively, for the other subsystem the num
ber of unknown variables a3, a5,'" , an-5, an-3 is less than the number of 
equations by one. Hence, a certain constraint should be imposed on coef
ficients Ao, A 2, ... , A n- 2, An. For n = 4 and n = 6 these constraints have 
the form 

(3.40) 

Equations for determining the successive approximations q2, Q3, ... are 
given by eq. (3.36). However, the terms which are even with respect to <p 
are absent on the right hand side of this equation (An - I = An - 3 = ... = 0) 
otherwise the evenness of the required general integral with respect to <p is 
violated. On the other hand, relationships (3.40) appearing when equations 
for approximations of the even orders of Q2, Q4, ... are considered, serve to 
determine the correction terms hI, h2 , . .. in the expansion of h. Retaining 
the terms of order 8 3 / 2 in the expressions for Q and the terms of order 8 2 

in the expressions for h, we can write the resulting series in the form 

Q = ~€ - ;~ [( ~: - :~) 1]2 + ;~ e] + 

€ [(13ci 23mICI 21mi 3m2 C2) 2 -+ ---+ --- 1] + 
32moVeowo 18c6 3moco 2m6 mo 2co 

( 25ci + mlCI + mi _ m2 _ 5C2) e] + ... , 
18c6 moCa 2m6 ma 6co 

( mi 5ci 2mICI 2m2 C2) 8 2 
h = W08+ ---+----+- --+ ... , (3.41) 

m6 3c6 moCa mo eo 16mo 

where 

€ = v2s cos <p, 1] = -v2s sin <p. (3.42) 
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Hence, in the neighbourhood of the stable equilibrium, the generalised 
coordinate is represented as an analytical function of variables e and 1] 

d . f' f Th al' d dh dq . an IS an even unctIOn 0 cpo e gener Ise momentum p = m ds dcp IS 

an analytical function of variables e and 1] and is an odd function of cpo 
The convergence of these series for sufficiently small S is proved in much 
the same fashion as convergence of the series in Lyapunov's method [80] is 
proved. 

Relationships q = q (e, 1]) and p = p (e, 1]) can be viewed as prescribing 
the change of variables q,p --+ e,1]. This change is canonical, with the 
Hamiltonian function in terms of the new variables being a function of 
S = ~ (e + 1]2) . The canonical equations of motion in terms of the new 
variables 

. oh 
e=01]=w(s)1], iJ = - oh = -w (s) e oe (3.43) 

are equivalent to the equations of motion of the customary harmonic oscil
lator. Here 

W = dh = Wo + (mi + 2mlcl _ 5ci _ 2m2 + c2) _s_ + ... 
ds m6 maCa 3C6 ma Co 8ma 

is the circular frequency of libration. However, one must bear in mind that 
this frequency is dependent on the energy (or the action), and this oscillator 
is actually anisochronous. In view of eq. (3.42), the canonical variables e 
and 1] are referred to as the harmonic variables. 

3.3 Rotational motion of the conservative system 
with one degree of freedom 

Let the conditions for existence of rotational motion introduced in Sec. 3.1 
be satisfied. In this case it is natural to identify values of q and q + 211', and 
consider the cylindrical phase surface (p, q) rather than the phase plane. In 
this case, trajectory (3.17) is closed and the rotational motion is periodic. 
Due to eq. (3.11) the period of rotation is equal to 

211" 

T = / J 2(h~ TI)dq· 
o 

(3.44) 

By using eq. (3.19) we can also enter the integral of action S. However, 
instead of eq. (3.18) we should take 

211" 

S= / J2m(h-TI)dq. (3.45) 

o 
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It is clear that relationships (3.20)-(3.22) are valid in the case of rotation, 
and additionally p (<I» = p (<I> + 1), q (<I> + 1) = q (<I» + 271". Assuming the 
direction of rotation as positive and making use of the circular phase (3.24), 
we can write relationships (3.22) in the following form 

p=p(cp,s), q=cp+qdcp,s), (3.46) 

where p ( cp + 271") = P ( cp), q1 (cp + 271") = q1 (cp). 
The" action-angle" variables can also be applied to the non-periodic rota

tional motions provided that quantities m and II are bounded 2n-periodic 
motions of n partial angles ei = kiq (i = 1, ... ,n). It is assumed that, due 
to the properties of the considered system, the numbers k1' . . . ,kn are mu
tually incommensurable. It is also essential that the generalised coordinate 
q can always be chosen such that k1 = 1. For this reason, partial angle 
e1 = q can be called the supporting angle. Indeed, for h > max II and 
o < m < 00 the general solution of equation (3.2) governing rotation in the 
positive direction is written as following 

q 

t - to = J J 2 (h ~ II) dq (to = const) . 
o 

(3.4 7) 

In accordance with eq. (3.47) both argument t and function q have the 
same rate of tending to infinity. Hence we can speak of a constant average 
velocity of rotation for the supporting angle 

1· q l' m d [ 
q ]-1 

W= Im-= Imq q 
t->oo t q->oo ! J 2 (h - II) 

(3.48) 

It is essential that for calculation of w in the case in which coefficients 
k1' ... k n are mutually incommensurable one can replace averaging over q 
by averaging over all partial angles [19], [98] 

(3.49) 

Here and in what follows (1 (e 1 ... ,en)) implies the following averaging 

27r 27r 

(1) = (2~t J ... J Ide1 ··· den' (3.50) 

o 0 

By analogy we can introduce the action variable 

q 

s = lim ~ J J2m (h - II)dq = / J2m (h - II)} . 
q->oo q \ 

(3.51 ) 

o 
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Here, as before, the following relationship 

dh 
-=W 
ds 

(3.52) 

holds, which results in the energy constant being a monotonically increasing 
function of the action. 

In the case under consideration the original canonical variables q and 
p are quasi-periodical functions of the phase determined by means of the 
following implicit dependence 

(3.53) 

Notice that in this particular case choice of the" action-angle" variables 
depends on choice of the supporting angle. The resulting rotations with re
spect to this angle are represented as a superposition of stationary rotation 
with frequency w and oscillations of the quasi-periodic type. 

As an example, let us consider a system consisting of two unbalanced 
rotors with masses ml and m2, eccentricities el and e2 and rotating in the 
gravitational field. The angles of rotation are related with each other by 
means of a mechanical gearing with an irrational gear ratio k. The total 
energy of this system up to constant order can be cast in the form 

1 . 
h = 2 [q2 + a 1 (1 - cos q) + a2 (1 - cos kq) ] ' ( 3.54 ) 

2ml elg 2m2e2g 
where al = 2 2k2 and a2 = 2 2k2 ' 

mlel + m2e2 mlel + m2 e2 
By virtue of eqs. (3.49) and (3.51), the average frequency and action 

constant are determined by quadratures 

211" 211" 

S = 4~2 J J J2h - al (1- COS Ol) - a2 (1- cosOn)dOld02, 

o 0 

(3.55) 

which, generally speaking, can not be expressed in terms of the elementary 
functions. For rotations to exist, it is necessary that inequality 2h > al +a2 
holds. 

As for the libration, solving quadratures (3.53), which is necessary for 
constructing dependence q (t), presents considerable difficulties. 

In the particular case of rotation at ultra-high energy this problem is 
solvable using power series in small parameters. Considering this particular 
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case, we assume that h, 8 > > 1 and look for the solution in the form of the 
following series 

q 

h (3.56) 

Inserting expression (3.56) for h into eq. (3.51) and expanding the right 
hand side as a series in powers of 8, we obtain 

( r::::::L [ hI - II (h2 (hI - 11)2) 1 l) 
y mho 1 + 1;;2 + ho - 2h6 8 4 + . . . = 1. (3.57) 

Equating the terms of the same order of small parameter 1/82 , we obtain 

ho 

(3.58) 

Next it is necessary to substitute series (3.56) in equality (3.53) and perform 
the corresponding expansions on the right hand side of this equality. 

The resulting expression is given by 

<P ~ Fe 1 Vrn<hI+ [hoVrnq, + 1 Vrn(h, - ll)<hI] ;'" + 

[Vrnhoq, + Vrnq, (h, - ll) - ~ 1 Vrn (h, - (h, ;;, ll)') <hI+ 

1 dm 2] 1 4.jmTqql ../ho84 +... (3.59) 

Here all values out of the integrals, except for the correction terms 
ql, q2, ... , are calculated at q = qo. Let us equate the coefficients of the 
same powers of 1/82. This leads to the following expressions for the first 
three approximations 

qo 

<p = (Jrn) J y'Tiidq, ql = (';1 [( y'TiiIl){ y'Tii} - (y'Tii){ y'TiiIl}] , 
o 

(y'Tii) [( y'TiiIl) - (y'Tii) II] ql - 4~ ~; q~ -

3 (y'TiiIl) (~t [( y'TiiIl) {y'Tii} - (y'Tii) {y'TiiIl}] -

~ (\~t [( y'Tii){ y'TiiIl2 } - (y'TiiIl2 ){ y'Tii} 1 ' (3.60) 
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where 

qo 

U (q)} = J [f (q) - (f)] dq. (3.61 ) 

o 

If function f is 27f-periodic over q, then the value of {J}, due to eq. (3.61), 
is its periodic antiderivative. The first equality in eq. (3.60) determines 
qo (cp). As follows from this equality, at ultra-high energies rotation can be 
stationary (q ~ cp) only in the case m = const. According to eqs. (3.58) and 
(3.60) the resulting expansions take an especially simple form at m = const 

82 m (( 2) 2) 1 h = - + (II) + -2 II - (II) + """"4 .•• , 
2m 28 8 

m [ 3 2] m 2 1 q = cp - {II} 2" + II {II} + 2 (II){II} - - {II} -4 + 6" .... 
8 2 28 8 

(3.62) 

If we make use of formulae (3.62) for describing fast rotations of system 
(3.54) then we can obtain the following expressions 

h _ 8 2 al + a2 ai + a~ 
- 2 + 2 + 1682 ... , (3.63) 

q = cp - 2~2 (a 1 sin cp + ~ sin kcp) + 4~4 {~ (ai sin 2cp + ~ sin 2kCP) + 

ala2 [k2 + 5k + 1 . 5k - 1 - k 2 . ] } 
-k- k sm (k + 1) cp + k sm (k - 1) cp .... 

Let us notice an essential difference between these expansions and those 
obtained above for the librations about the position of stable equilibrium, 
see eqs. (3.37)-(3.39). In the end, this difference causes the inefficiency 
of introducing the harmonic variables ~ and 'TJ (3.36) for the analysis of 
rotation. Indeed, due to eqs. (3.59) and (3.61), the generalised coordinate 
q is a non-analytical many-valued function of these variables since, for 
example, cp = - Arctan ('TJ /~). 

3.4 Backbone curve and its steepness coefficient 

Periodic (libration or rotational) motions as well as quasi-periodic rota
tions of the conservative system with one degree of freedom are usually 
characterised by the type of dependence of the energy constant h on fre
quency w. This dependence determines the backbone curve which can be 
given implicitly in the following form 

h=h(s), 
dh 

w = ds = w (s). (3.64) 
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In practical applications, the dependence of the oscillation amplitude a or 
amplitude of the first harmonic of the Fourier expansion upon the frequency 
is often understood as the backbone curve. Such definitions are sometimes 
more illustrative however when they have a particular character and are 
usually used for the description of libration of continuous systems. In the 
latter case, the amplitude (3.16) is a monotonically increasing function of 
energy and, for this reason, dependences a (w) and h (w) are qualitatively 
coincident. However, in general, the concept "amplitude" has no sense for 
rotational motion. 

In the case of isochronism, when the frequency is constant and depends 
only on the system parameters (rather than initial conditions), the back
bone curve degenerates. Oscillations of the linear harmonic oscillator are 
isochronous. Smalllibrations (h, s -+ 0) of the system with distributed pa
rameters about the equilibrium are approximately isochronous. In this case, 
due to eqs. (3.41) and (3.42), we have 

J2WOS q = ~cost.p, h = WoS (3.65) 

up to higher order terms. 
It is necessary to mention that isochronism is not a property which is 

inherent in linear conservative systems. For instance, it is shown that depen-

dence II = II (q) for ~ I = 0, ~~ I > 0 and m = const prescribed 
q q=O q q=O 

for positive q can be uniquely continued into the negative direction q < 0 
in such a way that the resulting oscillations are isochronous, see [43]. 

An example of a non-linear isochronous object is an oscillator with a 
piecewise linear restoring force. The governing equation is 

mij + (Cl + C2 signq) q = 0 (Cl > C2 > 0). (3.66) 

The general solution has a constant period which is independent of the 
energy 

(3.67) 

In the general non-linear case, the isochronism of a system is charac
terised by the proportionality between the energy and the action 

h = ws (w = const) . (3.68) 

Let us notice that by virtue of eqs. (3.68) and (3.27), the modulus of 
periodicity of Hamilton's action, see eq. (3.25), vanishes for the isochronous 
systems, i.e. A = O. This follows directly from equality (3.27). In other 
words, the values of the kinetic and potential energies, averaged over the 
period, coincide for the isochronous systems. 
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Whereas isochronism is a manifestation of peculiar degeneration, aniso
chronism, that is the ability of the frequency to change with changing initial 
conditions in a finite or infinite range (w(1) , w(2)) is an inherent property 
of the conservative systems with one degree of freedom. The main charac
teristic of the backbone curve of an anisochronous object is the steepness 
coefficient of the backbone curve 

d2 h dw 
e = d8 2 = w dh. (3.69) 

Provided that the steepness coefficient is positive (negative) in a certain 
region of the energy constant, and thus energy increases (decreases) as 
frequency grows, then the considered conservative object is referred to as 
hard (soft) anisochronous and the backbone curve is called hard (soft). The 
sign of the derivative of the libration amplitude with respect to frequency 

: coincides with the sign of the steepness coefficient. According to eq. 

(3.28), the steepness coefficient of the backbone curve is proportional to 
the derivative of the periodicity modulus of Hamilton's action with respect 
to energy 

(3.70) 

Thus, for hard anisochronous systems, action A is positive and increases 
with the growth in energy, whereas A < 0 for soft anisochronous systems. 
By virtue of this, the value of Hamilton's action A characterises the degree 
of anisochronism of the system. One can also express this fact by saying that 
the greater the difference between the values of the kinetic and potential 
energies averaged over the period, the stronger the anisochronism. 

Rotational motions are always hard anisochronous. Indeed, the rotation 
frequency (3.49) increases as h increases. Due to eqs. (3.56) and (3.58), 
at ultra-high energies (h,8 ---* 00) the steepness coefficient of the backbone 
curve of rotation is constant up to the values of order 1/84 

(3.71) 

The character of the librations in the small neighbourhood of the equilib
rium position is determined by the sign of the coefficient of 8 2 in expansion 
(3.41). Hence, these librations are soft anisochronous (e < 0), if 

(3.72) 

An intersecting separatrix is associated with the passage over the mini
mum value of w (w = 0, T = 00) and is always characterised by a change 
in the type of anisochronism. More precisely, we speak of the separatrices 
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m~ 

77777777 

FIGURE 3.1. 

which separate the regions of different periodic (quasi-periodic) motions, 
for example, librations and rotations. The type of anisochronism is condi
tioned by the single-valued dependence w (h), see eqs. (3.15) and (3.49). 
For instance, a physical pendulum [4] is soft anisochronous (e < 0) in the 
region of libration and hard anisochronous (e > 0) in the region of rota
tion. However a change in the type of anisochronism can occur at other 

values of the energy when e rv ~ (which does not correspond to any 

separatrix) and is not caused by a qualitative change in the character of 
the motion. In the vicinity of these values, the system behaves approxi
mately as an isochronous one. Therefore, in various regions of the energy, 
the same conservative system can expose soft and hard isochronism or even 
be isochronous. 

A simple example of a hard isochronous object is an ideal conservative 
rotor, for which 

(3.73) 

Here q and J denote an angle and a moment of inertia about the rotation 
axis. Taking into account eqs. (3.45), (3.53) and (3.69) we can describe the 
rotational motion of system (3.73) by means of the following relationships 

8 2 Jw 2 1 
q = 'P, h = 2J = -2-' e = ]. (3.74) 

From the perspective of anisochronism, the impact-oscillatory object 
shown in Fig. 3.1 has the opposite properties. This is the case of soft 
isochronous oscillation (libration) for a ball moving vertically over a one
sided "conservative" stop. It is easy to see that in this case 

h = 3~ (7rg8)2/3 = 7rmg2 . Vs 2w2 
(3.75) 
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As an example of a conservative object with limited frequency range, 
we consider an oscillator with a symmetric piecewise-linear force charac
teristic, Fig 3.2. Librations of the oscillator with low intensity, i.e. when 
o < h < C1Z2/2, are isochronous with frequency w = w(1) = J cl/m. 
When h > C1Z2/2, the additional spring is active and oscillations gain hard 
anisochronous character. The upper limit of the frequency range is 

FIGURE 3.2. 

3.5 Dynamical system with an invariant 
relationship 

(3.76) 

It is known that the motion of an autonomous mechanical or electrome
chanical second-order system can be described by Lagrange's differential 
equation, see eqs. (2.4) and (2.51), 

(.!i!... - !...) K = Q 
dUN. 8q . (3.77) 

Here q and K denote the generalised coordinate of the system and its kinetic 
energy, whilst Q designates the generalised force which, in mechanics, is 
usually represented as the sum of two components 

(3.78) 

Force Q1, referred to as a potential force, can be determined by the formula 
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where II (q) is the generalised potential energy of the system, see eq. (2.15). 
If Q2 = 0, eq. (3.77) admits an energy integral (3.10). As already men

tioned, in this case the gyroscopic forces are absent and the system is 
conservative. The non-conservative correction term Q2 characterises the 
supply of external energy into the system. 

Separation of the potential generalised forces is usually carried out by 
means of pure physical reasoning. However, from a general perspective, 
it is necessary to announce the presence of the total arbitrariness to the 
choice of generalised potential energy of the system. We can liquidate this 
arbitrariness in such a way that the non-potential parts of the generalised 
forces gain certain specific properties. 

Let us imagine the situation in which all the singular trajectories of the 
non-conservative systems comprise a subset of the set of integral curves of 
the conservative part of the system. We refer to the non-potential gener
alised forces resulting in such a transformation of the phase space of the 
system as natural ones. Introducing natural non-potential forces leads to 
stabilising motions on a finite (or countable) number of energetic levels, 
the character of the motion of the system at each level being unchanged. 

The dissipative forces of the type Q2 = 1 (q) (ql (q) < 0, 1 (0) = 0) are 
natural since the only singular motions are the "conservative" equilibria. 
Examples of self-excited systems with natural non-potential forces are less 
trivial. The simplest among them is the "non-conservative" mechanical 
rotor whose motion is governed by the equation 

Jij = M(q). (3.79) 

Here the natural non-potential force M stabilises the" conservative" uni
form rotation of the rotor q = vt + Q with frequency v, the latter being 
the root of equation M (v) = O. However, for the overwhelming majority of 
self-excited (and other) systems, the "physical" non-potential forces are not 
in general natural and the question of their separation becomes non-trivial. 

Let us consider an arbitrary autonomous second-order system 

q=Q(q,p), P=P(q,p). (3.80) 

Let us assume that functions Q and P are regular with respect to q and 
p in the considered region of the phase plane. Let system (3.80) admit a 
periodic particular solution 

q=a(<p), p=b(<p), (3.81) 

where a and b are continuous 271"-periodic functions of the fast phase <p = 
wt + Q. The following invariant relationship [57] 

H(q,p) = h, (3.82) 

describing a closed trajectory in the phase plane, corresponds to this solu
tion. We assume that function H (q,p) is regular in the neighbourhood of 
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the given trajectory and that h is positive. We represent functions Q and 
P as sums of two regular components 

(3.83) 

where Ql and PI fulfill the following identity 

(3.84) 

Next we change the variables q, p --> c.p, f in the original system and 
require fulfillment of the following identities 

oq 
PI, oc.pv(f)=Ql, v(O)=w, 

a(c.p) , p1f=o=b(c.p). (3.85) 

In what follows, functions q (c.p, f) and p (c.p, f) are assumed to be 27r-peri
odic with respect to c.p and regular with respect to f about point f = O. 
Inserting the new variables into the original system (3.80) yields 

(3.86) 

The determinant of this system, due to eq. (3.85), is 

(3.87) 

The standard form of the equations under consideration in the new vari
ables takes the form 

(3.88) 

If the non-conservative part is absent, i.e. Q2 = P2 = 0, this system 
has a first integral f = 0 which, in the case f = 0 (see eq. (3.85)), must 
degenerate into the invariant relationship (3.82). Thus, in the general case 
we have 

f = F(H), (3.89) 

where 

F (h) = O. (3.90) 

In the simplest case we can take 

F=H-h. (3.91) 



3.5 Dynamical system with an invariant relationship 69 

Besides, since the right hand sides of system (3.88) are analytical about 
point 1 = ° for the solution 1 = 0, 'P = wt + Lt (which is identical to 
solution (3.81)) it is necessary and sufficient that the relationships 

Q2 = F (H) Al (q,p) , P2 = F (H) A2 (q,p) (3.92) 

hold. Hence, the considered system, admitting the invariant relationship 
(3.82), can be represented in terms of the new variables in the following 
form 

j = 1'If (f, 'P) , <P = v (f) + 11> (f, 'P) , (3.93) 

where 

(3.94) 

In the small neighbourhood of point 1 = 0, this system can be treated 
as a system with fast rotating scalar phase Lt. It is not easy to show that 
this system is locally integrable about the solution 1 = 0, 'P = wt + Lt, see 
Chapter 1. Indeed, the variational system of equations 

. . (dV) 81 = 'If (0, 'P) 81, 81 = dl 81 + 1> (0, 'P) 81, (3.95) 

where (~;) dvl dt ' admits two independent solutions, one of which 
if 1=0 

is periodic 

(3.96) 

whilst the second one depends exponentially on time 

'P 

81(2) = U('P) , 8'P(2)=~J[(~;)+1>(0''P)]U('P)d'P+C, 

u 

o 
'P 

exp ~ J 'If (0, ry) dry, 
o 

(3.97) 

with the integration constant C being determined below. The orbital sta
bility of the solution under consideration is ensured by negativeness of the 
characteristic exponent 

27r 

A = 2~ J 'If (0, ry) dry < 0, 
o 

(3.98) 
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see eq. (3.97). The periodic solution 8/,8q; of the system conjugated to 
(3.95) is determined from the conditions of normalisation and orthogonality 

(3.99) 

and is given by 

- 8'{;C2} 
8f = ---, 8q; = l. 

u 
(3.100) 

By virtue of the periodicity condition 8/1~7r = 0, the integration constant 
C is equal to 

27r 

C= -1-eXp~27rA/w) j [(!;) +~(O,cp)] u(cp)dcp. (3.101 ) 

o 

Due to eqs. (3.82) and (3.84), relationships (3.85) determining the change 
of variables q, p ----> cp, f are consistent. At the same time, this change admits 
a certain arbitrariness. We can reduce this arbitrariness by choosing func
tions Ql and PI with the help of eq. (3.84) such that the conservative part 
of this system has the canonical structure. In this case it is natural that 
variables cp, f gain the character ofthe "action-angle" variables (f = s). To 
this end, it is necessary to adopt the following additional constraint 

27r 

S = _1_ jPQldCP. 
27rZJ 

o 

(3.102) 

The above arbitrariness, however, is not completely removed. It is suffi
cient to say that the choice of dependence ZJ (s) remains arbitrary. It is 
shown in the next section that splitting (3.83) can be carried out ratio
nally in a certain vicinity of the singular point of eq. (3.80). Therefore, this 
system uniquely reduces to a typical form in terms of the" action-angle" 
variables. Let us notice that the above analysis can be generalised on a 
more general case in which the particular solution (3.81) is not periodic 
and correspondingly a non-closed phase trajectory corresponds to the in
variant relationship (3.82). Variable cp no longer has the meaning of fast 
phase and we can not speak of variable t as an action. 

The usefulness of the studied procedure, despite its arbitrariness, is 
demonstrated through the modified Van-der-Pol equation 

mx + ex = -/3 (m;2 + ~2 - h) x, (3.103) 

where m, c, /3 and h are positive constants. We can reduce the problem to 
the following non-dimensional system 

, (p2 + q2 ) q' = p, p = -q - 'Y 2 - 1 p. (3.104) 
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Here q = JC7Fi, , = f3hl vmc, and a prime denotes differentiation with 
respect to the non-dimensional time T = Jclmt. 

System (3.104) admits the following family of periodic solutions 

q = hcos'P, P = -hsin'P, 'P = T + 0:. (3.105) 

In accordance with eq. (3.91), we enter the following new variable 

(3.106) 

so that the required substitution is as follows 

q = J2 (J + 1) cos'P, P = -J2 (J + 1) sin'P. (3.107) 

Then the equations of motion take the following form 

l' = - 2, f (J + 1) sin 2 'P, 'P' = -1 - , f sin 'P cos 'P. (3.108) 

In the vicinity of the solution f = 0, 'P = T + 0:, this variational sys
tem of equations has, is addition to periodic solution (3.96), the following 
exponential solution, see eq. (3.97) 

'P -, J sin 'P cos 'P exp ( -, ['P - ~ sin 2'P]) d'P + 
o 

7r 

(3.109) 

'c ) J sin 'P cos 'P exp (-, ['P - ~ sin 2'P]) d'P. 1 - exp -1f, 2 
o 

By virtue of eq. (3.100) the periodic solution of the system conjugated 
to the variational equations is cast in the form 

6J ~ 0 exp (0 [" - ~ ,in 2,,]) [I ,in "COS " exp (-0 [" -~ ,in 2,,]) d" 

- 1 - ex; ( -'0) I ,in" coo "exp ( -0 [" - ~ 'in 21"]) 1 d", 

8q; = 1. (3.110) 
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3.6 Canonisation of a system about the 
equilibrium position 

As shown in Sec. 2.6, the truncated conservative system, which is obtained 
from eq. (3.80) by setting Q2 = P2 = 0, is a system of Pfaff's equations 

. 1 8F1 (H) 
q=M 8p , 

. 1 8F1 (H) 
p = - M 8q , (3.111) 

where F1 is function of variable H = H (q,p) of the same type as 

F2 (H) = J F(H)dH, (3.112) 

whereas factor M satisfies eq. (2.57) in which Q1 and PI are substituted 
for Q and P respectively. 

Then, taking into account eqs. (2.56), (3.83), (3.92) and (3.112) we can 
write for system (3.80) that 

8F1 dF2 8F1 dF2 
MQ = 8p + dHJ.L1' MP = - 8q + dHJ.L2' (3.113) 

where J.L1 = MA1,J.L2 = MA2. 
We refer to the process of selection of the true non-potential forces in 

system (3.80), determined by eq. (3.92), as canonisation. 
As already mentioned above, the corresponding procedure is not unique. 

However we will try to make it precise in the small vicinity of the equilib
rium. Without loss of generality, we assume that Q (0,0) = P (0, 0) = o. 

As functions Q and P are regular about zero, the following power series 
expansions 

00 

Q=auq+a12P+ LQi' 
i=2 

00 

P = a21q + a22P+ LPi 
i=2 

(3.114) 

are valid, where ajk (j, k = 1,2) are real constants, and Qi and Pi (i = 
1,2 ... ) are homogeneous forms of the i - th degree in variables q and p. 

The eigenvalues of the linearised system (3.80) are defined as the roots 
of the quadratic equation 

A2 - (au + a22) A + ana22 - a12a21 = O. 

Let us assume that Al =I- A2 and AlAI =I- 0 and thus 

(au - a22)2 + 4a12a21 =I- 0, al1a22 - a12a21 =I- o. 

(3.115) 

(3.116) 

Then after a non-singular change of variables q,p -+ x, y, the original 
system (3.80) can be brought to the form 

± = X (x, y), y = y (x, y), (3.117) 
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where in the considered vicinity of the zero 

00 00 

(3.118) 
i=2 i=2 

The new variables x and y as well as the coefficients of expansion (3.118) 
are, in general, complex-valued. We assume additionally that function H, 
which determines the invariant relationship (3.82), is regular in the vicinity 
of zero. 

To begin with, we assume that only linear terms X = A1X, Y = A2Y are 
kept in expansions (3.118). Then it is easy to see that relationships (3.113) 
are satisfied if 

M 1, H = xy, 

iLl 
oH oH 
oy' iL2 = ox· (3.119) 

In order to prove this, it is sufficient to substitute X, Y and x, y instead of 
Q, P and q,p, respectively. 

Let us admit now that the two latter relationships (3.119) are valid in 
the general case, i.e. for all the consequent terms of expansion. Then these 
equalities can bc rewritten as follows 

or 

MX=oU 
oy' 

MY = _ oFl + dF2 

ox dx 

MY=_oV 
ox' 

where U (H) = Fl + F2 and V (H) = Fl - F2. 

(3.120) 

(3.121) 

Assuming the existence of functions U and V is equivalent to the follow
ing statement. If functions X and Y satisfy expansions (3.118), then there 
exists such function M (x, y) that the quantities 

U = JY M X dy, V = - JX MY dx (3.122) 

are independent of each other. In other words, there exists an analyti
cal function M which satisfies the following non-linear integro-differential 
equation 

J (U, V) = o. 
X,y 

(3.123) 

Interestingly, for the conservative system (Q2 = P2 = 0) we have F2 = 0 
and thus U = V, see also eq. (2.62). In other words, for a conservative 
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system, the quantity M is determined from the equality U = V, see Sec. 
2.6. In non-conservative systems, the integral invariant of Poincare [84] is 
absent and equality U = V can not be attained. However, as it is shown 
below, it is possible to achieve a mutual dependence of these functions by 
means of a special choice of M in a certain vicinity of the equilibrium. 

We proceed now to the proof of the existence of the canonisation pro
cess based on equalities (3.121) or (3.123). The solutions are sought in the 
following series form 

<Xl <Xl 

M= 1+ LMi' H=xy+ LHi' 
i=1 i=3 

(3.124) 

where Mi and Hi are homogeneous forms of i - th degree in x and y. 
Let us insert these series in relationships (3.121). Then the corresponding 
multiplication yields the following equations of balance of the forms of even 
degree 2i 

(3.125) 

and the forms of odd degree 2i + 1 

aH2H2 '+1 ' 
AIXM2i - Al 8y - Al (i + I) UHIX' y' 

\ M \ aH2H2 \ (. I) i HI /\2Y 2i - /\2 ax - /\2 Z + Vi+l X Y B 2H1 . (3.126) 

In eqs. (3.125) and (3.126), i = 1,2,3, ... , Ai and Bi are homogeneous 
forms of the i - th degree depending on coefficients of the forms Mb ... , 
M i - 2; H2, ... ,Hi; X 2,· .. ,Xi; 1'2, ... ,Y,; as well as on values U2, ... ,Ui'; 

h ., d h . f i + 1 V2,··· ,Vi' were z enotes t e mteger part 0 -2-. 

Simple analysis of relationships (3.125) shows that the coefficients of the 
forms of odd degree M 2i- 1 and H2Hl are always uniquely determined, 
regardless of the forms A2i and B2i determined earlier. As for the forms 
of the even degree M2i and H2H2 , all of their coefficients are uniquely 
determined from eq. (3.126) except those of (xy)i and (xy)i+l (denoted by 
c and d respectively). Equating coefficients of xi+lyi in the first equation 
in (3.126) and of xi+lyHl in the second equation in (3.126) leads to the 
following two equations relating the four unknown variables c, d, Ui+l and 
VHl 

c - (i + 1) d - (i + 1) Ui+l = ;1' c - (i + 1) d - (i + 1) vHl = ~2' 
(3.127) 
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where a and b are the corresponding coefficients of forms A 2i+1 and B2i+1. 
The structure of relationships (3.127) is such that the following restric

tions 

(3.128) 

are imposed on the differences of the coefficients Ui+1 and Vi+1. Thus, the 
coefficients of the expansion for functions U (H) and V (H) can not be 
taken arbitrary, for example, they can not be set to zero or be coincident. 

On the other hand, expansions of the quantities in eq. (3.121) are de
termined up to arbitrariness in the coefficients of (xy)i in the expressions 
for form !v12i and H2i . The question of convergence of the obtained formal 
series is rather difficult and is beyond the scope of the present book. It is 
clear that any choice of the coefficients of (xy)i affects the convergence. 

Now let eq. (3.115) have a double non-zero root A with square elementary 
divisors, that is 

(3.129) 

and besides a12 and a21 do not vanish simultaneously. 
Then, the original system can be expressed in form (3.117) by a non

singular linear transformation of variables, where X and Y have the fol
lowing form 

00 00 

X = AX + y + LXi, Y = AY + L Yi (3.130) 
i=2 i=2 

in the vicinity of zero. 
Let us find such expressions for H, M, F1 and F2 that relationships 

(3.120) or (3.121) are satisfied by linear approximation. 
It is easy to see that in the case under consideration they are satisfied if 

we take 

M=l, (3.131) 

As before, we will try to obtain formal series for M, H, U and V which 
satisfy equalities (3.121). The construction is carried out by analogy with 
eq. (3.124) and is based upon the following general expressions 

00 2 00 

M l+L Mi' H = AXY + ~ + L Hi, 
i=l i=3 

00 00 

U H + LUiHi, V=H+ LViHi. (3.132) 
i=2 i=2 
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Inserting these relationships into (3.121), rearranging the resulting ex
pression and equating the forms of even degrees 2i yields the following 
equations 

AyM2, 1 - aH2i+l = B 2,. 
o~ ax 0 

(3.133) 

Balance of the forms of degree 2i + 1 results in the equations 

(3.134) 

Here Ai and B; depend on the same values which appear in eqs. (3.125) 
and (3.126). 

It is easy to show that the coefficients of the forms of odd degrees are 
uniquely determined from eq. (3.133) for any A2i and B 2i . The forms of 
even degrees, Nhi and H 2i+2 are determined up to the coefficients of the 

combinations (Axy+y2/2)i and (Axy+y2/2f. 
Denoting these coefficients, as above. by c and d we obtain the equations 

which are analogous to (3.127) 

c - (i + 1) d - (i + 1) Ui+l = a, c - (i + 1) d - (i + 1) Vi+l = b. (3.135) 

This equation confirms the above made conclusions, see eq. (3.127), that 
coefficients Ui+l and Vi+l can not be taken arbitrarily. 

Therefore, also in the case of a double eigenvalue we have succeeded in 
obtaining formal series (3.132) up to arbitrary coefficients of (AXY + y2 /2) i 
which satisfy eq. (3.121). 

If Al # A2, then the coefficients of (xyr are arbitrary, whilst if Al = 
A2 then the coefficients of (AXY + y2 /2) i are arbitrary. This arbitrariness 
associated with constructing the solutions of eq. (3.121), gives rise to the 
question of whether it is necessary to change expansion (3.124) (or (3.132)) 
for a change in the arbitrary coefficients. 

Let us denote expansions (3.124) or (3.132) which do not contain terms 
with undetermined coefficients by M*, H*, U* and V*. Another solution 
corresponding to a certain choice of the coefficients in the expansions for 
M and H can be obtained in two stages. 

First, a new multiplier is introduced 

(3.136) 

where (}:1, (}:2, (}:3, ... are chosen subsequently from the condition that the 
coefficients of terms (xy)i are equal to given values. The new functions 
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U (H*) and V (H*) are introduced by the formulae 

U 

V = (3.137) 

Then, we introduce the new argument of functions U and V 

(3.138) 

where values (31' (32"" are obtained from the condition that the undeter
mined coefficients are equal to the given values. 

The formal solution constructed in such a way satisfies, as before, system 
(3.121). However it does not lead to any change in the geometric properties 
of the canonised dynamical system. Hence the mentioned arbitrariness is 
not essential, however it determines the convergence of the obtained series. 

3.7 Canonised form of the equations of motion 

Let us derive the real-valued form of the completely canonised equations 
of motion for the system under consideration. To this aim, it is sufficient 
to return to the original physical variables q and p of the problem. For the 
case of >'1 =I- >'2 we finally arrive at the following equations 

where 

dq 
dT 
dp 
dT 

R(E) 

E (q,p) 

- + (all - a22) - - 2a12- , {}R [ {}S {}S] 
{}p {}p {}p 

-- + (all - a22) - + 2a21- , {}R [ {}S {}S] 
{}q {}q {}p 

(3.139) 

E + f riEi, S (E) = (all + 2a22 ) E + f siEi, 
i=2 (all - a22) + 4a12a21 i=2 

~ [a12p2 + (all - a22) qp - aq2] + f E i , (3.140) 
i=3 

ri and Si are some real constants, and Ei are homogeneous forms of power 
i in q and p. 
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In the case of >'1 = >'2 we obtain the following canonised equations in 
real-valued form 

---+ -+ + -dq _ oR [2 oS (1 a22 - au) OS] 
dT op op a12 op' 

(3.141) 

dp = _ oR + [(1 + a22 - au) aS + ~ (1 + (1 + a22 - au) 2) aS] , 
dT oq a12 oq 2 a12 op 

where 

CXl CXl 

R=E+ LTiEi, S=E+ LSiEi, 
i=2 i=2 

2
Pq [(au + a22) (a22 - au + a12) + au - ad + 
a12 

2 CXl 

8~2 [(au - a22)2 (1 - au - a22) - 2a12 (au + a22)] + LEi. 
12 i=3 

(3.142) 

The components in square brackets in eqs. (3.139) and (3.141) can be 
treated as components of the natural non-potential force acting on the 
system, whereas function E can be understood as its natural energy. 

The canonised form of the equations of motion (3.139) and (3.141) allows 
us to immediately determine the singular solutions of the system under 
consideration. 

Clearly, they satisfy the conservative (and thus integrable) part of the 
non-canonised equations. The values of the constant of the natural energy 
E = e, corresponding to these solutions, are determined from the condition 
of stationarity of function S, that is 

~~I =0. 
E=e 

(3.143) 

Generally speaking, eq. (3.143) may have several solutions in the con
sidered vicinity of the zero singular point. Among them, there may occur 
solutions corresponding to other equilibria of the truncated conservative 
subsystem, as well as to certain libration, escaping or limitation trajec
tories. In the latter two cases, the corresponding motion gains a special 
character in non-conservative systems. 

In a rather general form, the canonised system can be written down as 
follows 

1 [OR ] M 8p +F(E)X(q,p) , 

1 [ oR ] M - oq +F(E)Y(q,p) , (3.144) 
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where functions M (q,p) and R(E) are considered as being positive in a 
certain vicinity of zero. Introducing new time by means of eq. (2.60), we 
can cast the conservative part of system (3.144) in the canonical form 

dq 8R dp 8R 
dT 8p , dT = - 8q . (3.145) 

This system, see Secs. 3.2 and 3.3, admits a periodic general integral 

q q('ljJ,s), p=p('ljJ,s), 'ljJ=V(S)T+n:, 
211" 

S = 1 J 8q 
27r P 8'ljJ d'ljJ, (3.146) 

o 

where p and q are 27r-periodic functions of 'ljJ. The original system (3.144) 
in the "action-angle" variables (s, 'ljJ) has the form 

ds 
dT 

d'ljJ 
dT 

( 8q 8P ) 
8'ljJX - 8'ljJY F, 

V+ -X--Y F. ( 8p 8q ) 
8s 8s 

Relationship (2.60) is equivalent to the following one 

T 1/1 

t = J MdT = ~ J M d'ljJ. 
o 0 

By virtue of eq. (3.148) the following equality 

211" 

27r =.!. JMd'ljJ 
w v 

o 

(3.147) 

(3.148) 

(3.149) 

holds true, where w denotes the frequency of the fast phase r.p = w (s) t + n: 
corresponding to the "old " time. It is easy to obtain the expression for w 

(3.150) 

Then we have 

(3.151) 

Inserting eqs. (3.151) and (2.60) into (3.147) we finally arrive at the equa
tions of motion in the form 

(3.152) 
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where it is taken into account that "energy" E is function of action s and 
the following notation 

1 (Oq Oq) 
F[E(s)], U= (M) oCPy- ocpX , 

U _1_ (op X _ Oqy) 
(M) os os 

(3.153) 

is introduced. 
The periodic solution of system (3.152) is characterised by the relation

ships 

s,a=const, F*(s) =0, cp=w(s)t+a. (3.154) 

The variational equation about this solution is identical to eq. (3.95) and 
hence admits the single periodic solution 

8s = 0, 8cp = 1. (3.155) 

The corresponding periodic solution to the conjugated system 88,80 is 
determined by means of eq. (3.100) 

88 = _~ [.!. j'P (dw + dF* (s) v) 6.dcp + c], 80 = 1, 
6. w ds ds 

o 

(3.156) 

where 

ll. (<p, s) exp ( ~ dF,;.,( s) I u d.p ) , (3.157) 

c (s) = 1 ( 1 j27r (dCP + dF* (s) v) 6.d ) 
exp (27r)../w) - 1 Z; 0 ds ds cp 

and ).. denotes a characteristic exponent given by the formula 

27r 

).. = ~ dF* (s) jUdCP. 
27r ds 

o 

(3.158) 

Due to eq. (3.98), the condition for the orbital stability of the periodic 
solution (3.154) is ).. < O. 



4 
Conservative systems with many 
degrees of freedom 

4.1 Action-angle variables 

We consider the canonical equations of motion for conservative system with 
n degrees of freedom (ql" ... , qn) which is described by the Hamiltonian 
function H = H (ql, . .. , qn, PI, . .. , Pn). Integration of such systems can 
be carried out rationally by means of the autonomous canonical univalent 
change of variables qi,Pi -+ lPi, Si, [1], [60]. This transformation does not 
affect the value of Hamiltonian H and is usually given in an implicit form 

8W 
Pi=~, uqi 

8W 
lPi = 8S·' 

z 

where W denotes the generating function of the transformation 

W=W(ql, ... ,qn,S1, ... ,Sn)' 

depending upon the" old" coordinates and the" new" momenta. 

(4.1) 

(4.2) 

Let us assume that Hamiltonian h of the system under consideration 
depend only on the new momenta S1, ... , Sn. Then taking into account 
the first set of relationships in eq. (4.1) and condition H = h, we arrive at 
the autonomous Hamilton-Jacobi equation 

This partial differential equation serves to determine the generating func
tion W of the canonical transformation introduced above. 

R. F. Nagaev, Dynamics of Synchronising Systems
© Springer-Verlag Berlin Heidelberg 2003
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The canonical equations of motion in the new variables are given by 

. oh 
Si = - O<Pi = 0, 

. oh 
<Pi = OSi· (4.4) 

Thus, the new momenta are constant, i.e. they are the integrals of motion, 
whereas the new coordinates vary as linear functions of time 

(4.5) 

Hence, it is necessary to determine the total integral (rather than the gen
eralone) of the Hamilton-Jacobi equation. When this integral depending on 
m arbitrary constants SI, ... ,Sn is determined, then the general integral 
of the original system depending upon 2n constants SI, ... ,Sn, AI, ... ,An 
is obtained by resolving eq. (4.1) 

We also notice that the generating function W is Lagrange's action for the 
system under consideration 

(4.7) 

This can be proved easily by differentiating W, eq. (4.2), with respect to t 
and taking into account eqs. (4.1) and (4.4) 

dW oW. oW S . 
dt = Oqi qi + OSi i = Piqi· (4.8) 

As suggested by Stackel, see [60], for a rather wide class of conserva
tive mechanical systems with stationary holonomic constraints (K = K2 = 
~Piqi' eq. (2.15)) the total integral of the Hamilton-Jacobi equation is de
termined with the help of the method of separation of variables 

n 

W = LWi (qi,SI, ... ,Sn). (4.9) 
i=1 

It is worthwhile mentioning that usually, while solving these problems, the 
separation of variables turns out to be possible only by an appropriate 
choice of the coordinates. 

In conservative systems, more general indications of the separability of 
variables in the Hamilton-Jacobi equation are formulated in [IDO] and [37]. 
There also exist examples of integrability of the conservative systems of the 
impact-oscillatory type, see Sec. 4.4. In all these cases, the general integral 
of the system in non-small finite or infinite regions of the phase space has 
quasi-periodic (or conditionally periodic) character with not more than n 
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periods [5]. The new momenta can always be taken such that the new 
coordinates iP1 , .•• , iPn gain the meaning of the partial rotating phases of 
the quasi-periodic functions qi and Pi. In other words, functions qi and Pi 
can be taken to be periodic with respect to iP1 , ... , iPn with unit period 

00 

qi = 
it " .. ,jn=-r:x::> 

Pi = 

(4.10) 

These relationships characterise the quasi-periodic motions of libration 
(oscillatory) type with respect to all phases. On the other hand, if coordi
nate qi has the meaning of an angle and for this reason Hamiltonian H is 
27f-periodic with respect to qi, then rotation with respect to any of these 
phases, say iPj ' is observed. Instead of the first relationship in eq. (4.10) 
we should write 

(4.11) 
00 

L ajl,'" ,jn (SI,'" ,Sn) exp (27fH [jl iPl + ... + jniPnJ) . 
)1, ... ,jn=-OO 

The partial frequencies of the considered quasi-periodic motions are de
pendent on the new momenta and, by virtue of eq. (4.5), are equal to 

oh °i = OSi' (4.12) 

Finally, we notice that relationships (4.10) and (4.11) for fixed values of 
SI, ... , Sn determine a hypersurface in the 2n-dimensional phase space 
of the system, which is Cartesian and cylindrical with respect to libration 
and rotational coordinates, respectively. This hypersurface is topologically 
equivalent to a 2n-dimensional torus, with phases iPl, ... , iPn being an
gular coordinates of this torus. With this in view, the phase space of the 
integrable conservative system is said to be entirely filled by tori of the 
quasi-periodic solutions. 

Let us proceed now to determine the physical meaning of the new mo
menta SI, ... , Sn which are conjugated to the phases of the quasi-periodic 
general integral. Since the transformation qi,Pi -+ iPi , Si is canonical, we 
consider the following equations 

[iP i , Sj] = bij , 

where bij denotes the Kronecker symbol and 

[iP. S.] _ Oql OPI _ OPI Oql 
t, J - oiPi oSj oiPi oSj 

(4.13) 

(4.14) 
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denotes Lagrange's brackets, [60]. Let us rewrite this relationship as follows 

o ( Oql) 0 ( Oql) 
oBj PI Oipi - Oipi PI oBj = 8ij (4.15) 

and integrate it over ipl, ... ,ipn from 0 to 1. Then, both in the case of 
libration and rotation, we obtain 

1 1 

~ j ... jPI oql dipl··· dip = 8 oBj Oipi n 'J. 
o 0 

(4.16) 

The result is the required formulae 

1 1 

B· = j ... jp. oqj dipl .. . dip 
, J Oipi n· ( 4.17) 

o 0 

Assume that Lagrange's action of the system (4.7) is expressed in terms 
of the new coordinates and momenta, that is W = W (q (ip. B) , B). By 
virtue of eq. (3.111) the "total" partial derivative of W with respect to Bi 
is equal to 

(4.18) 

The quantities Pj and ~~ can be represented as generalised Fourier 

series both for libration and rotation, see eqs. (4.10) and (4.11). Direct 
integration of the latter equation yields 

(4.19) 

where function DoW can also be represented by Fourier series. As follows 
from eq. (4.19) the new momentum Bi is equal to the increment in La
grange's action of the system during one revolution of the phase ipi under 
unaltered values of the other phases 

Bi = WI::+! . (4.20) 

This explains why the new momenta conjugated to the phases are re
ferred to as the partial moduli of periodicity of Lagrange's action or partial 
integrals of action. 

In what follows, along with the introduced "action-angle" variables Bi , ipi 
we use their circular analogues, cf. (3.24) 
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Evidently, the original canonical variables are 27r-periodic with respect to 
the circular phases CPl, ... , CPn-

It is worthwhile mentioning another characteristic equality 

1. W 
s·w· = 1m-
•• t--+(X) t ' (4.22) 

which follows directly from eq. (4.19). 
Transformation to the "action-angle" variables is simplified in the pres

ence of the cyclic coordinates. For instance, let the conservative system be 
described by n positional generalised coordinates q1, ... , qn and a single 
cyclic coordinate q, the latter having the meaning of the angle. Then its 
Hamiltonian is written as follows 

(4.23) 

and the cyclic momentum P is an integral of motion. Transformation to the 
"action-angle" variables P, PI, ... , Pn, q, ql, ... ,qn -> S, Sl, ... , Sn, cP, CPl' 
... , CPn is performed by means of the generating function 

W = sq + WI (q1, ... , qn, Sl,··· , sn). (4.24) 

The positional coordinates are independent of the phase cP 

qi = qi (CPl'··· ,CPn' S, S1, ... ,Sn), Pi = Pi (CPl'··· ,CPn' S, S1, ... ,Sn). 
(4.25) 

At the same time, we have for the cyclic variables 

8W 
P= 8q = s, (4.26) 

Therefore, the cyclic momentum is the corresponding partial action, whilst 
the cyclic coordinate differs from the phase conjugated to this action in a 
quasi-periodic function of the "positional" phases CPl, ... 'CPn. Let us find 
the partial derivative of the identity H = h with respect to S and account 
for eq. (4.25) and the equality P = s. We also take into account that for 
the canonical transformation 

[cp. s] = 8qi 8Pi _ 8Pi 8qi + 8q = 0 
J' 8cpj 8s 8cpj 8s 8cpj 

(4.27) 

for any j = 1 . .. ,n. The result is 

8h = 8H + (8qi 8Pi _ 8Pi 8qi ) (p. = 8H _ 8q (p. 
8s 8p 8cpj 8s 8cpj 8s J 8p 8cpj J. 

(4.28) 

Direct averaging of this expression leads to the following formula for the 
cyclic frequency 

(4.29) 
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4.2 Conservative systems moving by inertia 

Integrable conservative systems with stationary constraints which move by 
inertia (IT = 0, K = ~Piqi = h, W = 2ht) are rather specific. In this case, 
equality (4.22) takes the form 

1 
h = -SiWi 2 . 

Clearly, the following differential identity holds true 

oh 
Si~ = 2h. 

USi 

(4.30) 

(4.31 ) 

Direct proof convinces us that function h of variables SI, .. . , Sn satisfying 
eq. (4.31) is given by 

( 4 .32) 

h D . f . f h . .. D D (SI sn-l) were IS a unctIOn 0 t e actIOn ratIOS, I.e. = -, . . . ,-- . 
Sn Sn 

In the case of the system with one degree of freedom , i.e . n = 1, Sn = s, 
the value of D does not depend on the action and is equal to the value 
which is the inverse of the steepness coefficient of the backbone curve, see 
eq. (3.71) , 

2 1 
D = \Vm) =-. 

e 
( 4.33) 

In accordance with eq. (4.33) , for a "conservative" crank mechanism 
shown in Fig. 4.1 we have 

K m~q) q2, m (q) = J + mr2 sin2 q, 

D [;¥J;r2 
k-- J +mr2' ( 4.34) 

FIGURE 4.1. 
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:x: 

FIGURE 4.2. 

where m and J denote respectively the mass of the slide block and the 
moment of inertia of the balanced crank (the mass of the connecting rod as 
well as the values of order r / [ are neglected). Furthermore, E (k) denotes 
the complete elliptic integral of the second kind 

n:/2 

E (k) = J VI - k2 sin2 ada. 
o 

(4.35) 

The problems of this class, having several degrees of freedom, are much 
more complex. For example, let us consider the free planar motion of a 
rhombus consisting of bars connected by joints, see Fig. 4.2. The masses 
are assumed to be concentrated at the joints. The generalised coordinates 
are angles {) and 'ljJ as well as the coordinates x and y of the centre of the 
rhombus. The kinetic energy of the rhombus does not depend upon x and 
y and, up to the terms linear in x and y, is equal to 

with [ denoting the length of the rhombus side. The cyclic momenta Px = 
oK oK . . . ax and Px = ay are constant. BeSIdes, as K, eq. (4.36), IS mdependent 

of'ljJ, the Routhian function of the system [60] is also independent of'ljJ 

K - Pxx - pyy = (mI + m2 + m3 + m4) [2 R, 

a(.22 .22) b(.2 2 .22) .. R = '2 {) sin {) + 'ljJ cos {) + '2 {) cos {) + 'ljJ sin {) - d)'ljJ. (4.37) 
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Here the following notation is introduced 

a = /-Ll + /-L3 - (/-Ll - /-L3)2, b = /-L2 + /-L4 - (/-L2 - /-L4f , 
4 

C = (/-Ll - /-L3) (/-L2 - /-L4), /-Li = md L mj (i = 1,2,3,4). (4.38) 
j=l 

It is easy to see that the Routhian function (4.37) is equal to the kinetic 
energy of the rhombus in the inertial system moving together with its center 
of mass. Then the "new" cyclic integral 

8R 2 2·· -. = (a cos 'l9 + b sin 'l9) 'l/J - c'l9 = P.p 
8'l/J 

(4.39) 

ensures that the kinetic moment about the centre of mass is constant. In 
addition to this, the "relative" kinetic energy of the rhombus is constant 
at any time instant, that is R = h. 

It follows from eq. (4.39) that 'l/J rotates with frequency W.p 

W,p = ( P,p + c{) ) 
a cos2 'l9 + bsin2 'l9 ' 

( 4.40) 

the variables tl.'l/J and 'l9 being independent of phase 'P,p. Here O:,p = const 
and ( ) designates time averaging. Then the partial action conjugated to 
'P,p is equal to the corresponding cyclic momentum, i.e. s,p = P,p, see Sec. 
4.1 for the proof of this statement in the general case. Additionally we take 
into account equality (4.32), i.e. 

( 4.41) 

As a result, the integrals of the relative kinetic moment (4.39) and the 
energy R = h can be cast as follows 

. 2 ( .) 'l/J = ~ s,p + c'l9 , 
2 ·2 S,p U - 2D 

'l9 = 2D v ' (4.42) 

where we introduced the notation 

U = a + b + (a - b) cos 2'!9, 
(a - b)2 

v = ab - c2 + 4 sin2 2'!9. ( 4.43) 

Let us notice that the value 

(4.44) 

is always positive and thus, during the motion, velocities {} and 1;; are always 
bounded. 
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Angle '13, determined by eq. (4.42), can change according to the law of 
a periodic libration '13 (t) = -'13 (t + T{}/2) with amplitude '13* and circular 
frequency w{} = 211" /T{} given by the formulae 

2D -a- b 
cos 2'13* = b' a-

w - ~ [i{}' ~d'l3l-1 
{} - 2J2j5 0 V~ 

( 4.45) 

The forthcoming analysis depends essentially on the sign of the difference 
4 

a - b, which, because L J-li = 1, can be represented in the form 
i=l 

( 4.46) 

If a > b and thus mlm3 > m2m4 then by virtue of eq. (4.45), for the 
periodic libration to exist, it is necessary to require fulfillment of the in-

equality b < D < a. Conversely, if 0 < D < b then iJ2 > 0 and the rhombus 
sides perform rotational motions relative to each other. Value D = a is the 
maximum and corresponds to a stable quasi-stationary solution '13 = o. 

When a < b, i.e. mdm2 < m4/m3, then the ranges of libration and 
rotation of angle '13 has the form a < D < band 0 < D < a, respectively. 
The maximum value D = b corresponds to the quasi-stationary solution 
'13=11"/2. 

In the case of libration, the explicit expression for the partial frequency 
of rotation of angle 'lj;, see eq. (4.40), is given by 

27r/w{j {}, 

w. ~ ~; / ; (,. + cO) dt ~ ~. / ( J u ~n;D + c) ~. (4.47) 

We insert expressions (4.45) and (4.47) for the partial frequencies of the 
considered two-frequency general integral into the following equation 

S2 1 2b = 2 (s,pw,p + S{}W{}) , (4.48) 

which is a direct sequence of eqs. (4.30) and (4.32). Then we arrive at the 
equation which enables us to determine D as function of the ratio of partial 
actions 

11" S{} 

4 s,p 

{}. 

-- "';v (u - 2D)- - -- arctan 1 i d'13 c 
J2j5 u 2y(Lb 

o 
(a> b). 

b(a - D) 
a(D - b) 

( 4.49) 

Due to eq. (4.49), D is a monotonically decreasing function of the ratio 
s{}/s.p, with the maximum value D = a ('13* = 0) corresponding to the 
minimum of the positional action s{} = o. 
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FIGURE 4.3. 

Therefore, the required expression for the Hamiltonian of the problem 
as a function of the partial actions s{) and s'" is given parametrically by 
means of eqs. (4.41) and (4.49) . 

It is important for the forthcoming analysis that the quasi-static motion 

{} 0, 'Ij; = s'" t + a"" mlm3 > m2m 4, 
a 

7r s'" {} 2' 'Ij; = Tt + a"" mlm3 < m2m 4 (4.50) 

corresponds to the minimum value s{) = WI~~+27r , see eq. (4.20) . For the 
considered class (ll = 0, W = 2V) we can speak both of Lagrange's action 
W, cf. eq. (3.19), and Hamilton's action V , cf. eq. (3.25). 

4.3 The problem of spherical motion of a free rigid 
body (Euler's case) 

The problem of free motion (ll = 0) of a rigid body having a fixed point, 
see eq. (1.99), is ideologically close to the above problem. However in the 
present problem two cyclic coordinates are not directly selected and thus 
the fast phases do not correspond to the original coordinates. At the same 
time, solving the problem by quadratures is caused by the fact that, in 
addition to the energy integral K = h, the kinetic moment of the body 
about point 0 has constant absolute value and direction. 

Proceeding to determining the dependence of the Hamiltonian of the 
body on the partial actions in form (4.32), we introduce three Cartesian 
coordinate systems with the same origin at the immovable point 0, see Fig. 
4.3: 
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1) the moving system Oxyz of the principal axes of the body; 
2) fixed system OX1Y1Zl; 

3) special fixed system Ox'y' z' whose axis Oz' is directed along the 
kinetic moment L, whereas axis Ox' lies in plane OX1Yl. 

The position of system Oxyz relative to systems OX1Y1Zl and Ox'y' z' is 
determined by Euler's angles which are denoted by 'ljJ, {}, r.p and 'ljJ', {}', r.p', 
respectively. The projections of the angular velocity vector w on the moving 
axes are given in terms on the auxiliary Euler angles by the formulae [7] 

P 
. I , 1" I • I. I I' I. I 

'ljJ sin {} sin r.p + {} cos r.p, q = 'ljJ sm {} cos r.p - {} sm r.p , 

r 
., , I 

'ljJ cos{} + <p . (4.51) 

Similar formulae prescribe the dependence of p, q, r on Euler's angles 'ljJ, {}, r.p. 
Without loss of generality we assume that A > B > C where A, B, C 

are the moments of inertia about the principal axes Oxyz, see eq. (1.99). 
The relationships 

L sin {}' sin r.p' = Ap, L sin {}' cos r.p' = Bq, L cos r.p' = Cr ( 4.52) 

are obtained by projecting the kinetic moment L on the moving axis. By 
virtue of eqs. (4.51) and (4.52) and equality K = ~ (Ap2 + Bq2 + Cr2) 
one obtains the following equations for the momenta corresponding to the 
auxiliary Euler's angles 

oK 
P1/J'=-., =L, 

o'ljJ 

oK 
P1/J' = -., =0, 

o{} 

oK 
P1/J' = o<p' = Cr. (4.53) 

The spherical motion of the body is governed by the first set of equations 
in (1.99) for projections of the angular velocity on the moving axis Oxyz 

Ap-(B-C)qr=O, Bq-(C-A)pr=O, Ci'-(A-B)pq=O. 
(4.54) 

The method of integration of system (4.54) is well known, [7]. First, by 
means of the first integrals K = hand A2p2 + B2q2 + C 2r2 = L2 one 
removes p and r from the above system. The result is a first-order differen
tial equation with separated variables whose general integral is expressed 
in terms of Jacobi's elliptic sine-function. Next p,r and then the auxiliary 
angles of nutation {}' and spin r.p', see (4.51), are expressed in terms of the 
elliptic functions. All of these quantities are 27l'-periodic functions of the 
first phase r.pl = Wlt + a. 

The auxiliary angle of precession 'ljJ' is determined by quadratures from 
the last equation in (4.51) and is a superposition of uniform rotation with 
the second partial frequency W2 and a 27l'-periodic function of r.pl 

(4.55) 
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According to eqs. (4.23) and (4.53), the partial action corresponding to 
phase 'P2 is equal to the modulus of the kinetic moment 

(4.56) 

Thus, instead of (4.32) we can write, see eq. (4.41). that 

(4.57) 

In order to expand the equality 

( 4.58) 

which is analogous to eq. (4.48), we recall the formulae for the partial 
frequencies of the two-frequency integral under consideration 

~ _7r_J2h (A ~ D) (B ~ C) 
wl~2K(k) ABC ' 

~ V2hD [ _ A - C p(n,k)] 
W2 ~ CIA K (k) , 

(4.59) 

where the complete elliptic integral of the third kind is denotes as 

n:/2 

P (n, k) J da 
o (l+ncos2 a)yh-k2 sin2 a' 

(D - C)(A - B) C (A - B) 
(A - D)(B - C) , n = A (B - C) , (4.60) 

[39], and it is adopted that C < D < B. As a result we arrive at the 
equation for the constant D as a function of the ratio of the partial actions 

D 7r81 JCD (C - D) K (k) + - (A - C) P (n, k) = - -- (A - D) (B - C). 
A 282 AB 

(4.61) 

In the case of B < D < A such equation is constructed by analogy, with 
the modulus of the elliptic function being equal to 11k, eq. (4.60). If D = B 
the motion is an aperiodic "separatrix" . 

Hence, the considered two-frequency solution depends On four constants 
81, 82, al and a2 and completely determines the spherical motion of the 
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body relative to the special fixed system Ox' y' z'. The general integral of 
the problem depending on six constants can be constructed if the position 
of the special system Ox' y' z' is determined relative to the basic system 
OX1YIZl. To this aim, it is expedient to enter the canonical pair of Andooyer 
[7], namely angle 'P3 between the fixed basic axis OXI and fixed special axis 

Ox' and the cyclic momentum 83 = P3 = 8~ corresponding to the true 
8'lj; 

angle of precession 'lj;. Let us notice that the introduced quantities 'P3 and 
83 are canonically conjugate but they are not true" action-angle" variables. 

It is easy to show that 83 is equal to the projection of the kinetic moment 
L on fixed axis OZI. Thus, the transition from system OXIYIZI to system 
Ox' Y' z' is carried out by the following two turns: the first turn is about 
axis OZI through angle 'P3 and the second turn is about axis Ox' through 

83 , 
angle arccos -. Then 'lj; = 'lj; + 'P3. 

82 
It is essential that, due to its physical meaning, 82 = L is always greater 

than the absolute values of 81 and 82. The formula for the true angle of 
nutation {} = L. (z, Zl) is given by 

83 'R2., , cos{} = -cos{} + 1- ~ sm{} cos'lj;. 
82 8 2 

(4.62) 

Here {} is seen to be dependent on 81, 83,C¥I, C¥3· In addition to this, 'lj; and 
'P depend on 'P3· 

4.4 On degeneration of integrable conservative 
systems 

As the above example show, the total number of pairs of" true" action-angle 
variables is often less than the number of degrees of freedom in the conserva
tive system under consideration. The cause is that the partial frequencies 
of the general quasi-periodic integral (4.6) are mutually commensurable. 
For example, let the relationships 

n 

L njiWi = 0 (j = 1, ... ,I, I < n) (4.63) 
i=l 

with mutually simple integers njl, ... ,njn be identically satisfied for 81, ... , 

8 n . In this case, the motion has m = n -I true partial periods and the sys
tem is referred to as I times degenerate. Correspondingly, the number of 
the true partial frequencies as well as the true pairs of the action-angle vari
ables is equal to m. Indeed, let us carry out the canonical transformation 
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of the variables si, 'Pi --t s~, 'P~ with the following generating function 

n I n 

F = LLnjisj'Pi + L sj'Pj. (4.64) 
i=l j=l j=l+l 

Due to eq. (4.64), the new variables are equal to 

n n 

'Pj L nji'Pi = L njiai j = 1, ... ,I, 
i=l i=l 

'Pi = Wjt + aj, j = I + 1, ... ,n. ( 4.65) 

Thus, the I first new frequencies vanish (wj = 0, j = 1, ... ,I) whilst the 
remaining m = n -I frequencies do not change (wj = Wj, j = I + 1, ... ,n). 
Then the true action-angle variables are only s;+ I' 'P;+ l' . .. ,s~, 'P~. As 

Wj = :~, the Hamiltonian of the system is only a function of the true 
Sj 

actions 

(4.66) 

Let us notice that the suggested way of transition to the new action-angle 
variables is not unique. 

In what follows, while considering degenerated problems, we use only true 
action-angle variables and keep the previous notation SI, 'PI' ... ,Sm, 'Pm 
(m = n - I) for the I times degenerate system. 

As before, see Sec. 3.4, the true phase is called isochronous if the cor
responding partial phase is constant and it does not depend on the initial 
conditions. If all phases of the I times degenerate system are isochronous, 
then the energy constant is a linear homogenous form of the true action 
constants 

(4.67) 

where values WI, ... ,Wm must be mutually incommensurable. Notice that 
expression (4.67) contradicts eq. (4.30) even for m = n. Thus, the conser
vative system moving by inertia can not be isochronous. 

The linear conservative system for which 

(4.68) 

admits the following general quasi-periodic solution of libration type 

(4.69) 

Here the quantities 

el = $t cos 'PI' ... ,en = v'2Sn cos 'Pn (4.70) 
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are harmonic variables, see eq. (3.42) and the partial frequencies WI, ..• ,Wn 

are roots of the determinant of the homogeneous system 

(Cij - w?aij) Xjl = 0, l = 1, ... ,no (4.71) 

The values Xl!, ... ,Xnl comprise particular solutions corresponding to the 
root WI and satisfy the following condition of orthogonality 

(4.72) 

The action-angle variables in eq. (4.69) are true variables and the system 
as a whole is not degenerate (l = 0) provided that the eigenfrequencies 
WI, ... ,Wn are mutually incommensurable. 

In a more general case, the canonical pair is referred to as anisochronous 
if the corresponding partial frequency is an essential function of 81, , ... ,8m 

(for l times degenerate system). A completely anisochronous conservative 
system can be characterised by the form of its m-dimensional backbone 
hypersurface whose equation is given, for example, in the form 

(4.73) 

One can speak of a hard (soft) anisochronism with respect to all phases, 
see eq. (3.69), if the matrix coefficient of steepness 

{Ph 
eij = --- (i,j = 1, ... ,m) 

88/18j 
(4.74) 

is positive (negative) definite. The "true" character of m pairs 81, 'PI' ... , 
8m , 'Pm and thus the presence of only l integer relationships (4.63) guaran
tees only non-degenerate character of the m x m matrix eij. 

Now let us assume that the conservative system moves by inertia, i.e. 
II = O. Differentiating eq. (4.31) with respect to 8j we immediately obtain 

(4.75) 

Inserting this expression into eq. (4.30) yields 

1 1 -1 
h = 2eij8i8j = 2eij WiWj > 0, (4.76) 

where ei/ denotes the coefficients of the matrix inverse of eij. As directly 
follows from eq. (4.76), the quasi-conservative systems moving by inertia 
are hard anisochronous. This conclusion is valid regardless of the fact that 
systems with many degrees of freedom, in contrast to systems with a single 
degree of freedom, may have limitation motions and separatrices at II = 0, 
and thus quasi-periodic motions may have qualitatively different character 
in various regions of the phase space. 
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or-- -r-""?!>- r----.----.----

FIGURE 4.4. 

The two-frequency spherical motion of a rigid body with three degrees of 
freedom by inertia, Sec. 4.3, is single degenerate and hard anisochronous. 

Let us demonstrate an example of a hard anisochronous with respect to 
both phases and non-degenerate (/ = 0) impact-oscillatory problem with 
two degrees of freedom. We consider the motion of two identical balls along 
a straight line within a two-sided limiter of length 2a. It is assumed that the 
balls move by inertia between the absolutely elastic collisions of each other 
or the limiter. According to the stereometric theory of impact [75], the balls 
exchange their velocities. Thus, the resulting two frequency motion can be 
easily reconstructed graphically, cf. Fig. 4.4. The closed form expressions 
for the motion of the balls are given by 

(4.77) 

where Xl and X2 denote the actual displacements of the balls when there 
is no interaction between them 

2a .. ( 2) Xi = - arcsmsm!Pi !Pi = Wit + Q!i i = 1, . 
7r 

(4.78) 

The partial frequencies WI and W2 are linearly proportional to the abso
lute values of the velocities (Wi = 7rvd2a). 

The Fourier expansions of the dependences (4.77) as well as the expres
sion for the energy constant in terms of the partial actions 81 and 82 are 
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given by 

a 4a ~ 1 [ . (7r ) . (7r ) ql = 3" + 7r2 ~ i2 cos Z '2 - CPl + cos Z '2 - CP2 -
i=1 

cos i (i - CPl) cos i (i - CP2)] , 

ql = -~ - 4a ~ .;.. [COSi (~+ CPl) + cosi (~+ CP2) -
3 7r2 ~ z2 2 2 

i=1 

cos i (i + CPI) cos i (i + CP2)] , 

7r2 2 2 
h = 8ma2 (81 + 82) . (4.79) 

The peculiarity of the obtained solution is the absence of the explicit 
dependence of qi and q2 on the partial actions which is typical for the 
impact-oscillatory systems in general. 

4.5 Conservative systems with a single positional 
coordinate 

Conservative systems having one positional coordinate while the remain
ing coordinates are cyclic are an important class of system integrable by 
quadratures. Contrary to the above examples, the generalised coordinates 
of these conservative systems can be chosen from the very beginning in such 
a way that the kinetic and potential energies are represented as follows 

II = II(q). (4.80) 

It is assumed that the conservative system has n + 1 generalised co
ordinates q, q1, ... , qn, the positional coordinate being q. The system is 
integrable by quadratures since there exist n first cyclic integrals 

(4.81) 

where PI, ... , Pn are constant cyclic momenta. Resolving the n equations 
(4.81) for the cyclic velocities 1/1, ... , I/n, we obtain 

(4.82) 

where values mi/ = mj/ are components of the matrix inverse of mij 

( 4.83) 
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Next we express the kinetic energy of the system in terms of the cyclic 
momenta PI, ... ,Pn by means of eq. (4.82). The corresponding expression 
leads to the form 

(4.84) 

where 

(4.85) 

The first energy integral of the system can be cast as follows 

K + II = ~M(? + U (q) = h, ( 4.86) 

where 

1 -1 
U (q) = II + '2mij PiPj. (4.87) 

It is useful to treat M iP and U respectively as the modified kinetic and 
potential energies of the equivalent conservative system with a single degree 
of freedom which is obtained as a result of excluding cyclic velocities. 

The first-order differential equation (4.86) can admit a constant solution 
q = q*, where the constant q* depends upon the cyclic momenta PI, ... ,Pn 
and is determined from the following equation 

(4.88) 

Here and in what follows, subscript * denotes that the value in paren
theses is calculated for q = q*. By virtue of eq. (4.82), the following values 
of the cyclic velocities 

(4.89) 

correspond to the value q = q*. 
It is assumed in the forthcoming analysis that the cyclic coordinates are 

the angles of rotation measured in radians. Then the cyclic momenta are 
the angular momentum whereas the equalities in eq. (4.89) characterise the 
uniform rotation of the system with respect to the coordinates ql, ... ,qn 
with the angular velocities Wh, ... ,Wn*. For this reason, this solution can 
be called quasi-static. 

Equation (4.88) for q. can be rewritten in a somewhat different form in 
terms of Wh, ... ,Wn*. To this end, the expressions 

(4.90) 
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which follow directly from (4.89) are substituted into eq. (4.88). Taking 
into account the identity 

dmtJ -1 .. dmii1 _ 0 
dq m t1 + mtJ dq - , (4.91) 

which is a consequence of eq. (4.83), we obtain 

(4.92) 

It is reasonable to determine the value of q* from (4.92) as a function of 
Wh, ... ,Wm . This enable us to obtain the cyclic momenta due to eq. (4.90). 
In this case, eq. (4.92) describes the extremum of the kinetic potential 
L = K - II of the system with respect to the positional coordinate under 
independent cyclic velocities 

(4.93) 

According to Routh's theorem, for stability of the considered quasi-static 
solution it is necessary and sufficient that for independent cyclic momenta PI, . .. ,Pn and under the condition q = q* the modified potential energy U 
has a minimum 

Co = (~:~) * = (~d2;f PiPj + ~:~) * > O. (4.94) 

Differential equation (4.86) in the vicinity of the obtained stable quasi
static solution is similar to eq. (3.10) for the case of a single degree of 
freedom. Therefore we can state that, in the considered vicinity of the 
quasi-static solution, the positional coordinate is equal to 

q = q* + 8q, (4.95) 

where the dynamic components 8q and h - U (q*) are given in the form of 
the following series 
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which coincide with those in eq. (3.41). Here ~ and", are harmonic canonical 
variables, see eq. (3.31), and, additionally, the following notation 

mo (M)*, Wo = ~, Ymo 
~ (di+2U) . 2 ' (i = 1,2, ... ) 
Co dq'+ * 

( 4.97) 

is introduced. All these constants depend on the cyclic momenta, and the 
positional frequency is W = dh/d8. The cyclic coordinates WI, ... ,Wn can 
be determined by averaging expression (4.82) over the positional phase 
'P=wt+a 

Because of eq. (4.82), the cyclic coordinates q1, . .. ,qn under oscillation of 
q is a superposition of the uniform rotation with frequency Wi and periodic 
oscillation of frequency W 

(4.99) 

where the additional terms are analytical with respect to ~ and '" 

{(d -1) [~ ] '" mij Wo Wo III 
Oqi = -- -- - + - (- - f..L1) ~ + . .. + 

Wo dq Co 4co 3 
* 

mij Wo -1 Wo (d2 -1) } [~ ~ * 2eo ~ +... Pj - (mij mj)* eo ~+ (4.100) 

Wo (Ill _ ) (102 _ 2) + ] _ Wo (dmi/mj) (102 _ 2)_ 
4eo 3 f..L1 '" '" . • . 4eo dq '" '" . . . . 

* 

Here the terms of order 83/ 2 and higher are not included. 
In accordance with formulae (4.21), the positional action is the ratio of 

the modulus of periodicity of Lagrange's action of the equivalent conser
vative system with a single degree of freedom to the full revolution of the 
phase 27f 

8 
1 J21T J21T (OPi op ) 

... p.- + p- d'P1··· d'P d'P 
(27ft+! ' o'P o'P n 

o 0 

21T/W 
1 J Mi/dt. 

27f 
o 

(4.101) 
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FIGURE 4.5. 

. 8qi 8q 
Smce -8 = Oij, -8 0 and Pi = const it is also essential that the 

'Pj 'Pj 
cyclic constants of action are equal to the cyclic momenta, i.e. Si = Pi. In 
other words, these actions are equal to the first integrals of the angular 
momentum. This is in full agreement with the result obtained at the end 
of Sec. 4.1. Let us recall that the same situation arises in the problem of 
the spherical motion of the rigid body by inertia, see Sec. 4.3. 

4.6 Motion of an elastically mounted, unbalanced 
rotor 

As an example we consider the motion of an elastically mounted, unbal
anced rotor, Fig. 4.5. The system has two generalised coordinates, namely 
the positional coordinate q describing the deformation of the elastic spring 
and cyclic coordinate ql which is equal to the eccentricity turn. Assuming 
the inertia of the rotor to be concentrated in the particle m at the end 
of the spring with rigidity c, we cast the expressions for the kinetic and 
potential energies in the form 

Using the notation of the previous section, see (4.80) and (4.85), we have 
n = 1, mn = m (r + qf ,ml = 0 and M = m. The cyclic constant of action 
is the kinetic moment of the rotor about the centre of rotation 

(4.102) 

whereas the modified kinetic energy, due to eq. (4.87), is equal to 

cq2 sj 
U =""2 + 2m(r+q)2· 

(4.103) 
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Equation (4.87) for the constant value of the positional coordinate in the 
quasi-static regime has the form 

(4.104) 

This equation admits two roots, both having physical meaning. One root 
is positive, whilst the other is negative and less than -T. In the neighbour
hood of Sl = 0 the first and second roots are analytical with respect to sI 

d 3/2 . an Sl ,l.e. 

2 

rfJ (1 - 3[) + 15[}2 + [}3 ... ), [} = :e~2' 

-T (1 + [}1/3 _ ~[}2/3 + ~[) + [}4/3 ... ) . 

On the other hand, for Sl --+ 00 the following expansion 

(4.105) 

(4.106) 

holds, where the upper and lower signs correspond respectively to the first 
and second roots. The cyclic angular velocity of the rotor in quasi-static 
regime, see eq. (4.89), is expressed in terms of q* by means of eq. (4.104) 

2 e q* 
Wh = mT+ q*' 

(4.107) 

Hence, the system has two principally different quasi-static regimes cor
responding to the uniform rotation under unaltered deformation of the 
spring. The quasi-static velocity of the first regime (q* > 0) is less than 
the eigenfrequency of the mass m attached to the spring, i.e. Wh < elm, 
whereas under the second regime (q* < -T) we have Wh > elm. For this 
reason, the first and second regimes are referred to as pre-resonant and 
post-resonant, respectively. It is also important that both regimes are sta
ble since value Co, eq. (4.94), expressed in terms of q* is equal to 

(4.108) 

and thus is always possible. 
We express all quantities of the problem in terms of the quasi-static 

deformation q* of the spring which is a function of the cyclic action S1, 

see eq. (4.104). The final expression for the energy constant, see eq. (4.96), 
takes the form 

(4.109) 
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If SI ~ 0 (1) ~ 0) then, due to expansion (4.105) for (q*)I' the energy 
constant (4.109) is an analytical function of s and s~ 

cr2 ( 2) fc (3 ) 151) 2 (h)1 = 21) 1 -1) + 31) +... + V;;' 1 + '21) +... s + mr2 s + .... 

(4.110) 

The dependence of the energy constant on action SI for the second solu
tion (q*)2 is more complex and has a non-analytical character 

2 

(h)2 = c; (1+31)1/3_1)2/3+ ... )+ 

fk1)-1/6 S __ 5_1)-2/3s2 +... . (4.111) 
V~ 12mr2 

When SI ~ 00 then, by virtue of eq. (4.106), we can write instead of (4.109) 
that 

h = cr2{jl/2 (1 =t= {j-l/4 _ ~~ {j-l/2 + ... ) + 

2 fc (1 ± .!.{j-l/4 + ... ) ± ~2{j-3/4S2 + .... (4.112) V;;' 6 64mr 

Comparing eqs. (4.112) and (3.56) shows that in the considered sys
tem with two degrees of freedom dependence of the energy on "rotational 
action" SI is of a character which can not be realised in a system with 
one degree of freedom. If SI = 0 (s) ~ 0, then an approximation h ~ 
JCl/m (SI + 2s) follows from eq. (4.112) which demonstrates that the 
isochronous harmonic oscillations of frequency Jc/m are observed in the 
system. In this case, distance q changes with a double frequency oh/ as ~ 
2 JCl/m. 

Finally, we present the expressions for q and ql obtained in accordance 
with eqs. (4.96) and (4.100) in the form of the analytical functions of vari
ables e and 'f/ 

2 ( )-1/2 
q = q* + (meo)-1/4 e + q* meo (e + 2772) -

(r + q*) (r + 4q*) 

q*(meo)-3/4 e [ 2 ( ) 2] 
2 2 25re - 45r + 232q* 'f/ +..., 

16 (r + q*) (r + 4q*) 

2(meo)-1/4 77 ~ 
'PI + (r + q*) V r +4q* x 

(4.113) 

{I 
(meo)-1/4 (r + 7q*) e (meo)-1/2 

- + x 
3 (r+q*)(r+4q*) 48 

3 [32 (r2 + 4q~) - 75q*r] e + [32 (r2 - 4q~) - 51q*r] 772 } 
(r + q*) (r + 4q*) + . . . . 
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4.7 Spherical motion of an axisymmetric heavy top 

An axisymmetric heavy top is a classical example of a conservative system 
with one positional and two cyclic coordinates. Indeed, let us take the true 
angles of precession 'lj; and spin 'P as well as variable u = cos {) ({) denotes 
the angle of nutation, see (4.62)) as the generalised coordinates. Unlike the 
problem studied in Sec. 4.3, there is no need to introduce a special fixed 
coordinate system since the present problem has a selected direction and 
the kinetic moment about the fixed point is not constant. The coordinates 
introduced above are the most natural if the fixed axis 0 Zl is vertical and 
the moving axis Oz is coincident with the symmetric axis of the body. Then, 
due to equality of the equatorial moments (A = B), the kinetic energy of 
the body is written as follows 

A [ 2·2 it?] C (. )2 K ="2 (1 - u ) 'lj; + 1 _ u2 +"2 u'lj; + if 

The potential energy depends only on u 

II = Ppu, 

(4.114) 

(4.115) 

where P and p denote the weight and the eccentricity (the distance between 
the centre of mass and the fixed point) of the heavy top. Hence, coordinates 
'lj; and r.p are cyclic whilst u is the positional coordinate. 

Using eq. (4.114) we can write expressions for the cyclic actions sip and 
s,p in the form 

(4.116) 

The energy integral of the heavy top in the form of eq. (4.86) equals 

Au2 

2(1-u2) +U(u)=h, (4.117) 

where the modified potential energy is given by 

(s,p-s<pu)2 s~ 
U = Ppu+ 2A(1- u2) + 2C' (4.118) 

It is convenient to set equation (4.88) for the quasi-static solution in the 
following non-dimensional form 

(4.119) 

where (]",p and (]" ip denote non-dimensional analogues of the cyclic actions 

(4.120) 
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According to eq. (4.119), quantity u* is a symmetric function of a'!jJ 

and a rp. Thus, the structure of isolines in the plane (a '!jJ, a rp) is symmetric 
about bisect rices a'!jJ = arp and a'!jJ = -arp. It is also important that for all 
solutions of eq. (4.119) the value 

(s~ + s~) (1 + 3u;) - s1jJsrpu* (3 + u;) 
A (1 - u;)3 

is positive and thus the quasi-static solution is stable. 

(4.121) 

The first-order differential equation (4.117) is actually coincident with 
the equation which is used for construction of the general three-frequency 
integral of the problem of pseudoregular precession of the heavy top. Closed 
form expressions characterising this solution are constructed in accordance 
with the scheme of Sec. 3.2 and expressed in terms of Jacobi's elliptic 
functions. Using the formulae of Sec. 4.5 it is also possible to obtain an 
expression for the energy constant h as power series in terms of the po
sitional action S as well as expansions for the generalised coordinates in 
terms of powers of the harmonic canonical variables ~ and 77. The latter 
expansions are not convenient if eccentricity p ---+ o. Indeed, if p = 0 then 
the advantageous direction of the vertical OZI no longer exists and there 
appears a necessity to introduce a special fixed system whose axis Ox' is 
directed along the fixed kinetic moment of the heavy top, see Sec. 4.3. Cor
respondingly, the efficient solution for p = 0 is obtained from the solution 
of the problem of the spherical motion of the body by inertia. 

Let us proceed to the solution of this problem. Assuming A = B (C < 
D < A) we have k = n = 0, K = P = 7[/2 and thus, instead of eq. (4.61) 
we obtain 

1 1 ( si A - C) 
D = A 1+ s§-c . (4.122) 

Expression (4.57) takes the following form 

1 A - C 2 S§ 
h = 2ACS1 + 2A. (4.123) 

It follows from this equation that 

(4.124) 

In this case the elliptic functions reduce to circular functions, so that the 
general integral of the problem is given by 

(4.125) 
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This solution describes the regular precession of the heavy top [7]. Since 
r = const we immediately obtain that the partial action 81 is equal to the 
projection of the kinetic moment on the symmetry axis OZl (81 = Cr) and 

thus coincides with the generalised momentum P'P = ~:. Hence 81 = 8'1" 

see eq. (4.116). 
Using relationships (4.125) we write down expression for u, eq. (4.62), 

(4.126) 

where 83 = P<p = 8l,J is taken into account. Expression (4.126) is a general 
integral of equation (4.117) for p = O. The quasi-static solution (u = const) 
which is obtained from (4.126) has the form 

{ 
8",/8'1' 

u* = / 
8'P 8,,-, 

82 = 8"" > 8~" 
82 = 8<p > 8'P' 

(4.127) 

It is easy to see that it is the solution which is obtained from eq. (4.119) 
for p = O. It is also essential that in the first case (8'1' > 8<iJ) the kinetic 

8 2 
moment is directed along the symmetric axis of the heavy top, h = 2~ 

and the motion gains the character of uniform rotation. In the second case 
(81j; > 8'1')' the basic OX1Y1Z1 and the auxiliary coordinate systems coincide. 

Phase 'P2 is positional for solution (4.126). Therefore, the positional ac
tion 8 introduced in Sec. 4.5 should be additive with respect to 82 = L. 
On the other hand, 8 = 0 for the quasi-static solution (3.18). Therefore, 
82 = 8'1' + 8 for 8'1' > 81j; and 82 = 81j; + 8 for 81j; > 8'1" Now it is easy to rep
resent expression (4.126) for u in the form of a series in terms of harmonic 
variables ~ and 1] by using equality 8 = ~ (e + 1]2) . 

Closing the study of the free spherical motion of the symmetric heavy 

top, we notice that expression (4.126), equations for 'ljJ, 'P and Pu = ~~ 
(not shown here), as well as identities P'P = 8'1' = 81, P1j; = 81j; = 83 define 
the transition from the original canonical variables to the new canonical 
variables 8i, 'Pi (i = 1,2) which are referred to as Andooyer's variables [7]. 
This replacement is especially efficient for solving problems by the method 
of small parameters provided that their generating approximation deals 
with a free symmetric heavy top. For example, in the case of the heavy top 
the Hamiltonian in terms of Andooyer's variables is given by 

see eqs. (4.115), (4.123) and (4.126). 
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Let us assume that the eccentricity is small. Then the generating Hamil
tonian does not depend on the positional coordinate, which is phase 'P2, as 
well as the cyclic momentum 83. The same problem in terms of the original 
canonical variables is much more difficult. 

4.8 Selecting the canonical action-angle variables 

As shown in Sec. 4.7, the spherical motion of a heavy symmetric top 
is a three-frequency motion and the corresponding system is thus non
degenerate. We denote the true phases, actions and frequencies character
ising this motion by 'P~, 8~ and w~ respectively in order to distinguish them 
from the original Andooyer variables 8i, 'Pi. We list here some properties of 
the considered solution. 

1. The cyclic momenta 81 and 83 coincide with the corresponding true 
actions 8~ and 8~, see Sec. 4.1. 

2. The partial frequencies w~ and w~ corresponding to these actions are 
. 8h 8h 

respectIvely equal to the values of -8 and -8 averaged over phase 'P2 
81 83 

within the period of 27f. 
3. Positional variables 82 and 'P2 as well as the nutation angle {} = arccos u 

are periodic with respect to t and thus are 27f-periodic with respect to the 
true phase 'P~. 

It is important that while constructing quasi-periodic general integrals 
of the integrable system with several (more than one) degrees of freedom 
we face an arbitrariness associated with the choice of the true phases and 
thus the actions. Indeed, instead of the adopted true phases 'P~, 'P~ and 'P~, 
we can enter the new phases 'P{, 'P~ and 'P~ by means of the relationships 

(4.129) 

where integers nij (i, j = 1,2,3) form a non-zero determinant. Nevertheless, 
in the problem under consideration there are grounds to choose one set of 
phases among an infinite number of such sets. This set can be taken as 
being the most reasonable and natural one if the physically meaningful 
cases of the additional degeneration of the problem are characterised by 
eliminating one or several partial frequencies. 

In the problem of the spherical motion of a symmetric heavy top, the 
first degeneration occurs under vanishing perturbation when p --7 o. The 
suggested way of introducing true phases is rational since the third partial 

1 J27r 8h 
frequency w~ = -2 -8 d'P~ vanishes at p = o. The second additional 

7f 0 83 
degeneration takes place at A = C, i.e. when the body possesses a complete 
physical symmetry. In this case, the angular velocity of the regular preces
sion is zero (WI = 0, see eq. (4.124)), the phase 'PI is constant ('PI = ad 
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and the energy is independent of the corresponding action, see eq. (4.123). 
Besides, at A = C (p = 0) the angular velocity vector is constant and its 
constant absolute value coincides with the second partial frequency which 
is the angular spin velocity W2. For this reason, the motion of the body has 
the character of uniform rotation about a fixed axis. 

In what follows we speak of an integrable conservative system with n 
degrees of freedom as completely degenerate or recurrent [53] if the degree 
of its degeneration is l = n - 1, see Sec. 4.4. The recurrent system has a 
single rigorously defined pair of true" action-angle" variables, namely s, 'P 
with the Hamiltonian h = h (s). Correspondingly, like the system with one 

degree of freedom, see Sec. 3.4, the single frequency w = ~~ and the matrix 

coefficient of steepness is degenerated into a value e = ~Z = w ~ . Motion 

of the recurrent systems in non-small regions of the 2n-dimensional phase 
space has periodic (libration or rotational) character. 

Hence, a recurrent conservative system corresponds to a completely sym
metric heavy top (A = B = C, p = 0) being moved by inertia. Another 
typical example of the recurrent system is the classical Kepler's problem 
of motion of a particle in Newton's central field, cf. [33], [60]. We do not 
dwell on the well-known construction of the general periodic integral of 
this problem. Our aim is to find the relationship between the energy and 
the action by means of elementary reasoning. To this end, we first assume 
that the particle moves on a circular orbit with a constant velocity v = wr. 
The orbit radius is easy to determine by equating the gravitational and 
centrifugal forces 

2 f 
rnw r = r2' (4.130) 

where m denotes the mass of the particle and f is the gravitational con
stant. 

Inserting the obtained value of the radius into the expression for the 
energy constant 

rnw2r2 f 
h=----

2 r 
(4.131) 

we can find the relation between the energy and frequency 

(4.132) 

Now it is easy to determine the expression for the action in terms of the 
energy 

Jdh ~ 
s= :;=fY2 (-h)" (4.133) 
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Since the considered system is recurrent, we can state that eqs. (4.132) 
and (4.133) are also valid for the more general case of an elliptic orbit. 

Let us demonstrate an example of an isochronous recurrent system with 
an infinite numbers of degrees of freedom. We consider the free vibration 
of a homogeneous string governed by the wave equation 

cPu 82u 
N 8x2 - P 8t2 = 0, ulx=O,l = 0, (4.134) 

where N, p and Z denote tension, mass per unit length and length respec
tively. The frequency spectrum of such a string is equidistant, i.e. the eigen-

frequencies are T ~, 2ZJr ~" .. . The frequency of the periodic general 

integral of the problem is equal to the fundamental frequency. The depen
dence of the energy on the action is of the linear character 

h = (N~s V-;; Z ' 
(4.135) 

which is typical for isochronous systems. 

4.9 Nearly recurrent conservative systems 

Speaking of conservative systems integrable by quadratures it is necessary 
to mention another class of systems whose order can be reduced by two 
by means of a special asymptotic change of variables. The class of system 
is the nearly recurrent conservative system with one fast, rapidly rotating 
phase. In accordance with the above, the Hamiltonian of such a system 
with n + 1 degrees of freedom can be represented in the form 

( 4.136) 

where E: is a small parameter characterising the proximity of the consid
ered system to the recurrent one. The consequent corrections HI, H2 are 
2Jr-periodic with respect to the fast phase q related the "slow" action P 
whereas qi,Pi (i = 1, ... ,n) denote other slow canonical variables. Let us 
notice that q, qi, Pi are constant and phase q rotates uniformly if E: = 0. 
While solving a more complex perturbed problem which yields this nearly 
recurrent problem in the generating approximation, it is necessary to check 
that parameter E: is not related to the perturbation parameter and, gener
ally speaking, that it considerably exceeds the latter. 

Following the averaging method [19], we seek a nearly identical univa
lent transformation of variables q, p, qi, Pi ---> U, V, Ui, Vi with the following 
generating function 

(4.137) 
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such that the new Hamiltonian H does not depend on U 

- - 2 
H=Ho(v)+EH1(v,Ul,Vl, ... ,un,Vn)+E .... (4.138) 

Functions F l , F2 , ... in the expression for F must be 27r-periodic with 
respect to the fast phase q. We equate the values of the old and new Hamil
tonians, i.e. H = H, and exclude the old momenta and the new coordinates 
by means of the following formulae 

8F 
Pi = -8 ' qi 

8F 
U= 8v' 

8F 
Ui = -8 . 

Vi 
(4.139) 

Next, equating the terms in front of the coinciding powers of c, we obtain 

where 

dHo 
Wo = dv ' 

(4.140) 

(4.141) 

As the averaging method suggests [98], we average the obtained equal
ities with respect to q over one revolution 27r and integrate them over q. 
As a result, the consequent corrections to the generating functions of the 
required transformation that are determined are correct to an arbitrary 
function of variables V, ql, Vl, . .. ,qn, Vn . The most rational way is to find 
these functions from the conditions (Fl) = 0 (i = 1,2, ... ) where 0 de
notes the operation of averaging over q, i.e. (-) = 2~ J~7r . dq, see Sec. 3.3. 
Thus, we finally obtain 

1 
Hl=(Hl ), Fl=-{Hl }, 

Wo 

H2 = (H2) + _1 (~_~) ((Hl )2 _ (Hi)) + / 8Hl OF1 ). (4.142) 
2wo 8v Wo \ 8Vi 8qi 

Here and, in what follows, {} denotes the operation of determining the 
antiderivative of the dummy variable q provided that this antiderivative 
has zero mean value, see eq. (3.61). 

The canonical equations of motion of the system in terms of the new 
variables have the form 

Vi 

o. . OHl 2 
U = Wo + E 8v + E ... , 

OHl 2 
-E-8 -E ... , 

Ui 
. 8Hl 2 

Ui = -E-- +E 
OVi 

'" , (4.143) 
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where, due to eq. (4.142), the new variables should be substituted into the 
expressions for HI, H2 • Hence, the new momentum v is constant and the 
equality v = const is a new first integral of motion which is essentially 
different from the energy integral. The action p corresponding to the fast 
phase q is close to a constant value and is referred to as the adiabatic 
invariant of the nearly recurrent system under consideration. The canonical 
variables Ui and Vi are determined separately from the truncated system 
of order 2n and are functions of slow time T = ct. The new fast phase U is 
found by quadratures from the second equation (4.143). 

Hence, the order of the system is reduced by two. If the original system 
has two degrees of freedom, then the selected subsystem of slow motions has 
second order and is thus integrable by quadratures. In this regard, a nearly 
recurrent conservative system with two degrees of freedom is integrable. 
Such a problem is the planar Kepler's problem under small conservative 
perturbations. However it is necessary to bear in mind that the asymptotic 
series (4.137) are actually divergent [19] and hence one can speak of the 
presence of a quasi-periodic (two-frequency) general integral only in an 
asymptotic sense (within a finite time interval of order 1/c:). 

The problem of motion of a canonical system with n degrees of freedom 
under periodic perturbation of high frequency v » Vo, where Vo implies a 
scaling value of frequency, is reduced to the above problem. The Hamilto
nian of the system is written as 

(4.144) 

Let us introduce the non-dimensional time q = vt and the corresponding 
"energy" p whereas c: = volv is a small parameter. Then the motion of the 
system in the enlarged phase space (q, p, ql, PI, ... , qn, Pn) is completely 
defined by the Hamiltonian 

(4.145) 

Here the independent variable is the non-dimensional time q. According 
to eqs. (4.137), (4.138) and (4.142) the generating function of the asymp
totic transformation under consideration and the Hamiltonian are given 
by 

F 

H (4.146) 

While substituting the arguments in H* it is necessary to keep in mind 
that F depends on the old coordinates and new momenta. It is easy to see 
that the corrections of order c:, c:2 , . •. in the expressions for F and H are 
independent of v. Hence, see eq. (4.139), U = q = vt and the equations 
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for the slow motions do not depend upon the modified "energy", i.e. v = 
const. With this in view it is reasonable to return to the physical time and 
consider the non-autonomous canonical transformation qi, Pi -+ Ui, Vi' The 
generating function F* of this transformation and the new Hamiltonian 
H* -I- H* are equal to 

H* (4.147) 

where integration is carried out with respect to q = vt. 
The considered approach can be easily generalised to the case of the 

nearly recurrent canonical systems, whose Hamiltonian depends upon slow 
time T = ct 

(4.148) 

In this case the generating function of the asymptotic change of variables 
and the new Hamiltonian are also dependent on T, i.e. 

F = qv + qiVi + cFI (q, v, ql, VI, ... ,qn, Vn , T) + c2 ... 

(4.149) 

The considered canonical transformation is, generally speaking, non
autonomous. Thus H -I- H and it is necessary to write 

- 8F 8F 
H=H+7jt=H+c 8T · (4.150) 

Otherwise the above procedure of constructing successive asymptotic ap
proximations is fully preserved. In particular, as before, it is rational to re
move the arbitrariness in determining FI , F2 , •.. in such a way that (Fi) = 0 
for i = 1,2,3 .... Then formulae (4.142) for HI, FI and H2 hold. However, 
now they explicitly depend on T. It is essential that in this case the formula 
for F2 changes. 

The canonical equations of motion in the new variables (4.143) also ad
mit the first integral v = const. Therefore, the adiabatic invariance of the 
action corresponding to the fast phase is retained under slow perturbations. 
The system of equations for slow motions serving to determine Ui and Vi 

becomes isolated, as above. This system is non-autonomous and thus can 
not be integrated by quadratures even for the original system with two 
degrees of freedom (n = 1). 

To conclude, the canonical system with one degree of freedom under slow 
perturbations can be integrated in an asymptotic sense. For example, this 
is the case of the oscillation of a pendulum with slowly varying length. 



5 
Resonant solutions for systems 
integrable in generating approximation 

5.1 Introductory remarks 

As pointed out above, the considered classes, as well as examples of systems, 
that are locally and globally (by quadratures) integrable are not only of 
interest by themselves, but also because they can be considered in the 
generating approximation of more complex perturbed problems. Analytical 
methods of investigation of such problems are well developed and are based 
upon expansions with respect to small parameters. 

The most important among them are the local method of analytic contin
uation with respect to small parameter (the Lyapunov-Poincare method) 
and the asymptotic averaging method whose fundamentals were formulated 
in the classical papers by Krylov and Bogolyubov [19], [98]. Lie's expan
sions [58] are successfully applied for the latter method, which were first 
suggested by Deprit and Hori in [24], [38]. 

The detailed presentation of these methods is beyond the scope of the 
present book. A number of treatises, for example [19], [103], [61], are de
voted to this aim. For this reason, before we proceed to make direct use of 
these methods we restrict ourselves to some remarks. 

First of all, we notice that the smallness of parameter c is usually based 
on the reasoning of purely physical nature. For instance, in the problem 
of weak interaction of several mechanical objects this parameter charac
terises the smallness (in a certain sense) of action of one object on another. 
From this perspective, using expansions which are typical for the Lyapunov
Poincare method give rise to a certain logical inconsistency, [18]. Indeed, the 
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substantiation of this method indicates only that the corresponding series 
converge for a sufficiently small value of the parameter and, moreover, that 
reliable estimates for convergence radii are absent for these series. Under 
the circumstances, in the forthcoming analysis we will prefer the averaging 
method which allows us to approximate the solution with any degree of 
accuracy within a finite but sufficiently large time interval. 

More often than not, investigations with the help of the methods of small 
parameters is related, in one way or another, to the basic assumption that 
the phase space of the system under consideration is bounded. In order 
to illuminate this statement let us consider two simple problems of the 
perturbed motion of the harmonic oscillator 

x + k 2 X + c sin x 

x + k2 x + c (±2 - 1) ± 
0, 

o (k = const) . (5.1) 

Both equations can be studied by means of the averaging method with 
relative ease. In the first case, the obtained averaged equation of the first 
order completely describes, in a certain sense, the dynamical system under 
consideration. For small c, this is a direct result of the inequality Isin xl ::; 1 
for any real values of x. This statement is, however, not valid for the second 
equation in (5.1) known as Rayleigh's equation. In other words, the solution 
of the corresponding averaged equation makes sense only under those initial 
conditions for which ± = 0 (1). In what follows, we always assume that the 
studied motions, also periodic, belong to the regions of the indicated type. 
Let us notice that the size of these regions can be small (of the order of c 
or J€) in some directions. This is above all relevant to the regions where 
one can apply the asymptotic transformations of the variables to averaging 
the systems with many frequencies in the case of the internal resonance. 

It is important that any generating approximation to the dynamical sys
tem with a small parameter is somewhat uncertain from the mathematical 
perspective. Indeed, any group of terms with the order of c can either be 
treated as being a part of the generating system or be included into the 
small perturbation. Hence, if by virtue of physical reasoning one has to 
consider a nearly conservative system, then a small non-conservative term 
should be considered as a perturbation of order c. This means that there ex
ists no nearly conservative generating system. For the same reason, while 
considering the problem of weak interaction of nearly identical dynamic 
objects their equations should coincide in the generating approximation. 

As mentioned above, the aim of the forthcoming analysis is not a further 
development and improvement of the approaches of non-linear analysis. The 
aim is to apply them to determine the general physical properties and to 
obtain the simplified equations of the first approximation for rather general 
classes of mechanical and other systems. The classes of dynamical systems 
whose equations of motion have a rather general mechanical structure are 
investigated in what follows. While formulating such problems it is often 
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not reasonable to bring them to the non-dimensional form and in particular 
to separate a small parameter explicitly. With this in view, for solving 
the physical problems we will use the concept of the formal indicator of 
smallness J.l which is equal to unity. In order to explain the concept, let us 
consider a system of equations with small parameter 

X=X(X,t,E), (5.2) 

where x denotes an n x 1 vector, by means of one of the asymptotical 
methods. Alternatively, the same method can be applied to the system 

X = X (X,t,J.lE) (J.l=1). (5.3) 

One can "forget" that parameter E is small and use an expansion in terms 
of J.l instead of an expansion in terms of E. Let us stress, that before any 
power series in terms of J.l is constructed one must carry out a thorough 
analysis of the smallness of the components of the analysed equations and 
clarify the physical sense of the true small parameter E of the problem. 

5.2 On transition to the angle-action variables 

Let us consider a dynamical system whose motion is described by the fol
lowing system of the differential equations 

aH 
~ + EXi (ql, ... ,qn,Pl,··· ,Pn, T1, ... ,Tr , E), 
UPi 

aH 
-~ + Eli (ql, ... ,qn,Pl,··· ,Pn, Tl,··· ,T,., E), 

uqi 

(i=l, ... ,n). (5.4) 

Here 0 < E « 1 and H = H (ql, ... ,qn,Pl, ... ,Pn) denotes the Hamilto
nian of the system, whilst Xi and li characterise small non-conservative 
perturbations which are 27f-periodic with respect to the phases Tl = 
VI t, ... ,T r = vrt of the external excitation. In addition to this, we as
sume that equations (5.4) are integrable in the generating conservative 
approximation (E = 0), that is, we can construct a transformation to the 
"action-angle" variables 

Generally speaking, this assumes the degeneracy of the conservative 
generating system in the sense that the matrix coefficient of steepness 

a2H 
eij = has the rank f ::; n. The deficiency of matrix eij is equal asiasj 
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to n - f and can be caused by the degeneration of the type described in 
Sec. 4.4 and a linear dependence of the Hamiltonian on some of the par
tial actions. If the variables are rationally taken, in the first and second 
cases, some of the partial frequencies turn respectively either to zero or to 
constant values independent of the actions. 

Let us carry out the transformation to the "action-angle" variables in 
the perturbed system (5.4) by means of eq. (5.5). We take into account the 
following identities 

oH 0Pi -----w· 
Oqi - O'Pj J 

(5.6) 

that are valid due to relationships (5.5). On the other hand, direct differ
entiation yields 

. Oqi. Oqi . 
qi = ~'Pj + ~Sj. 

U'Pj us] 

. 0Pi. 0Pi. 
Pi = ~'Pj + ~Sj. 

U'Pj us] 
(5.7) 

Inserting eqs. (5.6) and (5.7) into (5.4) allow8 us to write the equations 
of motion in the following form 

Oqi (. ) Oqi. 
Oln. 'Pj-Wj +~Sj 

Y] ] 
EX" 

0Pi (. ) 0Pi. 
0 1 n. 'P j - W j + ~ S j 

Y] ] 

(5.8) 

We first multiply the first equation in (5.8) with ~Pi and subtract the 
USI 

second equation multiplied with ~qi and sum over i from 1 to n. Then 
USI 

we multiply the second equation in (5.8) with ~qi and subtract the first 
u'Pl 

equation multiplied with ~Pi and sum up i from 1 to n. Accounting for 
U'P1 

eq. (4.3) we obtain 

CPi - Wi 

Si (5.9) 

As the conservative generating system is assumed to have degeneration 
of the two types mentioned above, we can take that the generating Hamil
tonian can be represented as a sum of two components, H = HI + H 2 . 

The first component HI is a non-degenerated function of the f first actions 



5.2 On transition to the angle-action variables 117 

81, ... ,8 f in the sense that the matrix 

(5.10) 

has rank f. The second component is represented in the form of a linear 
homogeneous form of the remaining g actions 

f+g 

H 2 = L Wi 8 i (f+g::;n), 
i=f+1 

(5.11) 

the constants Wf+1,'" ,wf+g being mutually incommensurable. Thus, the 
partial frequencies (and the corresponding phases and actions) are split 
into three groups. The frequencies of the first group are referred to as 
anisochronous and are essential functions of the corresponding anisochro
nous actions 

(5.12) 

It is natural to call the frequencies Wf+1, ... ,wf+g of the second group 
isochronous. As for the third group, its frequencies vanish identically, i.e. 
wf+g+ 1 = ... = Wn = O. For this reason, the corresponding "phases" 
'Pf+g+1,··· ,'Pn are slow ones. 

In further analysis, it is often efficient to perform a transformation to 
the non-canonical anisochronous "phase-frequency" variables 'Pi,Wi (i = 
1, ... ,f) by means of eq. (5.12). In this case, instead of the first equations 
in (5.9) we have 

f n (ap " aq ) E "e"k" _J X __ J Y. 
~2~a J a J' 
k=1 j=1 Wk Wk 

(5.13) 

This transformation must conserve the order of smallness of the right 
hand sides of the equations in (5.13) in the considered region of the phase 
space of the system. 

Further analysis assumes a certain commutation between the partial 
isochronous frequencies Wf+1,'" ,wf+g and the frequencies of external 
excitation V1,'" ,Vr . The corresponding combination resonance is char
acterised by the equalities 

f 

Wi = LaijVj +qi (i=f+1,···,f+g), (5.14) 
k=1 
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where aij is a g x r matrix with an integer coefficients whilst the isochronous 
detunings I f+l' ... , I f+g are prescribed and are of the order of unity. If 
we transform from the isochronous phases to the isochronous phase shifts 
'I9f+I, ... , 'I9f+g with the help of the following formulae 

f 

'Pi = L aijTj + 'I9 i , 
k=I 

( 5.15) 

(5.16) 

It is important from the perspective of further analysis that both isochro
nous actions and phase shifts in these equations are slow. Finally, all of the 
variables in the third group of the equations in (5.9) are slow 

I{!i c: (8pj X _ 8qj Y) . 
8si J 8si J 

Si c:(8%YJo_8pjXJo) (i=J+g+1, ... ,n). (5.17) 
8'Pi 8'Pi 

Equations (5.13), (5.16) and (5.17) form the basic system for further 
analysis. Their right hand sides are 2n-periodic with respect to TI, ... , Tr , 

'PI' ... , 'Pf, 'I9f ... ,'19 f+g· The slow "phases" 'Pf+g+l"" , 'Pn need not sat
isfy this condition. It is important that all the variables of the system, ex
cept the anisochronous phases 'PI' ... , 'P f, are slow. Among them, anisochro
nous frequencies WI, ... , W f determining the velocity of change of anisochro
nollS phases plays a special role. 

Therefore, while describing the general scheme of averaging the obtained 
system, it is expedient to introduce uniform notation for the" non-singular" 
slow variables of the problem 

{ 

'I9f+k k = 1, ... , g 
Sf-g+k k = g + 1, ... ,2g 

Xk = 
'Pf-g+k k = 2g + 1, ... , n - J + g 
s2f-n+k k = n - J + g + 1, ... ,2 (n - f) 

(5.18) 

As a result, instead of eqs. (5.13), (5.16) and (5.17) we obtain the fol
lowing system with ! -dimensional fast rotating phase 

I{!i - Wi c:uP) + c:2Ui(2) + c:2 ... , 

c:v:(l) + c:2 v:(2) + c:2 ... , 

c;Wk1) + c;2Wk2) + C;2 ••• , 

(i=1, ... ,!, k=1, ... ,m). (5.19) 
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Here m = 2 (n - f) and functions uF), ~(j), w~j) are obtained byexpand
ing the right hand sides of eqs. (5.13), (5.16) and (5.17) in power series 
in terms of the explicit small parameter c, and satisfy the above listed 
properties. 

5.3 Excluding non-critical fast variables 

In what follows we study equations which are somewhat more general than 
eq. (5.4) and differ from the latter in that functions Xi and Yi depend not 
only on the canonical variables ql, PI, ... , qn, Pn and phases of the external 
excitation 71, ... ,7 r but also on the components of the entries of the k x 1 
vector y which is not known in advance. This vector is assumed to be 
introduced by means of a special k-dimensional differential equation. For 
c = 0, the latter admits a quasi-periodic solution to be constructed which 
has the frequency basis WI, ... , W f, VI, ... ,Vr and is globally stable. This 
means that eq. (5.4) should be supplemented with the following equation 

iJ = Ay + F + c ... , (5.20) 

which is linear in y. Here the k x 1 vector F depends on ql,PI,··· ,qn,Pn 
and is 27l'-periodic with respect to 71, ... ,7r . After performing the trans
formation described in the previous section, the components of this vector 
depend upon WI, ... ,W f' Xl, ... , Xm and are 27l'-periodic with respect to 
~l' ... '~f and 71, ... ,7 r' Further analysis is carried out for the case r = 1 
(71 = 7 = vi). The generalisation to the case for r > 1 is obvious. 

Let us introduce the following two assumptions for the k x k matrix A: 
1) after transformation to the final equations (5.19) the components of 

this matrix depend only on the slow variables WI, ... ,W f' Xl, ... ,Xm , and 
2) the eigenvalues of the matrix have non-small negative real parts for 

arbitrary fixed values of WI, ... ,W f' Xl, ... , X m . 

It seems likely that it is not possible to consider sufficiently general cases 
that admit construction of a generating approximation of the stable quasi
periodic solution. 

In accordance with the adopted nomenclature, the components of vector 
yare referred to as the non-critical fast variables. Let us demonstrate that 
these variables can be removed by means of the following asymptotic series 
in terms of the powers of c 

y = Yo + CYI + c2 ... , (5.21 ) 

where the coefficients are 27l'-periodic with respect to ~l' ... '~f and de
penduponwl, ... ,Wf,XI,··· ,Xm · 

This means that only a small vicinity of the generating quasi-periodic 
family is considered, and the transient motions under arbitrary initial con
ditions for y are not investigated. 
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Substituting series (5.21) into eq. (5.20) and accounting for eq. (5.19) in 
the original approximation leads to the linear partial differential equation 
for Yo 

( 5.22) 

Clear ly, the fast phases 'PI' . .. ,'P f' T should be understood as the inde
pendent arguments of this equation whereas the slow variables WI, ... ,W f' 
Xl, ... ,Xm can be taken to be constant. 

A general investigation of eq. (5.22) is very difficult. However its stable 
quasi-periodic solution of the required type can be constructed easily in 
closed form with the help of the ideas of Sec. 1.2. To this aim. we introduce 
into consideration the generalised impulse-frequency characteristic of the 
system defined as the (f + 1) -frequency solution of the following matrix 
equation 

(5.23) 

where, as in Sec. 1.2 <I> designates the impulse-frequency function 

oc 

<I> (8) = 2: 6 (8 - 27ri). ( 5.24) 
i=-OC! 

and Ek is the k x k unity matrix. It is easy to see that solution of eq. (5.23) 
of the required type is cast in the form of the (f + 1) - fold Fourier series 

K =. I=_ Kj " ... ,j!,j exp [R (tji8i + j8)] , 
)b ... ,)!,)--oo k-1 

(5.25) 

where 

1 [ ( f ) ]-1 Kj " ... ,jd = (27r)f+1 R {;ji8i + jv Ek - A (5.26) 

Notice that the Fourier coefficients (5.26) are bounded since the real parts 
of the eigenvalues of matrix A are not small for any integer j1, ... ,it, j. 

Now it is not difficult to show that the original approximation of the 
required type is determined in closed form by means of the (f + 1) -fold 
convolution integral 

~l"'~f~' (5.27) 
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where 

(5.28) 

and the dummy variables ~l' ... '~/'~ are substituted into vector function 
F instead of 'Pl' ... ,'PI' 7, respectively. 

It is necessary to mention that one can separate from series (5.25) an 
arbitrary number of infinite subsequences with coefficients which do not 
decrease at infinity. The summation indices jl, ... ,j I, j corresponding to 
each of these sequences are characterised by the fact that the integer com-

I 
binations L jie; + jv become as close to any a priori given real number 

k=l 
as is wished. This is indicative of the fact that the structure of the gen-
eralised impulse-frequency characteristic is much more complex than the 
structure of the single-frequency one and series (5.25) should be understood 
in the generalised sense. However, the character of function Yo, given by 
eq. (5.27) or by the corresponding Fourier expansion, is not more complex 
than that of function F. In particular, the Fourier coefficients for Yo at 
infinity decrease at least not slower than those for F. 

Equations for the higher approximations have a similar structure. This 
testifies that the coefficients of the formal series (5.21) can be determined 
up to any power of the small parameter. Inserting the obtained expansions 
into the original system leads to the isolated system of type (5.19). The right 
hand sides of this system, see eqs. (5.13), (5.16) and (5.17), are subject to a 
certain transformation related to excluding the non-critical fast variables. 
In what follows, we assume that the corresponding change is carried out 
and retain the notation. 

5.4 Averaging equations of motion in the vicinity 
of the chosen torus 

Let us turn our attention to averaging system (5.19). We assume that the 
right hand sides of equations (5.19) after removing the non-critical fast 
variables are explicit functions of the slow variables Wl, ... ,wI, Xl, ... ,Xm 

and are 27r-periodic with respect to the fast phases 'Pl,··· ,'PI and the 
phases of external excitation 71, ... ,7 r. The frequencies of the external 
excitation vl, ... ,vr are taken to be essentially incommensurable. This 
means, see [36], that for any integer r-dimensional vector I with a non
zero norm there exists such a value L that the inequality 

(5.29) 

holds, where III = L~=lllil, I· v = L~=lli· Vi and h, ... ,lr denote com
ponents of vector l. 
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Let us choose a f x r matrix aij having integer components of the order 
of unity and carry out the following change of variables 

r 

C{Ji = L aij7i + fJ i , 

k=1 

f 

Wi = LaijVi + yE,i 
k=1 

(i=I, ... ,j). (5.30) 

Let us assume that anisochronous phase shifts fJ1 , . . . , fJ f and the corre
sponding detunings of the anisochronous frequencies 11, ... , If have order 
not lower than unity, see (5.14). Then replacement (5.30) is correct only in 
a certain yE neighbourhood of the selected torus with the frequency basis 
Vb' .. , V r . Direct substitution of eq. (5.30) into (5.19) leads to the system 
of equations in the standard form 

~ U(l) 2U(2) 3 
Y cl i + C i + C i + C ... , 

yE~(l) + c3/2~(2) + c5/2 ... , (i = 1, ... , j) 

W (l) 2W(2) 3 (k - ) C k + C k + C ... , - 1, ... , m , (5.31) 

the right hand sides being 27r-periodic with respect to the phases of the 
external excitation 71 = vlt, ... ,7 r = vrt. The time rates of the modified 
anisochronous variables fJ i and Ii have the lower order of smallness yE 
than the others. This means that constructing only the first approximation 
to the solutions of system (1.44) by the averaging method is not sufficient. 
With this in view, we first determine three asymptotic approximations to 
the solutions of the system of equations in the standard form 

(i=I, ... ,j), (5.32) 

where J.L denotes a small parameter, and, for the sake of simplicity, functions 
Z?) are assumed to be 27r-periodic with respect to the single phase 7 = vt. 
Acting formally, we use the nearly identical change of variables 

00 

" k (k) ( ) Zi = (i + ~J.L Ui (1,··· ,(n,7 . (5.33) 
k=l 

Here the coefficients are 27r-periodic with respect to 7 and are not known 
in advance. They are chosen in such a way that the equations of motion in 
the new variables are autonomous, i.e. 

(i = 1, ... ,n). (5.34) 

Then, as usual, cf. [19], [98], we differentiate eq. (5.33) with respect to 
t, remove derivatives Zi and (i by means of eqs. (5.32) and (5.34), exclude 
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the old variables with the help of eq. (5.33) and equate the coefficients of 
the same powers of J.L. The balance of the coefficients of J.L yields 

o (1) 
';:;"(1) + ~ = Z(l) 
~, v 07 " (5.35) 

where, here and in what follows, (1, ... ,(n are inserted in functions ZY) 
(k = 1,2, ... ) instead of Zl, ... ,Zn. Averaging eq. (5.35) with respect to 
explicit 7, we obtain, due to the 2n-periodicity of u~l} that 

(5.36) 

where (-) = Jo27r . dT. Function u~l) is then determined by quadratures up to 
an arbitrary function of (1, ... ,( n. Let us agree to remove this arbitrariness 
in such a way that function u~l) (as well as u~2), u~3), ... ) is 2n-periodic 
with respect to 7 and has a zero mean value. Thus, 

U(l) = {Z(1)} 
t l 1 ' 

(5.37) 

where here and further on, in accordance with the above notation, cf. (3.61), 
{ h with k = 1,2,3, ... denotes the antiderivative of the corresponding 
function of order k which is periodic with respect to t and has a zero mean 
value. 

Equations for the higher approximations are identical to eq. (5.35) and 
their solution is obtained by analogy. As a result, equating coefficients of 
J.L2 and p,3, we finally obtain 

( 
(1») { (1) (1)} Z (2) + OZi (1) (2) = Z(2) + OZi (1) _ OUi d1) 

, 0(. UJ ' U, , 0(. UJ 0(. ~J ' 
J J J 1 

z(3) OZi (1) OZi (2) ~ 0 Zi (1) (1) ( 
(2) (1) 2 (1) ) 

i + O(j Uj + O(j Uj + 2 O(jO(1 uj u1 ' 

z(3) OZi (1) OZi (2) _ OUi d2) _ OUi ';:;"(1) { 
(2) (1) (1) (2) 

i + O(j Uj + O(j Uj O(j ~j O(j ~j + 

~ 02 ZP) (1) (1)} 
2 oCo( u j u1 , 

J I 1 

(5.38) 

where summation over repeated subscripts j and I from 1 to n is implied. 
The formulae obtained allow us to average the original system (5.29) in 

the case of a single frequency excitation 

r = 1, 71 = 7 = vt, ail = 1,0 (5.39) 

up to quantities of order c3 / 2 included. For this purpose, it is sufficient 
to put p, = ..j€,z = (iJi'')'i,Xk). It is important that if a natural number 
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ail = 0 for some i, then the corresponding frequency Wi can not be made to 
be coincident with the excitation frequency, and phase 'Pi is a slow variable. 

Summarising, by virtue of eqs. (5.37) and (5.38), the required asymptotic 
replacement of variables {)i ----> ai, Ti ----> TJi' Xk ----> ak up to terms of order 
c3 / 2 is represented in the form 

ai + c ( { UP)} 1 + { ~(l)} J - c3/ 2 a~j {~(l)} 2 TJj + c2 ... , 

TJi + VE {V(l)} - c~ {V(1)} TJ· + c3/2 {V(2) + 
, 1 aaj , 2 J , 

a~(l) ({U(1)} + {V(l)} ) + a~(l) {V(l)} + a~(l) {W(1)} 
aa j J 1 J 2 an j J 1 aa k k 1 

_ (Iu(l») ~ + Idl)) ~ + Iw~l))~) {~(l)} + 
\ J aa j \ J an j \ aa k 1 

a2 {(I)}} 2 TJjTJ1aa V; +c ... , 
a] alII 

{W(l)} 3/2 a {W(l)} 2 
ak + c k 1 - c aa. k 2 TJj + c .... 

J 

(5.40) 

Here the repeated subscripts j and I imply summation from 1 to n 
whilst the repeated subscript k means summation from 1 to m. The orig
inal arguments ()i, Xk, Wi in the expressions for functions Ui(S) , ~(s), W~s) 
(8 = 1,2, ... ) should be replaced respectively by ai, ak and 

(5.41 ) 

where the latter three variables are naturally referred to as the averaged 
anisochronous frequencies. In general, they differ from the original fre
quencies in values of order c, i.e. Wi - ni = 0 (c). This also means that 
while constructing asymptotic approximations we "forgot" for the time 
being the explicit dependence of the averaged frequencies ni on c. We 
used the fact that all functions on the right hand sides of original system 
( ) . (1) (1) (1) (2) . . 
5.31 , l.e. Ui ,~ 'Wk ,Ui , ... depend on varIables Ti only III terms 

of anisochronous frequencies Wi = aijV + VETi' By virtue of eq. (5.41) all 
of the terms in series (5.40) can be, in turn, represented as power series in 
terms of VE about point ni = aijv, 

When we write down the averaged equations of motion, it is more conve
nient to enter frequencies 0,1, ... ,0, f instead of averaged detunings 171, ... , 
TJf' With the help of eqs. (5.36) and (5.38) we obtain 

ni - ai1v + cR; + E ... , 

EQk +E2 .... 

r.. _ Tl. 2p(1) 5/2 
H, - cr, + E i + E ••• , 

(5.42) 

These equations are very convenient since, up to the achieved accuracy, 
all functions on the right hand sides are dependent only on a1,··· ,a f' 
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p(l) 
2 

It is important that differentiating with respect to ni , in contrast to 
7]i' does not affect the order of smallness of the corresponding term, cf. 

O~i = y'c O~i· With accuracy of values of order c3/ 2 the equations in 

(5.42) are obtained by formally averaging the right hand sides ofthe original 
system (5.19) if we set 'Pi = aijvt + ai,Wi = ni,Xk = (Yk. Taking this into 
account and eq. (5.13) we have 

f n (!'l ) up oq 
'"""' ek '"""' _J X __ J Y 
~2~O J 0 J' 
k=l j=l Wk Wk 

(5.44) 

Due to eq. (5.30) an isochronous fast phases 'Pi are additive with respect 
to phase shifts {)i. By virtue of eq. (5.40) they are additive with respect to 
the averaged phase shifts ai up to non-small terms. This substantiates the 

replacement !'l0 -+ !'l0 (and clearly !'l0 -+ !'l~ ) in expression (5.44). 
u'Pk uak UWk UHk 

Variables a!, ... ,af in system (5.42) are formally not slow. However, it 
is necessary to remember that this system is valid only in the considered 
y'c vicinity of the single-frequency regime. Correspondingly, analysis of eq. 
(5.42) requires the initial conditions for n1 , ... ,nf , see also (5.41). 

Like (5.31), averaging the multi-frequency system 

(5.45) 

is carried out using a similar scheme. Asymptotic transformation of vari
ables is, as before, represented in the form of series (5.43) with coefficients 
u?), u~2), ... which are quasi-periodic functions of explicit time and have 
zero mean values. This transformation results in autonomous system (5.34). 
Due to the formal scheme of averaging [19], [98], equating of terms of order 
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ILk leads to the equations 

r {) (k) LVj :i +3~k) 
j=l UTj 

(5.46) 

where quasi-periodic functions of time are determined at the previous step 
of the iteration process and are represented by the generalised Fourier series 

r~k) = Lr~~) exp [R (l. T)] . (5.47) 
1 

Here I is an integer r-dimensional vector, r~~) ((1' ... ,en) denotes the 
Fourier coefficients and T = (T1, . .. ,T r) is a r x 1 vector. It follows from 
eq. (5.46) that 

d k ) 
~i 

(5.48) 

r 

where (I· v) = 2:: livi. Inequality (5.29) holds because of essential rational 
i=l 

incommensurability of frequencies VI, . .. ,V r . Let us additionally assume 

that function r~k) is bounded ( i.e. Ir~k) I :::; M) in the region 11m Tj I :::; R. 
This substantiates the following estimate for the Fourier coefficients 

(5.49) 

The above said ensures convergence of series (5.47), see [19], [98]. How
ever, due to the existence of an infinite number of small denominators of 
the sort (l. v)-l , the constructed function u~k) is a discontinuous function 
of frequencies V!, ... ,Vr . A number of papers devoted to improving the 
convergence of the method, see e.g. [20], [36], substantiate the basic idea 
of overcoming this difficulty which prevents direct application of the for
mal averaging scheme. In accordance with this idea, function r~k) given by 
series (5.49) is represented as a sum of two components 

L r~~) exp [R (l. T)] , 
Ill::;N 

L r~~) exp [R (l. T)] , (5.50) 
Ill>N 
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with N being a natural number. It is known that the following inequality 

(5.51 ) 

holds in the narrowed region 11m Tj I = R -,- 8, where 48 :s: 2, :s: R < l. 
Let us choose number N such that the remainder of series RN r~k) has 

order of smallness pk' where k' is a natural number. By virtue of eq. (5.50) 
we immediately have 

(5.52) 

The final estimate for N is obtained if we drop all the values of zero 
order in eq. (5.51) and has the form 

k' 1 
N = -In-. 

, p 
(5.53) 

Let us notice that this estimate does not depend on the particular form of 
function r~k). 

Hence, due to eq. (5.53), the remainder of series RN r~k) can be taken into 
account by means of the next approximation of order pk+k' whereas the 

right hand side of eq. (5.46) contains a finite trigonometric sum (r~k») N. 

In turn, the expression for the k - th correction u~k), eq. (5.48), can be 
represented as a finite trigonometric sum. As the norm of vector l in this 
sum does not exceed N, there exists the following restriction 

(5.54) 

for the small denominators, cf. eq. (5.29). 
A similar correction is needed for each step of the many frequency aver

aging and it is often convenient to take k' = 1. This means that the series 
remainder RNdk ) should be taken into account at the next (k + 1) - th 
approximation. However, for solving a number of practical problems, the 
equations for determining several first approximations are characterised by 
the fact that functions r~1), r~2) , . .. are automatically represented as a 
sum of a small number of harmonics. Therefore, the very necessity of this 
correction for constructing the approximations vanishes. 

Taking this into account we consider expressions (5.36)-(5.38), (5.40) 
and (5.43) to be valid for multi-frequency averaging. The operations of 
averaging and determination of the quasi-periodic antiderivative with zero 
mean value should be carried out in accordance with (5.48). Finally, the 



128 5. Resonant solutions for systems integrable in generating approximation 

averaged system is written in the form, cf. (5.42) 

r . n"" R 2 r. _ p. 2p(l) 5/2 ai Hi - ~ aijVj + C i + C ... , H~ - C ~ + C i + C ... , 

j=1 

ak cQk + c2 . .. . (5.55) 

As for the existence of infinite series of the averaging method (of the 
type of (5.33) or (5.40)) it is understood in the asymptotic sense and is 
determined by the existing theorems [19]. 

5.5 Existence and stability of stationary solution of 
the averaged system 

In accordance with [19], the existence of an asymptotically stable station
ary (constant) solution of system (5.55) guarantees, in the general case. 
existence and stability of the quasi-periodic solution of the original system 
(5.31) and (5.19) with the frequency basis VI, ... , V r . For sufficiently small 
values of c this stationary solution is analytic with respect to VE and is 
represented in the form of the series 

r 

ai a~O) + ca~l) + c 3 / 2 •.. , 0i = L aijVj + cO~I) + c 3 / 2 ...• 

j=1 

IJk IJ~O) + CIJ;I) + c3/ 2 . . . . (5.56) 

Inserting eq. (5.56) into (5.52) we obtain in the original approximation 

(Pi) =0, (Qk) =0, (i=I, ... ,j, k=I, ... ,m), (5.57) 

where, here and in what follows, parentheses mean that the corresponding 

t 't' 1 ltd 1: - (0) - (0) d n - {--. (. quan 1 y IS ca cu a e lor ai - a i , IJk - IJk an Hi - ~ aijVj m 
j=1 

the single frequency case Oi = ailv), Thus, in the general case, equalities 
(5.57) form a system of transcendental equations for parameters of the 
" t'" 1 t' (0) (0) (0) (0) L t th thO genera lng so u lOn a 1 , ... , a f ,1J1 , ... , IJm . e us assume at IS 

system has a simple solution. Then all of the successive approximations to 
the stationary solution will be determined from the linear heterogeneous 
systems with non-trivial determinant 

(5.58) 
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For this reason, inequality (5.57) is a sufficient condition for the existence 
of the required stationary solution (5.56) to system (5.55) for sufficiently 
small E. 

The local stability of the constructed stationary solution is established 
from the linear homogeneous system with constant coefficients 

obtained by means of variation of system (5.42) about the stationary point. 
Here and in what follows, the repeated subscript j implies summation from 
1 to J, and subscripts k and l from 1 to m, see eq. (5.40). 

In the generating approximation, system (5.59) admits J+m independent 
constant solutions 

Dij, DOi=Dak=O (j=l, ... ,j), 
DOi = 0, Dak = Dkl (l = 1, ... ,m) (5.60) 

and J solutions which increase linearly in time 

(5.61) 

Thus, characteristic equation of system (5.59) at E = 0 has am-fold 
zero root with simple elementary divisors and a 2J-fold zero root with 
square elementary divisors. Investigation of the local asymptotic stability 
is based upon constructing mutually independent particular solutions of 
system (5.59) in the form 

(5.62) 

which coincide with (5.60) at E = O. Here constant factors ai, bi , Ck and the 
characteristic exponent A depend on E. 

The right hand sides of the equations in system (5.59) are analytic with 
respect to ..jE. However, the terms of the lowest order of smallness are pro
portional to E and E2. Then, according to the known theorem of Malkin [61] 
for a m-fold zero root of the generating solution, there exist m particular 
solutions (5.62) for which 

, ,2 5/2 . _ (0) (1) 2 
AlE + A2E + E ... , at - a i + Eai + E ... , 

b(O) bel) 2 _ (0) (1) 2 
i + E i + E ... , Ck - Ck + ECk + E .... (5.63) 
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If we now substitute eqs. (5.62) and (5.63) into (5.59) and equate the 
non-small terms, we obtain b~O) = ... = b~O) = O. Equating terms of the 
first order in c yields the following linear homogeneous system of equations 

( OPi) (0) (OPi) (0) 
!l aJ. +!l c1 
uDj ual 

0, (i=l, ... ,f), 

( OQk) a(O) + (OQk) cia) 
ODj J oal 

Equating the determinant of this system to zero we arrive at the equation 
of m - th degree in ),1. The following m inequalities 

(5.65) 

are the necessary conditions for the asymptotic stability of the regime and 
form the isochronous criteria of its stability. Let us notice that ),1 oj 0 due 
to (5.58). 

Conforming with the above theorem [61], the following solution of system 
(5.59) 

),1 JE + ),2 C + c3 / 2 ... , 

bi b~O) + b~l) JE + c ... , (5.66) 

is analytical with respect to c and corresponds to 21 -fold zero root. 
Substituting eqs. (5.62) and (5.66) into (5.59) yields in the zeroth ap

proximation that b~O) = ... = b~O) = O. Equating terms of order of JE leads 
to the equations 

(5.67) 

Since ),1 oj 0 we have c~O) = ... = ~) = O. Equating terms of order c 
and accounting for eq. (5.67) results in the following 

b~2) + (~~) a;O) , (i = 1, ... , f), 

( OQk) a(O) (k = 1, ... , m) . (5.68) 
ODj J 

The first set of these equalities forms a separate system of 1 homogeneous 
linear equations in a~O), ... ,a~O). The condition for existence of non-trivial 

solutions of this system leads to the equation of degree 1 for ),i 

(( OPi) 2) det ODj - ),1 8ij = O. (5.69) 
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Let us assume that this equation has a complex-valued solution Ai. Then 

(5.70) 

and one of these Al is bound to have a positive real part. Thus for the 
solution to be stable it is necessary that Re Al = 0 or equivalently 

Ai < o. (5.71 ) 

Hence, all f roots of determinant (5.69) must be real and negative. The 
corresponding inequalities (5.71) form a set of anisochronous criteria of 
stability of the first kind. It is important that the pairs of Al corresponding 
to these roots are purely imaginary and form a complex conjugate. Hence, 
the conditions for the asymptotic stability (Re A < 0) are determined by the 
values of the next correction A2 of order c, see eq. (5.66). The value of this 
correction is obtained by balancing terms of order c3/ 2 after substituting 
eqs. (5.62) and (5.66) into the second set of equations in (5.59). Accounting 
for eq. (5.68) we have 

( OPi) a(I) _ A2a(l) = Al [2A28 _ (OPi) _ (ORi) _ 
00: . J 1 , 'J on . 00: . 

J J J 

~ (OPi OQk)] a(O) (i = 1, ... ,f) . (5.72) 
Al oak OO:j J 

Equalities (5.72) form a system of linear heterogenous equations for un
known values ap), ... ,ajl) with zero determinant, see (5.69). In order to 
find the solvability condition we introduce a linear homogeneous system 

(5.73) 

which is the conjugate to (5.68). Let us subject the solution of this system 
to the following condition of normalisation 

a(O)a* = 1 
J J . (5.74) 

Let us multiply eq. (5.72) with aT and sum up over i from 1 to f. Taking 
into account eqs. (5.73) and (5.74) we arrive at the formula for determining 
the required correction 

(5.75) 

Provided that inequalities (5.71) hold for all f values, A2, due to eq. 
(5.75), are real. Hence, the necessary condition for stability is fulfillment of 
the following inequalities 

(5.76) 
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These inequalities are referred to as the anisochronous criteria of sta
bility of the second kind. Thus, for the local asymptotic stability of the 
stationary quasi-periodic (in a particular periodic) solution of the original 
nearly conservative system, it is sufficient to satisfy three sets of different 
criteria of stability, namely isochronous criteria (5.65) and anisochronous 
criteria of the first (5.71) and second (5.76) kind. From the perspective 
of both constructing the regime and determining the sufficient conditions 
of its stability, it is necessary to find only expressions for Pi, R i , Qi (i = 
1, ... ,f, k = 1, ... ,m) in the form of explicit expressions of functions of 
the variables ai, ni , Uk of the averaged equations of motion. 

5.6 Existence and stability of 
"partially-autonomous" tori 

The" partially-autonomous" case is characterised by the fact that the fre
quency spectrum VI, ... ,Vr of the considered solution is broader than the 
frequency spectrum of the external excitation V p+l, ... ,Vr (p < v). Then 
the right hand sides of the original system (5.4) or (5.9) are explicit func
tions only of, - p external phases, whereas the autonomous (or internal) 
frequencies VI, ... ,Vp appear during the studied problem and thus are not 
known in advance. It is important that the autonomous frequencies as well 
as the frequencies of the external excitation are mutually incommensurable. 
The number of autonomous frequencies does not exceed the total number 
of isochronous and anisochronous phases (d < f + g). 

In general, transformations (5.14), (5.15) and (5.30) are applicable for 
determination of the ,-frequency motion which results in the situation that 
the problem reduces to investigation of the system in the standard form 
(5.31). It is essential for the forthcoming analysis that, due to the mutual 
incommensurability of the autonomous frequencies, the (f + g) x p matrix 
aij (i = 1, ... ,f + g, j = 1, ... ,p) with integer coefficients has rank p. 

The process of averaging system (5.31) follows the method described in 
Sec. 5.4. The resulting averaged system is put in the form (5.42). However 
the right hand sides of this system of equations have certain peculiarities. 
This is because all functions on the right hand sides of (5.31) depend on 
autonomous phases 71 = Vlt, . .. ,7 P = vpt only by means of anisochronous 
and isochronous phases 

r 

'Pi = ~.::>ij7j + {}i (i = 1, ... ,J + g), (5.77) 
j=1 
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cf. eqs. (5.15) and (5.30). For this reason, we have, for example 

8Vi(I) ~ 8Vi(I) 

~=Laij~ 
J 1=1 1 

(j = 1, ... ,p). (5.78) 

Multi-frequency averaging, as above, is performed in the sense of eq. 
(5.40), the original variables being replaced by their averaged counter
parts (in particular {)i ----+ ai, i = 1, ... ,f). By virtue of eq. (5.18), the 
notation {) 1 +k = X k (k = 1, . .. ,g) is introduced for the isochronous phase 
shifts. This suggests entering averaged isochronous phase shifts a 1+k = 
(Jk (k = 1, ... ,g). see eq. (5.40). Considering this, we carry out averaging 
of expression (5.78) and use notation (5.43). Since Vi(I) is 27r-periodic with 
respect to T j, we arrive at the following result 

f+g 8Pi L alj 8a = 0 (j = 1, . .. ,p). 
1=1 I 

(5.79) 

Equalities (5.79) imply in fact that functions Pi depend only on f + 9 - P 
independent linear combinations of phase shifts with integer coefficients. 
Particularly, it follows from eq. (5.79) that 

(5.80) 

The other functions on the right hand sides of the averaged system (5.42) 
for all approximations and, in particular Ri , pP), Qk, possess similar prop
erties. For this reason, we can write, for instance, that 

f+g 8Qk L alj 8a = 0 (j = 1, ... ,p). 
1=1 1 

(5.81) 

The stationary solution of the truncated system represented in the form 
of series (5.56) with constant coefficients has certain peculiarities. This so
lution is a p-parametric manifold and the characteristic equation of the 
variational system about this solution has a p-fold zero root for any ap
proximation. Clearly, this root does not affect the stability. Thus, the pro
cess of constructing successive approximations to the stationary solution 
can be extended as far as is wished, regardless of the fact that the rank of 
determinant (5.58) is equal to f + 9 - p. 

Therefore, phase shifts aI, ... ,a 1+g are determined from the stationar
ity conditions up to p arbitrary additive constants. This means that not 
only constants (J g+ 1, ... ,am but also the autonomous frequencies VI, ... ,Vp 

are determined with any degree of accuracy. Obviously, the latter should 
be sought in the form of series 

(0) (1) 2 
Vi = Vi + EVi + E .... (5.82) 
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Investigations of the stability of the stationary regime in the partially
autonomous case reveal a number of features and can be split into two 
essentially different cases. 

1. Number of autonomous frequencies does not exceed the number of 
isochronous phases, i.e. p ~ g. The isochronous criteria of stability of the 
stationary solution are convenient to study on the basis of the system con
jugated to (5.64) (with a transposed determinant) 

(oPj ) * (OQI) * -- a·+ -- cl 
oai J oai 

o (i=I, ... ,f), 

( o~) * (OQI) * -- a· + -- Cl 
oak J oak 

(5.83) 

Here, the repeated subscripts j and I imply summation from 1 to f and 
from 1 to m, respectively. Since ak = af+k the first 9 equations of the 
second set can be cast as follows 

(i = f + 1, ... ,f + g). (5.84) 

Let us consider the first f equations in (5.83) and the consequent 9 
equations in (5.84). Multiplying the i - th equation with aij, summing up 
the result over i from 1 to f + 9 and taking into account eqs. (5.79) and 
(5.81) we obtain 

f+g 

Al L aijci_ f = 0 (j = 1, ... , p) . 
i=f+l 

(5.85) 

According to eq. (5.85) there is a p-fold zero root (AI = 0) which, as 
mentioned above, is equal to zero for any approximation and thus does not 
affect the stability. For non-trivial roots (AI #- 0) we have 

f+g 
L aijc:_f =0 (j = 1, ... ,p). 

i=f+1 

(5.86) 

Thus, the isochronous criteria of stability are proved for the linear system 
consisting of equations (5.83) for i = 1, ... ,f and k = 9 + 1, ... , m as 
well as eq. (5.86). The simplest case of performing this investigation is 
p = 9 when, due to the non-degeneracy of the 9 x 9 matrix aij (i = 
f + 1, ... , f + g,j = 1, ... ,g), closed system (5.86) admits only non-trivial 
solution ci = ... = c; = O. The determinant of the above system (for 
p ~ g) yields an algebraic equation of order m - p for determination of the 
non-trivial values of Al (AI #- 0). The anisochronous criteria of stability are 
based upon eqs. (5.69) and (5.75). Clearly, A~ #- 0, because the f x f matrix 

OPi (.. 1 f) . all aki d ~ Z, J = , ... , IS not, gener y spe ng, egenerate. 
Uaj 
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2. The number of autonomous frequencies exceeds the number of isochro
nous phases, i.e. p > g. The peculiarity of this study is caused by the fact 

that rank of matrix {){)Pi (i,j = 1, ... , f) is equal to f + 9 - P < f. Indeed, 
aj 

let us resolve the last 9 equations in (5.79) for the derivatives with respect 
to the isochronous phase shifts 

(l = f + 1, ... , f + g), (5.87) 

where 

(k, l = f + 1, ... , f + g). (5.88) 

Inserting expressions (5.87) into the first p - 9 equations (5.79), we ar
rive at the relationships relating the derivatives of ~ with respect only to 
anisochronous phase shifts 

where 

1 
"bkJ" {)Pi = 0 ( ) ~ {) j=I, ... ,p-g, 
k=l ak 

I+g P 

bkj = akj - 2: 2: aij a ii 1akl. 

i=I+1 l=p-g+1 

(5.89) 

(5.90) 

All f (p - g) numbers bkj are rational. Equalities (5.89) indicates the 

above mentioned degeneracy of matrix {){)Pi (i, j = 1, ... , f) . Similar equal
aj 

ities are valid, as before, for functions R;, pP), Qk .... 
Let us proceed to direct analysis of the isochronous criteria of stability. 

To this end, in system (5.64) we introduce the new variables h, ... , lp_g, 

mp-g-b . .. , m p , np-g+b ... , nl by means of the formulae 

p-g p 

2: bij lj + 2: aijmj, (i=I, ... ,p-g) 
j=l j=p-g+1 

p-g p 

2: bij lj+ 2: aijmj+nj, (i = p - 9 + 1, ... , f) 
j=l j=p-g+1 

p 

2: af+k,jmj (k=I, ... ,g). 
j=p-g+1 

(5.91) 
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Substituting eq. (5.91) into eq. (5.64) and taking into account eqs. (5.79), 
(5.81) and (5.89) yields 

(k = 9 + 1, ... ,m) . 

One can see that variables h, ... ,lp_g do not appear in eq. (5.92). More
over, the system consisting of the first f equations and the last m - 9 equa
tions can be considered separately. As the total number of equations of this 
subsystem exceeds the number of variables (m - 9 + f > m - p + f) this 
subsystem has the unique trivial solution 

nf - - nf - c(O) - - c(O) - 0 -g+l - ... - - g+l - ... - m - . 

Then we obtain from the second set of equations in (5.92) 

P 

Al L af+k,jmj = 0 (k = 1, ... ,9)· 
j=p-g+l 

(5.93) 

(5.94) 

If Al = 0, then 9 unknown variables mp-g+l, ... ,mp can be taken arbi
trarily. Then the determinant of system (5.92) and in turn (5.64) have a 
g-fold root which is zero for any approximation. If Al =I- 0 then 

p 

L af+k,jmj = 0 (k = 1, ... ,g). 
j=p-g+l 

(5.95) 

The determinant of this system of 9 equations with the same number of 
variables is not equal to zero. Hence, it follows from eq. (5.95) that 

mp-g+l = ... = mp = O. (5.96) 

Equalities (5.93) and (5.96) are satisfied simultaneously for Al =I- O. 
Hence, the unknown parameters ml, ... ,mp _ g can be chosen arbitrarily. 
According to eq. (5.91), the original system (5.64) admits the following 
non-trivial family of solutions depending on p - 9 arbitrary constants 

p-g 

L bijlj = 0, c~O) = 0 
j=l 

(i = 1, ... ,f; k = 1, ... ,m). (5.97) 
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Therefore, the isochronous criteria of stability in the first approximation 
(Le. of order c) can not be determined and the higher approximation (i.e. 
of order c2) should be considered. To this aim, we first note that in the 
first approximation from the first set of equations in (5.59) with the help 
of eqs. (5.97) and (5.90) we obtain, cf. (5.63), 

p-g 

bill = L bijdj = 0, dj = Alij . 
j=l 

(5.98) 

Inserting eqs. (5.62) and (5.63) into eq. (5.59) we can balance the terms 
of order c2 , to obtain 

( OPi) (1) + (OPi ) bel) + (OP;.) (1) = A bel) 
oa. aJ on J oal Cl 1" 

J J 

(OQk) (1) + (OQk) bel) + (OQk) (1) = \ (1) 
oa. aJ on· J oal Cl AlCk 

J J 

(i=l, ... ,f k=l, ... ,m). (5.99) 

These equations are a consequence of only the second and third sets 
of system (5.59). Carrying out a replacement similar to eq. (5.91) in eq. 
(5.100) we have 

p-g p 

ap) LbijlY) + L aijm?), (i = 1, ... ,p - g) 
j=l j=p-g+l 

p-g p 

ap) LbijlY)+ L aijm?)+ni l ), (i=p-g+1, ... ,f) 
j=l j=p-g+l 

(k=l, ... ,g). (5.100) 

Taking into account eq. (5.98) we obtain 
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j~t, (~;) n;" + I~' (a;:~) cl" + %t (:;) bA 
j 

= Al L aj+k,jm;I), (k = 1, ... , g) 
j=p-g+l 

. t (~~k) ny) + f [(~~~) -15k1Al] c;l) + 
)=p-g+l) l=g+1 

p-g j (OQk) 
t;~ OOj bj1d/=0 (k=g+l, ... ,m). (5.101) 

Th k [(1) [(1) d . ( ) e un nown parameters 1 .... , p_g 0 not appear m eq. 5.101. 
However the constant parameters d1 , ... , dp _ g can be considered as being 
additional unknown parameters. For this reason, the first f and last Tn -

9 equations in (5.101) form a closed subsystem of f + m - 9 equations 
. h k . bl (1) (1) (1) (1) d d Th WIt unnownvana esnp _ g _ 1 , ... ,n j ,Cg+ 1 , ... ,cm , 1, ... , p_g' e 

determinant of this system provides us with an equation of degree m + 
p - 2g for determining the isochronous criteria of stability of the stationary 
solution. After resolving the subsystem, the values of m~~9_1' ... , m~l) are 
determined from the second set of equations in (5.101). 

In the problem under consideration (p > g) the total number of anisochro
nous criteria of stability of the first and second kind is equal to f + 9 - p. 
Indeed, we multiply the i - th equation of the conjugated system (5.73) by 
bij (j = 1, ... ,p - g) and sum up over i from 1 to f. Taking into account 
eq. (5.89) we obtain 

j 

Ai L bij a7 = 0 (j = 1, ... ,p - g) . (5.102) 
i=1 

If Ai -=I- 0, then 

j 

L bij a7 = 0 (j = 1, ... ,p - g) . (5.103) 
i=1 

In this situation it is reasonable to consider the closed system consisting 
of f + 9 - P equations (5.73) and p - 9 equations (5.1031' The determinant 
of this system is a polynomial of degree f + 9 - p in AI' Correspondingly, 
for stability it is necessary to satisfy f + 9 - p inequalities (5.71) and 
(5.76), the second corrections A2 being determined by formula (5.75). We 
can state that determinant (5.69) has a (p - g) -fold root Ai = 0, that is 
2 (p - g) -fold root Al = O. Only the p-g characteristic exponents are equal 
to zero in all approximations, the remaining exponents are non-trivial and 
have order E, the first corrections being determined from system (5.101). 
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To close the section we consider some typical particular cases. 
1. The case of pure isochronism in which the anisochronous pairs "phase

frequency" are completely absent (f = 0). The averaged equations have the 
form, cf. eq. (5.42) 

(5.104) 

the right hand sides of this system being expanded in series in terms of 
integer degrees of c. Correspondingly, solutions of system (5.104) are close 
to the solution of the original problem in time intervals of order 1/c. The 
number of autonomous frequencies is always less than the number of syn
chronous phases (p < g). Hence, only synchronous criteria of stability are 
essential. They are proved while solving the following equation, see (5.64), 

(5.105) 

2. The case of pure anisochronism in which the slow variables which are 
not conjugate to anisochronous pairs are completely absent (m = 9 = 0) . 
Then the last m "isochronous" equations in averaged equations (5.42) drop 
out. The isochronous criteria of stability, see eqs. (5.64) and (5.65), are 
absent and the anisochronous criteria are, as before, proved by means of 
eqs. (5.69) and (5.75). In this case 

A = ~ [(aPt) (aRt)] * (0) 
2 2 an + an. a, aJ • 

J J 

(5.106) 

Inequality 9 < p :::; f holds automatically in partially-autonomous prob
lems. Thus, determinant (5.69) has f - p values A1 which are conjugated 
to zero values and are determined, due to eq. (5.101) from the system 

t (~:,) n;l) + tt [(;~i) - /5 ij A1] ajldl = 0, 
j=p+1 J l=lj=l J 

(i = 1, ... ,f), (5.107) 

where it is taken into account that, by virtue of eq. (5.90) bjl = ajl for 
9 = O. In this case, transformation (5.100) takes the form 

p 

a~l) I>ijZY) , (i = 1, ... ,p), 
j=l 

(i=p+1, ... ,f). (5.108) 
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We multiply the i - th equation in (5.108) with ~:: and sum up over i 

from 1 to f. Accounting for eq. (5.79) we obtain 

~ (OPi) n(l) = ~ (OPi) a(l). 
L oa ] L oa J 

j=p+1] j=l] 

(5.109) 

Let us introduce into consideration the particular solutions aj/ (I = 
1, ... ,p) of the conjugated system 

(OPi) * 
oaj ajl = 0, (5.110) 

corresponding to the zero root and satisfying the conditions of orthogonality 
and normalisation 

aua;/ = I5 j / (j,1 = 1, ... ,p). (5.111) 

In the above manner, see eqs. (5.72)-(5.75), starting with system (5.107) 
and accounting for (5.110) we arrive at the system of p equations with p 
unknown parameters 

(I = 1, ... ,p). ( 5.112) 

For the single-frequency stationary solution of the pure autonomous 
problem (p = r = 1), we obtain 

(5.113) 

The absolute value of this expression is twice what is obtained due to eq. 
(5.106) for the zero root, [73]. Thus, all anisochronous criteria of stability 
of the latter problem can be uniformly written down. 

5.7 Anisochronous and quasi-static criteria of 
stability of a single-frequency regime 

Transformation to the" action-angle" variables in the original conservative 
system (5.4) with the help of eq. (5.5) is not always efficient. Indeed, let 
us assume for simplicity that all fast phases are anisochronous, i.e. f = n. 
Then the original canonical variables qi, Pi are analytical functions of the 
canonically conjugated harmonic variables, see Sec. 4.5, 

~i = v'2S: cos <Pi' 17i = -v'2S: sin <Pi (i = m + 1, ... ,n) . (5.114) 
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It is clear, that introducing harmonic variables for the other "action
angle" variables 'PI' SI, ... , 'Pm' Sm is not efficient. The same situation is 
observed in the case of libration of the second order system about the 
equilibrium position, see Sec. 3.2, as well as in the case of motion of the 
system with one positional and several cyclic coordinates in the neighbour
hood of the quasi-static solution, Sec. 4.5. In what follows, in the perturbed 
problem, we are also interested in quasi-static solutions, for which Si ~ 0 
when E ~ 0 (i = m + 1, ... , n). Variables (5.114), as well as their complex 
harmonic counterparts 

Zi = ~i + H7]i = ~ exp (-H'Pi) , 

z; = ~i - H7]i = ~exp (H'Pi)' (i = m + 1, ... ,n), (5.115) 

are referred to as quasi-static. 
Constructing perturbed trajectories based on eq. (5.9) is not efficient in 

this case since, for example, 

OPj 1 (OPj * OPj ) 
OSi = 2si Zi OZi + zi oz; (i=m+1, ... ,n). (5.116) 

Here and in what follows it is assumed that the old variables qi, Pi are 
analytical functions of zm+ 1, Z;';,+ l' . .. , Zn, Z~. 

Thus, the right hand sides of system (5.9) are no longer analytic with 
respect to Zm+1, Z;';,+1' ... , Zn, Z~. With this in view, it is more rational to 
use mixed variables 'Pl,Wl, ... ,'Pm,Wm ,Zm+l,Z;';,+l' ... ,zn'z~ where the 
matrix 

( o2H ) eij = ---
OSiOS 0 o_ J z,)-l, ... ,m 

(5.117) 

is assumed to be non-singular. As the result we obtain, instead of eq. (5.9) 

<Pi - Wi 

Zi + HWiZi 

where 

Wi = EVi, (i = 1, ... , m) 

~ ~(opo Oq) Ui = ~eik~ ~Xj -~}j , 
k=1 j=1 Wk Wk 

m n (Oq OP) Vi = Leik L ~}j - ~Xj , (i = 1, ... ,m) 
k=l j=l 'Pk 'Pk 

M = 2H~ (Oqj y. _ OPj Xo) 
, ~ oz* J oz* J , 

j=I' , 

(i = m+ 1, ... ,n) 

(5.118) 

(5.119) 
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and the quasi-static frequencies Wm+b ... ,Wn are functions of WI,··· ,Wm, 

Sm+1 = ~Zm+IZ;;'+l' ... ,Sn = ~ZnZ~. It is essential that these frequencies 
are analytical functions of sm+ I, . .. ,Sn and they are not equal to zero for 
Sm+I,.·· ,Sn = o. 

Directly applying the averaging method to system (5.118) is not pos
sible. In order to construct quasi-periodic solutions of such systems one 
can use Poisson's series based on the method of generalised normalisation 
by Bryuno [22]. The derivations accompanying this method are extremely 
cumbersome. For this reason, we restrict our consideration to the analysis 
of the existence and local stability of the periodic solutions of this system 
constructed by the Lyapunov-Poincare method [61]. We assume that func
tions Xi, Yi are 2n-periodic with respect to a single phase T = vt of the 
external excitation. 

We seek 2n lv-periodic solution of system (5.118) for sufficiently small 
E in the form of the following series 

'Pi 'PiO + E'Pil + E2 ... , Wi = Wio + EWil + E2 ... , (i = 1, ... , m) 

Zi EZil + E2 ... , z; = EZ;I + E2 ... , (i = m + 1, ... ,n). (5.120) 

The anisochronous phases, Sec. 4.8, can always be chosen such that the 
generating approximation has the form 

Wio = v, 'Pio = T + ai (i = 1, ... ,m), (5.121) 

where the generating phase shifts aI, ... ,am are constant. The generating 
values for the quasi-static frequencies 

(5.122) 

are incommensurable with the frequency of the external excitation v. 
While determining only periodic solutions, it is possible to generalise the 

analysis by assuming that functions Xi, Yi also depend on the non-critical 
fast variables YI,. .. ,Yk which are introduced by means of the following 
essentially non-linear differential equations, cf. (5.20), 

(5.123) 

functions Fs being 2n-periodic with respect to T = vt. Clearly, one can 
not speak of removing variables YI, ... ,Yk in this particular case. However 
we assume that functions Fs are such that the generating system 

. (0) _ f ( (0) (0) ) Ys - s YI , ... , Yk ,T + al,··· ,T + am, Vb· .• ,vm , T (5.124) 

is locally integrable. Here fs is the result of substitutions 'Pi = T + ai, Wi = 
Vi (i = m + 1, ... ,n), Zi = z; = 0 (i = m + 1, ... ,n). In other words, this 
system has 2n lv-periodic solution 

(5.125) 
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depending upon the constants a1, ... ,am, vI, ... ,Vn, V, whilst the varia
tional system 

(5.126) 

admits construction of the general integral in closed form. Moreover, it is 
assumed that solution (5.125) is asymptotically stable in the sense that all 
the characteristic exponents of linear system (5.126) with periodic coeffi
cients have non-small negative real parts. An explicit dependence y~O) on 
excitation frequency V is caused by the fact that this frequency is contained 
explicitly in the following system 

dy~O) f 
v~= s, (5.127) 

which is equivalent to system (5.124). 
8 (0) 

Derivative ~~ equals the periodic solution of the following linear sys-

tem 

( 
(0) ) k ( ) (0) :!:.- 8ys = ~ 8 is 8Yr _ .!.y(O). 

dt 8v ~ 8Yr 8v V s 
r=l 

(5.128) 

This can be proved easily by means of the partial differentiation of (5.127) 
with respect to v. The above mentioned local integrability takes place, first 
of all, in the problems of piecewise-linear problems or in problems which 
are integrable within the continuity region, see Sec. 1.3. 

System (5.124) of essentially non-linear equations under the action of 
periodic excitation with period 271"/ v can admit subperiodic solutions of 
periods 271" fjv, where j = 2,3, ... denotes multiplicity of the regime. In 
this case the consideration does not change if we make the replacement 
CPi -+ CPij in eq. (5.9) from the very beginning. 

A periodic solution of problems (5.118) and (5.123) having period 271"/v 
is sought in the form of series (5.120) and 

Ys = Yso + CYsl + c2 ... (8 = 1, ... ,k), (5.129) 

(0) I 
where Yso = Ys "'1= ... ="''''='''· 

As is easy to see, the first periodic approximation (of order c) can be 
constructed provided that there exists a periodic solution of the system 

. (1) _ (Tl:) Wi - Vi (i = 1, ... ,m). (5.130) 

One must substitute CPi = T + ai, Wi = Vi (i = 1, ... ,m), Zi = z; = 

o (i = m + 1, ... ,n), Ys = y~O), so that the true first correction is Wil = 
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W;l) IVl= ... =vm=v' The periodicity conditions reduce to the following equa

tions 

Pi(al, ... ,am,vl, ... ,vm,v) =0 

(VI = ... = Vm = V, i = 1, ... , m), (5.131) 

where, see eq. (5.43) 

27r 

g = ~J(V;)dT. 
21f 

(5.132) 

o 

As proved in the Lyapunov-Poincare theory of small parameters [61], the 
existence of a solution of system (5.131), which is simple with respect to 
al, ... , am, is the sufficient condition for the existence of the periodic so
lution of the original problem for sufficiently small c. This periodic solution 
can be represented in the form of series (5.120) and (5.129). 

Proceeding to an investigation of the local stability of the considered 
periodic solution, let us write down the following variational system of 
equations 

t5(Pi - t5wi = c [f (~Ut) t5Yj + t (~:) t5Yr + ... J 
)=1 Y) r=l Y 

. {~ [( oV; ) ( oV; ) ] t5Wi = C f;;r oc.pj t5c.pj + OWj t5Wj + 

t (~V;) t5Yr + ... } + c2 . .., (i = 1, . .. , m) 
r=l UYr 

OZ, + Hn,8z, ~ £ Lt, [ ( ~~' ) 8zj + ( ~~' ) 8z; ] + 

t (~~i) t5Yr + ... } + c2 ... , 

r=l Y 

6z: - Hn,6Z; ~ £ Lt [(~~,) 6zj + (~~) 8Z;] + 

~C~:)t5Yr+ ... }+c2 ... , (i=m+1, ... ,n) (5.133) 
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. ~(f)ls) ~[(Ols) (Ols)] 8ys = ~ oYr 8Yr + ~ O'Pj 8'Pj + OWi 8wj + 

t [(~~S)8Zj+(~::)8Z;+···l+E ... (s=l, ... ,k). 
J=m+l J J 

Here we omitted those terms among the terms of order E in the first 
2n equations which are not needed for constructing the required criteria of 
stability. In the case of E = 0, the characteristic equation for system (5.133) 
has a 2m-fold zero root with square elementary divisors and n - m pairs of 
pure imaginary roots ±yCTOi. All these roots are non-critical ones since 
the remaining k roots have non-small negative real parts. The stability 
criteria corresponding to the zero root and pure imaginary roots are called, 
as above, an isochronous and quasi-static criteria respectively. 

The coefficients of the linear homogeneous system (5.133) are periodic, 
in contrast to system (5.59) with constant coefficients. However, the search 
for the anisochronous criteria of stability is very similar to the described 
one. 

Following Floquet's theory, the particular solutions of (5.133) are sought 
in the form 

8'Pi aieAt , 8Wi = bieAt , (i = 1, ... ,m) 
8zi cieAt , 8 * d At Zi = i e , (i=m+1, ... ,n) 

8ys eseAt , (s=l, ... ,k), (5.134) 

values ai, bi, Ci, di, es being 2n lv-periodic with respect to t. As above, cf. 
(5.66), the following solutions 

Al JE + A2E + E3 / 2 ... , 

b1°) + JEb11) + E. .. , 

d1°) + JEd?) + E ... , 

ai = a1°) + JEa11) + E ... , 

ci = C1°) + JEc?) + E ... , 

es = e~O) + JEe~1) + E ... , (5.135) 

which are analytic with respect to JE correspond to the 2m-fold zero root. 
In the original approximation we obtain 

const, biD) = ... = b~) = 0, 

d(O)+1 = ... = c(O) = d(O) = ° m n n , 

~ (~::) e~O) + ~ (~~:) ajO). 

Comparing the latter equation with eq. (5.124) yields 

(0) = ~ (Oy~O») (0) 
es L on. aJ • 

j=1 J 

(5.136) 

(5.137) 
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Equating terms of order JE and taking into account eqs. (5.136) and 
(5.137) we obtain 

b(1) = ,\ a(O) a(I) = const e(I) = d(I) = ... = e(1) = d(l) = 0 
2 1 2 , 2 , m+I m+I n n , 

·(1) = ~ (Ols) (1) + ~ [Ols (1) + \ ols (0) _ \ oyiO) (0)] 
es L 0 er L oa _ a) Al OV _ aJ Al oa _ a) . 

r=I Yr j=I J ) ) 

(5.138) 

By using eq. (5.124) the periodic solution of the latter system of equations 
can be set in the following form 

m [ ((0))] (1) _ ols (1) _ oYs _ (0) 
e s - L: oa_a) +'\1 OV- +YS) a) , 

)=1) ] 

(5.139) 

where periodic functions of time Ysj are obtained from integration of the 
system 

. k (Ols) oyiO) 
Ysj = L: ~ Yr"j - ~. 

r=I UYr ua] 
(5.140) 

The feasibility of determining all of these functions by means of a finite 
number of operations is beyond question due to the integrability of the 
variational system. 

Equating terms of order c we include only the relationships that follow 
from the first and second sets of equations in (5.133). We also take into 
account equalities (5.136)-(5.138) and the formula for the "total" partial 
differentiation with respect to aj 

o (0) k oy~O) ( 0 ) 
oaj = O'Pj + ~ oaj oYr . 

The result is as follows 

b(2) + ~ 0 (Ui ) (0) 
2 Loa- aJ ' 

j=I J 

~ 0 (\-i) (0) 
L oa aj . 
j=I J 

(5.141) 

(5.142) 

The periodic solution of the second set of equations (5.142) exists only if 

L:m OPia(O) = \21a(0) 
A (i=l, ... ,m) oa- J t 

j=1 J 

(5.143) 
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and is given by 

b(2) = f. + ~ 0 {Vi} (0) 
• • L....J oa. aJ • 

j=l J 

(5.144) 

Here Ii = const and { } denotes the periodic antiderivative with zero 
mean value, see Sec. 5.4. Now from the condition of the existence of periodic 
quantities a?), we obtain from the first set of equations in (5.142) that 

(5.145) 

where, see (5.132) 

211" 

I4 = 2~ J (Ui ) dT. (5.146) 

° 
The linear homogeneous system (5.143) is identical to (5.68) and serves to 

determine the anisochronous criteria of stability of the first kind (Ai < 0). 
Omitting the determination of non-trivial periodic functions C~~I' d~~I' 
C~2), d~2), e~2), ... ,ei2) we obtain the relationships which are obtained from 
the second set of eq. (5.133) by equating the terms of order c3 / 2 and ac
counting for eqs. (5.138), (5.139) and (5.143)-(5.145) 

b(3) + A2 (1) _ ~ 0 (Vi) <1) = A ~ [oI4 + 0 (Vi) + 
• 1 a. L....J £:I aJ 1 L....J £:I £:I 

j=1 Uaj j=1 Uaj UVj 

~ (OVi) .J (0) _ 2" (0) _ ~, o{Vi} (0) L....J 0 YrJ aj AI A 2ai L....J Al oa. aj . 
r=l Yr j=1 J 

(5.147) 

The anisochronous criteria of stability of the second kind are obtained 
with the help of eq. (5.147) by analogy with Sec. 5.5. To this end, we 
introduce the linear homogeneous system 

(5.148) 

which is conjugate with respect to (5.143), see (5.73). 
The solutions of this system are subject to the normalisation condition 

m 

L:aJO)aj = 1. (5.149) 
j=1 
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We average eq. (5.147) with respect to t, multiply it by a; and sum up 
over i from 1 to n. Taking into account eqs. (5.132), (5.148) and (5.149) we 
obtain 

(5.150) 

where 

(5.151) 

Determining quantities A2, due to eq. (5.150), is complicated by the ne
cessity of finding periodic solutions of m linear systems (5.140) with peri
odic coefficients. 

Let us assume that the system of equations 

. (0) 
Ys is (yiO), ... ,ykO),Tl, ... ,Tm,Vl,··· ,Vm.T) 

v~t + Qi 

has a stable (m + 1) - frequency solution 

yiO) = yiO) (Tl,'" ,Tm , v~, ... ,v:n, VI, ... ,Vrn , T), 

(5.152) 

(5.153) 

which coincides with eq. (5.125) when v~, ... ,v~ (appearing in Tl, ... ,Tm) 
are equal to v. Then, the system of partial differential equations 

(5.154) 

admits quasi-periodic solution (5.153) which can be cast in the form of a 
generalised Fourier series. Let us differentiate eq. (5.154) with respect to 
vj. Taking into account eq. (5.140) we obtain 

a (0) I . Ys 
Ysj = av'. 

J v;= ... =v~=v 

By virtue of eqs. (5.132), (5.150) and (5.151) we have 

a~ p. _ [}'-Pi 
£l + 2J - £l ' 
UVj uVj 

(5.155) 

(5.156) 

where a prime denotes that, while calculating functions Pi, we substitute 
expression (5.153) for v~ = Vi and all frequencies v~ in Ti are taken to be 
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equal to v. Thus, expression (5.150) is coincident with (5.106). The above 
said has no principal importance inasmuch as it is apparently not possible 
to indicate sufficiently broad classes of non-linear systems of type (5.152). 

In the autonomous case, functions Pi and R; depend only on the differ
ences in the generating phase shifts Qi - Qj, that is 

(5.157) 

The synchronous frequency should be determined as series v = v(O) + 
W(l) + c2 ••• , with the generating values being obtained from eq. (5.131). 
The determinant of system (5.143) has a zero root Ai = 0 with the corre
sponding non-trivial solution a~O) = 1, see (5.157). One ofthe corresponding 
characteristic exponents is zero in all approximations. The other exponent 
is non-trivial and analytic with respect to c, i.e. A = A2c(1) + c2 .... The 
first correction is given by, see eq. (5.113) 

_ ~ [api aR; ] (0) * 
A2 - ~ av. + aQ. + Pij a j ai· 

i,j=l J J 

(5.158) 

Let us expand this expression, take into account eq. (5.157) and the fol
lowing equality 

m a (0) 

'" Yr ~Yrj=-a-' 
j=l V 

(5.159) 

which follows from eqs. (5.128) and (5.140). 
The resulting condition for stability takes the following typical form, see 

eq. (5.113) 

\ ~8'Pi * 
-"2 = ~ av ai < 0, 

i=l 

(5.160) 

m 
where L ai = 1 and, additionally, we introduced the following notation for 

i=l 
the "total" partial differentiation with respect to synchronous frequency 

(5.161) 

Let us proceed to determine the quasi-static criteria of stability. For 
generality, we assume the presence of the [-fold quasi-static frequency 
nm +1 = ... = nm +l = n (m + [ :::; n). The particular solutions of system 
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(5.133) corresponding to this value are determined by eq. (5.134). However, 
contrary to (5.135), these solutions are analytic with respect to c 

A = -vClo + cAl + c2 ... , ai = ca?) + c2 ... , bi = cb;l) + c2 ... , 

Ci = c~O) + CC~l) + c2 ... , di = cd~l) + c2 ... , es = e~O) + ce~1) + c2 ... . 
(5.162) 

Inserting eq. (5.134) into the latter equations yields in the original ap
proximation 

C~O) = const (i = m + 1, ... , m + l), c;O) = 0 (i = m + I + 1, ... ,n), 

e~O) - vClOe~O) = t (~Is) e~O) + I: (~~s) C)O) 
r=l Yr j=m+l J 

(8 = 1, ... , k). (5.163) 

The general integral of the homogeneous part of the latter system is 
related to the general integral of the variational system of equations (5.126) 
by the equality 

(5.164) 

With this in view, the periodic solution of this system can be constructed 
by means of a finite number of operations. Let us represent this solution in 
the form 

m+l 

e~O) = L eSjc)O) , (5.165) 
j=m+l 

where the periodic functions elj, ... , ekj are determined from the system 

. r--7 ~ (BIs) (BFs) 
esj - V-10esj = ~ 8 erj + a. . 

r=l Yr ZJ 

(5.166) 

Equating terms of order c in the first I equations (5.133) of the third set 
we obtain 

= .~ [(~~i) + t (~~i) erj ] c;O) 
J=m+l J r=l Y 

(i=m+1, ... ,m+l). (5.167) 

Because of the periodicity of the first correction c~l) with respect to t 
we immediately obtain from eq. (5.167) the following linear homogeneous 
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(0) (0) 
system for constant values Cm +1 , ... ,Cm +1 

. I: ((:i) + t (~~i) erj ) C;O) = A1C~0) 
J=m+1 J r=l 

(i = m + 1, ... ,m + l). (5.168) 

Expanding the determinant of the obtained system we arrive at an equa
tion of degree l for A1. For stability it is necessary that all of its roots have 
negative real parts, i.e. Re)'1 < 0. 

5.8 Periodic solutions of the piecewise continuous 
systems 

As shown in Sec. 1.3, the piecewise-continuous systems integrable within 
the continuity intervals and in particular the piecewise-linear systems are 
locally integrable. Thus methods of small parameter can be successfully ap
plied to solving perturbed problems which belong to the above class in the 
generating approximation (c = 0). However it is not possible to find criteria 
of integrability of piecewise-continuous systems by quadratures which are 
rather general and actual for practical applications. From this perspective, 
while investigating periodic solutions of perturbed piecewise-continuous 
systems we make use of the local method of Lyapunov-Poincare. 

Let us begin with an infinite sequence of the system of continuous equa
tions 

Xi Fi , Fi = Xi(T (9i) + <Pia- (9i) 
(i=- ... l,O,l, ... ), (5.169) 

cf. (1.51), which corresponds to the piecewise-continuous problem under 
consideration. 

Let us assume that the ki x 1 vector-functions Xi depend on compo
nents Xi, whilst the k i x 1 vector-functions <Pi and the scalar functions 9i 
depend on Xi-1, see eqs. (1.44)-(1.46). Besides, all of these functions are 
T-periodic with respect to t in the sense of (1.47) and, as opposed to the 
previous analysis, are analytic with respect to small parameter c. The other 
assumptions of Sec. 1.3, for instance, (1.52) remain valid. 

Let us assume that for c = ° the successive systems (5.169) admit efficient 
construction of a family of T -periodic, in the sense of (1.50), solutions Xi = 
x~O) which is dependent on 8 arbitrary parameters h1, ... ,hs (8 < ko ). The 
main goal of the previous investigations consists of determining conditions 
under which the perturbed problem admits an isolated T -periodic solution 
coinciding with one of the solutions of the generating family for c ~ 0. 
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To begin with, we first differentiate the equations in (5.169) with respect 
to E. We take into account that quantities 

. Of gi 
-<I>i b (gi) & 

. . f (1) OXi h' have an equal Jump m the components 0 vector xi = & at t e tIme 

instant of the "switch" t - ti, see eq. (1.55). A prime designates the "total" 
partial derivative with respect to E 

Of gi Of gi (1) ogi 
-- = --Xi - l +-. 
OE OXi-1 OE 

(5.170) 

The final result is as follows 

. (1) _ (1) . (1) . oX; . Xi -Aix; a(gi)+B,xi_1a(g;)+ &a(g;)+Y;a(g;). (5.171) 

where coefficients k i x k i matrix Ai and k; x ki - 1 matrix B; are determined 
due to eq. (1.56) and the notation 

y; = o<I>; _ (<i> _ X) Ogi (g' .)-1 
Z OE Z Z OE Z 

(5.172) 

is introduced. For solving eq. (5.171) it is necessary to adopt, as in Sec. 1.3, 
that xlI) = 0 for t < ti. 

The second differentiation of eq. (5.171) with respect to E, carried out 
in accordance with the above scheme, results in an equation for the second 

derivative ~E~i. Repeating the process of differentiation we obtain an in

finite system of linear piecewise-continuous equations whose homogeneous 
parts coincide with the variational equations (1.56). As the generating sys
tem is locally integrable, these equations can also be integrated in closed 
form for E = O. The only restriction imposed on this strategy is the following 
inequality 

(5.173) 

For sufficiently small E the solution of the perturbed problem can be cast 
as follows 

() () ( OXi) 1 (02Xi) 2 3 Xi t, E = Xi t,O + & E + '2 &2 E + E .... (5.174) 

The time instants of the switch ti (E), needed for determination of the 
piecewise-continuous solution (1.48), are given by the series 

( ) () ( ati) 1 (. 02ti) 2 3 ti E = ti 0 + & E + '2 &2 E + E ... . (5.175) 
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To determine its coefficients it is necessary to differentiate the following 
expression 

9i (Xi-l,t,E)lt=ti(c) = 0, 

and then put 10 = O. In particular, at the first step we have 

a'9i 

( ati ) _ & 
& ---;;: 

t=ti(E), E=O 

(5.176) 

(5.177) 

It follows from this equation that correction (~::i) of order 10k (k = 

1,2, ... ) is determined after determining functions (a;t~i). 
Let us consider system (5.171) as well as the consequent systems for 

determining higher order approximations for T - periodic generating solu
tion Xi = x~O) depending on parameters hI, ... ,hs' Variational equations 

a (0) a (0) 

of the generating system admit s periodic solutions ;h
l 

, ... , ;h
s 

. For 

these solutions there exist s T -periodic solutions of the conjugate system 
zi l ), ... ,zis ), see (1.63). Assume that these piecewise-continuous systems 
with periodic coefficients have no other T - periodic solutions. In order 
to find the conditions for the existence of a T - periodic solution of the 
equations of first approximation, we differentiate the value 

00 

L zt)xlO) (r = 1, ... ,s) (5.178) 
i=-(X) 

with respect to t. In a similar fashion to eq. (1.64) we obtain 

d ~ (r) (0) _ ~ [ (r) (aXi) ( ) (r) ('J)8( )] 
dt i~OO zi Xi - i~OO Zi aE (J t - ti + zi Ii t - ti . 

(5.179) 

Let us recall that the parentheses imply the necessity to determine the 
corresponding value for 10 = 0, Xi = X~O). We integrate equality (5.179) with 
respect to t from to to tn = to + T. Since notations (5.171) and (1.63) 
suggest that X~I) = 0 for t < ti and zi l ) = 0 for t > ti, respectively, the 
final conditions for the periodicity are represented in the form 

Pc (h" ...• h.) = t [.l zie) (8~' ) dt + zY' (t,_ d (Y;),~,,_, 1 ~ O. 
(5.180) 
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Similar to the continuous case, it is shown that the necessary and suffi
cient condition for the existence of T -periodic solutions of the considered 
problem, which can be represented by series (5.174) for sufficiently small 
E, is that system (5.180) has a simple solution for which 

(5.181) 

A study of the local stability is based upon the variational system (1.56) 
for E i= O. The particular solutions should be sought in form (1.62). Let us 
assume that the characteristic equation of this system, see eq. (1.61), for 
E = 0 has a 8-fold zero root with simple elementary divisors, whereas the 
remaining "non-critical" roots have non-small negative real parts. Then the 
"critical" solutions of the variational equations are analytic with respect to 
E, and 

(5.182) 

d. eq. (1.62). 
Finally, the condition for T-periodicity of the first correction v~l) in the 

sense of (1.47) leads to the system of linear homogeneous equations for the 
constants aI, ... ,as 

(5.183) 

The determinant of this system enables us to formulate 8 criteria of sta
bility of the type Re Al < O. All these criteria can be characterised as 
isochronous, see for example eq. (5.64) for f = O. As for the situations in 
which the anisochronous criteria of the first and second kind are essential, 
they are less actual in the piecewise-continuous case. This is caused by the 
fact that there exists no sufficiently general class of conservative piecewise
continuous systems with several degrees of freedom, which admits efficient 
construction of a general integral of the quasi-periodic type. It appears that 
the only exception is the problem of weak interaction of the conservative 
piecewise-continuous systems, each having a single degree of freedom. In 
this problem any of the isolated conservative piecewise-continuous systems 
has a periodic general integral, see Sec. 10.1. Provided that the generalised 
coordinate q and momentum p are continuous with respect to t, the trans
formation to the "action-angle" variables is feasible. As a result we arrive 
at the system with a multi-dimensional fast phase of the type (5.9). The 
right hand sides of the equations of this system can have several discontinu
ities with respect to the canonical variables CPl" .. 'CPn' 81, ... ,8n . FUrther 
multi-frequency averaging of the system is quite similar to that described 
in Sec. 5.4. 
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Transformation to the" action-angle" variables according to the general 
scheme of Sec. 5.2 is not feasible in the problem of the weak interaction of 
the dynamical objects of the impact-oscillatory type for which the gener
alised momentum p (and the generalised velocity q) experiences a disconti
nuity at certain time instants. Not touching upon this question, we never
theless indicate that this is one case which is important for a series of prac
tical applications. In this case formulae (5.131), (5.132), (5.143), (5.146), 
(5.150) and (5.151) for determining the criteria of stability of the first and 
second kind for a single-frequency regime are valid in a certain sense. This 
is the problem of determining the non-critical fast variables studied in the 
previous section. Instead of continuous system (5.123), we considered a 
system as being piecewise-continuous, linear or integrable by quadratures 
within the continuity intervals. In addition to this, we assume that the orig
inal variables "phase-frequency" are continuous at the "switch", see Sec. 
10.1 for the physical substantiation of this assumption. To this aim it is 
sufficient to 

1) replace the integrals over period by the sum of integrals over the 
continuity intervals within the period, 

2) write a piecewise-continuous analogue for system (5.154), differen
tiate it with respect to vj according to the rules developed in Sec. 1.3 
and then put vi = ... = v~ = v, see eq. (5.155). The result is a linear 
piecewise-continuous system for determining T -periodic functions which 
are piecewise-continuous analogues for quantities Ysj. It is important that 
inequality (5.160) is also valid in the autonomous case. 



6 
Canonical averaging of the equations 
of quantum mechanics 

6.1 Introductory remarks 

The very possibility of applying the modern methods of the classical theory 
of non-linear oscillations to quantum mechanics is based upon the repre
sentation of the non-stationary Schrodinger's equation as a classical Hamil
tonian system. From this perspective it is quite natural to construct a spe
cial asymptotic perturbation theory which utilises the advantages of the 
Hamiltonian formalism, that is to apply canonical transformations. Spe
cial and sufficiently efficient approaches [60], [35] and [29] were developed 
by mathematicians for canonical systems. However, the generality of these 
approaches makes them very cumbersome whereas the first two non-trivial 
approximations are ordinarily sufficient for practical application. 

Traditionally, mathematicians use the methods of spectral analysis of 
operators for constructing perturbation theory in non-relativistic quan
tum mechanics, see [28], [42]. However, it is necessary to take into account 
that, in practice, physicists do not distinguish between the concepts of self
adjoint and symmetric operators. This gives rise to two unpleasant things: 
firstly, the domain of definition of the operator in Hilbert space remains 
unclear which does not allow one to apply the methods of spectral theory, 
and secondly, the domain of definition of the operator includes all func
tions for which analytical operations are meaningful regardless of the fact 
whether these functions (and the result of applying an operator to them) 
belong to Hilbert space. A rigorous consideration of the latter case requires 
the introduction of an equipped Hilbert space, see [11], [14]. 

R. F. Nagaev, Dynamics of Synchronising Systems
© Springer-Verlag Berlin Heidelberg 2003
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For this reason it is not possible to prove even the conditions for applica
bility of the regular perturbation theory developed by Kat(}-Relih [42], [87J 
providing us with the criterion for the Rayleigh-SchrOdinger formal series 
to have a non-zero radius of convergence. 

It is well known that orthodox perturbation theory is not applicable to 
many cases since the corresponding series diverge. The asymptotic charac
ter of the series used in perturbation theory was first proved by Titchmarsh 
[95J. A rigorous proof of the divergence of this series for an anharmonic os
cillator (V '" x4 ) is given by Bender and WOO [13J. 

In addition to the associated complexity, the above-mentioned methods 
possess another shortcoming, namely they do not allow one to obtain the 
wave function which plays an important role in the investigation of physical 
systems. 

In the present chapter we suggest another approach which is based upon 
the representation of the non-stationary Schrodinger's equation as a classi
cal Hamiltonian system. This representation enables one to make use of the 
powerful, modern, rigorously substantiated methods of the classical theory 
of non-linear oscillations (asymptotic perturbation theory) and indicate 
simple conditions for justifying the applicability of the results obtained. 

An important part for the transition from the hypotheses of Planck and 
Einstein to quantum mechanics was played by the adiabatic hypothesis by 
Ehrenfest. Born and Fock showed in 1928, [21], that Ehrenfest's hypothesis 
is a consequence of the postulates of quantum mechanics. A rigorous math
ematical proof ofthe adiabatic theory was given by Kato in 1949, [41J. Later 
on, the adiabatic Landau-Dykhne approximation, [54], [26], [27], was built 
on the analogy between the adiabatic and quasi-classical approximations. 

The Born-Fock adiabatic approximation is actually not an approximation 
since all of the terms of the adiabatic Born-Fock series have the same 
order of smallness, [27], [23], which, in turn, does not allow us to construct 
a post-adiabatic approximation. The Born-Fock condition, which implies 
real-valued wave functions, does not allow us to use this approximation in 
problems involving magnetic fields. 

The results of the Landau-Dykhne adiabatic approximation relate to 
the results of non-stationary perturbation theory only approximately. In 
addition to this, both approximations yield an incorrect factor in front of 
the exponential function, see [23J. 

The problem of the time interval, within which the difference between 
the approximated and exact solutions is small, plays an important part in 
the non-stationary case. In the above works, this problem is not discussed 
at all. 

In the present chapter, the adiabatic and the post-adiabatic theories, as 
well as the adiabatic perturbation theory and the post-adiabatic approx
imation, are constructed by means of the method of canonical averaging 
(phase perturbation theory). The basic assumptions of the Born-Fock the
ory are not satisfied. The obtained approximations are compared with exact 
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solutions of the non-stationary Schrodinger's equation for a harmonic oscil
lator in a homogeneous time-dependent field and with the approximations 
obtained by traditional formulae [54]. One can see from this comparison 
that the standard non-stationary approximations [54] are valid only within 
a non-dimensional time intervals t rv 1, whereas the approximations of 
the present chapter are valid within asymptotically longer time intervals 
t rv lie. 

6.2 Stationary Schrodinger's equation as a classical 
Hamiltonian system 

In this section the classical canonical perturbation theory is applied to 
constructing asymptotic solutions of Schrodinger's equation with a discrete 
spectrum. The main subject of analysis of the non-relativistic quantum 
theory is Schrodinger's equation, [54], 

1iOW (q,t) =flw( t) z ot q, , (6.1) 

where i 2 = -1, It = 1.054· 10-34 J s denotes Planck's constant, q = (ql, q2, 
... , qn) denotes a point of the configuration space of the corresponding clas
sical system, t is time and w(q, t) denotes a complex-valued function with 
integrable square of the absolute value. Further, fl denotes a self-adjoint 
(symmetric) operator in Hilbert space, which in Cartesian coordinates, in 
Schrodinger's representation for one particle, has the form, [54], 

~ ~ ~ 1t2 ~ 
H = T + V = - 2m .6. + V (x, y, z), (6.2) 

where T and V designate operators of the kinetic and potential ener-

. '1" 02 02 02 d' fh'l gles, respectlve y, u = ox2 + oy2 + oz2' an m IS mass 0 t e partlc e. 

Schrodinger's equation (6.1) is subject to an initial condition w(q,O) = 

wo(q) and some boundary conditions. 
The case studied in the framework of perturbation theory appears when 

operator fl can be cast as the sum 

fl = flo + eV, 0 < e « 1, (6.3) 

of two self-adjoint operators, the corresponding problem (6.1) for opera
tor flo being assumed to have an exact solution and the second operator 
(perturbation) being small in some sense, [42], [87], [54]. 

The majority of the physically interesting problems turn out to be math
ematically incorrect, since the perturbation operators are usually not boun
ded and not even self-adjoint. The latter is related to the fact that physicists 
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never distinguish between the concepts of self-adjoint and symmetric op
erators. This leads to the operator space in Hilbert space being unclear, 
which in turn does not allow one to apply the methods of spectral theory 
[14], [87]. For this reason, it is difficult to indicate the conditions for the 
applicability of perturbation theory and estimate the discrepancy between 
the exact and an approximate solution for practical problems. 

However, it is possible to reduce SchrOdinger's equation to a form of clas
sical Hamiltonian system, which is well-developed in non-linear mechanics. 
This allows one to apply the methods of classical dynamics which are rig
orously substantiated and simpler from the perspective of application. 

Let us consider eq. (6.1) with SchrOdinger's operators (6.3), i.e. the prob
lem 

."oW(q, t) 
Zn at 

W(q,O) 

(fIo + EV)W(q, t), 

Wo(q), (6.4) 

where operator fIo does not depend on time and E is a formal small param
eter. The question of choosing the small parameters is discussed below. 

Along with the problem we consider, the generating approximation, which 
is obtained from eq. (6.4) at E = 0 

(6.5) 

Assuming the spectrum to be discrete, we can apply Fourier's method and 
set the general solution of problem (6.5) in the form 

00 

L c~~~(q) exp( -iw~t), 
n=O 

J Wo(q)~~*(q)dq, w~ = E~/n, (6.6) 

where ~~(q) and E~ denote respectively the eigenfunctions and eigenvalues 
of the following problem 

fIo~~(q) = E~~~(q) (6.7) 

and an asterisk denotes the complex conjugate. 
The self-adjoint character of operator fIo means that for W(q, t) E L2 

the following expansion is valid 

00 

W(q,t) = LCn(t)1jJ~(q)exp(-iw~t). (6.8) 
n=O 

Inserting expansion (6.8) into eq. (6.4) yields the following equations for 
the coefficients of the expansion Cn(t), c~(t) 
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00 

cn(t) -ic: ~ vnmcm(t) exp( -iw~nt), 
m=O 

00 

c~(t) ic: ~ vmnc;"(t) exp(iw~nt), (6.9) 
m=O 

Vmn(t) = ~ J 7P~(q)V(q, t)7P~(q)dq, (6.10) 

where a dot implies time derivative and w~n = w~ - w~. 
The system of equations (6.9) is Hamiltonian (in the classical sense) with 

the following Hamilton function 

00 

c:H1(c,c*,t) = -ic: ~ vnmc~cmexp(iw~mt) (6.11) 
n,m=O 

and describes a classical distributed system with an infinite number of 
internal resonances. The system is Hamiltonian as matrix Vnm is Hermitian, 
that is the perturbation operator is self-adjoint. By separating the principal 
resonance w~ = w~, we can cast Hamilton's function (6.11) as follows 

00 

c:Hl(C,C*,t) = -ic:vnncnc~ -ic: ~ 'vnmc~cmexp(iw~mt), (6.12) 
n,m=O 

where a prime denotes the sum without the term with n = m. Transfor
mation of variables Cn, c~ to the real-valued" action-angle" variables In, 7Pn 
by means of the formulae 

c* n 

JI.: exp( -i7Pn), 

JI.: exp( i7Pn)' 

we can set system (6.9) in the form 

00 

jn = 2c: ~ 'y'InImlm{vnmexp[-i(7Pm -7Pn +w~nt)]}, 
m=O 

. ~, (I: . 0 
7Pn = C:Vnn + c: ~ V 1: Re{ Vnm exp[ -z( 7Pm - 7Pn + wmnt)]} 

and Hamilton's function (6.12) as follows 

00 

c:H1(I,7P,t) = c: ~ vnmy'InImexp[-i(7Pm -7Pn +w~nt)l. 
m,n=O 

(6.13) 

(6.14) 

(6.15) 
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Systems (6.9) and (6.14) do not contain Planck's constant explicitly and 
are the classical Hamiltonian systems with an infinite number of internal 
resonances. Estimates of the norm of discrepancy between the exact and 
approximate solutions as well as the conditions for applicability of the 
averaging method for these systems are given by the Los theorem, see [65] 
and [59], which is a generalisation of Bogolyubov theorem for the case of 
an infinite-dimensional coordinate Hilbert space. 

The canonical form of systems (6.9) and (6.14) allows us to consider 
the evolutionary equations by operating only with Hamilton's functions 
(6.12) and (6.15), i.e. by calculating an averaged Hamilton's function. For 
example, for eqs. (6.11) and (6.15) the second approximation B(2) for the 
averaged Hamilton's function is constructed with the help of the following 
formulae 

(6.16) 

where en and c;, denote the evolutionary components of variables Cn and 
c~. In the latter equation the following notation is used 

to+T 

(I) lim Tl J f(e, e*, t)dt, 1(e, e*, t) = f(e, e*, t) - (I), 
T---+oo 

to 

{f} = J 1(e, e*, t)dt, (6.17) 

the arbitrary function of slow variables e and C* being set to zero while 
estimating the last integral. 

Let us notice that B is an integral of the averaged equations of motion, 
i.e. an adiabatic invariant [6], [90]. 

The first approximation ~l) to expansion coefficient Cn is given by the 
formula ~l) = Cn, where Cn satisfies the following equation 

! aBI 
Cn=c~ . vc;. 

(6.18) 

The second approximation ~2) to expansion coefficient Cn is given by 

cC2) = Cn + c a{HI} 
n ac;. , (6.19) 

where the second approximation to evolutionary component Cn is obtained 
from the equation 

(6.20) 
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6.3 General properties of the canonical form of 
Schrodinger's equation 

Representation of Schrodinger's equation in canonical form (6.9) or (6.14) 
allows us to draw a number of conclusions without performing any calcu
lations. 

1. The original formulation of the problem of perturbation theory for the 
non-stationary Schrodinger's equation results in formulae enabling us to 
study all cases: stationary (non-degenerate and degenerate), non-stationary, 
resonant, adiabatic etc. 

2. In the stationary case, for which matrix elements Vmn are independent 
of time, in the absence of degeneracy and the internal resonances (w~n t:-
0(6"), m t:- n) except for the selected principal resonance (m = n), systems 
(6.9) or (6.14) admit direct averaging. The equation for the evolutionary 
components of phase iJ;n has the form ¢n = 6"Vnn (the mean values of 
the sums in eqs. (6.9) or (6.14) are zero) and is easily integrated, to give 
iJ;n = cvnnt+'ljJnO' In turn, this means that the first correction to the energy 
appears due to the principal internal resonance. This conclusion remains 
valid for any order of the perturbation theory since the corrections to the 
eigenvalues of the unperturbed operator fIo are basically determined by 
the principal internal resonance. 

On the other hand, it is evident that the coefficients of the diagonal terms 
in the averaged Hamilton function are the corrections to the energy. 

Let us notice that direct averaging without introducing the resonant 
terms would lead to the appearance of divergent terms which are propor
tional to 1/ (Em - En) (m --+ n). Thus, separation of the resonant terms 
eliminates the divergent terms in the perturbation theory series. 

3. It is obvious that the first-order contribution to the averaged Hamilton 
function or to the above equations from the non-resonant sums is zero for 
a stationary perturbation and non-zero for a non-stationary perturbation. 
This is the only difference between the stationary and non-stationary cases. 
In both cases, calculations are carried out by means of formula (6.16). 

4. Contributions from these sums are not zero if the perturbation is 
stationary and the unperturbed levels contain close levels for which W~n = 
0(6"). Thus, the problem of close levels should be solved only in a non
stationary form. It is evident that the problem for degenerate levels is 
a particular case of the previous one for which, along with the principal 
quantum number n, there is a multiindex a characterising the unperturbed 
eigenvalue, so that the relationship W n o.,n[3 = 0 (6") holds. All these cases 
are manifestations of the resonances additional to the principal internal 
resonance. 

5. Generally speaking, a general analysis is not applicable for time
dependent perturbations because it is necessary to know the spectrum of 
the perturbation so as to take correct account of the possible resonances. 
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Only general analysis of periodic (in particular, single-frequency) pertur
bation is feasible. 

6. For the sake of simplicity, let us consider the case of single-frequency 
perturbation (vmn '"" exp(±iwt». Clearly, the problem in this case is re
duced to the stationary one, for which the expansion is performed for wave 
functions of the stationary states with the new frequencies Wmn = Wm - Wn 

such that Wm = w~ - w/2, Wn = w~ + w/2 (for v '"" exp(iwt» and 
Wm = w~ + w/2, Wn = w~ - w/2 ( for v '"" exp( -iwt». 

Thus, the corresponding quantities Em,n = nwm,n are energies, that is 
the energy of the system: unperturbed system (atom) and a field. Their 
interaction is absent, the original interaction being included into the def
inition of the quasi-energy. This gives rise to the concept of the system 
dressed by a field (dressed atom, [90]). 

Traditionally, this conclusion is obtained in a rather sophisticated way 
by means of Floquet theorem and the conclusion on the level splitting is 
obtained only in the resonant approximation, see [27], [6]. Let us notice 
that the results of this point are valid for any value of parameter c:, that is 
regardless of the perturbation theory. 

7. The exact eigenfrequencies of the perturbed system are given by the 
relationship Wn = w~ +'¢n. Thus, the second equations in (6.14) determine 
corrections to the eigenfrequencies caused by perturbation. In principle, 
these corrections can be removed by a canonical transformation of the phase 
which can serve as a distinctive procedure of renormalisation which allows 
one to remove the secular terms from the series of the perturbation theory. 
It is obvious that in the non-stationary case (even for Vnn = 0) there exists 
a non-zero contribution of the first order stemming from the sum. The 
presence of this contribution is not possible using orthodox perturbation 
theory. The coherent interaction with the external field is realised under 
the condition of constant phase difference (the condition of equality of 
the original frequencies is only a necessary condition) and has the form 
.. o· o· 0 .. 
<P2 - <PI - W = W2 + 1/J2 - WI + 1/JI = W 2I - W + 1/J2 - 1/JI = 0, where w 
denotes the frequency of the external field satisfying the condition that 
Wgl-W=O(c:). 

One usually uses the condition that the transition frequency is close to 
that of the external field. It follows from the form of the equations for '¢n 

that the type of problem for resonant interaction coincides with the type 
considered in point 4 above. 

The exact frequencies Wn in the system are anisochronous which is a 
characteristic of the non-linear classical system and leads to bounded solu
tions at resonance even in the case of no damping, in spite of the linearity 
of SchrOdinger's equation. 

Thus, SchrOdinger's equation is equivalent to some classical non-linear 
distributed system whereas representations (6.9) or (6.14) are expansions 
in terms of normal forms of the unperturbed system. 
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To some extent, it is the picture to which Schr6dinger tended and which 
is most close to the classical one. "There is no need to explain that the 
representation of the energy transformation from one oscillatory form to 
another under a quantum energy transition is much more satisfactory than 
that of electron jump" 1 , [91]. 

8. It is evident that no specific "quantum-mechanical" properties of the 
generating operator Ho, but being self-adjoint, is used. Nevertheless, this 
technique allows us to analyse other self-adjoint problems of mathematical 
physics with a discrete spectrum. Taking into account the particular struc
ture of the generating operator Ho we can construct a more efficient theory 
[66]. 

An attempt to apply the averaging method to quantum mechanics was 
undertaken in [93]. However, as follows from the above, the absence of 
resonances (the main assumption of the authors) is not correct. Besides, 
despite the title of this article, the authors did not succeed in a proof of 
the theorem of convergence of the constructed perturbation theory. 

9. All formulae remain valid for the case of adiabatic perturbation, i.e. 
under the additional dependence of perturbation on the slow time T = ct 
(cV = cV (f', t, T)). In this case, equations for the evolutionary components 
become non-stationary and require more sophisticated integration methods. 

10. Small parameter c is introduced in systems (6.9) and (6.14) in a 
formal way. Generally speaking, the question of a rigorous introduction into 
equations should be considered individually for each particular problem. 
Let us point out some general ideas. 

Let us introduce some characteristic values [E] and [V] for the eigenvalues 
E and matrix elements Vmn respectively. Then [E] In = Wo and [V] In = no 
can be referred to as a characteristic eigenfrequency and the generalised 
Rabi frequency (for a dipole interaction V rv aEo and Vln rv n is called 
the Rabi frequency). Further study depends on the relationship between 
frequencies Wo and no. Let w< and w> denote respectively the smaller 
and the larger of frequencies Wo and no. Entering a non-dimensional time 
tn = w>t into dimensional systems (6.9) and (6.14) we obtain the following 
value c = w<lw>. 

Three cases are possible: 
a) the case of a weak field Wo » no, tn = wot, c = nolwo, 
b) the case of a strong field Wo « no, tn = not, c = wo/no, 
c) the case in which the frequencies are of the same order, that is, Wo rv 

no. In this case an additional resonance occurs in the system and the small 
parameter is absent. This situation requires special consideration. 

Clearly, both [E] and [V] are, in general, functions of nand m which 
should be taken into account while carrying out estimates. 

IThanslator's note: translation from Russian 
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11. In problems with initial conditions, the values of the coefficients 
en It=o in the expansions of the initial functions have order of unity, whilst 
those which do not appear (enlt=o = 0) are of order of c. As follows from 

Parseval's equality (~lenI2 = 1) coefficient en must rapidly decreases 

with the growth of n, thus, the first order approximation in (6.8) contains 
a finite sum with terms having non-zero coefficients en of the expansion of 
the initial function. 

It becomes clear from the above that an accurate account of all possible 
internal and external resonances in the system, i.e. the analysis of the 
phase relationships, plays a crucial part for obtaining a correct result. For 
this reason, it is natural to refer to this perturbation theory as the phase 
perturbation theory. 

6.4 Stationary perturbation of a non-degenerate 
level of the discrete spectrum 

Let us consider a perturbation of a non-degenerate level of the discrete 
spectrum, i.e. the case V = V(f'). The canonical procedure of averaging is 
carried out by using Hamilton's function (6.12) under the condition w~n =I
a (c) implying no degeneracy and no close energy levels. Simple calculation 
by means of eq. (6.16) yields 

(6.21) 

The second approximation to the averaged Hamilton's function (6.12) is 
given by 

H(2) 

D..Wk 

cHI + c2 H2 = -i L: tiwkCkC'k , 
k 

Wkk + e2L:' IVk~12 
I wk1 

(6.22) 

Both first and second terms on the averaged Hamilton function can be 
renormalised by the phase (frequency) renormalisation in the original ex
pansion (6.8), i.e. by replacing w~ by n~ = w~ + tiwk. In addition to this, 
H(2) == O. This procedure can be performed in any order of calculations. 
This means in turn that, instead of a standard time interval tit rv lie, 
this approximation is valid for exponentially large time intervals which is 
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in full agreement with the general theorems of mechanics on the behaviour 
of Hamiltonian systems close to integrable systems [6]. 

The Hamilton function has a diagonal form and the coefficients of the 
quadratic form are corrections to the phase (energy) of the unperturbed 
wave function. 

Equation (6.20) of the second approximation for the evolutionary com-

ponent ci2) has the form 

( 6.23) 

Then we easily obtain 

(6.24) 

Coefficients Ak are determined from the initial conditions. 
The second approximation to coefficients Ck in expansion (6.8), obtained 

by means of formula (6.19), is as follows 

(6.25) 

where nmk = nm - n k, n k = w~ + L:lwk, and Ail), Ai2) denote the first and 
the second approximations to coefficients Ak (it is sufficient to substitute 
only the first approximation to Ak into the second term in eq. (6.25)). 

The second approximation to wave function 1}1(2) is constructed with the 
help of coefficients ci2 ) 

1}1(2) = L I [Ai2) - E L :~m Ag) exp( -inmkt)]I}1~ exp( -inkt), (6.26) 
k m km 

where n k = w~ + L:lwk, i.e. it is sufficient to restrict the consideration by 
the first correction to the eigenfrequency. 

Provided that the system is in the n - th stationary state of the discrete 
spectrum, then Ak = 8kn and we obtain from eq. (6.26) that 

,T.(2) _ [,T.O ~ I Vkn ,T.O] (·n) 
'!' n - '!' n + E L....,., -0- '!' k exp -z~ ~nt . 

k wnk 
(6.27) 

In the case of Cauchy's problem, the system at the initial time instant 
is in a certain stationary state of the discrete spectrum, in the s - th state 
say, that is l}1(q, t)lt=o = 1}1~ and cnlt=o = 8ns . Coefficients A~l), A~2) are 
obtained from the relationship 

(6.28) 
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From this relationship we obtain Ah1) = 8ns and AhO) = 8ns - r:: v~s . The 
wsn 

second approximation to the wave function has the form 

This formula is absent in the standard textbooks on quantum mechan
ics. It is important to mention that it is adopted in courses on quantum 
mechanics that the probability of transition to this problem is determined 
by the square of the absolute value of the first correction to the expansion 
coefficients Cn, that is, by the second term in eq. (6.25), see for example 
[54]. The relationships in eq. (6.26) show that it is not correct. This term 
determines the correction to the unperturbed wave function of the initial 
state. The transition probability is determined by the second terms in A~2) 
which is completely absent in the standard perturbation theory. This is due 
to the fact that initial condition cnlt=o = 8ns is not satisfied. The whole 

coefficient c~) rather than a part of it, as in the standard theory, must 
satisfy this initial condition. In the case under consideration, coincidence 
is occasional because the coefficients are independent of time. But these 
coefficients are different in the non-stationary theory. 

As an example of applying formula (6.28), we consider the problem of 
the excitation of a charged oscillator by an abruptly applied homogeneous 
electric field E, directed along the oscillation axis, [54], [30]. 

In this case it is necessary to solve the problem 

.'" 81J1(x, t) 
Zn at 

IJIlt=o 

A A jj2 kx 2 

(Ho + V)IJI(q, t) = (2m + 2 - er::x)lJI, 

IJIg, IJIl x - doo - bounded, (6.30) 

where jj2 = -li2 Do, m denotes the oscillator mass, k is the rigidity coeffi
cient, e is the electron charge and V = -er::x. 

Let us introduce into eq. (6.30) a non-dimensional variable ~ = x/a, 
(a = Jli/mwo) and the eigenfrequency w = Jk/m. The eigenfrequency w 
(w = wo) is taken as a characteristic frequency Wo and the generalised Rabi 
frequency is 00 = eca/li. Assuming the external field to be weak, we enter 
a small parameter r:: by the relationship r:: = Oo/w = eca/liw =er::/ka « l. 

An exact solution of the problem of eigenfunctions and eigenvalues in 
terms of the non-dimensional units is given by 

(2n V1fan!)-1/2 exp [_(~_r::)2 /2] Hn(I:,-r::) x 

exp [-i (n + 1/2 - r::2/2)] , 

Wo - r::2/2 = n + 1/2 - r::2/2, (6.31) 
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where Hn (z) denotes Hermite polynomials, [54], [92]. 
The general solution of problem (6.30), constructed by means of eigen

functions (6.31), has the form 

00 

"'(x, t) = L Cn "'n(x, t) . (6.32) 
n=O 

Using the initial condition we obtain the following expansion coefficients 
Cn in eq. (6.32) Cn = En (2nn!)-1/2 exp( _E2 /4), so that the final result is as 
follows 

"'(x, t) 

Performing expansion with accuracy up to terms of order of E2 yields 

",(2) (x, t) = ( "'8 + E ~ "'~ + E ~ "'~ exp( -it)) exp (-it/2) , (6.34) 

where "'~ denotes the eigenfunctions of the unperturbed problem. 
Let us now construct the solution of problem (6.30) by means of the 

canonical theory of perturbation. The matrix elements of the perturbation 

operator are EVmn = -E [(n/2)-1/2 Dm,n-1 + ((n + 1) /2)-1/2 Dm,n+1] ' the 

corrections to the eigenfrequencies are llWk = -E2 /2, the eigenfrequencies 
of the unperturbed system are wg = 1/2, w~ = 3/2, and eq. (6.29) takes 
the form 

",(2l(x, t) = ( "'8 + E ~ "'~ + E ~ "'~ exp( -it)) exp (-it/2) . 

As expected, the solution constructed by the perturbation theory coin
cides with the series expansion of the exact solution. Let us notice that 
obtaining solution (6.34) is simpler than expanding the exact solution in 
the series. 

The probability of transition to the first excitation state is the square of 
the absolute value of the coefficient of "'~ exp( -i3t/2) and is equal to En /2. 

6.5 Stationary excitation of two close levels 

In the case of stationary perturbation, it is expedient to take into account 
the principal resonance by renormalisation of the frequency in the original 
expansion, i.e. to present expansion (6.8) as follows 

"'(q, t) = L Cn(t)~~(q) exp( -in~t), (6.35) 
n 
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where O~ = w~ + EVnm . This transformation removes the term with EVnm 

from the equations and the effective Hamilton function, the latter taking 
the form 

(6.36) 
n,m 

The presence of two close levels in the unperturbed system, for example 
with indices 0: and (3 (w~ - w~ = E80 ) means that 0~,13 = O~ - O~ = E8 

(8 = 80 + Vaa - v,I3,13) and leads to the necessity to take into account the 
dependence of sum (6.36) on slow time T = Et in the process of averaging 

EHI -iEVa,l3C~CI3 exp(i8T) - iEV,I3aCaC~ exp( -i8T) -

. ""'" * (·nO t) ZE L vnmcmcn exp -ZHnm , ( 6.37) 
n.m 

where notation 2:." implies that this sum does not contain the diagonal 
elements (m = n) and the elements with m = 0:, n = (3 and m = .6, n = Q. 

The calculation of the first-order approximation yields the following av
eraged Hamilton function 

(6.38) 

The Hamilton equations for the evolutionary components Ca , C3 have the 
form 

aih. (. s: ) 
E !)_* = -ZEVa,l3c,13 exp ZuT , 

uCa 

aill . _ (.s: ) 
E !)_* = -ZEV,I3aCa exp -ZuT . 

uc,13 
(6.39) 

Thus, the averaging procedure" cuts" a two-level system with close levels 
0: and (3 from the whole spectrum. It is evident that the case of two
fold degeneracy is a particular case of this problem for 80 = O. The same 
solution has the problem of resonant interaction with an external field with 
frequency w (w - w~,13 = E80 ), the difference being only in the resonance 
type. In the problem of the close levels there is an internal resonance. 

The solution of problem (6.39) subject to the initial condition calt=o = 

8na is as follows 

Ca ~ [01 exp(i02T) - O2 exp(iOlT)], 

C,13 ~ [exp( -inl T) - exp( -in2T)] , 

0, n i- 0:,(3, (6.40) 

8 ~ V 2 2 where 0 1,2 = 2 ± 2' ~ = 8 +41gl , 9 = va,l3· 
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Representing the first equation in eq. (6.40) in the form 

exp(ifhT) . ca = 6. {6.+01 [exp(-z6.T)-1]}, (6.41 ) 

it is easy to find that the probability of being in the state become unity 
(wa = 1) after the time interval T* = 27r / 6.. Thus, the oscillations between 
the levels a and f3 have period T = 27r / 6. or frequency w = 6.. 

Substituting coefficients (6.40) into expansion (6.35) we obtain that the 
wave function is a superposition of two stationary states with 

(6.42) 

In the case of a degenerate level 80 = 0 and from eq. (6.42) we obtain 
the correction 6.w to the frequency of the stationary state w~ = w~ = wO 

Vaa + v,a,a 1 / 2 2 
6.w=c: 2 ±"2Y(Vaa -V,a,a) +4Iva ,a1 . (6.43) 

Therefore, all three problems, namely the problems on close levels, two
fold degenerate level and resonant interaction with an external single
frequency field, are all solved in the framework of the same approach and 
yield the results coinciding with the traditional one with first order accu
racy. 

While solving the problem, we determine the conditions under which the 
quantum system with a discrete spectrum can be modelled, in the first 
approximation, by a two-level system. The main point of this procedure 
is the possibility of averaging Hamilton's function (6.38). The condition of 
weakness of the external field is needed for this. Then, the non-trivial initial 
conditions are required, at least for one of the coefficients Ca , c,a, otherwise 
the solutions of the homogeneous equations in (6.39) are trivial. 

Nowadays, the procedure of solving these problems is performed back
wards. A two-level systems is first taken, then a so-called resonant ap
proximation (rotating wave approximation), [54], [23], is applied to it. At 
this stage it is incorrectly assumed that the resonant approximation is also 
applicable in the cases where the perturbation theory is invalid, see for 
example [23]. 

6.6 Non-stationary Schrodinger's equation as a 
Hamiltonian system 

The situation studied in the non-stationary perturbation theory occurs 
when operator iI can be represented as sum iI = iI 0 + c: V (q, t) (0 < c: < < 
1) of two self-adjoint operators. In the adiabatic approximation the per
turbation operator V(q, t) is not small and depends on slow time T = c:t 
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such that V(q, t) = V(q, T). The solution should be constructed within the 
asymptotically large time interval T rv lie when change in the perturba
tion operator is large. In this case splitting the total Schrodinger's operator 
iI into two operators, namely the generating (unperturbed) operator and 
a perturbation operator makes no sense. In order to embrace both pos
sibilities we consider problem (6.4) with the time-dependent Schrodinger 
operator iI = iI(q, t). 

Let us assume that the stationary problem corresponding to (6.4) is 
solvable for a parametric dependence of SchrOdinger's operator on time 
and has a discrete spectrum. This means that the eigenfunctions and the 
eigenvalues of the problem are given by 

(6.44) 

with time t being fixed. The eigenfunctions are assumed to be orthonor
malised as follows 

00 J ibm(q, t)1/Jn(q, t)dq = bmn (6.45) 

-oc 

where a bar denotes the complex conjugate. 
The existing approximations of Born-Fock [92] and Landau-Dykhne [27], 

[23] suggest that the eigenfunctions can be chosen as being real-valued (i.e. 
no magnetic field is assumed) which essentially reduces the applicability of 
the method. In the present study this assumption is not needed. 

In the case of weak fields the results of the adiabatic approximation of 
Landau-Dykhne do not coincide with the results of perturbation theory 
[23]. The approximation of Born-Fock is actually not an approximation 
at all since all higher approximations turn out to be of the order of the 
first approximation [23]. In addition to this, both approximations yield an 
incorrect factor in front of the exponential function [23]. 

Let us look for the solution of the exact problem in the form 

w(q, t) ~ ~ c,.(t)"n (q, t) exp { -i I fln(z )dz } , (6.46) 

where 

00 

On(t) = wn(t) + vnn(t), wn(t) = En(t), Vnn = -i J ibn a:n dq. 
-00 

The meaning of this choice of the phase becomes clear in what follows. 
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Inserting eq. (6.46) into eq. (6.4) yields the following equation for the 
expansion coefficients em (t) 

(6.47) 

where a dot denotes a total time derivative and a prime at the summation 
sign denotes the absence of a diagonal components with m = n. The matrix 
of coefficients Vmn has the form 

00 . J .7, ( )(J7jJn(q,t)d 
Vmn = -z 'rm q, t at q (6.48) 

-(X) 

and is Hermitian, i.e. Vmn = vnm . 

The choice of phase indicated in eq. (6.46) ensures that the sum has no 
diagonal component which is responsible for the principal resonance. If eq. 
(6.46) had this diagonal component, the sum (6.47) would have a small 
resonant denominator. 

Indeed, differentiating eq. (6.44) with respect to time and taking into 
account that Schrodinger's operator is self-adjoint, we obtain 

(6.49) 

It is clear that in the case of the real-valued eigenfunctions ¢n = 7/Jn' that 
is, the diagonal elements Vnn = O. It is this fact that is the reason for the 
real-valued normalisation in the Born-Fock approximation. 

Similar actions in the case when m = n leads to the relationship ( ~~) nn 

O~n and do not determine the diagonal matrix elements. In the case 

in which Schrodinger's operator depends on time T in terms of the set of 
functions ~i(T) (i = 1, 2 .. N), elements Vnn determine the topological adia
batic Berry phase [97] whose value does not depend on the evolution time 
and is determined only by a closed contour in the parameter space. 

Equation (6.49) indicates three cases allowing the development of the 
" oR 

perturbation theory. In the adiabatic case H = H(~(T)), so that at = 

(OR) (o~) .. c; o~ aT' In the case of the non-statIOnary perturbatIOn theory, 

Schrodinger's operator has the form R = Ro +c;V(q, t). Finally, in the case 
of the adiabatic perturbation theory R = Ro + c;V(q, T). 
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The system of equations (6.47), along with the complex conjugate one, is 
Hamiltonian (in the classical sense) having the following Hamilton function 

(6.50) 

which describes the classical distributed system. The matrix of coefficients 
Vmn is Hermitian which ensures that this system is Hamiltonian and in 
turn enables one to apply the phase perturbation theory. 

6.7 Adiabatic approximation 

We assume that Schrodinger's operator has the form H = Ho + V(q, ~(T)), 
where T = et denotes slow time. Then the matrix elements Vmn r-.J ee and 
Hamilton's function (6.50) can be cast in the form 

(6.51) 

where i = e and Omn = Om - On. 

The canonical form allows us to convert the evolutionary equations by 
means of the formulae 

H- (2)(- -*) H- (- -* ) + 2H- (- -* ) C, C ,T = e I C, C ,T e 2 c, C ,T , 

Ji = (H) fI = _ ((OBI) (a{HI})) 
I I, 2 ac* ac ' (6.52) 

where Ji(2) denotes the second approximation to the averaged Hamilton's 
function, whilst c = (C1,C2,") and c* = (q,c2"') are the evolutionary 
components of variables c and c*. 

Averaging expression (6.51) along the generating solution (Ck = const, 
- . 

T = const), we obtain HI = (HI) = 0 which in turn implies that Ck= O. 
The latter result is the adiabatic theorem of Kato [41] which is obtained in 
fact without calculations, cf. ([64]) for the proof. In the classical sense, the 
evolutionary components Ck of the original variables Ck are the adiabatic 
invariants, see [87], [6], i.e. they retain the initial values for the asymptotic 
time interval t I'V lie. For deriving this result it is necessary to assume that 
Omn(T) =F O(e), i.e. the system has no degeneracy, there are no close levels 
and the levels do not intersect during the evolution time. 
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In the adiabatic (first) approximation, the solution of Schr6dinger's equa
tion has the form 

wUl (q, tl ~ ~ c~'l<p" (q, tl exp { -i I f1mn(Zldz} . (6.53) 

Under rather general assumptions, Los's theorem [59] renders estimates 
for the difference I \[I(q, t) - \[1(1) (q)1 < GE, where G is a constant indepen
dent of E for time interval t rv 1/ E. 

6.8 Post-adiabatic approximation 

In order to construct the second (post-adiabatic) approximation we make 
use of relationships in eq. (6.52). Simple calculation yields 

H- . "" ;\/, ( )- -* An"" / IVkzl
2 

2 = -z L UHk T CkCk' UHk = L n-' 
k 1 kl 

(6.54) 

so that the second approximation to the averaged Hamilton's function R(2) 

has the form 

R(2) = -iE2 L ~nk(T)CkC~, 
k 

(6.55) 

Hamiltonian equations with Hamilton's function (6.55) for the evolution
ary components Ck are integrated easily, to give 

C, ~ A, exp { -is' I llflk(zldz } ~ A, exp (-iakl . (6.56) 

Integration constants Ak are determined by means of the initial conditions. 
Let us notice that the phase of coefficients Ck could be included into the 

original expansion (6.46), then we would obtain R2 = 0, R(2) = O. 
The second approximation to the expansion coefficients in eq. (6.46) is 

constructed by means of formulae (6.16) 

(2) A(2) (. ) "" / Vkm A (. ·n) ck = k exp -zak - E L 0- m exp -tam + tHkmt , 
m km 

(6.57) 

With the help of coefficients C~2) we obtain the second approximation 
\[1(2) (q, t) to the solution of Schr6dinger's equation 

\[I(2)(q, t) = L [Akexp( -iak)- (6.58) 
k 

o ~' ~::, Am exp( -ia,,, - iflkmtl]Wk exp [-i I f1,(zldz 1 
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It is necessary to mention that in eq. (6.57) we can limit our consideration 
to the terms in the sum by the first approximation Ag) with respect to e. 

When Cauchy's problem is studied, the system at the initial time instant 
is at a certain stationary state, say s - th, of the discrete spectrum of the 
unperturbed problem with Schrodinger's operator Ho, i.e. W(q, t)lt=o = W~. 
In contrast to the stationary case we can not take that cnlt=o = Dns , since 
the expansion is carried out in terms of the eigenfunctions of the perturbed 
problem 'l/Jn(q, t) = 'l/Jn(q, ~(t)), where ~(t) denotes parameters determining 
the dependence of the perturbation on time. With this in view, we addi
tionally assume that the switch fulfills the conditions ~(o) = ~(o) = O. The 
problem can be solved under other conditions which implies an instanta
neous switching of the perturbation followed by its adiabatic change. 

Therefore, we take that the equation for coefficients Ak has the following 
form 

(6.59) 

Obviously the matrix elements Vkm rv ~(T), thus under the adopted condi
tions we obtain Aks = Dks, that is 

(2) _ >: (.) Vks (. ·n t) cks - Uks exp -ZO'k - en- exp -ZO's + ZHks . 
Hks 

( 6.60) 

Finally, the second (post-adiabatic) approximation '11(2) for the wave func
tion is as follows 

'I'(')(q,t) ~",exp [-il {l'(Z)dZ]-

~'~::,pk exp [iObi - ;0, - i 1 (lk(Z)dZ] (6.61) 

It can be proved, see [59], that the estimate IW(q, t) - W(2)(q, t)1 < Be2 is 
valid for the time interval t rv lie. Papers by physicists do not take into 
account the boundedness of the time interval in which an approximate solu
tion approximates the exact solution. As one can see from the forthcoming 
examples, this interval, in general, can not be enlarged. 

The problem of constructing the adiabatic approximation and taking ac
count of the transition through the virtual levels was posed by Dykhne: 
"In order to obtain the correct factor of the exponential function it would 
be necessary to take into account all higher approximations of the pertur
bation theory, all yielding results of the same order. In practice, this is, of 
course, not feasible. The obtained formulae give answers to the question of 
calculating the probability of transition of a quantum system to an "adja
cent" level. As for transitions to more remote levels, then the transitions 
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through virtual levels may compete with the considered process of the" di
rect" transition. However, this question needs an additional investigation", 
[27]. Nevertheless, this problem has not been solved so far by the existing 
methods of perturbation theory. 

6.9 Quantum linear oscillator in a variable 
homogeneous field 

In order to compare the obtained results with the known ones, let us study 
the following problem having an exact solution. The situation considered 
is the motion of a particle in the field of a parabolic potential subjected to 
a variable external force, i.e . 

. aw(q, t) [n2 a2 mw2q2 ] In = --- + -- - eEo!(l/t)q w(q, t) 
at 2m aq2 2 

(6.62) 

w(q, t)lt=o = 7T- 1/ 4 a1/ 2 exp [- (q/av2) 2], w(q, t)l q - dCXl - bounded, 

where m and e denote the mass and charge of the oscillator, Eo is amplitude 
of the electric field, 1/-1 denotes a characteristic time constant of the field, 
a = (n/mw)1/2 denotes a characteristic length scale. Clearly, the initial 
state is the main state of the free harmonic oscillator. Let us introduce the 
non-dimensional time tn = wt, the non-dimensional coordinate x = q/a 
and the non-dimensional force amplitude 101 = eEoa/hw = D/w. Problem 
(6.62) in the terms of non-dimensional variables takes the form 

. aw(x, t) 
Z at 

w(x, t)lt=o 

[-~ ::2 + ~x2 - ~(ct)x] w(x, t), (6.63) 

7T- 1/ 4 exp (_x2 /2) w(x, t)l x - dCXl - bounded, 

where 10 = 1/ /w, ~(Et) = Ed(ct) and the non-dimensional time is denoted 
by t. 

The exact solution of this problem is given by, cf. [25], 

wo(x, t) -1 4 {it ./t 2 . x2 
7T / exp -'2 + Z 0 dz8 (z) exp( -2zz) - "2-

v2x8(t) exp( -it)} , (6.64) 

t 

8(t) = - ~ / ~(EZ) exp(iz)dz 
o 

(6.65) 
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for arbitrary values of the parameters c and Cl. 

In order to construct expansion (6.64) in the adiabatic case (0 < c « 1) 
we integrate eq. (6.65) by parts three times and take into account that 
~(o) = ~(o) = ~(o) = o. The result is 

t 

8(t) = - ~ [~+ i~-~] exp(it) - ~ f exp(iz)·{(z)dz. (6.66) 
o 

Taking M = max 1~(t)1 in time interval [0, T] we obtain the following esti
mate 

T T 

f exp(iz)·~·(z)dz (f 1·~·(z)1 dz (MT '" c3T. (6.67) 
o 0 

It is clear from this equation that one can neglect the latter term in eq. 
(6.66) within time interval b..t '" T '" 1/c. For this reason, it is necessary 
to keep the second order term ~ in eq. (6.66) for evaluating integral (6.64) 
and omit it by substituting without integration. 

With the same accuracy we evaluate the following integral 

t t 2 2 t ·2 

if dzexp(-2iz)82(z) = if; dz - ; - i~~ + if; dz (6.68) 

000 

and the expansion of the exact solution (6.64) as a series in time interval 
t", 1/c 

lito (x, t) 

(6.69) 

Next, we construct the expansion of the exact solution (6.64) in the case 
of the harmonic non-resonant perturbation (~(t) = Cl sin lit, 0 < Cl < < 
1, II =f. 0 (cd, II =f. 1). In this case 

8(t)=-c1 y'2 i [(isinllt-llcosllt)exp(it) +11] 
2(112 - 1) 

ft c2 

i dz82(z) exp( -2it) = -i 4(112 ~ 1) t + 0 (cD 
o 

(6.70) 

(6.71) 
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The terms omitted in eq. (6.71) are uniformly bound such that approx
imation (6.71) is valid at any time instant. Inserting eqs. (6.70) and eq. 
(6.71) into eq. (6.64) yields the following expansion of the exact solution 

'l1o(x t) = 7[- / exp -- - z t - - + x-- (z sm vt-1 4 {it . lOr x 2 iE1. . 
, 2 4(v2 -1) 2 v 2 -1 

. iE1V } { [ iE1 . . vcosvt)+exp(-zt)-2-- x = 'If;o+ y2 'If; 1 (zsmvt-
v-I 2(v2 - 1) 

( it) iE}V ( 3t)]} [ lOr ] vcosvt)exp -"2 + y2(v2 _1)'If;}exp -i2 exp -i 4(v2 _1)t , 

(6.72) 

where 'If;o and 'If;1 are the eigenfunctions of the unperturbed Schrodinger's 
operator (~(t) = E} cost, 0 < 101 « 1). In this case 

t 

iE1 .. 
b(t) = - M (exp(zt) sm t + t) , 

2v2 
(6.73) 

i J b2 (z) exp( -2iz)dz = -/J [~ (t - Si~2t) + t2 exp( -it) sin t] , 
o 

(6.74) 

so that within non-dimensional time interval t rv 1/10 the expansion of the 
exact solution with accuracy up to the first order of smallness has the form 

'l1o(x, t) 7[-1/4 exp { _~ _ ~2 _ 

(E~t r exp( -2it)} . 

6.10 Charged linear oscillator in an adiabatic 
homogeneous field 

(6.75) 

In order to demonstrate application of the suggested theory, let us solve 
the problem of motion of a particle in the field of a parabolic potential 
subjected to a variable external force. Let 10 = v/w be a small parameter 
(0 < 10 « 1) in the adiabatic case. Let us also take that parameter 101 is 
of order of unity. The perturbation operator ~(Et)x can not be taken to be 
small in any way, cf. [87], that is, the problem of the perturbation theory can 
not principally be solved by the methods of spectral analysis of operators. 
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To make calculations more transparent, it is worthwhile carrying out 
the calculations from the very beginning rather than to use the resulting 
formula (6.61). For a fixed time instant t problem (6.44) is written in the 
form 

(6.76) 

and has the following solution 

(2n J7fn!)-1/2 exp [-(x - ,(c:t))2/2] Hn (x - '(El)) , 

n+l/2-e/2, (6.77) 

where Hn(z) denote Hermite polynomials [54], [92]. 
Using the recurrent relationships for Hermite polynomials it is easy to 

calculate the matrix elements vmn(t) for m -=I- n 

(6.78) 

where a dot denotes the total derivative with respect to time, so that ~ '" E 

and 8m ,n denotes Kronecker's delta. Since the eigenfunctions (6.77) are real
valued, the diagonal matrix elements Vnn = 0, i.e. On = Wn = n+ 1/2-e /2. 

With the help of eq. (6.78) we can easily calculate values AOk = AWk = 
-~/2 and coefficients Ck, see eq. (6.56) 

(6.79) 

In the case under consideration (HI) = 0 and ih = HI, then we find {Hd 
and 8{HI } 

act, 

. ~ , Vmn (t) - _* [. () ] -z ~ ( ) encm exp ZWmn T t , 
Wmn t n,m 

~,Vkn(t)_ [. ()] 
- ~ --(-) Cn exp ZWkn T t . 

n Wkn t 
(6.80) 

Making use of relationships (6.80) we obtain 
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The equations for determining the integration constants have the form 

(2)1 -,;: - A - ""', (Vkn(t)) A ck - UkO - k ~ n . 
t=O n Wkn(t) t=O 

(6.82) 

Assuming, as above, that ~(O) = Vkn(O) = 0, we obtain Ak = 8kO and 

C(2) ~ OkO exp [i I ~ dZ]- ::: exp [il ~ dz + iWkQt] (6.83) 

As follows from eq. (6.78) VkO = -i~/,j2, thus 

C(2) ~ [8kO + i ~8k,eXP(it)l exp [i I t;z) dZ] (6.84) 

Inserting these equalities into expansion (6.46) yields the post-adiabatic 
approximation 

which coincides with the expansion of the exact solution (6.69) within time 
interval tlt '" lie, approximation (6.85) not being applicable for increased 
times. 

As follows from eq. (6.85), the probability of the oscillator excitation 

is equal to ~2 12, i.e. it is zero at extreme points of function ~(t). For a 
Gaussian distribution, ~(t) '" exp( -72 ) and the excitation probability has 
its only maximum at 7 = 1/,j2. 

In the traditional Born-Fock approximation, [54], [97], the expansion 
coefficient corresponding to eq. (6.81) is given by 

Ckn ~ Okn + I Wk:(t') C::t exp ['I Wkn(f')dt"] dt', (6.86) 

where V(x, t) = -~(t)x. Carrying out simple manipulations we obtain 

t 

,;: 8k1 Jc (·')d' CkO = U kO -,j2 <" exp zt t. (6.87) 

o 

Comparing the latter equation with eq. (6.84) indicates that the factor 

exp [if (e(z)/2) dZ] is absent in eq. (6.87). Equations (6.87) and (6.84) 
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coincide at time instant t rv 1, when a change in ~ (Et) in the integrand 
can be neglected and there are no conditions ~(O) = ~(O) = 0 under which 
approximation (6.84) is valid. 

6.11 Adiabatic perturbation theory 

In the case of the adiabatic perturbation theory, SchrOdinger's operator is 
as follows H = Ho + EV(q, r) which allows us to carry out calculations by 
using the results of Sec.6.6. However, as mentioned in Sec. 6.2 it is more 
convenient to apply the formalism of the stationary phase perturbation 
theory. 

Indeed, by casting problem (6.62) in terms of the eigenfunctions of unper
turbed Schrodinger's operator Ho we find the effective Hamilton function 

(6.88) 
n,m 

where vmn(r) denote matrix elements of the perturbation operator which 
are calculated by means of the unperturbed eigenfunctions, further O~ = 

t 
w~ + E I vnn(r)dr and O~n = O~ - O~, w~ denote the eigenvalues of the 

o 
unperturbed problem. 

In this case formulae (6.52) remain valid since the dependence of the 
effective Hamilton function on slow time r is observed only in terms of the 
third order of smallness. 

For problem (6.62) we have 

with parameter El being a small value of order of E. 

By virtue of the latter relationship in eq. (6.89) we easily find the sec
ond approximation to the expansion coefficients d,,2) (under the conditions 
~(O) = ~(O) = 0) 

(6.90) 
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and the second approximation to the wave function 

<[«2) ~ >Po (X) ex+~ + i i ~ dz 1 ' (6.91) 

which coincides with adiabatic expansion (6.85) when we take into account 
a small factor at ~ due to parameter 101. 

6.12 Harmonic excitation of a charged oscillator. 
N on-resonant case 

To demonstrate the way of constructing solutions in the case of non
stationary perturbation theory, we consider the case of a harmonic external 
field which is frequently encountered in practical applications. In this case 
function ~(t) in eq. (6.62) takes the form ~(t) = 101 sin/.lt and we can adopt 
that // =I- 1 and // =I- 0(10). In other words, we consider the non-resonant case 
and parameter 101 is taken as having the order of smallness of parameter c. 

Let us carry out the corresponding calculations in three ways: first, sta
tionary phase perturbation theory, second, non-stationary phase perturba
tion theory developed here and finally, traditional method of [54]. 

In the first case the matrix elements of the perturbation operator, cal
culated by means of the unperturbed eigenfunctions, have the form 

101 (V!n exp(i//t) - V!n exp( -i//t)) , 

2~ [yin + 18m,n+1 + yn8m,n-1] 

The effective Hamilton function is given by 

00 

-ic1L'v!nexp [i(w~n +//)t] CnC;" + 
n,m 

iL 'v!n exp [i(w~n - //)t] CnC;,. . 
n,m 

(6.92) 

(6.93) 

In this case H1 = (H1) = 0, so that H1 = ih. The correction of the second 
order H2 to the averaged Hamilton function is as follows 

(6.94) 

Next we find the second approximation for variables d2) 

c~2) = 8no - i J2 101// 8n1 - i c~8n1 [i sin //t - // cos //t] exp(it). (6.95) 
2(1- /.12 ) v2 
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Taking into account these relationships we obtain the second approximation 
W(2) (x, t) to the solution of the non-stationary problem (6.62) 

{[wo + y2(~:I_1) wI(isinvt - vcosvt)] exp (-~) + 

y2(~: _ 1) WI exp ( _i~t) } exp [-i 4(V~~ 1) t] . (6.96) 

This result suggests that the spectrum remains equidistant and is only 
subjected to a common shift b.w = ci/4 (v2 - 1). In this case b.w < 0 for 
v < 1 (w < wo, w being the frequency of excitation force), and b.w > 0 
for v > 1 (w > wo). The shift b.w at w --> 0 corresponds to effective 
elevation of the bottom of the potential well. In the case of a high frequency 
external field (v > > 1) b.w = ci /4v2 that coincides with the effective 
potential energy. Hence. the constructed expansion (6.96) coincides with 
the expansion of the exact solution (6.72). 

Let us now construct a solution by using formulae of the non-stationary 
phase perturbation theory. In this case the matrix elements (6.48) calcu
lated by means of eigenfunctions (6.77) of the instantaneous Schrodinger's 
operator have the form 

(6.97) 

or 

V!n exp(ivt) + v!n exp( -ivt), 

-i ;J; (vn+lOm,n+I - VnOm.n-I) (6.98) 

1 e 
As the eigenfunctions are real, then Vnn = 0 and rl n = Wn = n + "2 - "2' 

The effective Hamilton function is as follows 

(6.99) 

n,m 

It is evident that HI = (HI) = 0, so that HI = ih. The correction H2 
to the averaged Hamilton function, calculated by formulae (6.52) with the 
help of eq. (6.98), is given by 

_ v 2 

H2 = -i 4(v2 _ 1) L CkC;", 
k 

(6.100) 

The second approximation Ck for the evolutionary components of vari
ables Ck is found from Hamilton's equations with Hamilton's function H(2) = 
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Ck = Ak exp [-i 4(:!~ 1) t] (6.101) 

Constants Ak should be obtained from the initial conditions. 
The second approximation C~2) to the original variables Ck is as follows 

{A ~OA.[exp[i(Wkn+V)tl 
k-clLvkn Tl + 

Wkn +v n 

eXP[i(Wkn-V)tl]} [. dv2 ] exp -z t 
Wkn-V 4(v2 -1) 

(6.102) 

For determining the integration constants Ak from eq. (6.102) we obtain 
the following equation 

I - s: - A(2) ~ ° A(l) [( )-1 ( )-1] Ck t=O - ukO - I" - C1 L Vkn n Wkn + v + Wkn - V , 
n 

(6.103) 

where A~l) and A~2) are the first and the second approximations to coeffi
cients AI" with respect to parameter Cl. As the first approximation we can 
take A~l) = bkO , then 

A (2) _ b _ i C1 V b 
I" - kO V2(1 _ v 2) k1, (6.104) 

where it is taken into account that v20 = -ic1vbkI!2V2 and the final 

expression for C~2) takes the form 

Then we find the expression for phases in expansion (6.46) 

t 

-i J wn(t)dt = i~ t - i(n + ~)t + O(c2 ). 

o 

(6.106) 

Inserting eqs. (6.105) and (6.106) into expansion (6.46) we finally obtain 

{ [WO + V2 iC1 W1(isinvt - v cos vt)] exp (-~) + 
2(v2 - 1) 2 

V2;~~~ 1) WI exp ( _i~t) } exp [-i 4(V~~ 1) t] (6.107) 
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coinciding with eqs. (6.96) and (6.72). 
Finally, taking into account that the second approximation of the present 

analysis coincides with the first approximation of the traditional approach, 
we obtain, for the case ak = Ck, by means of the standard formulae of the 
non-stationary perturbation theory, that 

Comparison of eqs. (6.105) and (6.108) allows us to indicate a number of in
accuracies in the standard courses. Firstly, a phase multiplier exp[-icfv2t/ 
4{v2 - 1)], which is of crucial importance for investigation of the coher
ent processes, is absent in expression (6.108). It can be neglected within a 
non-dimensional time interval t rv 1, but not within asymptotical intervals 
t rv l/c. Thus, approximation (6.108) and in turn the whole solution is 
valid only within this small time interval. 

Secondly, only the first approximation aLl) = DkO rather than ak is sub
ject to the initial condition (6.103). This explains the absence of the term 

iCIV/.J2{V2 - 1). Indeed, by assuming aLa) = DkO + clo'L~ and subjecting 
the whole coefficient ak to the initial condition aklt=o = 8kO we find 

0,(0) - i v D 
kO - .J2{v2 _ 1) kl· (6.109) 

Finally, as follows from solution (6.107) or (6.72) it is this absent correc
tion (rather than aLl)) that determines the probability of transition to the 
excited state. 

6.13 Harmonic excitation of an oscillator. 
Transition through a resonance 

Let us consider excitation of an oscillator by a weak resonant harmonic field 
V (x, t) = -CIXCOS vt. In this case 1- v = C (O «C < 1) and parameter CI 
is a small value. 

The effective Hamilton function constructed by means of the eigenfunc
tions of the unperturbed Schrodinger's operator has the form 

cHI{c, c·, t) = i2~ L {VnCnc~-l exp [-ict] + v'n + 1Cnc~+1 exp [ictJ} + 
n 

i 2~ L {Vnc..C~-l exp [-i (v + 1) t] + yin + 1CnC~+1 exp [i (v + 1) tJ} . 
n 

(6.110) 
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In the first approximation we obtain the averaged Hamilton function 

Efh = i 2~ L {.JriCnC~_1 exp [-iEt] + >In + 1cnc~+l exp [iEl]} (6.111) 
n 

and the equation of first approximation for the evolutionary components 
Ck of the original variables Ck takes the form 

C·k= i 2~ [v'k"+!Ck+1 exp (-iEt) + v'kck-l exp (iEt)] . (6.112) 

It is easy to prove by direct differentiation that the solution of the equa-
tion 

Ck = i~ [v'k"+!Ck+1 exp (-iEt) + v'k exp (iEt) Ck-l] 

has the following form 

[-8(t)]k () 
~ Co t , 

vk! 

Co(t) exp { it I dz8'(z) exp( -2iEZ) + ~8Z(t) exp( -2id) } 

8(t) 

t -~ J ~(z) exp(iEz)dz. 
o 

(6.113) 

Using this solution one can investigate the transition of the system through 
the resonance. 

We restrict our further investigation to the case of exact resonance (E = 0). 
Using relationship (6.113) we find coefficients Ck 

and solution \II (x, t) in the first approximation 

\II (x, t) f _1_ (iElt) k exp (_ Elt) 2 (2ky'7rk!)-1/2 X 
k=O v'kf 2v'2 4 

exp(-~2)Hk(X)exp[-i(k+~)t]. (6.114) 

Carrying out summation in eq. (6.114) by means of the generating function 
for Hermite polynomials [92] 

00 k 

exp (2xz - Z2) = L ~! Hk(X), 
k=O 

(6.115) 
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we obtain the final solution for the case of exact resonance 

W(x, t) 1 4 7 X cl 
{

·t 2 ( t) 2 
7T - / exp -"2 - "2 - 4" + 

. CIt . CIt . 
( ) 2 } zx2 exp( -zt) + 4" exp( -2zt) (6.116) 

This solution coincides with the expansion of the exact solution (6.75). 
The probability of excitation of the oscillator has the form of a Poisson 

distribution 

2 (n)" 
wn(t) = Icn(t)1 = -. -, exp(-n), 

n. 
(6.117) 



7 
The problem of weak interaction of 
dynamical objects 

7.1 The types of conservative interaction and 
criteria of their weakness 

As shown in the previous chapter, the problem of the motion of dynam
ical systems which are conservative in the generating approximation and 
integrable by quadratures can be reduced to the investigation of equations 
with multi-dimensional fast rotating phase. The corresponding problem can 
then be treated as the problem of weak interaction of several fast phases, 
complicated by the presence of some slow variables. In this regard, it is 
desirable to select the class of problems which, by means of pure physical 
reasoning, can be deemed to be problems of the weak interaction of real dy
namical objects from the very beginning. Indeed, only such problems can 
be reduced to the analysis of equations with a sufficiently large number 
of fast phases. When the weak physical interaction is absent, one has to 
consider in the generating approximation either the Keplerian problem of 
the motion of a particle about an attracting centre or a rigid body with an 
immovable point or some other integrable problem. Of course, all of these 
problems are of crucial importance. However their total number, as well as 
the order of the corresponding equations, are relatively low. 

Besides, it is important that in the problems of weak physical interaction 
of an arbitrary number of relatively simple objects, one often succeeds in 
suggesting a rather general physical interpretation of the obtained results 
applicable to entire classes of problems of such types. Similar interpreta
tions are most natural in cases in which the presence of the weak interaction 
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between the objects does not eliminate the general conservative (or nearly 
conservative) nature of the dynamical system. 

Taking into account the importance of the problems of weak interaction 
of nearly conservative objects for practical purposes, let us proceed to a 
rather general description of such objects. 

Let there be given a system of n dynamical objects weakly interacting 
with each other. The motion of a generic i - th object in the system is 
characterised by Ii X 1 vector-column of the" own" generalised coordinates 
qi = (qi1, ... ,qid· The way of introducing the own coordinates is assumed 
to be independent of the character of the interaction between the objects 
and is not absolutely arbitrary. Thus the own coordinates must keep their 
physical meaning even in the case of no interaction. Hence, the character 
of the dependence of the dynamic characteristics of motion of the object 
determined by means of their own generalised coordinates and velocities on 
these values is invariant with respect to the interaction type. For example, 
the kinetic and potential energies of the i - th object 

1 
Ki = 2£i;Ai (qi) £ii, TIi = TIi (qi) (7.1) 

have the form of the corresponding counterparts in the case of no interac
tion. Here Ai denotes a Ii x Ii symmetric matrix of the inertial coefficients 
and a prime denotes the transpose operation. 

When the interactions in the system are conservative in the above sense, 
the objects in the system gain a certain additional mobility such that a I x 1 
vector of additional generalised coordinates x = (Xl, ... ,Xl) is needed to 
describe their motion. In this case, the total kinetic and potential energies 
of the system are given by 

n n 

(7.2) 
i=l i=l 

Let us expand the expressions for the additional kinetic and potential 
energies of the objects as series in terms of X and X, then in the linear 
approximation we obtain 

n 

AK L £i;AI;(q1, ... ,qn) x + ... , 
i=l 

X' C (q1, . .. ,qn, t) + ... , (7.3) 

where Ali and C denote the rectangular Ii x I matrix and I x 1 vector 
respectively. An explicit dependence of the component of C on time char
acterises a certain mechanism of exerting an external perturbation, caused 
by perturbation, on the objects. 

In what follows, we relate a set of auxiliary generalised coordinates 
Xl, ... ,Xl to the concept of a carrying body or a carrying system of bodies 
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with l degrees of freedom, oscillatory nature being assumed. Then, the in
teractions due to the carrying system provide it with a certain additional 
mobility. Interactions of this type are referred to as carrying interactions 
or interactions of the first kind. 

The kinetic and potential energies of the carrying system are cast up to 
terms quadratic in the components of x and x as follows 

n(l) - ~ 'e - 2x X+ .... (7.4) 

Here M and e are positive definite l x l matrices with constant coefficients. 
In a number of problems, the carrying system has distributed parameters 

and thus has an infinite number of degrees of freedom. We do not dwell 
on all of the difficulties associated with this fact and we will assume that 
it is possible to introduce normal coordinates for describing small "own" 
oscillations of the carrying system. In other words, for any l (in particular 
l = 00) the coordinates Xl, ... ,Xl can be taken in such a way that matri
ces M and e become diagonal. This enables us to make the forthcoming 
analysis independent of the number of degrees of freedom of the carrying 
system. 

Carried interactions or interactions of the second kind are of a different 
nature. Their presence does not increase mobility of the objects. In order 
to describe the motion of the inertial elements of the corresponding car
ried system in the general case it is necessary to ascribe a m x 1 vector 
Y = (YI, ... ,Ym) in addition to the introduced quantities x, ql,··· ,ql. The 
kinetic and generalised potential energies of the carried system depend on 
all the generalised coordinates and velocities of the system of interacting 
objects. In what follows we use K(2) (q, q, y, iJ) and n(2) (q, q, y, iJ) which 
correspond the immovable carrying system X = x = O. Using these ex
pressions allows us to describe how the external perturbation acts on the 
objects via elements of the carried system. 

Let us assume that, due to the weakness of interaction, we can introduce a 
certain small parameter c such that the interaction is absent for c = o. The 
scales of the physical parameters for all objects are assumed to coincide. 
Then the dynamical and kinematical characteristics of the motion for any 
object have the same order which determines the scales of displacement, 
velocity, mass, rigidity etc. (q, q, A, ni , e = 0 (1), see eqs. (7.1)-(7.3)). In 
other words, the mass of any object, the rigidity of any of its elastic elements 
and the characteristic velocity are of the order of the scales of mass, rigidity 
and velocity. 

The smallness of the parameter of interaction implies that for the class of 
motions under consideration the general dynamical characteristics change 
by values of the order c when the interaction is considered. Thus, the kinetic 
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and potential energies become 

n 

K = K* + K(l) + K(2) = 2:Ki + O(e), 
i=l 
n 

II = II* + II(1) + II(2) = 2: IIi + 0 (e). (7.5) 
i=l 

We list the more natural conditions for estimates (7.5) by using the idea 
of the formal indicator /L of smallness of order e, see Sec. 5.1. 

1. Since the components of the Ii x I matrix Ali and the Ii x 1 vector C, 
see eq. (7.3), characterise the inertial and elastic properties of the i - th 
object and thus have the order of unity, the estimates l::l.K, II = 0 (e) are 
valid only if the values of the coordinates of the carrying system under 
motion are small, i.e. x = /LX. This, in particular, determines the higher 
order of smallness of the omitted terms in expansions (7.3) and (7.4). 

2. For the dynamic characteristics of the motion of the carrying system 
to be small, it is sufficient that 

M _M 
- , 

/L 
(7.6) 

3. The inertial and force characteristics of the carried system are small, 
whereas the components of the m x 1 vector yare, in general, of the order 
of unity. 

Thus, the weakness of the interactions of the first kind is caused by the 
smallness of oscillations of the large carrying system. On the other hand, 
the weakness of the interactions of the second kind is due to the smallness 
of the generalised momenta of the carried system. 

7.2 Examples of interactions of carrying and 
carried types 

An illustrative example of the classification of the types of interaction in
troduced in the previous section is the system depicted in Fig. 7.1. The 
weak interactions of the potential character between two dynamical ob
jects (harmonic oscillators) appear either due to mobility of the large car
rying body (m/M = 0 (e» or due to weak force (Co/c = 0 (e», inertial 
(mo/m = 0 (e» or non-inertial interactions. Non-inertial interactions in 
the considered system result in increasing the total number of degrees of 
freedom. For example, this is the case for a finite rigidity of the inertialess 
hinged rods which determine the position of mass mo. 

In view of the above, we notice that in the forthcoming study the gen
eralised coordinates are absolute coordinates, the coordinates of the inter
acting objects describe motion relative to the "frozen" carrying system, 
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FIGURE 7.l. 

and the auxiliary generalised coordinates of the inertial elements of the 
carried system describe motion relative to an arbitrary configuration of the 
carrying system and objects in space. 

Interaction of both types manifests itself in the celebrated problem of 
motion of many bodies under gravitational attraction [33]. Assume that n 
particles (" planets") with masses ml, ... ,mn rotate about a "sun" of mass 
M. The position of the "sun" relative to the centre of mass of the whole 
system is prescribed by the radius vector TO whereas the positions of plan
ets with respect to the" sun" are given by the radius vectors Tl, ... ,Tn (the 
barycentric system of coordinates). Without loss of generality, we can as
sume that the centre of mass does not move, hence the kinetic and potential 
energies of the system are written in the form 

K - M + ""' mo f02 + ""' mof . fo + - ""' mf2 
1( n) n 1 n 
2 L...t l L...t II 2L...t lz> 

i=l i=l i=l 

( 
n n ) "I M mi mimj 

-2" L-ITol+LIT-Tol 
i=l l i,j=l l J 

(7.7) II 

Here "I denotes the gravitational constant which is equal to 0, 296.10-3 in 
the system of fundamental astronomic unities. Let us assume that M » mi 

(i = 1, ... ,n). Then, according to the results of the previous section 

M=M, mi=O(l), TO=f-LTo, Ti=O(l). 
f-L 

Additionally, the adopted system of unities allows us to take "I = 0 (c) 
h = f-L"I). Then it is natural to take the "sun" as being the carrying body 
with kinetic energy 

(7.8) 
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The proper kinetic and potential energies of the i - th planet are as 
follows 

(7.9) 

whereas the additional kinetic energy of the "planets" due to mobility of 
the "sun" takes the form 

n 

6.K = /-L L mih . TO, (6.II = 0) . (7.10) 
i=l 

The specific feature of the considered simplified statement of the problem 
is that 

n 

Afro + L miri = 0, 
i=l 

and thus 2K(1) + 6.K = 0, see Sec. 8.5. 

(7.11) 

Along with the carrying interactions, the carried interactions caused by 
the mutual interaction of the "planets" are considerable. Since the inertial 
elements are absent, the carried interactions are of pure force character and 
do not increase the total number of degrees of freedom. Their potential 
energy is given by 

n 
II(2) = _/-Ll '"' mimj 

2 L lr o -r o l i,j=l 2 J 

(7.12) 

The generating motions of the "planets" are easily determined by inte
gration of Kepler's equations. Determination of the consequences of weak 
interactions of the first and second kinds is one of the principal problems 
of celestial mechanics [5], [12]. 

To conclude we notice that in a system of unbalanced rotors (inertial vi
bration exciters) driven by independent asynchronous electric motors and 
mounted on a massive body or a system of elastically connected bodies, an 
internal resonance (synchronisation) may appear due to the weak carrying 
interactions between these bodies. Nowadays this phenomenon is exten
sively used in vibration technology [16]. 

7.3 Equations of motion in Routh's form 

The previous sections are devoted to the interactions of pure conservative 
nature. However, in the general case the weak interactions between the 
objects can also occur as a result of the action of the generalised non
potential forces. 
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Let any dynamical object be subjected to a Ii x 1 vectorial generalised 
force. Its dependence on the generalised coordinates and velocities of the 
system and possibly on the dynamical reaction forces is specified below 
when the particular problems are considered, see for instance Sec. 8.1. The 
order of smallness of the components of this generalised force is determined 
in what follows. Anyway, the weak interaction between the objects can 
also occur by means of these components. Additionally, we assume that 
small oscillations in the system are accompanied by the non-potential forces 
vanishing at i: = o. With accuracy up to the terms of higher order, the 
generalised force of dimension I x 1 is given by 

Qx=-Bi:+E ... , (7.13) 

the components of I x I matrix B being constant values of order liE. Let 
us assume that the quadratic form 

(7.14) 

where Bs = ~ (B + B') denotes the symmetric part of matrix B, is positive 
definite and thus can be understood as Rayleigh's dissipation function. 
The skew-symmetric part Ba = ~ (B - B') accounts for the existence of 
gyroscopic forces under oscillations of the carrying system. 

In the case of weak interactions, the m x 1 vectorial non-potential force 
corresponding to the coordinates of the carried system should be small 
(Qy = p,Qy) and does not depend on the coordinates and velocities of the 
carrying system up to small values of higher order. 

The above relationships are sufficient for the description of weak non
conservative interaction of carrying and carried types between the dynami
cal objects in continuous systems. A description of the piecewise-continuous 
systems is studied in what follows, see Sec. 8.6. 

The equations of motion for the system of weakly interacting objects are 
conveniently cast in Routh's form which is usually introduced in the case of 
cyclic coordinates [1], [60]. To this end, we first introduce into consideration 
the vector-rows of the generalised momenta corresponding to the proper 
coordinates of the objects 

(7.15) 

With accuracy up to the values of order E included, the required Routhian 
function is written down in the form 

n 1 n 

R = K - LPilii = -2 LPiAilp~ + p, (b.K + K(l) + K(2») + p,2 ... , 
i=l i=l 

(7.16) 
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where the "proper" generalised coordinates in the equations for b..K and 
K(2) are expressed in terms of the corresponding generalised momenta by 
eq. (7.15). 

Equation (7.16) yields the following formula for Routh's kinetic potential 

n 

LR = R - n = - L Hi + JlLo + Jl 2 .... (7.17) 
i=l 

Here 

(7.18) 

denotes the "proper" Hamiltonian of the i - th object, furthermore 

(7.19) 

denotes the total kinetic potential of the weak interaction, b..L = b..K - b..n 
designates the additional kinetic potential of the objects caused by small 
oscillations of the carrying system, then 

L( l) 1 . I l' 1 'c = -x A x - -x x 
2 2 

(7.20) 

is the kinetic potential of the carrying system and L(2) = K(2) - n(2) is the 
kinetic potential of the carried system. 

Now it is easy to write down the general equations of weak interaction 
in Routh's form 

'. _ oHi __ ~ ( (2)) 2 
q, 0Pi - Jl 0Pi b..L + L + Jl ... , 

. oHi _ 0 ( (2)) 2 
Pi + Oqi - Jl 0Pi b..L + L + Qi + Jl '" , 

Mx + Bx + Cx + (:tO~' - O~,) b..L+ Jl ... = 0, 

[ (do 0) (2) ] 2 _ 
Jl dt oi/ - oy' L - Qy + Jl ... - o. (7.21 ) 

These equations of motion for the objects are written with accuracy up 
to the terms of order E: included whereas the equations of motion for the 
carrying and carried systems contain only the terms of the lower order of 
smallness. 



8 
Synchronisation of anisochronous 
objects with a single degree of freedom 

8.1 Eliminating coordinates of the carrying system 

In this chapter we restrict our consideration to the weak interaction of the 
carrying and carried types of dynamic objects with one degree of freedom, 
that is lr = ... = In = 1. The generalised forces corresponding to the proper 
coordinates of the objects have the order of the small parameter of inter
action (Qi = /LQi). This assumption conforms to the quasi-conservative 
concept and is opposed to the non-conservative concept for which the as
sumption Qi = 0 (1) is typical, see Sec. 10.3. 

The generating system for the considered problem, see (7.21), is split 
into n second order, independent conservative subsystems 

.(0) 8Hi 
qi = 8 (0) , 

'Pi 

.(0) _ 8Hi 
Pi - -8 (0) . 

qi 
(8.1) 

Each of these subsystems admits construction of the general integral of 
libration or rotational type in the considered region of the phase space, see 
Secs. 3.2 and 3.3, 

(8.2) 

where 'Pi and Si are the" action-angle" variables, and Wi denotes the cor
responding circular frequency. Instead of the first 2n equations (7.21) we 
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can write 

rpi - Wi (8.3) 

t:l.L, L(2) and Qi being expressed in terms of IP1' SlJ ... ,lPn' Sn by means 
of eq. (8.2). Additionally, we assume a sufficiently smooth character of 
dependence of these quantities and the" action-angle" variables on x, x, y, iJ. 

As mentioned above, the presence of a carrying system causes the ap
pearance of additional mobility of the interacting objects. It is natural to 
assume that for an exact description of an arbitrary i-th object we need to 
prescribe both its proper coordinate and the components of a certain mi xl 
vector Xi whose physical meaning is completely determined by the nature 
of the object. These components usually have a clear geometric meaning 
and can be referred to as the quasi-coordinates of its interaction with the 
carrying system (the above remains valid for objects with several degrees 
of freedom also). For instance, in the case of an unbalanced rotor these 
coordinates are the components of displacement of the centre of rotation in 
the three mutually orthogonal directions. The coordinates of the carrying 
system (the components of vector x) may be of a rather abstract charac
ter, for example these can be the amplitudes of the normal modes of small 
oscillation. 

The time dependence of the quasi-coordinates of the interaction is deter
mined from the change of the absolute coordinates of the carrying system, 
so that 

Xi = Fmi (x). (8.4) 

Assuming additionally that Fmi (0) = 0 we obtain, due to the smallness 
of x, that 

. _ D + 2 Xt - /-LrmilX /-L . .. , ( dFmi I ) Fmil= -d- , 
X x=o 

(8.5) 

where Fm,l denotes a mi x l matrix with constant coefficients, describing 
the orientation of the object relative to the carrying system. The additional 
kinetic potential of all objects is obtained with the help of the superposition 
principle 

n 

t:l.L= Lt:l.Li . (8.6) 
i=1 

Here component t:l.Li characterises the change of state of the i - th object 
under the interaction and, up to higher order terms, is linear in components 
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AL ( . 'B(1) 'B(2») 2 
U i = f.1 Xi i + Xi i + f.1 .... (8.7) 

By virtue of the above, the components of the mi x 1 vectors B~1) and 

B~2) are functions of the partial derivatives of the" action-angle" variables 
'Pi' Si· Then, the differential equations describing the small oscillations of 
the carrying system can be presented in the following form, see (7.21), 

n 

Mx+Bx+Cx = LF;"',zGi' (8.8) 
i=1 

where the mi x 1 vector Gi ('Pi' Si) given by the equality 

(8.9) 

can be understood as the mi x 1 dimensional" force" exerted on the carry
ing system from the i - th object, corresponding to the quasi-coordinates of 
interaction. If the vector of the quasi-coordinates of interaction has three 
mutually orthogonal spatial coordinates, then Gi is a force in the conven
tional meaning of the word. If the quasi-coordinates are rotations, then G i 

is a mechanical moment. Thus, the dynamical objects under consideration 
play the part of exciters of finite-dimensional forces. 

The procedure of removing the non-critical fast variables of the carry
ing system explained in Sec. 5.3 is used below. Then, in the generating 
approximation, we obtain 

n 

(8.10) 

where each component x(i) is obtained by analogy with eq. (5.27) by means 
of the convolution integral 

27f 

X(i) = J K ('Pi -~) F;"'izGi (~, Si) d~, 
o 

(8.11) 

K denoting the l x l matrix impulse-periodic function of the carrying system 
determined by eq. (5.25) for l/ = 0, f = 1. The vector of quasi-coordinates 
of interaction of the i - th object in the generating approximation has, by 
virtue of eq. (8.5), the following form 

n 27f 

Xi = L J Kij (~,Wj) Gj ('Pj -~, Sj) d~. 
1=10 

(8.12) 
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Here it is taken into account that K and G i are 27r- periodic with respect 
to their fast changing argument, and the following mi x mj matrix 

(8.13) 

can be referred to as the dynamic influence matrix of the j - th object 
on the i - th object through the carrying system. Indeed, component 
k~,q) (p = 1, ... ,mi, q = 1, ... ,mj) of matrix Kij is equal to the time
dependence of the p-th quasi-coordinate of the i-th object subjected to an 
impulse 27r I W j -periodic perturbation through the q - th quasi-coordinate 
of the j - th object. 

Hence, the coordinates of the carrying system on the right hand sides 
of equations (8.3) can be excluded, and formulae (8.12) can be used in 
the first approximation. In what follows, we assume that a similar removal 
is also feasible for the coordinates of the carried system. To this aim it 
is necessary that the equations of the oscillations of the carried system, 
see eq. (7.21), are linear in the components of the vector y and have a 
structure close to eq. (8.8). Additionally, an important particular case is 
that in which the presence of non-inertial carried interactions does not 
result in the appearance of additional degrees of freedom. 

The above is related to the problem of internal synchronisation for the 
case of a totally autonomous system. For practical applications, one is also 
interested in the problem of external synchronisation when an external 
perturbation is exerted on the system through the elements of the carrying 
and carried systems. Let us assume that this perturbation is quasi-periodic 
with given, mutually independent frequencies Wn+l, ... ,wn+n" In partic
ular, let the carrying system be subjected to given 27rlwj-periodic forces 
G i ('l/Ji) , where 'l/Ji = Wit,j = n + 1, ... ,n + n'. Let the matrices of the dy
namical influence of forces K i,n+l,'" ,Ki,n+n' on the time rate of change 
of the coordinates describing the interaction of the carrying system with 
the i - th object (i = 1, ... ,n) be given also. As a result, formula (8.12) 
in the problem of external synchronisation remains valid provided that the 
summation over subscript j is carried out from 1 to n + n'. 

8.2 The principal resonance in the system with 
weak carrying interactions 

Let us assume that the inertialess interactions are absent, and the carrying 
system is subjected to a single 27r lv-periodic perturbation (n' = 1, Wn +l = 

v). All the objects in the system are assumed to be anisochronous. Then, 
the dependence of the partial frequencies on the actions, i.e. Wi = Wi (8i) 
is essential, and the steepness coefficients of the corresponding backbone 

dwi 
curves are ei (Wi) = -d = 0 (1). 

8i 
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Let us transform eq. (5.22) to the new "anisochronous" variables "phase
frequency" 'Pi' Wi· We take into account that only component f).Li of the 
additional Lagrange's function f).L in eq. (8.3) depends explicitly on 'Pi' ci. 
The result is as follows 

(8.14) 

This system with the multidimensional fast rotating phase admits use of 
the procedure of averaging within y"E-vicinity of the principal resonance 
explained in Sec. 5.4. In the first approximation we obtain 

Oi /-lei (Oi) Pi (a1, ... , an, 0 1 " ... , On) + /-l2 ... , (8.15) 

Qi Oi-v+/-lei(Oi)Ri(a1, ... ,an ,Ol" ... ,On)+/-l2 ... , 

where, in accordance with eqs. (31.12), (31.14) and (31.15), the averaged 
variables ai and Oi differ from the old variables 'Pi = vt and Wi by small 
values of order c and hence have the meaning of the averaged phase shifts 
and frequencies whereas functions Pi and Ri are obtained by substituting 
Wi = 0i 'Pi = 'P + a in the terms of the order of c into the right hand sides 
of eq. (8.14) and averaging over 'P = vt. While averaging, it is necessary to 
keep in mind that differentiating the first equation in (8.14) is carried out 
only with respect to explicit 'Pi (not in terms of Xi) and, with accuracy up 

to non-small terms, ! = v d~ and Oi = v. Thus, the equalities following 

from eqs. (8.7) and (8.9) 

all.Li 

a'Pi 

all.Li 

aOi 

hold. Then we have 
n+l 

R=M·-~W·· z - z ~ ZJ' 

j=l 

where the quantity 

(8.16) 

n+l 

R. =N.+~U .. 
~'" - > ~ >J, (8.17) 

j=l 

(8.18) 

is equal to the work of the proper non-potential forces of the objects aver
aged over the period. Moreover, 

(8.19) 
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and, by virtue of eqs. (8.12) and (8.16), 

211" 211" 

Wij = 2~ J J G~ (cp + ai, Oi) Kij (cp -'l/J, Oi) Gj ('l/J + aj, OJ) dcpd'l/J, 
o 0 

211" 211" 

Uij = 2~ J J a~iG~(CP+ai,Oi)Kij(CP-'l/J,Oj)Gj('l/J+aj,Oj)dCPd'l/J, 
o 0 

(8.20) 

* aKij 
where Kij = acp . 

Let us recall that the (n + 1) - th component in the sums in (8.17) 
appears because the problem under consideration is non-autonomous. All 
objects of the system are tuned to the frequency of "force" Gn +1 (cp) in eq. 
(8.20), (an +l = 0). 

Quantities Wij determined by eq. (8.20) as double convolution integrals 
are referred to as the particular vibrational moments. They characterise an 
averaged interaction of the i - th and j - th objects through the carrying 
system and are functions of the averaged partial frequencies 0i and OJ, as 
well as the difference ai - aj of the phase shifts (i,j = 1, ... , n). It follows 
from eq. (8.20) that 

(8.21) 

The quantity 

n+l 

Wj = I:Wij (8.22) 
j=l 

describes an averaged action of the carrying system on the i - th object 
and is called the total vibrational moment. 

Let us average expression (8.7) in the first approximation and estimate 
the integral of the first terms by parts. By virtue of eq. (8.9) the obtained 
expression has the form 

211" 211" 

!:l.Ai = 2~ J !:l.Lidcp = 2~ J G~xidcp (8.23) 

o 0 

and is equal to the average work which is done by the force excited by the 
i - th object in its quasi-coordinates. Quantity !:l.Ai can be referred to as 
the additional Hamilton action of the i-th object. Inserting eq. (8.12) into 
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eq. (8.23) yields 

n+1 

I:!::1Aij , 

j=1 

271" 271" 

(8.24) 

!::1Aij 2~ J J G~ (cp + Qi, o.i) Kij (cp - 'ljJ, o.j) Gj ('ljJ + Qj,fJj ) dcpd'ljJ. 
o 0 

It immediately follows from this equation that 

W. __ a!::1Aij 
ZJ - aQi' (8.25) 

The above can be generalised easily to the case of the internal syn
chronisation when the external synchronising action is absent and thus 
Gn +1 = O. In this case all of the above formulae remain valid. However, 
the synchronous frequency v is not known in advance, Wij = Uij = 0, and 
the right hand sides of the averaged equations (8.15) depend only on the 
differences of phase shifts Qi - Q j . 

Nearly trivial is the generalisation to the case of so-called multiple syn
chronisation, when the frequencies of the motion in the generating approx
imation are bound by certain integer relationships. Then it is sufficient 
to perform some integer transformation of the "phase-frequency" variables 
in the original equations (8.14) using Sec. 4.8. Certain lower harmonics 
may be absent in the finite-dimensional forces G i . This may result in the 
absence of frequency commutation between these forces and identical van
ishing Wij and Uij . Such a degenerating situation requiring consideration of 
the higher approximations appears, for example, in the problem of multiple 
synchronisation of the exciters of harmonic forces [10]. 

The obtained results allow us to judge the peculiarities of the incom
plete synchronisation in the system under consideration. For example, let 
the interacting objects be split into n' sets each of which is tuned to one of 
the mutually independent frequencies W n +l, ... ,wn + n '. In the first approx
imation it is of no concern whether they are prescribed frequencies of the 
external excitations or the frequencies of internal incomplete perturbations. 
In this case, the process of averaging system (8.14) is understood in the 
generalised sense and strictly follows the approach of Sec. 5.4. The absence 
of any frequency communication between the forces exerted on the carrying 
system by the objects of the different sets leads to the averaged system, 
which is split into n' isolated subsystems (8.15). Each of these subsys
tems describes the weak interaction of the averaged frequencies and phase 
shifts of the corresponding set whilst its right hand sides are determined 
according to eqs. (8.14)-(8.20). This allows us to formulate the following 
independence principle, namely, that the weak interaction between objects 
of the same set in the vicinity of a certain (internal or external) resonance 
does not depend on the actions exerted by the other objects. 
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Keeping in mind this possibility of the above generalisation we restrict 
our consideration, for brevity, to the analysis of only complete internal 
synchronisation of anisochronous objects (i, j = 1, ... ,n). 

The single-frequency stationary regime in such a system (complete syn
chronisation) is characterised, due to (8.15). by the fact that the constant 
values of the averaged values ai and ni , of the order of unity, are deter
mined from the following equations 

(8.26) 

By virtue of eqs. (8.17) and (8.22), the second equations in (8.26) take 
the form 

Pi == Mi - Wi = O. (8.27) 

Actually, these equations serve to determine the original approximations 
to the differences of the phase shifts a2 - aI, ... ,an - a1 and to the 
synchronous frequency v. With this in view, these transcendental equations 
can be referred to as the equations of the problem of autophasing of the 
synchronous motions of the objects. 

The asymptotic local stability is determined according to the asynchronous 
criteria of stability of the first and second sets derived in Sec. 5.5. In par
ticular, the criteria of stability of the first set are satisfied if the n - 1 roots 
Ai of the determinant of the linear system 

(ei = ei (v)) (8.28) 

are negative, the n - th root being equal to zero due to autonomy of the 
problem. The anisochronous criteria of the second set are determined by eq. 
(5.75). The corresponding inequalities take a very specific form in the im
portant particular case in which the non-potential forces for the proper co
ordinates of the objects are either of the partial character (Qi = Qi (qi,Pi)) 
or depend on some other parameters which usually have no mechanical 
meaning and can be expressed in terms of qi and Pi (or <Pi and Wi) by 
means of an infinite procedure analogous to that used for excluding the 
coordinated of the carrying system, see Sec. 9.1. In both cases, values Mi 
and Ni do not depend on the phase shifts and are functions of ni . Then 
we can perform the replacement Pi ---t - Wi in eq. (8.28) so that we finally 
have 

n 

ei z=Wij (ai - aj) + Aiai = O. 
j=1 

(8.29) 

Here an asterisk denotes differentiation of the partial vibrational moment 
W ij (ai - aj, ni , nj ) with respect to its first argument. 
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In view of the absence of the slow isochronous variables in the anal
ysed equation (8.14), the anisochronous criteria of the second set require 
fulfillment of the following inequalities, d. (5.75) 

~ (8R 8~) 
L ei 80:. + 80'.. aja; < O. 
i,j=l 1 1 

(8.30) 

In the case under consideration, instead of eq. (8.30) we can write 

n [dM n (8 8) 1 L dv'ai - Laj 80,i + 80,. W ij ei a; < 0, 
,=1 J=l J 

(8.31) 

where identity (8.21) is taken into account. Let us introduce bi = eiai, 
which by virtue of eq. (5.73) are determined from the following equation 

n 

ei L (WiJbi - Wj*ibj) + Aibi = 0 
j=l 

(8.32) 

n 1 
and satisfy the normalisation condition .L -aibi = 1 with the weight 

i=l ei 
1 

function -. In addition to this, we take into account that one can take 
ei 

8~i + 8~j = :v if no difference is made between the partial frequencies 

for calculation of the partial vibrational moments (8.20). Then we can 
finally write down 

""' -' a· - ""' _'1 a . b < 0 n [dM n 8W· 1 
L dv ' L 8v J ' • 
i=l j=l 

(8.33) 

Equations replacing eqs. (8.28) and (8.32) are obtained for the above 
non-autonomous case provided that we replace n by n + 1, then omit the 
(n + 1) - th equation and put an+! = an+! = bn+! = O. The form of 
inequalities (8.33) does not change. 

It is easy to see that for Ai = 0 we have ai = 1 and f= bi = 1. Then the 
i=l ei i 

inequality ensuring stability for the second set corresponding to this root 
has the form 

(8.34) 

In this regard it is worthwhile finding the first approximation to the 
synchronous frequency from the following equation 

n 

L(Mi - Wi) = 0, (8.35) 
i=l 
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which is obtained by summing up eq. (8.17) over i and can be treated 
as the equation of energy balance. Thus, inequality (8.34) has a standard 
meaning of the condition for self-excited oscillations. In the particular case 
of a single object (n = 1) the problem of autophasing does not exist at all, 
and, instead of eqs. (8.35) and (8.34) we have 

M=W, 
d 

e dv (M - W) < O. (8.36) 

Two additional solutions of the first equation in (8.36), namely under

resonant (dd: > 0) and over-resonant (~: < 0) ones, may appear near 

the resonance with the coordinates of the carrying system. If the object 
is hard anisochronous (e > 0) then the over-resonant solution is unstable 
due to eq. (8.36). This obstacle determines specific features of the quasi
stationary transition of the system through the resonance, jumps accom
panying this transition, the Sommerfeld effect and so on [52]. In the case 
of several interacting objects (n ~ 2) the stability inequalities (8.33) cor
responding to the non-trivial values of Ai have a much more complicated 
nature. However, they are most essential near to the resonances of the 
coordinates of the carrying system. 

In the particular case in which the proper non-potential forces are of par
tial character and are explicit functions of the proper coordinates qi, Pi (and 
possibly also of a external synchronous phase 'P) the following relationship 

(8.37) 

is valid. This can be proved easily if we calculate the partial derivative of the 
original expression (8.18) with respect to Oi and estimate the integral with 

o2qi b I h ld b _1. • h h . Oqi. ° 0 . y parts. t s ou e tCU\.en mto account t at t e quantIty ~ IS 
'Pi W, uW, 

27r-periodic with respect to 'Pi' and the determinant of the transformation 
to the "phase-frequency" variables is equal to the corresponding steepness 
coefficient of the backbone curve 

Oqi OPi Oqi &Pi 
---- - --- = ei· 
0'Pi OWi OWi 0'Pi 

8.3 Dynamic matrix and harmonic influence 
coefficients of the carrying system 

(8.38) 

If small oscillations of the carrying system are not accompanied by the 
gyroscopic forces, i.e. B = B', see eq. (8.8), then the matrix impulse
frequency characteristic of the carrying system K (~,w) is also symmetric. 
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The following relationships of dynamic reciprocity 

(8.39) 

are fulfilled due to eq. (8.13). 
The matrix coefficients of the Fourier expansion 

K· = ~K(O) + ~ ~ (K(P) cos pC + k(p) sin pc) 
tJ 27r tJ 7r ~ tJ ." tJ ." 

p=l 

(8.40) 

are equal to the harmonic influence coefficients of the m-dimensional force 
on the mj-dimensional amplitude of the corresponding harmonics. Under 
the harmonic influence coefficients one understands the reaction on the 
harmonic perturbation of unit amplitude. If B = 0, then ki~) = 0 and the 
dynamic influence matrix is an even function of the synchronous phase 

(8.41) 

Then, due to eq. (8.20), the n x n matrix of the partial vibrational mo
ments is skew-symmetric in the sense that 

(8.42) 

This circumstance determines the potential character of the averaged 
equations of motion, see Sec. 8.5. 

Assume now that the carrying system is an elastic continuum with pre
scribed properties. This means that for any two points M and N of the 
carrying system there exists a unique tensor of second rank K (M, N) = 

K (N, M) such that the displacement u of point M under the action of 
force Q applied at point N is equal to 

u=K(M,N)Q. (8.43) 

The Fredholm equation for small oscillations of the carrying system under 
harmonic force ej cos lit of the unit amplitude (Iejl = 1) applied at point 
Nj is as follows 

u(M, t) -J K (M, N) [p (N) (Pu{)~~, t) + R] dVN + 
(V) 

K (M, N j ) ej cos lit. (8.44) 

Here u (M, t) denotes the displacement vector of point M of the carrying 
system, whilst p (N) and R denote the mass density and the vectorial den
sity of the dissipation force respectively. Integration is performed over the 
whole volume of the carrying system. 
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Let us assume that the influence tensor of the carrying system with l 
degrees of freedom is represented as the following bilinear expansion 

I 
K (M N) = '"' 8 p (M) 8 p (N) 

, ~ A2 ' 
p=l p 

(8.45) 

where Ap and 8 p denote respectively the eigenvalues and the vectorial 
eigenfunctions which satisfy the following conditions of orthogonality and 
normalisation 

J p (N) 8~ (M) 8 p (N) dVN = Dpa 

(V) 

and are determined from the following homogeneous equation 

8 p (M) = A~ J p(N)K(M,N)8p (N)dVN. 

(V) 

The solution of eq. (8.44) is sought as the series 

I 

u(M,t) = L8p(N)up(t), 
p=l 

(8.46) 

(8.47) 

(8.48) 

where Ul, ... ,Ul are a priori unknown scalar amplitudes of the normal 
forms. We use the following expression for the density of the energy dissi
pation in the carrying system 

I 

R = Lt1p8p (N) uP' (8.49) 
p=l 

where f31 , •.• ,t11 are positive constants. The hypothesis behind the latter 
relationship, known as Voigt's hypothesis [8], implies, in a certain sense, a 
proportionality of the forces of internal resistance to the strain rate. 

Inserting eq. (8.49) into (8.44) and rearranging the result by means of 
eqs. (8.45), (8.46) and (8.49) we arrive at the system of ordinary differential 
equations 

(8.50) 

The periodic solution of this equation has the form 

(8.51) 
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FIGURE 8.1. 

Let us substitute the latter equation into eq. (8.48), adopt !vI = Mi and 
project the obtained displacement on the direction of vector ej. The result
ing scalar harmonic coefficient of influence of the force on the displacement 
in the corresponding direction is given by 

(8.52) 

This general expression also remains valid in the degenerate case when 
a few first eigenvalues Ap are equal to zero and formula (8.45) loses its 
meaning. We can use this expression for the case of the carrying system with 
distributed parameters (I = (0) and a discrete spectrum of eigenvalues. 

Let us consider several particular examples of determining the harmonic 
influence coefficients. 

1. A free rigid body with six degrees of freedom, Fig. 8.1. Let us neglect 
the rigidity of the springs which fix the equilibrium position of the body 
and the influence of the energy dissipation at its small oscillation. The 
eigenvalues of the system are zero and the orthogonal and normalised modes 
are determined by the formulae 

e p (p= 1,2,3), 

(8.53) 

Here el, e2, e3 are the unit vectors of the principal axes of inertia of the body 
Ox, Oy, Oz, whereas lvI and Jx, J y , Jz denote the mass and the principal 
moments of inertia of the body, respectively. Substituting eq. (8.53) into 
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M 

FIGURE 8.2. 

eq. (8.52) and taking into account that l = 6 and {3p = )..p = 0 yields 

(8.54) 

where Xi, Yi, Zi and Xj, Yj, Zj are the coordinates of the points Mi and M j 

respectively, and "'ip = ei . ej (p = 1,2,3) denote the direction cosines of 
the considered directions. 

2. A rigid body of mass M with a single degree of freedom (l = 1) 
mounted on a spring of rigidity c, Fig. 8.2. As the only normalised mode in 
this case is e = 11m, the harmonic coefficient of influence of the force 
in direction X on the displacement in this direction is given by 

(~ = lit) , (8.55) 

cf. eq. (8.52). Here)" = JclM denotes the natural frequency of oscillation 
of the system, n denotes the coefficient of viscous resistance and ( denotes 
the harmonic coefficient of influence of the force on the oscillation phase 

1 lin 
tan(= M)..2_112 (0«<71"). (8.56) 

According to eq. (8.55) the maximum value of k is naturally considered 
to be the harmonic coefficient of the force on the oscillation amplitude. 

3. A rigid platform with two degrees of freedom mounted on two springs, 
Fig. 8.3. The mass and the moment of inertia are designated by M and 
J respectively, and the centre of mass is assumed to lie at the midspan. 
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1. 

r4--------~------+_r_x 

c 

FIGURE 8.3. 

The system has two natural frequencies Al = J2c/ M and A2 = J2cr2 / J 
and correspondingly two orthonormalised modes 8 1 = 1/ VM and 8 2 = 
x /.JJ. Denoting the coefficient of viscous resistance in any spring by n, the 
harmonic coefficient of influence of the transverse force at point Xl on the 
displacement of point X2 is, due to eq. (8.52), given by 

where 

1 2vn 
tan(l = M 2 2' Al - V 

(8.58) 

4. Homogeneous beam. The natural frequencies of the beam [8] are con
veniently expressed in terms of the non-dimensional eigenvalues Pp (p = 
1,2, ... 00) in the following form 

/cp2 
Ap = V P l~' (8.59) 

where G, p and l denote the beam rigidity, mass per length unit and the 
total length respectively. Thus, the harmonic coefficient of influence of the 
transverse force on the displacement is given by 

pl4 ~ cos~ 
k12 = G Lt 8 p (Xl) 8 p (X2) 4 4' 

p=l Pp - P 
(8.60) 

where p = {/ pv2 / Gl denotes the non-dimensional frequency parameter and 
8 p (x) denotes the orthogonal and normalised modes of the beam. In the 
case of a simply supported beam Pp = 7rP, and 

(0 < X < l), (8.61) 
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FIGURE 8.4. 

where Ai is the beam mass. In the case of a free-free beam (actually a 
beam on an elastic suspension of negligibly small rigidity) Al = A2 = 0, 
8 1 = 1jVM and 8 2 = xjvJ one can separate a "rigid" part from the 
series 

(8.62) 

Here it is assumed that J denotes the moment of inertia of the beam and 
the centre mass x = 0 is assumed to lie at the midspan of the beam. 

The non-trivial eigenvalues of the free-free beam are determined from 
the equation cosh P p cos P p = 1 and the corresponding normal modes are 
equal to, see [8], 

8 p 
1 

VM 
(

COShPPT cos PPT ) 
--p""""::-+ P 
cosh....£.. cos....£.. 

2 2 

p = 3,5,7, ... 

8 P 
1 

VM 
(

sinhPPT + sinp;T) 

sinh P; sin ; 
p = 4,6,8, .... (8.63) 

Let us notice that the harmonic coefficient of influence of the force on 
. .. 8k12 

the angle of rotatIOn of the cross-sectIOn Xl IS equal to -8 ,that of the 
Xl 

8k12 
moment on the displacement -8 ,and that of the moment on the angle 

X2 

. 82 k12 
of rotatIOn 8 8 . 

Xl x2 
This list can be continued. However we restrict our consideration to a 

unbounded system for which applying formula (8.52) is not possible. We 
consider a chain-like one-dimensional system of identical rigid hinged rods, 
Fig. 8.4. The system is assumed to be unbounded in both directions, the 
particles of mass M being attached at the hinges. The rigidities of the 
elastic elements fixing the straight equilibrium position of the system are 
assumed, as above, to be negligibly small. The equation for the forced 
oscillations of the chain subjected to a unit force applied at the i - th hinge 
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is as follows 

( 2) .. pl (" ") M + '3pl k ij + '6 ki,j+! + ki,j-l = Oij COS~, (8.64) 

where k ij denotes the displacement of the j - th hinge. While constructing 
the latter equation we assume that the rods have a constant mass per unit 
length p and their central moment of inertia is thus pl3/12. The pure har
monic forced oscillation governed by eq. (8.64) must satisfy the condition 
that kij ---7 0 when j ---7 00 and can be constructed by means of the analyt
ical method of finite differences [68]. The corresponding expression has the 
form 

3 (_l)i+j .. 

kij =-plv2 sinhq exp(-qlz-JI)cos~, ~=vt, (8.65) 

where the positive parameter q is determined from the equation 

(8.66) 

Thus, the harmonic relation between the hinges decays exponentially 
with increasing distance. 

8.4 Synchronisation of the force exciters of the 
simplest type 

Construction and analysis of the averaged equations of motion of the first 
approximation in the problem of weak interaction of anisochronous dynam
ical objects with a single degree of freedom by means of a "linear" carrying 
system consists of a several steps 

1) determination of the values of the forces Gi exerted by the generating 
conservative objects on the immovable carrying system, 

2) theoretical or experimental determination of the components of the 
dynamical influence matrices, 

3) constructing expressions for the partial vibrational moments and av
erage power of the non-potential forces of the proper coordinates of the 
objects, and 

4) determination of the synchronous phasings and criteria of their exis
tence and stability. 

Solution of the latter problem is considerably simplified in the important 
particular case in which the dissipative forces are small under oscillations of 
the carrying system (B = 0) . Indeed, due to skew-symmetry of the matrix 
of partial vibrational moments, see eq. (8.39), the equation of the energy 
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balance (8.35) typically takes the following form 

n 

(8.67) 

and serves to determine the synchronous frequency v. Matrix WIj is, in 
contrast, symmetric. One can easily symmetrise the determinant of system 
(8.29), thus, all of its roots are real. The direct and conjugate systems 

(8.29) and (8.32) coincide bi = L ....l.ai and the stability inequalities of ( 
n a2 ) 

j=l ej 

the second set in eq. (8.33) take the form 

Assume now that all of the objects coincide in the sense that sign el 
... = signen and Ml = ... = Mn. Then, as the numbers al, ... , an are 
real-valued, we obtain, instead of eqs. (8.33) and (8.67), that 

Wi =0, M=O, 
dM 
dv sign ei < O. (8.68) 

Thus, synchronous phasing in the system of identical objects results in 
the total vibrational moments vanishing, whereas the appearance of the 
interactions do not shift the synchronous frequency in the first approxima
tion. The latter inequality in (8.68) means that the stationary motion of 
each objects with the given frequency must be stable under no interaction. 

Let us notice that, due to eq. (8.37), the latter inequality (8.68) can be 
recast in the form 

/ dQi ) < O. 
\ dPi 

In the particular case of a single object, which is a nearly conservative 
non-autonomous system with a single degree of freedom, the only necessary 
and sufficient condition coincides with that obtained by Kats [61J. 

Let us study first the most simple case of synchronisation of scalar forces 
or moments (i.e. forces or moments of a fixed direction), then series (8.40) 
can be written as follows 

11 00 

K· = _k(O) + - '"' k(P) cos (p~ -1/J(P)) (~ = vt) , 
'J 27r 'J 7r L..J 'J 'J 

p=l 

(8.69) 

where kif) and 1/J~'j) are the coefficients of influence of a unit harmonic 
force of frequency pv excited by the j - th object on the amplitude and 
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phase shift of the single quasi-coordinate of interaction of the i - th object 
respectively. The scalar force, excited by the i - th object, is assumed to 
be anharmonic 

00 

Gi = G~O) + L G~p) cos (P<Pi - 79~P») (<Pi = vt + O!i). 
p=l 

(8.70) 

By an appropriate choice of the proper coordinates of the objects we 

can always show that the first harmonics Gi is a maximum (79~1) = 0) at 

<Pi = O. 
Inserting series (8.69) and (8.68) into eq. (8.16) leads to the following 

general expression for the partial vibrational moment 

Wij = ~ f:G~P)G)P)k~)sin [P(O!i - O!j) +'ljJ~j) - (79~P) -79)P»)]. (8.71) 
p=l 

If all of the objects excite forces, each component of which has the same 
phase, i.e. 79~p) = 79(p) , then, by virtue of eq. (8.71), the known values of 
79(p) (p = 2,3, ... ) do not affect the values of Wij and the character of the 
synchronous phasing. If, moreover, the friction in the carrying system is 
small, i.e. 'ljJ~j) = 0 and equalities (8.68) are valid, then the equations of 
the problem of autophasing take the form 

1 n 00 

Wi = "2 L L G~p)G)p) k~) sinp (O!i - O!j) = O. 
j=lp=l 

(8.72) 

This system always has a family of solutions O!i = 'Trai, where ai is either 
zero or unity. The character of such phasing, referred to as the phasing of 
the first kind can be described by n-digital binary number a1a2 ... an. 
Among the phasings of the first kind, the synchronous-synphase regime is 
of fundamental importance. The regime of two oscillations for which the 
phases are coincident is referred to as the synphase regime. Clearly, the 
other possible phasings depend on the properties of the carrying system 
and the objects and are referred to as the phasing of the second kind. 
Correspondingly, these phasings exist only in a bounded region of the space 
of the problem's parameters. 

Let us make the problem more precise by assuming that the forces excited 
by the objects are monoharmonic, i.e. G~p) = 0 (p = 2,3, ... ). Then the 
equations in (8.72) can be recast in the form 

n 

Wi = LPij sinp(O!i - O!j) = 0, 
j=1 

(8.73) 

In addition to this, we assume for definiteness, that all of the objects in 
the system are hard anisochronous, i.e. e > O. Then the direct analysis of 
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FIGURE 8.5. 

the latter equation and the stability criteria for the synchronous phasings, 
following from eq. (8.29), leads to the following results. 

In the system of two exciters (n = 2) only a synphase (a1 - a2 = 0) and 
antiphase phasing (a1 - a2 = 7f) of the first kind are possible, the synphase 
being stable if P12 > O. 

In a symmetric system of three exciters (n = 3,P12 = P23), there exist 
the following phasings: 

a) Is which is a symmetric phasing of the first kind (synphase), a1 = 
a2 = a3 = O. It is stable if P12 > 0 and P12 + 2P23 > 0; 

b) la which is an antisymmetric phasing of the first kind (antiphase), 
a1 = 7f, a2 = 0, a3 = -7f. It is stable if P12 > 0 and P12 + 2P23 > 0; 

c) 2 which is an antisymmetric phasing of the second kind, for which 

P12 
cosa1 = ---, a2 = 0, a3 = -a1· 

2P13 
(8.74) 

The condition for the existence and stability has the form P13 < - Ip121 /2. 
The regions for the existence and stability of these phasings do not in

tersect each other and cover the entire plane, see Fig. 8.5. Typically, both 
phasings of the first kind coincide with the phasing of the second kind, 
and a jump is observed on their intersection border (P12 = 0,P13 > 0). In 
the particular case of exciters of equal harmonical forces of the permanent 
direction mounted on the free body, symmetric along its central axis, see 
Fig. 8.6, the coefficients PI2 and PI3 differ only by the same positive factor 
from the corresponding harmonic influence coefficients, see eq. (8.73) 

kI2 = - ~l/2' kI3 = - :2 (~ - j) . (8.75) 

As a result, the synphase is always unstable, the antiphase is stable if 
J < M r2 whereas the phasing of the second kind is stable if J > M r2 . 

Not going into detail for the symmetric system of four exciters (n = 4, 
PI2 = P34,PI3 = P24), we notice only that the antisymmetric phasings of 
the second kind are determined in closed form and are characterised by the 
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t ' .I: 
FIGURE 8.6. 

equalities 

cos (0'1 - 0'2) = - - - + - ± - --P13 [ 1 1 (1 1 ) 
2 P14 P23 P14 P23 

( 1 - P14P23/P~3) 1/2] , 

1 - P14P23/P12 

P12 [ 1 1 (1 1 ) cos(al+a2)=-- -+-± ---
2 P14 P23 P14 P23 

( 
/ 2 ) 1/2] 1 - P14P23 P12 

1 - P14P23/pi3 

(8.76) 

The above said is equally valid for synchronisation of the exciters of both 
forces and moments of the permanent direction. In the latter case, the 
values G i and k ij are the mechanical moments and harmonic coefficients 
of influence of the moments on the angle of rotation, respectively. 

Let us consider the problem of a weak interaction of the exciters of two
dimensional harmonic forces 

(8.77) 

where the amplitudes of the components may be interpreted as forces and 
moments, whilst '"Yi denotes a constant phase shift of the second harmonic 
relative to the first one. The dynamic matrix of influence of the j - th 
exciter on the i - th one, or, strictly speaking, its pure harmonic part, can 
be presented in the following form 

1 
Kij (~, v) = -

7r 

k(l,l) it -"1,(1'1)1 'J cos <, 'f"J ' 

k(2,1) t _ "/,(2,1) 
ij cos <, 'f'ij , 

k (1,2) it -"/'(1'2)1 ij cos <, 'f'ij 

k(2,2) cos t _ "/,(2,2) 
'J <, 'f"J 

, (8.78) 

where k;f,q) and 'lj;~f,q) (p, q = 1,2) are the harmonic coefficients of influence 
of the force on the amplitude and phase of the displacement of the corre
sponding quasi-coordinate of the interaction. By virtue of the reciprocity 
condition we have k(1,2) = k(2,1) and "/,(1,2) = "/,(2,1) Inserting expressions 

'J l' 'f"J 'f'J'. 
(8.77) and (8.78) into eq. (8.20) we finally arrive at the following general 
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formula for the partial vibrational moment 

w: - ~ [C(l)C(l)k(l,l) . ( . _ . + ./,(1,1») + 
tJ - 2 i j ij sm at a J 'Pij (8.79) 

C (1)C(2)k(1,2) . ( . + _ . + ./,(1,2») + C(2)C(1)k(2,1) . ( . _ ._ 
i j ij sm at /j a J 'Pij i j ij sm at a J 

(2,1») (2) (2) (2,2) . ( (1,2»)] 
/i + V;ij + Ci C j kij sm ai - aj -,i + /j + V;ij . 

It follows from the latter expression that, generally speaking, in the sys
tem of exciters of two-dimensional harmonic forces there exists no phasing 
of the first kind. In particular, a synchronous-synphase regime does not 
exist even in the case of (8.68) when v;~~,q) = O. For their existence, the 
presence of the synphase component of the force is sufficient, i.e. 1i = 0, 7r, 

see eq. (8.77). 

8.5 Extremum properties of stationary 
synchronous motions 

Historically, the averaged equations of the problem of weak interaction of 
anisochronous dynamical objects with one degree of freedom were cast in 
a form distinct from that of Sec. 8.2. This form does not use the concept of 
the dynamic influence matrix and thus is less convenient for the study of 
particular problems. On the other hand, by using this form we can obtain 
certain qualitative conclusions about stationary synchronous motions in 
systems of a more general structure in the presence of the interaction of 
both carrying and carried types. 

Let us begin with the following equations for weak interaction of the 
dynamical objects of the considered type in terms of the" phase-frequency" 
variables, see for example eq. (8.14) 

[ Oqi 0 ( (2»)] 2 
/Lei 0'Pi Qi + 0'Pi iJ.L + L + /L ... , 

tpi - Wi [ oqi 0 ( (2»)] 2 
-{Lei OWi Qi + OWi iJ.L + L + /L .... (8.80) 

Here, as before, the coordinates of the carrying and carried systems are 
presented as implicit functions of these variables. However, the partial 
derivatives with respect to 'Pi and Wi are taken without accounting for 
the dependence of quantities iJ.L and L(2) on these coordinates. It is im
material for the forthcoming analysis that the additional kinetic potential 
of the objects is represented in the form (8.6). 

The equations for the carried system in the generating approximation, 
see eq. (7.21), are assumed to be linear in components of y and thus admit 
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a quasi-periodic family of solutions for arbitrary WI, • •• ,Wn . This result 
enables the kinetic potential L(2) also to be represented as a function of 
the "phase-frequency" variables. 

The averaged equations of motion in the considered y'E vicinity of the 
principal resonance have, as before, the form (8.15), where 

Pi = Mi - Wi, R;, = Ni + Ui (8.81) 

and quantities Mi and Ni are given by formulae (8.18) and (8.19), whilst Wi 
and Wt, eq. (8.20), are obtained when the corresponding partial derivatives 
of the "total" additional kinetic potential of the system 

(8.82) 

with respect to 'Pi' Wi is averaged over the synchronous phase 'P = vt. 
The averaged expression can be set in the form 

(8.83) 

where it is taken into account that, with accuracy up to higher order of 
smallness, L(I) and L(2) do not depend explicitly on qi,Pi and x respec
tively. Accounting for the equations of motion for the carrying and carried 

h . I' h h . I £ ax d ay. d systems, t e mtegra s WIt t e vectona actors aai an aai are mtegrate 

by parts to yield 

Mx+B±+Cx+ (!a~') 6.L+/L... 0, 

(do a) (2) , 2 
dt ail - ay' L - Qy + /L ... = o. (8.84) 

Matrix B is assumed to be not symmetric, i.e. B =I- B'. Averaging (8.83) 
leads to the following typical expression for the total vibrational moment 

Wi = - aA + / x' B' ax ) _ / Q' 21L), 
aai \ aai \ Y aai 

(8.85) 

where 

A = (Lo). (8.86) 

Quantity A is referred to as the averaged Hamilton action of the char
acteristics of the weak interaction in the system. Notice that in eq. (8.83) 
and in what follows we imply only the "total" partial differentiation with 



220 8. Synchronisation of anisochronous objects with a single degree of freedom 

respect to the averaged variables ai, ni , whereas the averaging is carried 
out as above in Sec. 8.2. Thus, all averaged quantities are functions of 
al,' .. ,an, n l ,.·· ,nn' 

The analogous transformations yield 

oA / ., , ax) /Q' oy ) 
Ui = - ani + \ x B ani - \ y ani . (8.87) 

Here 

A = A(I) + A(2) + ~A, (8.88) 

where A (1) and A (2) are the averaged Hamilton action of the carrying and 
carried systems respectively, whereas ~A means the additional action of 
the objects caused by small oscillations of the carrying system 

(8.89) 

There are also two possible modified expressions for the total vibrational 
moment (8.85) and (8.87). In order to obtain them, we perform the vi rial 
transformation [83] of the equation for small oscillations of the carrying 
system (8.84). In other words, we calculate the scalar product of this equa
tion and the vector-row x' and average the result over 'P. Then, as L(I) 

and ~L are quadratic and linear forms of components of x and x, see eqs. 
(7.20) and (8.7), we obtain, after integration by parts, that 

2A(I) + ~A = r, (8.90) 

where 

(8.91) 

is the averaged virial of the gyroscopic forces in the carrying system, where 
Ba = ~ (B - B'). Using identity (8.90) and eq. (8.88) we obtain, instead 
of eq. (8.85) that 

-~ (A(2) - A(l)) + / x'B~) - / Q'~)' oai \ oai \ Y oai 
_~ / A(2) + !~A) + / x'Bs ax ) _ / Q' oy ), (8.92) 

oai \ 2 \ oai \ Y oai 
where Bs = ~ (B + B'). 

Further analysis is restricted to the most simple particular case in which 
the stationary synchronous regime in the system is characterised by van
ishing the total vibrational moments, see eq. (8.68). To this end, as shown 
in Sec. 8.4, it is necessary that the objects are identical in a certain sense 
(sign ei = sign e, Mi = M) and the non-potential forces of the carrying and 
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carried system have a higher order of smallness, i.e. Bs = 0, Qy = O. Then, 
by virtue of the second equality in (8.92), the equations of the problem of 
autophasing take the form of conditions for stationarity of the potential 
function D = A (2) + ~ D.A for the generating phase shifts aI, ... , an 

(8.93) 

Moreover, the criteria for stability of the synchronous regime of the first 
set, see for example eq. (8.28), which are not only necessary but also suffi
cient in this case (cf. eq. (8.68)), are obtained from the equation 

where 

n 

ei L dijaj = >.iai, 
j=l 

{J2D 
dij = dji = -----,

OaiOaj 

(8.94) 

(8.95) 

Since the signs of the steepness coefficients of the backbone curve coincide 
for the objects (sign ei = sign e) all n roots >.i of the determinant of (8.94) 
are real. In order to prove this, it is sufficient to rewrite this determinant 
in the following "symmetrised" form 

Idijv'eiej - >'i8ij signel = o. (8.96) 

All n roots of the determinant of system (8.94) have the same sign pro
vided that the homogeneous quadratic form 

1 n 

D2 = "2 L dijaiaj 
i,j=l 

(8.97) 

is positive definite (positive semi-definite in the autonomous case) in the 
vicinity of zero. It follows from the equality that 

(8.98) 

It is important that the real values aI, ... , an in expression (8.97) can 
be understood to be the deviations of the phase shifts from their stationary 
values ai in accordance with eq. (8.93). In this sense, form D2 is a result of 
the expansion of the potential function in power series in terms of deviations 
ai = ai - ai. 

The positive-definiteness (or positive semi-definiteness in the autonomous 
case) of form D2 is known, cf. [60], to be ensured if all n roots K':1, ••• , K':n 

of the equation 

(8.99) 
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have the same sign (but one zero root in the autonomous case). Therefore, 
we arrive at the following statement: for a stable synchronous phasing the 
potential function D = A(2) + ~b.A has a maximum for ei > 0 (minimum 
for ei < 0) which is determined by quadratic terms in the power expansion 
of this function in the vicinity of a stationary point. In the general case 
(ei -I- ej) the values of K1, ... ,Kn are not proportional to the squares of the 
first approximations to the characteristic exponents and thus do not allow 
us to judge the degree of stability of the regime. 

The presence of the above extremum property enables us to write down 
the system of explicit inequalities which is equivalent to the stability con
ditions following from eq. (8.93). To this end, it is sufficient to apply the 
special linear transformation ai ---> bi with a triangular matrix [33] in order 
to represent quadratic form (8.97) in the following form 

(8.100) 

where d1 , ...• dn are the sequential principal minor determinants of matrix 
dij 

dp = Idill '-1 (p = 1, ... ,n). t,)- , ... ,p (8.101) 

Representation (8.100) yields the necessary and sufficient conditions for 
stability of the synchronous regime in the form of Sylvester's inequalities 

d1 signe < 0, ... ,dn signe < O. (8.102) 

In the problem of internal synchronisation when dn = Idij I = 0, the 
last inequality in (8.102) no longer exists. Assume now that some rigid 
kinematic constraints stabilising the phasing a;+l' ... ,a~ are imposed on 
the synchronous motion of the objects with numbers j + 1, ... ,n. Simple 
analysis shows that in this case, due to eq. (8.102) the stable phasing of 
the objects with the numbers 1, ... ,j is not affected. Thus, imposing rigid 
kinematic constraints does not eliminate both phasing and synchronism. 
The situation changes drastically when such rigid constraints are imposed 
for example on the displacement of the elements of the carrying system. 

We demonstrate now some particular expressions for the potential func
tion which exist provided that, in addition to the above, small vibrations 
are not accompanied by gyroscopic forces (Ba = 0) 

(8.103) 

These expressions are a direct consequence of eq. (8.85) and the first 
equation in (8.92). The possibility of using A, eq. (8.88), as the potential 
function testifies that a stable synchronous regime is described by an ex
tremum (minimum for e < 0 and maximum for e > 0) of the averaged 
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Hamilton action of the total system consisting of the objects of the carry
ing and carried systems, provided that the terms of order of c included are 
considered. Indeed, inasmuch as the averaged values of the proper dynamic 
characteristics of motion in the generating approximation do not depend 
on the phase shifts, we can write 

(8.104) 

where L denotes the total kinetic potential of the system, see eq. (7.5). 
The second representation in eq. (8.103) shows that the difference of the 

averaged actions of the carrying and carried systems can be taken as a 
potential function. This results in the typical situation illustrated in the 
following table. 

hard anisochronism soft anisochronism 
(e > 0) (e < 0) 

carrying system min max 
carried system max min 

This table allows us to determine the character of the extremum of A (2) or 
A (1) due to a stable phasing in the system of objects under weak interaction 
of the solely carrying or carried type. In particular, in a system of rigid 
anisochronous objects with weak interactions of the carrying body, action 
A(1) has a minimum under a stable synchronous phasing. Another proof of 
the considered extremum property was first suggested by Blekhman [16] in 
the problem of synchronisation in the system of objects with "uniform fast 
rotations" of a particular sort. There, this extremum property was referred 
to as the integral stability criterion of synchronous motion. In particular, 
the so-called "principle of minimum of the kinetic energy of the carrying 
(oscillatory) system" follows immediately from this integral criterion. For a 
class of simple vibrational facilities, see next chapter for inertial vibration 
exciters, the rigid carrying body has a soft shock-absorbing suspension and 
thus we can take L(l) = K(l), rr(l) = 0 with accuracy up to the values 
of higher orders of smallness. For this reason, we can assert from the very 
beginning that the antiphase rotation regime of identical vibration exciters 
in the four-vibrator-machine, depicted in Fig. 8.7, is stable. Indeed, in this 
case the carrying body is immovable in the first approximation and hence 
A(l) = (K(1») = o. 

The hard anisochronous objects are a peculiar kind of absorber of os
cillations for the carrying system of pure inertial type. Quite the reverse, 
the same objects in the presence of a carried system of inertial type lead 
to maximum increase in amplitude. In the case of weak interaction of the 
soft anisochronous objects, the inherent tendency to stable single-frequency 
synchronous regime is of diametrically opposite character. In the case of 
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FIGURE 8.7. 

interactions of two types their synchronising influence on the objects can 
partly or totally suppress each other. As a result, the stability margin 
decreases which results in an increasing probability of dephasing the syn
chronous motions of the objects, caused by non-potential random imper
fections. In the limiting case, the system completely loses the synchronism. 

As an example, let us consider the problem of synchronisation of two 
identical unbalanced rotors rotating about the same axis in the same di
rection. The rotors are driven by two identical electric motor which do not 
interact with each other. The centres of rotation of the rotors are coinci
dent with the centre of mass of a massive free carrying body of mass M, 
see Fig. 8.8. The carried interactions between the rotors are performed by 
means of a particle mo attached at the vertex of a rhombus with side l. 
The sides of the rhombus are non-inertial rods connected by joints. The 
pure conservative model of this problem is studied in Sec. 4.2. 

The small parameter of the problem is c = 0 (mIM) = 0 (molm) where 
m denotes the mass of the rotor. In the generating approximation, the 
rotors rotate uniformly obeying the law 

(8.105) 

the synchronous frequency v being equal, in the first approximation, to the 
partial frequency of rotation without interaction. The kinetic energies of 
the carrying and carried bodies, up to values of the order of c2 , do not 
depend on time and are equal to the corresponding averaged actions 

m 212 v 2 
A (1) = M [1 + cos (0:1 - 0:2)] , 

A (2) = mol2v2 [1 + cos (0:1 - 0:2)]. (8.106) 

The potential function introduced earlier is given by 

(2) (1) 2 2 (mo m) D = A - A = ml v -;;:;: - M [1 + cos (0:1 - 0:2)]. (8.107) 
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FIGURE 8.8. 

Since the problem is autonomous in the stable synchronous regime, func
tion D must have a maximum with respect to the difference of the phase 
shifts (Xl - (X2. Simple analysis leads to the following conclusions. 

1. A stable antiphase regime of synchronous rotation of the rotors, under 
which the kinetic energies of the carrying and carried bodies vanish, exists 
in the case of prevailing carrying interactions: mlM > maim. 

2. A stable synphase regime under which the kinetic energies of the car
rying and carried bodies achieve a maximum, is realised in the case of 
prevailing carried interactions: maim> miM. 

3. When mlM ~ maim (an approximate compensation of the synchro
nising influences of interactions of different types) the system may lose the 
synchronism with a considerable probability. 

Let us notice that the mentioned synchronous regimes in the pure con
servative system of Sec. 4.2 describe a singular point of the type centered 

in the phase plane (-a I Vh, {) ) , for which the first integral (7 takes the max

imum value equal to 2b for ml M > maim and 2a for ml M < maim. 

8.6 Synchronisation in a piecewise continuous 
system 

The general theory developed in the previous Sections is generalised to the 
case of weak interaction of dynamic objects with discontinuities by means 
of the continuous carrying and carried systems. All the general results and 
formulae obtained above are fully applicable provided that in the original 
generating approximation all the proper coordinates and velocities (or mo
menta) qi and qi remain continuous. This means, in turn, that the proper 
Hamiltonian of the object Hi, as function of qi,Pi, should be continuous 



226 8. Synchronisation of an isochronous objects with a single degree of freedom 

FIGURE 8.9. 
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first kind. 
A maximum non-linear case of the weak interaction of objects of the 

impact-oscillatory type when the proper velocities (or momenta) undergo 
finite jumps has certain peculiar features. Let us illustrate this for the 
example of the problem of weak interaction of exciters of one-dimensional 
impulse periodic actions on a continuous carrying system, see Fig. 8.9. Let 
us assume that the spring acts on the mass with a constant force P. If 
q = 0, then according to the stereomechanical theory of impact [75] the 
mass experiences a jump of the proper velocity 

(8.108) 

where subscripts + and - denote the corresponding quantity calculated 
just for and after the impact, respectively, and R denotes the coefficient of 
restitution. It is also assumed that the continuous non-potential force F is 
of the order of c with respect to coordinate q and moreover R = 1 - 0 (c). 
The latter implies that the impact is nearly fully elastic. Adopting that the 
impact takes place at t = ° we write down the equation of motion for the 
fixed carrying system in the interval of time between the impacts 

mij + 2miJ_b (t) = -P + f1 [F + m (1 - R) iJ_b (t)]. (8.109) 

Here the number of the object (i) is omitted for the time being. This 
equation is conservative for c = ° and has a continuum of discontinuous 
solutions of libration type 

q= Pcp (7r-'f..) (cp=wt, +O < t<T-O). 
mw2 2 

(8.110) 
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For these motions 

7r2 p 2 

h = 211l,W2' 
11l,W4 

e = - 7r2 p2 < 0, (8.111) 

and thus the considered objects are soft anisochronous (e < 0). The one
dimensional force 

G = P [1 - 2m5 (<p)] (8.112) 

generated by the object is impulse-periodic and has a zero mean value. 
Due to eq. (8.109), the generalised non-potential force corresponding to 
the proper coordinate is given by 

Q = F - 7r (1 - R) P8 (<p). (8.113) 

Assume that force F is an odd function of the proper velocity and that 
it can be represented using the series 

00 

F= L i3k i/. (8.114) 
k=1,3,5, ... 

Inserting expressions (8.112) and (8.113) into formulae (8.18), (8.19) and 
(8.20) for the coefficients of the averaged equations (8.15), taking into ac
count eq. (8.110) and integrating the result yields 

P 7rp2 
---n2 f (ni ) - (1 - R) 2 n2' 
mHi mHi 

7rp2K:j (aj -ai,nj ), 

= Uij = O. (8.115) 

Here, according to Sec. 8.2, the dynamic matrix of influence of the j - th 
object on the i-th object becomes a scalar. Further, the following notation 

f (w) = ((7r - <p) F) = ~ !!l!.!.. (7r P ) k 
~ k+2 11l,W 

k=1,3,5, ... 

(8.116) 

is introduced. 
All of the objects in the system are assumed to be identical. Let us now 

write down the averaged equation of motion of the separate object when 
the carrying system is fixed. Accounting for the expression for the steepness 
coefficient of the backbone curve, eq. (8.111), we obtain 

(8.117) 
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A stationary solution of this equation [2 = v corresponds to periodic 
self-excited oscillations and satisfies the following condition 

7r 
f(v)="2(l-R)P. (8.ll8) 

The stability condition for this solution is obtained, as usual, by varying 

eq. (8.ll7) and has the form ~~ > O. In the case of a cubic characteristic 

(13 5 = 137 = ... = 0) for existence and stability of the regime, it is necessary 
that the following inequalities 

B 80 13{ 
3 < - 729 (1 _ R)2 p2 (8.ll9) 

hold. Using the averaged equations for the problem of synchronisation of n 
identical objects of the considered type, mounted on a continuous carrying 
system, see eq. (8.15), we obtain 

n2 n4 n 
1 - R n2 Hi f (n) 2m~ ~i ""' K* ( n ) --~~i - -2- ~li + --L ij Q] - Q;,Hj . 

27r 7r P 7r 
j=l 

[2i - V (i = 1, . .. ,n) . (8.120) 

It is important that the influence function Kij (ip. w) is continuous with 

respect to both arguments. Its derivative K;*j = 8~j has discontinuities of 

the first kind at ip = 0, 27r, 47r, ... ,see (8.13). For this reason, the right hand 
sides of the equations in (8.120) have finite jumps when Q; = Qj and, in 
particular for the synchronous-synphase regime, when [21 = ... = [2n, Q1 = 
. .. = Qn. This is a typical feature of all problems of synchronisation of 
the dynamical objects of the impact-oscillatory type using a continuous 
carrying system. 

Let us consider a simple problem of synchronisation of identical vibra
tion exciters of the considered type which are symmetrically mounted on 
a free rigid body with three degrees of freedom. Let us assume that an 
impulse-periodic force <1>, eq. (5.24) acts along the direction y (i.e. the 
quasi-coordinate of the interaction of the right object) whereas oscillations 
of the carrying body in the directions of y and <p are controlled by a lin
ear and torsional spring respectively. Oscillations of the carrying body are 
governed by the following equations 

My + cyy = <1>, Jip + c<pip = r<l>, (8.121) 

where M and J denote the mass and the central moment of inertia of the 
carrying body, respectively, cy and c<p denote rigidities of the corresponding 
springs, and the centre of mass lies in the middle of the straight line between 
the points where the forces are applied at the distance r for each point. 
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Assume that these rigidities are related to each other c y = ~ c'P' Then, the 

dynamic function of influence of the right object on the left one K12 = y-r<p 
is determined as the 2n / v - periodic solution of the following equation 

** ,2 J - Mr2 
K12 + /\ K12 = JMv2 ' (8.122) 

where A = ~ ~, and an asterisk denotes differentiation with respect to 

'lj; = vt. Simple analysis shows that 

K _ J - M r2 cos A (n - 'lj;) 
12 - 2JMv2 A sin nA (0 < 'lj; < 2n). (8.123) 

By virtue of eq. (8.95) 

(8.124) 

where u is a 2n-periodic function of phase 'lj; with a zero mean value which, 
for 0 < 'lj; < 2n, is given by 

(8.125) 

At the points of discontinuity 'lj; = 0, 2n, 4n, ... one can put u = O. Let 
us notice that one can not pass to the limit A ~ 0 by using eq. (8.121). 
Formula (8.124) is obtained if one integrates the original equations in eq. 
(8.121) for Cy = c'P = 0 and we omit the integration constant and the linear 
increasing component of the obtained discontinuous solution. 

By virtue of the above, the equations in (8.120) admit a stationary syn
phase (a1 - a2 = 0) and antiphase (a1 - a2 = n) solutions whose averaged 
frequency coincides with the frequency of oscillation without interaction 
(fh = !12 = v, see eq. (8.118)). The antiphase solution is ordinary and for 
its stability the fulfillment of the anisochronous criteria of the first and the 
second sets is necessary, see eqs. (8.29) and (8.33) 

df 
dv > 0, (8.126) 

Strictly speaking, the method of investigating local stability is not ap
plicable for the synphase, essentially discontinuous solution and thus the 
direct varying eq. (8.120) is not correct. In the vicinity of the point a1 -

a2,!11 = !12 = v, equations (8.120) can be reduced to the essentially non
linear "variational equation" 

(8.127) 
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where a = al - a2. Simple investigation of this equation leads to the 
inequalities 

df 
dv > 0, (8.128) 

Since the energy dissipation under oscillations of the carrying body is 
not considered in this example, the selected synchronous motions satisfy 
the extremum property formulated in the previous section. In other words, 
for stable motion the kinetic energy of the carrying body averaged over 
the period achieves a maximum with respect to the phase shift a. Thus, 
for a stable synchronous regime the soft anisochronous objects, unlike hard 
anisochronous ones of the type of inertial vibration exciters, result in the 
maximum build-up of oscillations of the free carrying body. In the stable 
synchronous-synphase regime this maximum is of non-analytical character 
. h d· . E)L(l). . . 

smce t e envatIve ---a;;- '" sIgn a expenences a Jump. 
The problems of synchronisation of asynchronous dynamic objects influ

enced by a massive carrying system of the piecewise-continuous (discon
tinuous) type are of crucial importance from the perspective of practical 
applications. Such problems applied to the analysis of synchronisation of 
inertial vibration exciters for vibration facilities are considered in the next 
chapter. The equations of motion of the objects can be cast in the form of 
eq. (8.80). However, the procedure of removing the non-critical fast vari
ables of the carrying system is not applicable here. For this reason, one 
should use the local method of small parameters developed by Lyapunov 
and Poincare, whose details are given in Secs. 5.7 and 5.8 for the systems 
under consideration. 

Let us assume that the equations for the discontinuity surfaces depend 
only on the coordinates and velocities of the carrying system. The original 
physical coordinates are smooth, whereas the velocities are either smooth 
or experience jumps of the order of unity. In the first case, small oscillations 
of the carrying system are accompanied by action of piecewise-continuous 
elastic or dissipative forces (forces of dry friction), whilst in the second 
case one has to deal with the carrying system of the vibroimpact type. In 
the latter case, the proper generalised velocities of the objects experience 
jumps of the order of t::. Applying the approaches developed in Sees. 5.7 
and 5.8 allows us to split the procedure of investigation of the periodic 
(synchronous) solution into the following steps. 

1. Construction of the generating family of periodic solutions. As above, 
cf. eq. (8.80), in the original approximation Wi = V, 'Pi = vt + ai. The 
periodic solution of the equation for oscillation of the carrying system is 
constructed by exact semi-inverse methods of stepwise integration under 
arbitrary values of al, ... ,an with the conditions of discontinuity and pe
riodicity being taken into account. The conditions for the existence and 
local stability of the considered solution depending upon al, ... ,an are 
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established. This is a principal difference of a piecewise-continuous (or in 
general an essentially non-linear) system from a continuous one. Another 
essential feature of the piecewise-continuous carrying system for all vibro
impact ones is the existence of subharmonic oscillations whose period is 
related to the averaged period of the proper fast phases by whole numbers. 

2. Equations for determining the generating phasing of the synchronous 
motions of the objects, see eq. (5.131), 

I{ (al, ... ,an, v) = 0 (i = 1, ... ,n), (8.129) 

as well as those for values R;, eq. (5.146), are obtained by formally averaging 
the right hand sides of equations (8.80) over the period (or a subperiod). 
In the vibroimpact case, the integration is understood in the generalised 
sense since, due to eq. (8.7), 

tl+O J 8~Lid = A ·'B(l) v 8 t i..l.X.. , 
l.{Ji 

(8.130) 

tl-O 

where tl denotes the time instant of the discontinuity, l.{Ji = vt + ai and 
~:i;i denotes a jump of the vectorial quasi-velocity of the i - th object at 
the jump instant. 

3. Determination of the anisochronous criteria of stability of the first and 
second sets due to eqs. (5.143) and (5.150). According to eq. (5.143) there 
remains the inequality of the first set 

8(Pl - P2) < 0 
8a l 

(8.131) 

in the case of two objects. Then the stability condition (5.150) takes the 
following form 

8Pl 8'P2 + 8P2 8'Pl > 0 
8al 8v 8a2 8v . 

(8.132) 

Let us consider, as an example, a planar problem of synchronisation of 
two identical exciters mounted on a rigid body, see Fig. 8.10. Its vertical 
oscillations are damped by a dry friction force. In the original approxima
tion the vibration exciters rotate uniformly, that is l.{Ji = vt + ai (i = 1,2). 
In this approximation, the equations for small oscillations of the carrying 
body are given by 

Mfi = mev2 [cos (vt + al) + cos (vt + (2)] , 

My + F sign 1i = mev2 [sin (vt + al) + sin (vt + (2)] , 

Jip = -merv2 [sin (vt + ad - sin (vt + (2)] , (8.133) 

where M and J are the mass and the central moment of inertia of the 
carrying body, F denotes the absolute value of the dry friction force, m 
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I 
FIGURE 8.10. 

and e are the mass and the eccentricity of the exciters and the spring 
rigidity is neglected. The second, essentially non-linear equation in (8.133) 
can be recast in the following non-dimensional form 

u" + f sign u' = cos a sin T, (8.134) 

where 

a1 + a2 My a1 - a2 F 
T = vt + , u = -2-' a = 2 ,f = -2 2· 2 me mev 

(8.135) 

A solution of this equation having two instantaneous changes in the sign 
of the velocity and satisfying the periodicity condition u (T) = -u (T + n) 
exists and is stable if 

At the time instant 

~ 
cos a > yl+""4f. 

nf 
T = '"Y = arccos ---

2cosa 

(8.136) 

(8.137) 

the sign of u' changes from minus to plus and the non-dimensional coordi
nate achieves its minimum u = -a where 

J n2J2 a = cos2 a - -4-. 

Within the next half-period '"Y < T < n + '"Y we have 

u'=f(~+'"Y-T) -cosaCOST. 

(8.138) 

(8.139) 
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In the problems of synchronisation of the inertial vibration exciters one 
can obtain equations for determining the possible autophasing of their ro
tation if the Lagrange's equations for rotation of the exciters are averaged 
over the period along the trajectories of the generating solution. Then, 
these equations take the form 

where I is the moment of inertia of the exciters, Xl,2 = X, Yl,2 = Y ± np 
are the quasi-coordinates of interaction. The driving torque L and the anti
torque moment of resistance in the bearings D are assumed to be dependent 
only on the proper angular velocities, see Sec. 10.2. Taking into account 
eqs. (8.133) and (8.139) and averaging the above equations yields 

1 [ ( 2 2 2 ( 2 r2 ) . Pl,2=I L v)-D(v)±1wme M--Y sm2a-

8m2e2v2 ] M fsin(-'y±a) =0. (8.141) 

System (8.141) admits a solution which describes a synchronous-synphase 
rotation of the exciters (a = 0). The first approximation to the synchronous 
frequency of this motion is determined from the equation 

8m2e2v2 . I 7r2 j2 
L(v) = D(v) + M fV 1- -4-' (8.142) 

which represents energy balance. The stability condition of the first set, eq. 
(8.131), is as follows 

(8.143) 

Here it is taken into account that, due to eq. (8.137), ~: L=o = O. The 

stability condition of the second set, eq. (8.132), is obtained by directly 
differentiating eq. (8.142) with respect to v 

(8.144) 

In addition to this, it is necessary to bear in mind the following condi
tion for the existence and stability of the generating synchronous-synphase 
solution 

1 
f < VI +7r2/4' 

(8.145) 

which follows from eq. (8.136) for a = o. 



9 
Synchronisation of inertial vibration 
exciters 

9.1 Inertial vibration exciter generated by 
rotational forces 

The most simple and natural harmonic exciter is an unbalanced rotor whose 
axis of rotation is rigidly bound to one of the bodies of the carrying system, 
see Fig. 9.1. The exciter has two linear quasi-coordinates of interaction Xl 

and X2 which are measured in the plane of rotation in two orthogonal 
directions. The kinetic energy of the exciter has the form 

K = ~(p - m [JLr (Xl sinq - X2 cosq) - ~2 (xi + x~)] . (9.1) 

Xz 

FIGURE 9.1. 

R. F. Nagaev, Dynamics of Synchronising Systems
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Here j.l 1 is the formal indicator of smallness of order c. In addition, 
m, J, r denote the mass, moment of inertia and eccentricity of the rotor, 
respectively, and q is the proper angular coordinate. The subscript i, which 
is the number of the exciter, is omitted here and up to eq. (9.6). In the 
case of small spatial oscillations, the expression for K gains an additional 
term which has no influence on the character of the averaged equations of 
the first approximation. 

Since the potential energy of the rotor is equal to zero, the exact expres
sions for the components of the two-dimensional force exerted by the rotor 
on the carrying system are as follows 

d f)K ( )"" .. 
- dt f),h = -mr rcosq - j.lmXl, 

d f)K (. )"" .. ---.- = -mr rsmq - j.lmX2. 
dt f)X2 

(9.2) 

The second terms on the right hand sides of the equations in (9.2) charac
terise the translational force of inertia and are of the order of c. 

The generalised force for the proper angle coordinate of the exciter is 
usually represented in the form Q = L - D, where L denotes the torque 
moment of the electric motor and D denotes the moments of the frictional 
forces in the bearing of the axis" The moment of an asynchronous electric 
motor is expressed in terms of the electric variables (currents and magnetic
flux linkage) which are determined from the special equations constructed 
for the windings of the rotor and stator in accordance with the laws of 
electrical engineering [49]. Under some rather general assumptions, these 
inhomogeneous equations are linear in the electric variables and can be 
made to be autonomous by certain replacements accounting for the axial 
symmetry of the motor. It is important that the coefficients of these equa
tions depend on the instantaneous angular velocity w = cp which is a slow 
mechanical variable. Thus, while solving the problem of weak interaction 
of the considered objects in the neighbourhood of an internal resonance, 
we can apply an infinite process of removing electric variables as described 
in general in Sec. 5.3. As a result we obtain L = L (w), this dependence 
being referred to (in electrical engineering) as the static characteristic of 
the electric motor. 

The moment of resistance of the rotation of the rotor is ordinarily caused 
by the forces of dry friction in the bearing. If the forces of the viscous damp
ing hinder the rotation of the rotor, then their total moment is dependent 
on the instantaneous angular velocity w = cp and thus can be deemed to 
be part of the torque moment L (w). Thus, the reactive torque due to dry 
friction is proportional to the absolute value of force G transmitted by the 
exciter to the carrying system. By virtue of eq. (9.2) up to values of the 
higher order of smallness, we obtain 

D = - frJG~ + G~ signw = - (Do + j.lD.D) signw, (9.3) 
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where the coefficient of dry friction in the bearing f is, in general, a function 
of w. Furthermore, 

(9.4) 

The quasi-conservative concept in the synchronisation theory of inertial 
vibration exciters involves the assumption of an approximate balance of 
the electric motor torque and the anti-torque moment in the considered 
vicinity of the resonance, so that 

L (w) - Do sign w = 0 (E) . (9.5) 

In other words, the non-potential generalised force is a small quantity of 
order E. 

In the generating approximation (10 -+ 0) the carrying system is "immov
able" and the non-potential forces are" absent". The angular coordinate has 
a meaning of an uniformly rotating fast phase q = cp = wt + Q. The proper 
energy of the vibration exciter is h = ~Jw2 and thus the positive steepness 
coefficient of the backbone curve is e = 1/ J. In this approximation the 
vibration exciters generate two-dimensional harmonic (uniformly rotating) 
forces, which, due to eq. (9.2), are given by 

(9.6) 

where the force amplitudes are denoted by gi = m"Tt l/2 The partial vi
brational moment in the problem of synchronisation of inertial exciters is 
obtained from eq. (8.79) if one sets G~l) = G~2) = gi, 'Yi = 7f/2 

The work of the proper non-potential forces averaged over the period, 

8q I due to eq. (8.18) and ~ = 1 are equal to 
cp, 10=0 

(9.8) 

where Li (1/) denotes static characteristic of the i - th electric motor, see 
eq. (9.4) 

AD Ii (··'G ) U i = -2 Xi i . 1/ 
(9.9) 
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Here ( ) denotes averaging over e = vt, and Xi is a two-dimensional vector 
of quasi-coordinates of the i - th exciter determined by eq. (8.12). This 
results in the additional averaged anti-torque moment 

n 

!::::..Di = L !::::..Dij (ai - aj, Oi, Oi), 
j=1 

(9.10) 

where !::::..Dij describes the average non-potential anti-torque moment of the 
i - th exciter due to rotation of the j - th exciter and is equal to 

211" 211" 

!::::..Dij = - :~ J J G~ (<p + ai, Oi) Kij* (<p - 'ljJ, OJ) G i ('ljJ + aj, OJ) d<pd'ljJ. 
o 0 

(9.11) 

Here a double asterisk denotes the second derivative with respect to <p, see 
eq. (8.20). Evaluating the integrals in the latter equation and taking into 
account eqs. (8.78) and (9.6) we obtain 

A_I [(1.1) ( (1.1)) (1.2). ( (1.2)) UDij - 2Iigigj kij cos ai - aj + 'ljJij - kij sm ai - aj + 'ljJij 

+k}r1) sin (ai - aj + 'ljJU·1)) + k~·2) cos (ai - aj + 'ljJ}J.2))]. (9.12) 

The quantities Pi on the right hand sides of the averaged equations for 
0i are cast as follows 

n 

Pi = Li - Di - L Vij, 
j=1 

(9.13) 

where the difference Li (Oi) - Di (Oi) characterises the excessive "static" 
torque of the i - th exciter. When the carrying system does not move, 
then Li = D i , and this equation determines the partial frequency of the 
rotation of the rotor in the case of no interaction. Quantities Vij determine 
the "complete" dynamic action of the j - th exciter on the i - th exciter 
and is equal to 

TT gigj [k(1.1)· ( .,.(1.1)) 
ViJ' = .. SIn ai - aJ· + p. + '1"" + 2 cos Pi tJ t tJ 

(9.14) 

(1.2) ( (1.2)) kij cos ai - aj + Pi + 'ljJij -

k (2.1) ( + + .,.(2.1)) + k(2.2) . ( + + .,.(2.2))] ij cos ai - aj Pi 'l"ij ij sm ai - aj Pi 'l"ij , 

where Pi = arctan Ii is the angle of friction and lies in the interval (0, 7r / 2) . 
The stability criteria of the stationary synchronous regime are obtained by 
means of relationships (8.29), (8.33) and (8.34), provided that the replace
ment Wij -+ Vij, Mi -+ Li -+ Di is performed. 
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FIGURE 9.2. 

In the case of an inertial vibration exciter, the mechanism of interaction 
has a non-conservative nature even if the friction in the carrying system is 

absent ('¢;j"q) = 0). In practice, the values of the angles of friction Pi are 

rather small for conventional misbalances (active vibration exciters). Hence 
one can put Vij = W ij , Mi = Li - Di with an acceptable degree of accuracy. 
This is what is accepted in the simple examples of the previous chapter, 
see Sec. 8.4. An exception is the passive planetary vibration exciter shown 
in Fig. 9.2 which can be studied in the framework of the suggested theory 
under assumptions different from the above, see Sec. 7.l. 

Let us consider a massive planetary vibration exciter which has a small 
radial clearance. The mass m, the central moment of inertia J and the 
eccentricity r have orders of 1/c,l/c2 and c respectively. In contrast to 
eqs. (9.1) and (9.2), the total kinetic energy and the components of the 
two-dimensional force are given by 

K Jr2 .2 [mr2 .2 . ( .. . ) m (.2 .2)] 2R2 q + fJ -2-q - mrq Xl sm q - X2 cos q + 2" Xl + x2 , 

mr (cosq)"" + mXI, G2 = mr (sinq)"" + mX2. (9.15) 

Thus, both components in the expressions for G I and G2 have the order 
of unity. This does not affect the final results since the moment of the rolling 
resistance is proportional to the normal component of force G rather than 
the absolute value of G, that is 

D = I'RN, N = G I cosq + G2 sinq. (9.16) 

Here the radius of the roller R = 0 (1) and the coefficient of the rolling 
friction is assumed to take a value of the order of c. Then, instead of eq. 
(9.3), we arrive at the formula 

D = -fJ (Do + flD) signw, (9.17) 
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FIGURE 9.3. 

the formulae for Do and 6.D at E = 0 being identical to eq. (9.4) provided 
that the replacement f ~ j'Rlr is performed. As Do is small, the quasi
conservative statement of the problem is correct despite the absence of the 
compensating torque of the electric motor (L = 0). It is also essential that 
the equivalent angle of friction for the planetary vibration exciter Pi = 

t fiR. 11 D h' h d' . arc an - IS not sma . ror t IS reason, t e correspon mg components m 
r 

eq. (9.14) can not be neglected. 
Due to eqs. (8.9) and (9.15) the two-dimensional force excited by an 

arbitrary i - th planetary vibration exciter is 

G G(O) }, .. 
i = i - rni m,lX, 

where G}O) is given by eq. (9.6). The equation for small oscillation of the 
carrying system (8.8) should be sought in the form 

The dynamic matrix should also be sought under this condition. 
This is also valid under the following assumptions J = 0 (liE), m 

O(lIE),r = O(E),R = O(JE),j' = o (JE) , different from those made 
above. In both cases the proper part of the kinetic energy of the vibration 
exciter at E = 0 is value of the order of unity. 

The harmonic vibration exciters of the different types can be obtained 
by utilising two or more unbalanced rotors which are rigidly coupled either 
kinematically or electrically. For example, a paired rotor with two identical 
misbalances whose rotation is synchronised and synphase in the way shown 
in Fig. 9.3 transmits the following two-dimensional harmonic rotational 
force 

G = 2mrv . cos~ 21 cos f3 1 
asmf3 (~ = vt) , (9.18) 



9.1 Inertial vibration exciter generated by rotational forces 241 

a a 

a) b) 

FIGURE 9.4. 

to the carrying system. Here, 2a and f3 denote the distance between the axes 
of the misbalances and the angle between the plane perpendicular to the 
exciter axis and the planes of the rotation of the misbalances, respectively. 
Clearly, the axes of rotation of both misbalances are fixed to a rigid body 
which is an element of the carrying system. In the particular cases when 
,8 = 0, 7r /2, i.e. when both misbalances rotate in the same plane, cf. Fig. 
9.4, the exciter under consideration generates only a moment or only a 
force of constant direction. 

Thus, in general, this facility is one of the examples of excitation of a 
harmonic synphase rotational force. The exciter of a rotational force of 
another, antiphase type 

G=2 2\ cos~ \ mrv asin~ (9.19) 

is a paired rotor shown in Fig. 9.5. An exciter of a rotating harmonic 

FIGURE 9.5. 
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II 

II 
FIGURE 9.6. 

moment 

(9.20) 

is obtained if equal misbalances are attached to the common axis of rotation 
in the opposite directions, see Fig. 9.6. 

A rotating mechanical moment excited by a two-frame gyroscope with an 
axisymmetric rotor [76] is of another physical nature. The massive rotor and 
inertialess frame are assumed to be driven independently by electric mo
tors. The suggested theory is applicable to the considered facility without 
modifications if we assume that the electric motor has unbounded power. 
Thus its own relative angular velocity n is constant and considerably ex
ceeds the angular velocity of the frame, i.e. n » v. The resulting gyroscopic 
moment written in projections on the quasi-coordinates of the interaction 
is equal to 

G=Anvl e~s~ I 
sm~ , (9.21 ) 

where A denotes the axial moment of inertia of the rotor. The main techni
cal advantage of the gyroscopic vibration exciter lies in the ease of adjusting 
the amplitude of the moment by changing the angular velocity n for a fixed 
value of v, see Fig. 9.7. 

9.2 The case of a single vibration exciter mounted 
on a carrying system 

As indicated above, the averaged equations of the first approximation, see 
eq. (8.15), allow us to determine the motion with accuracy up to values 
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FIGURE 9.7. 

of order )E in the )E-vicinity of the considered resonance within a time 
interval of order 1/ )E. Thus, using these equations provides us with the 
possibility to construct a stationary solution (synchronous regime) with an 
appropriate accuracy and to study its stability. However, in the simplest 
case the averaged equation also turns out to be valid for the analysis of the 
transient processes. The situation considered is that of the interaction of 
a single dynamical object (vibration exciter with a limited supply) with a 
massive carrying system of the oscillatory type. 

Let us assume, as above, that dry friction in the bearings of the single 
vibration exciter is small, so that, see eq. (8.20), 

271" 271" 

V = W = 2~ J J G' (cp, [2) 8K (CP8~ 'ljJ, [2) G ('ljJ, [2) dcpd'ljJ . (9.22) 

o 0 

It is clear that this value characterises an averaged dynamical action of 
the exciter on itself through the carrying system. Because in this particular 
case W = W (w) , with the adopted accuracy we can consider the first 
equation in (8.15) separately 

JO=L-D-W, (9.23) 

L ([2) describing the static characteristic of the driving motor and the re
action torque of the viscous friction in the bearings and D = mj2r2[22. 
The variables in this first-order equation are separated. Thus, assuming 
t = 0, [2 = Wo we obtain the equation for the angular velocity in the fol
lowing implicit form 

r! J Jd[2 
L-D- W =t. (9.24) 

Wo 
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This expression can be used to investigate the process of speed-up of the 
rotor of the exciter for zero initial velocity Wo = O. Indeed, at the beginning 
of this process the driving torque considerably exceeds the reaction torque, 
so that the necessary condition for slow change in the angular velocity of 

the rotor (D = 0 (c)) is not satisfied. At the same time, investigation of 

the process of run-down, that is when the motor is switched-off (L = 0) 
at the initial time instant, proves to be very efficient. The equation for 
run-down has the form 

Wo J dO 
J D+W =t. 

n 

(9.25) 

The main focus comprises the process of transition of the carrying system 
through the resonance which is accompanied with an abrupt increase in 
the oscillation intensity. Let us consider, for example, the problem of the 
interaction of the exciter of the harmonic force of constant direction, Fig. 
9.4b, with the simplest carrying system which consists of a mass mounted 
on a linear viscoelastic suspension, Fig. 8.2, which is idealised by a single 
degree of freedom. In this case, see eq. (8.55), 

G 2mr02 cos tp, 

tan~ 
On 

(9.26) 
C-M02' 

where m, r denote respectively the mass and the eccentricity of the misbal
ance, M is the mass of the carrying system, and c, n denote the coefficients 
of the rigidity and viscosity of the suspension respectively. Inserting these 
expression into eq. (9.22) yields 

2m2r2n05 

W= 2 . 
(c - M02) + n2~F 

(9.27) 

Let us take into account that, for the paired misbalance, Fig. 9.4b, J = 21, 
where I denotes the axial moment of inertia of each misbalance. Let us 
introduce the non-dimensional variables and parameters 

w6 m 2r2n n {Ai 
Z= w2 ' T= 1M2 t, (3= Mwo' v=woVC' (9.28) 

In addition to this, we neglect the reaction torque of the forces of dry 
friction in the bearing, i.e. f rv D = O. Direct integration of eq. (9.25) 
yields 

Z2 - 1 ( 1 fj2 ) 1 
T = -- - - - - (z -- 1) + - In z. 

4v2 v 2 2 
(9.29) 
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FIGURE 9.8. 

This is an implicit dependence of the angular velocity on time in the process 
of the system run-down. Instead of the averaged amplitude A of mass M, 
we introduce its non-dimensional counterpart 

M A [z 2 2] -1 /2 
a = - = (- - 1) + f3 Z 

2mr v 2 
(9.30) 

Figure 9.8 displays the non-dimensional amplitude versus time for v = 
1.5 (Fig. 9.8a) and v = 1.9 (Fig. 9.8b) which are plotted using eqs. (9.29) 
and (9.30). One can observe from this Figure that the maximum (resonant) 
value of the amplitude decreases as the frequency of the proper oscillation of 
the carrying body decreases (parameter v increases) . However, the duration 
of the time interval with intensive oscillation increases. 

9.3 Stability of the synchronous-synphase regime 

Oscillations of the working element of the vibration facility providing the 
correct transport-technological process correspond, in the majority, to the 
synchronous-synphase regime of rotor rotation of synchronising vibration 
exciters , for which O:i = 0:. Let us assume that all of the exciters are identical 
or nearly identical and that the influence of dry friction in the bearings on 
the rotation of the rotor can be neglected. Then, a stable synchronous
synphase regime can be very frequently realised in the system. First of all, 
this corresponds to the case in which the damping in the carrying system 
is small (B = 0) . 

The above is valid for systems with harmonic vibration exciters of con
stant direction (Fig. 9.4b) which are frequently used to drive vibrational 
screens and horizontal conveyors [76]. In this case the vibrational moments 
vanish, due to eq. (8.73). The equations for the problem of autophasing 
in the system of vibrations excites the synphase rotational forces, see eq. 
(9.18) and Fig. 9.3, which are usually used for driving vibration hoists of 
considerable height [76]. To this end, it is sufficient to take, see eqs. (8.79) 
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and (8.73), that 

2 2 2 2 2 (k(l.1) . f3 . f3 + k(2.2) f3 f3 ) Pij = mimjrirjWiWj ij sm ism j aiaj ij cos iCOS j . 

(9.31 ) 

We consider here the most important, from the perspective of practical 
application, case in which the coefficients of influence of force on the ro-

tation (kg,2)) and the moment on the displacement (kif' 1)) vanish. Let 

us recall that in the system of exciters of two-dimensional harmonic forces 
(8.77) with the synphase components hI = 0, 7r) the total vibrational mo
ments also reduce to the form 

n 

Wi = :~::~>ij sin (ai - aj) (Pij = Pji). (9.32) 
i=1 

In real facilities, an ideal synchronous-synphase regime is usually slightly 
violated due to the inevitable influence of frictional forces and parameter 
dispersion which sometimes considerably decreases the efficiency of the 
transport-technological process. Among the factors which mostly affect the 
quality of the synchronous-synphase regime, the most important is the 
dispersion of the partial frequencies of rotation of the rotors of vibrational 
exciters Vb v2, ... ,vn , that is, the frequencies of their rotation under a 
fixed carrying system (Mi (Vi) = 0, see eq. (8.68)). Assume now that this 
dispersion is not considerable, i.e. the synchronous frequency V is close to 
the partial one. Then, with sufficient accuracy we can set 

Mi (v) = z (v - Vi) , (9.33) 

h ffi . dMi b' . C h .. f . were coe Clent z = dv' emg negatIve lor t e majorIty 0 motors, IS 

taken to be equal for all motors. Thus, we begin with the following equations 
for the problem of autophasing 

n 

P; == z (v - Vi) - LPij sin (ai - aj) = 0, 
i=1 

(9.34) 

where Wi = v should be substituted into the expressions for Pij' By virtue 
of eq. (8.67) 

1 n 

V = - LVi' 
n i=1 

(9.35) 

Let us assume now that near the synchronous-synphase regime (ai = 0) 

Vi = V + 8v;, ai = 8ai, (9.36) 
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where variations 8Vi and &Xi are small quantities of the same order. In the 
first approximation, instead of eq. (9.34) we can write the following linear 
inhomogeneous system for determination of 8a1, ... ,8an 

n (1 n ) f;Pi j (8ai - &:lj) = Z ~ f;8Vj - 8Vi . (9.37) 

The synchronous-synphase regime in the ideal system (Vi = V) is stable. 
The necessary and sufficient condition for its stability, see eq. (8.68), co
incide with the criteria of stability for the first set given by the following 
equations 

tpij (ai - aj) = -ev2 ,wi, (~= ~~) , 
j=l 

(9.38) 

where the steepness coefficient of the backbone curve is equal to e = 1/ J, 
whereas the effective moment of inertia of the rotor J is taken, for simplic
ity, to be equal for all exciters. The stability criteria for the second set are 
satisfied automatically. 

Let us place the non-dimensional stability coefficients ~1, ~2, ... ,~n in 
descending order, i.e. ~1 = 0 > ~2 > ... > ~n. Let us subject the values 
a~8) corresponding to ~8 to the following conditions of orthogonality and 
normalisation 

n 

La~8)a~r)=88r (s,r=l, ... ,n). 
i=l 

For the zero root ~1 = 0, we can write a~8) = 1/..;n. 

(9.39) 

The form of the homogeneous part of eq. (9.37) coincides with that of sys
tem (9.38). Thus, it is natural to look for the solution of (9.37) in the form 
of the superposition of discrete mutually orthogonal vectors a~1), ... ,a~n) 

n 

8ai = L C8a~8), (9.40) 
8=1 

where Cl, ... ,Cn denote the coefficients of the mode which should be de
termined. The term corresponding to subscript 1 can be omitted in this 
sum, i.e. C1 = o. Indeed, this term does not depend on i whereas all of the 
solutions of the original system (9.37) are determined up to an arbitrary 
additive constant. We now insert eq. (9.40) into eq. (9.37), multiply the 
result with a~r) and sum up the products over i from 1 to n. Taking into 
account eq. (9.39) we obtain 

n 

C - Z L (r) 
r - -- a· 8Vi 

ev2 z • r i=l 

(r = 2, ... ,n). (9.41) 
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Thus, explicit expressions for the deviations of the phase shifts in a non
ideal machine are as follows 

(9.42) 

where 
n (S) (s) 

""' a a Aij = L 2 J 

s=2 "'s 
(9.43) 

Let us take that deviations t5vi of the partial frequencies from the nom
inal values are mutually independent random values obeying a Gaussian 
distribution with a zero mean value and dispersion (J~. According to eq. 

1 n 
(9.42) the mean value - 2: t5O: i = O. 

nl=I 
The dispersion of the deviation of the phase shifts of the i - th and the 

j - th exciters t5O: i - t5O: j is determined by the formula 

2 2 n 
2 Z (Jw L 2 

(Jij = 24 (Ali - A lj ) . 
e v 

l=I 

By virtue of eqs. (9.39) and (9.43) we obtain 

2 2 n (a(S) _ a(8)) 2 
2 Z(Jw,,", 2 J 

(Jij = e2 v4 L ",2 
s=2 S 

(9.44) 

(9.45) 

The quantitative measure of stability of the synchronous-synphase regime 
in the considered case of random partial frequencies of the exciters is un
derstood as the relative value of the maximum dephasing of the exciters 

2 2 n (a(S) _ a(S)) 2 
(J.. Z L 2 J S = max.-!:.1... = --max 

i j (J2 e2 v4 i j ",2 
'w '8=2 s 

(9.46) 

Alternatively, the lower the value of S due to eq. (9.46), the more stable 
is the regime. Let us notice that increasing stability can be achieved by 
decreasing the maximum non-trivial stability coefficient "'2 < O. 

In the case of two exciters (n = 2) the only solution of system (9.38) 
satisfying condition", < 0 has the form (see eq. (8.73)) 

a (2) _ _ a(l) __ I_ 
I - 2 - y'2' 

Therefore, in this case the stability degree is equal to 

Z2 
S=-. 

2P12 

(9.47) 

(9.48) 
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The mean root square of the phase shifts is given by 

z 
a12 = J2P12 a w · 

(9.49) 

The value of P12 is frequently called the absolute value of the vibrational 
moment. Thus, one can assert that the probabilistic detuning of the phase 
shifts is inversely proportional to the absolute value of the vibrational mo
ment. 

The situation becomes more difficult even for three exciters (n = 3). Let 
us consider for example a system of three exciters which is symmetric in 
the sense that P12 = P23, eq. (8.74). The non-trivial stability coefficients for 
the synchronous-synphase regime and the normalised solutions of system 
(9.38) have the form 

",(1) a(l) - _a(l) - _1_ a 2(1) = 0, 
1 - 3 - J2' 

a(2) _ a(2) __ 1_ 
1 - 3 - J6' 

(2) 2 
a2 = - J6. (9.50) 

Here we use another notation for the stability coefficients ",(1,2) because 
it is unclear, in the general case, what coefficient of them has the smaller 
absolute value. 

The region of existence and stability of the synchronous-synphase regime 
is shown in Fig. 8.5 and is marked by Is. It is easy to see that in the 
subregion -P12/2 < P13 < 0 the stability margin determines the coefficients 
",(1) ("'2 = ",(1) > "'3 = ",(2)) whereas in the subregion P13 > 0 it determines 
the coefficient ",(2) ("'2 = ",(2) > "'3 = ",(1)). 

By virtue of eq. (9.45), the dispersion of deviation of the phase shifts of 
the exciters is given by 

2 za~ [Ill a23 = -- 2 + -2- , 
2 (P12 + 2p13) 3P12 

2za~ 
(9.51) 

It is easy to see that a12 < a13 for P13 > 2P12 (J3 - 1). In this case an in
admissibly large detuning between the synchronous rotation of the extreme 
left and right exciters (the first and the third ones) is most likely. Contrary 
to this, if P13 < 2P12 (J3 - 1), then large phase shifts are probable between 
the middle and the extreme exciters. Due to eq. (9.51), the phase discrep
ancies between the exciters increase up to infinity as the boundary of the 
region for the existence and stability of the synchronous-synphase regime 
is approached. This would not occur if the original non-linear system (9.34) 
was not linearised, see eq. (9.37). 
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The results obtained remain valid if the determinant of system (9.38) 
has multiple non-zero roots. Indeed, in this case, a multiple root has simple 
elementary divisors. Thus, to it correspond some solutions which can be 
made orthogonal and normalised with respect to each other as well as to 
the other solutions. 

9.4 Self-synchronisation of vibration exciters of 
anharmonic forces of the constant direction 

As an example of such a vibration exciter let us consider the crank mecha
nism depicted in Fig. 4.1. The mechanism is mounted on a moving carrying 
rigid body. Let us assume, as above, that the crank is balanced and the 
ratio r / I is negligibly small. The mechanism is driven by a torque applied 
to the crank. This torque, the anti-torque moment and the resistance force 
of the slider are assumed to be small. Then relationships (4.34) are valid 
in the generating "conservative" approximation. According to eq. (4.33), 

8 2 
the energy constant and the frequency of motion are equal to h = 2D and 

dh 8 
w = d8 = D respectively. Let us remove the energy constant from the 

latter equations which allows us to express the frequency in terms of the 
energy 

h 
(9.52) 

2 (J + mr2) , 

with the previous notation being conserved. If we integrate the energy 
equality ~m (q) iP = h we obtain the law of motion of the mechanism 

2 
E (q, k) = -E (k) cp (cp = wt + a), 

7r 
(9.53) 

where E (q, k) denotes the incomplete elliptic integral of the second kind 
q 

E (q, k) = J J1 - k2 sin2 ada. 
o 

(9.54) 

As the implicit dependence (9.53) suggests, variable q is a function of 
the phase cp and the energy constant h (and correspondingly action s). For 
simplicity, we assume that the inertia of the flywheel bounded to the crank 
is much greater than the inertia of the slider (J» mr2, 0 < k 4:: 1) and 
thus the rotation angle q can be determined as a power series in terms of 
k 2 . As a result, instead of eq. (9.53) we obtain up to terms of order k4 

k 2 . 2 k4 (. 2 5. 4) k 6 (9 ) q = cp - "8 sm cp - 16 sm cp - 16 sm cp + . . . . .55 



9.4 Self-synchronisation of vibration exciters of anharmonic forces 251 

Let us proceed to determining the force which the mechanism transmits 
to the fixed carrying body in the generating conservative approximation. 
Under the adopted assumptions this force is directed along the axis of the 
mechanism and is equal to 

d2 . 

G -- 2~ - mw r dcp2 . (9.56) 

Let us insert series (9.55) into eq. (9.56). Then with the adopted accuracy 
we have 

G(w,cp) mw2r [sin cp - ~; (9 sin 3cp + sin cp) + 

o ] 256 (75 sin 5cp - 54 sin 3cp - 9 sin cp) + k6 . .. . (9.57) 

Thus, only sine harmonics of odd order are observed in the expressions for 
the force. 

X; 

&; 

FIGURE 9.9. 

Let us consider, as an example, the problem on synchronisation of two 
identical anharmonic exciters of the same type attached to a carrying body 
of mass M with one degree of freedom which is mounted on a viscoelastic 
suspension, Fig. 9.9. The partial vibrational moments are easy to determine 
by using eqs. (8.71). Comparing eqs. (8.70) and (9.57) we see that G~O) = 

0, '!9~p) = 7r /2, p = 1,3,5,... (p = 1,2). Besides, due to eqs. (8.55) and 
(8.56) we have 

k(P) cos . t,(p) 
'J <P 'J 2 ' (c - Mp2v2) + n2v2 

k(P) sin . t,(p) 
'J <P 'J = 

npv 
(9.58) 
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Let us recall that 1/ denotes the synchronous frequency. Using eq. (9.57) 
the replacement w --+ 1/, 'P = I/t+Qi should be carried out in the expressions 
for G1 and G2 • A special feature of the problem is that the harmonic 
influence coefficients (9.58) do not depend upon subscripts i,j = 1,2. 

Directly substituting the expressions obtained into formula (8.71) yields 
the following result 

An expression for W21 is obtained if the inversion Ql +-------> Q2 is per
formed in the formula for W12 . Hence, the influence of the harmonics of 
the triple frequency can only be taken into account in the expressions for 
the vibrational moments. 

Let us write down the equations for the problem on autophasing, see eq. 
(8.27) 

Ml - Wll - W12 = 0, 

M2 - W22 - W21 = o. (9.60) 

The influence of the dry friction force in the elements of the mechanism is 
neglected. Then, as shown in Sec. 9.1, the possibility of non-conservative 
interaction between the exciters is excluded and we can take that 

(9.61) 

where M (1/) includes the driving moment, as well as the averaged moments 
of the forces of viscous damping acting on the crankshaft. It is easy to see 
that the equations in (9.61) admit a solution Ql = Q2 which corresponds 
to the synchronous-synphase regime. Indeed, substituting these values into 
eq. (9.61) we arrive at the following equations for the energy balance in the 
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system 

M(v) 

(9.62) 

This equation also serves to determine the first approximation to the 
synchronous frequency v. The steepness coefficient of the backbone curve 
in the considered case is positive 

(9.63) 

The only condition for stability of the synchronous-synphase regime of the 
aW12[ first set has the form aal <>1 =<>2 < O. An expanded form of this inequality 

is as follows 

(9.64) 

If n -+ 0, then this condition is certainly satisfied in the over-resonant re

gionv> JG/M. The structure of the under-resonant region (v < JG/M) 
is more difficult. For example, for n -+ 0 the character of the stable phas

ing changes while passing the resonances of the third (v = ~ JG / M), fifth 

(v = i JG / M) and higher odd orders. The stability condition of the sec

ond set is reduced to the following inequality 

(9.65) 

An explicit form of this inequality is very cumbersome and is omitted. Let 
us only notice that its violation is possible about both principal and higher 
order resonances. 

The regimes of the multiple synchronisation are also possible in the 
considered system. Let us assume for example, that under a synchronous 
regime the right (second) exciter rotates with an angular velocity which 
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is three times as large as that of the left exciter. The parameters of the 
exciter are assumed to be different, however the values 

k2 = (9.66) 

are assumed to have the same order of smallness. Using eq. (9.36) we should 
write 

(9.67) 

It is easy to see from these equations that only harmonics with numbers 
3,9,15,21, ... can commute. 

Further calculations based upon eq. (8.71) are completely analogous to 
those which were carried out earlier. With accuracy up to values of the 
order of kt,2 included, we obtain 

(9.68) 

The components appearing due to commutation of harmonics of fre
quency 911 have the order of kio2' This provides evidence that the multiple 
synchronous regime (of type 1/3), if it exists, has a very small stability 
margin. 

It is important for practical applications that the vibration machine 
tuned to a stable multiple synchronous regime can be used, under certain 
circumstances, as a vibrational reduction gear. 

9.5 Stabilisation of the working synchronous 
regIme 

The vibrational machines driven by several synchronising inertial vibra
tion exciters have considerable promise nowadays. The working vibrational 
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regime of such machines can be characterised, in a certain sense, as synchro
nous-synphase. As shown in Sec. 8.4, the conditions for existence of the 
synchronous-synphase regime in the case of two or three exciters of scalar 
harmonic forces are reduced to satisfying some inequalities which are rather 
rough and easily reachable in practice. For this reason, a number of highly
effective machines with two vibration exciters have been developed and suc
cessfully function now. At the same time the necessity for creating heavy 
vibrational machines of large size with an extended working element indi
cates a problem of stabilisation of synchronous-synphase regime in systems 
with more than three exciters. In particular, the most natural scheme of 
a long horizontal vibrational conveyer involves a working element in the 
form of a beam mounted on a system of shock-absorbing springs of negli
gibly small rigidity and n equal exciters of harmonical forces of constant 
direction which are uniformly distributed over the beam length and have 
the same angle f3 to the beam axis. 

Let us place the origin of the longitudinal axis x at the midspan of the 
beam. Then the abscissa of the point of attachment of the i - th vibra-

tion exciter is Xi = _l_ (2i - n - 1), where i = 1,2, ... ,n. The beam is 
2n 

assumed to be homogeneous and free. The influence of the forces of energy 
dissipation under oscillation is neglected, and the longitudinal rigidity is 
taken to be infinite. This is correct if the synchronous frequency is much 
less than the fundamental frequency of longitudinal oscillation, the latter 
being higher than some natural frequencies of bending oscillation of the 
beam. The stability analysis of the synchronous-synphase regime (ai = 0) 
reduces only to determining the criteria of stability of the first set, see eq. 
(8.68). Thus, the analysis is based upon relationships (8.29) and (8.73). 
Instead of eq. (8.29) we obtain 

(9.69) 

where J denotes the moment of inertia of the rotor of the exciter, G denotes 
the amplitude of the excited force and kij denotes the harmonic coefficient 
of influence of the shear force on the bending amplitude which is determined 

n 
by means of eq. (8.62). Summing eq. (9.69) over i we obtain Ai L ai = o. 

i=1 
n 

Let us take into account that L ai = 0 for the non-trivial roots (Ai I- 0) 
i=1 

and introduce the non-dimensional coefficient of stability 

2JM 2 2 
Ii = nG2 v AI· (9.70) 
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Equation (9.69) can be rewritten in the following form 

(9.71 ) 

where K = KO sin2 {3 + cos2 {3. It is important that the value of KO can be 
used as a coefficient of stability for the regime ai = 0 in the case of pure 
transverse forces ({3 = 7r /2) . Thus, it is sufficient to solve the problem only 
in this typical case. 

A numerical analysis of the latter problem shows that the working synchro
nous-synphase regime is stable in the frequency region P2n < P < P2n+l 
which is preceded by the critical resonance whose mode has 2n nodes [76]. 
Here P denotes the non-dimensional frequency parameter and Pp is the 
eigenvalue of the free beam, see eqs. (8.59) and (8.60). 

On the other side, it is necessary to take into account that the node
less form of the forced vibration of the beam, which is needed to provide 
continuous uninterrupted transportation of material along the conveyer is 
completely lost if for n = 3,4,5,6, 7 the frequency parameter P does not 
exceed the values equal to 10, 15.5, 21, 22, 27.5. Since the critical number 
P2n for n = 3,4,5,6,7 takes the values 17.3, 23.6, 28.9, 36.1, 42.4 respec
tively, the frequency domains of the transportability and stability does not 
intersect for n ::::: 3. Hence the conveyer under consideration for n ::::: 3 can 
be realised only under additional synchronising facilities [76]. 

The necessary condition for the applicability of these facilities, which are 
referred to as the stabilisers of the synchronous-synphase regime, is that 
the carrying system must possess the so-called longitudinal axis of rigidity. 
For this reason, a single harmonic force of unit amplitude acting along 
the axis of rigidity causes the same harmonic displacements in the same 
direction and amplitude k at all points within this body. For the horizontal 

vibrational conveyor k = - ~v2. 
There exist active and reactive stabilisers. An active stabiliser is an addi

tional zeroth exciter of the harmonic force of amplitude Go directed along 
the longitudinal axis ofrigidity. Contrary to eq. (9.69), we use the following 
equations 

(9.72) 
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where a = 0,1 and J denotes the moment of inertia of the stabiliser, to 
prove the stability of phasing of the first kind 

O:o=7ra+a, ai=a (i=I, ... ,n). (9.73) 

Summing up the first n equations in (9.72) over i we arrive at the system 
1 n 

of two equations with two unknown values ao and a = - ~ ai 
n i=l 

(-I)"~~Okcosj3(aO-o') Aio', 

(-1)" ~~o k cos 13 (a - ao) (9.74) 

The determinant of this system has two roots 

(ADl = 0, (AD2 = - (-1)" G~o k cos 13 (~+ ~). (9.75) 

1 
It follows from this equation that for k > - M v2 it is necessary for 

stability that a = 1. Hence, the stabiliser works, in a certain sense, in 
opposition to the other exciters. 

The remaining n - 1 non-trivial criteria of stability are obtained from 
eq. (9.72) for ao = a = 0 and thus are determined from system (9.71). 
However, the stability coefficient ,.., eq. (9.70), as distinct from the above, 
is determined by the following equation 

,.. = "'0 sin2 13 + cos2 13 - ~~ cos 13· (9.76) 

Clearly, all of these values can not be made negative. For this, it is nec
essary that amplitude Go of the force excited by the stabiliser has the same 
order as the summed amplitude value of nG forces of the other exciters. 
Since using such powerful exciters is not expedient from the perspective of 
strength and technology, active stabilisers are not widespread. 

From this viewpoint, vibrational machines with reactive stabilisers of 
synchronous-synphase regime are more feasible. In the simplest case this 
stabiliser is a mass which is attached to the carrying body by a spring 
oriented along the axis ofrigidity of the latter, see Fig. 9.10. While studying 
stability we also use system (9.71). However the coefficients,.. and "'0, see 
eq. (9.70), are related as follows 

A2 _ v 2 

t;, = "'0 sin2 13 + g 2 cos2 j3, 
A -v 

(9.77) 

where A = Jc(:~ M) and AO = /£' (AO < A) denote the natural fre

quency of the longitudinal oscillation of the two-mass carrying system and 
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\\ 
n-l n 

FIGURE 9.10. 

the partial frequency of the stabiliser respectively. It is also easy to see that 
in this case the negative coefficient of stability can be ensured in the fre
quency domain between the partial and natural frequencies (Ao < 1I < A) . 
It is usually advantageous to use stabilisers as the working element and 
tune the body carrying vibration exciters to the antiresonant regime, see 
[76] for detail. 

A radical change in stable phasing always occurs when the synchronous 
frequency passes through the resonances of the carrying system. That is 
why the existence of the synchronous-synphase regime, stable in a suffi
ciently broad frequency domain, is expected in facilities of the principal 
other, non-inertial type. The sectional vibrational conveyor schematically 
depicted in Fig. 9.11 is of interest, [76]. The conveyor consists of n relatively 
short sections which can be considered as being absolutely rigid. Special at
tachments ensuring hermetic sealing can be idealised by standard slipping 
joints. Thus, the longitudinal oscillations of the sections are not related 
to each other. The rigidity of the supporting shock-absorbing springs are 
negligibly low, so that the facility is non-inertial in a sufficiently broad 
frequency domain. The section parameters and the vibration exciters of 
directed action are chosen such that, in the synchronous-synphase regime, 
the facility moves in the axial direction as a rigid body. For a particular 
facility this condition was satisfied by a special matching of the parameters 
of the extreme left and extreme right sections, the remaining sections be
ing absolutely identical. It turned out necessary to place the extreme right 
exciter at a certain distance from the end of the corresponding section, see 
Fig. 9.1l. 

... ~ 
2 3 

FIG RE 9.11. 
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n 

FIGURE 9.12. 

The solution of the problem in the framework of the above theory and, 
further, the numerical work showed that the working regime is stable for 
n = 2,3, ... ,7. However, the degree of stability, i.e. the smallest abso
lutely value of the characteristic exponent IAll, monotonically decreases 
with growth of the number of the sections. This fact of stability was exper
imentally confirmed in tests. 

A qualitative explanation of this effect can be obtained through the ex
ample of a system of n identical exciters of vertical harmonic force which 
interact by means of a closed system of horizontal rods connected via joints, 
see Fig. 9.12. According to eq. (8.64), the harmonic coefficients of influence 
of force on the amplitude of vertical displacement is determined from the 
solution of the inhomogeneous finite-difference system 

(9.78) 

subjected to the boundary conditions of the periodicity 

(9.79) 

Equations for the stability criteria of the synchronous-synphase regime 
of the first kind have the form 

(9.80) 

Let us sum up equations in (9.78) over j from 1 to n and take into account 
eq. (9.79) 

n 1 

.L::>ij = - (M + pl) v 2 • 
J=l 

(9.81 ) 
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Using the latter equation we can recast eq. (9.80) as follows 

(9.82) 

Now we multiply the i - th equation in (9.82) with v 2 (M + 2pl/3) , the 
(i + 1) - th equation and the (i - 1) - th equation with pl/6 and sum up the 
obtained expressions. As an+l = al and an = ao and taking into account 
eq. (9.78) and the reciprocity condition k ij = kji' we obtain 

The finite-difference equations (9.83) admits n different particular solu
tions 

27TS . 27TS. 
ai = C1 cos -i + C2 sm -/ (s = O. 1. .... 71 - 1) . 

n n 
(9.84) 

satisfying the periodicity conditions and depending upon two arbitrary con
stants C 1 and C2 . Inserting eq. (9.84) into eq. (9.83) yields the following 
formula for n different values of .Ai 

( 27TS) 
2 G2 pl 1 - cos -:;;: 

.AI = - 2Jv2 (M + pl) 3M + 2pl + pl sin 27TS ' 
n 

(9.85) 

where .Ai I 8=0 = O. One can see from the latter equation that .Ai 18=1 = 

o (1/n2 ). Thus, the stability margin monotonically tends to zero with in
creasing numbers of exciters. 

9.6 Two vibration exciters mounted on the 
carrying system of vibroimpact type 

In Sec. 8.6, we considered the problem of synchronisation of two identical 
inertial vibration exciters by means of a carrying rigid body whose small 
oscillations are damped by dry friction forces. The case in which oscillations 
of the carrying body (or system of carrying bodies) are accompanied by re
peated collisions is of even more importance in practice. This non-linearity, 
which is an essential non-linearity of a discontinuous type imposes a num
ber of specific restrictions on the process of the solution to the problem 
which are formulated in the most general form in Sec. 8.6. 

Let us consider, for example, the problem of synchronising two identical 
vibration exciters mounted on a carrying system of vibroimpact type, see 
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y 

FIGURE 9.13. 

Fig. 9.13. This system presents a simple dynamical model of the modern 
vibrational hammer crusher. It is assumed that the exciters are mounted on 
the hammer symmetrically about the vertical axis and rotate in the oppo
site directions. The anvil is attached to the immovable base by means of a 
system of shock-absorbers of negligibly small rigidity whereas the hammer 
has the only "vertical' degree of freedom. The centres of mass of the ham
mer and the anvil as well as the eccentricities of the rotors of the exciters 
lie in one vertical plane, so the problem under consideration is actually 
planar. 

In order to describe small oscillations of the carrying system, we intro
duce the following generalised coordinates: the distance between the ham
mer and the anvil x , the horizontal y and vertical z displacements of that 
point of the anvil which coincides with the common centre of mass in the 
position of static equilibrium and the total rotation 'P. Rotations of the ex
citers' rotors in the generating approximation are assumed, as above (see 
eq. (8.133)) to be uniform, that is 'Pi = vt + ai (i = 1,2). The differen
tial equations for the horizontal and rotational oscillations of the carrying 
system are linear in the generating approximation and are given by 

(M +mo)ii 
Jip 

mev2 [cos (vt + ad - cos (vt + (2)] , 
mev2h [cos (vt + ad - cos (vt + (2)]-

mev2b [sin (vt +al) - sin (vt + (2)]. (9.86) 

Here M and mo denote the masses of the hammer and anvil, respectively, J 
is the total central moment of inertia of the carrying system of two bodies, 
h denotes the distance from the common centre of mass to the horizontal 
line between the centres of rotation of the exciters and b designates the 
half-distance between these centres. Besides, it is necessary to take into 
account the following generating equations for the vertical oscillations of 



262 9. Synchronisation of inertial vibration exciters 

the hammer and the anvil between the impacts 

-Mg + mev2 [sin (vt + al) + sin (vt + (2)] , M(x+z) 

moz Mg (x> 0) (9.87) 

According to the stereomechanic theory of impact [34], the collisions of 
the hammer and the anvil are governed by the equations 

.. M (. .) 
z+ - z_ = - M + mo x+ - x_ , x =0, (9.88) 

where x± and z± denote the values of the corresponding velocities just after 
and before the collisions, respectively, whilst R is the so-called coefficient 
of restitution (0 ~ R ~ 1). 

First we eliminate acceleration z from eq. (9.88) to get 

Mx = - M (M + mo) 9 + mev2 [sin (vt + al) + sin (vt + (2)]. (9.89) 
mo 

Then, we introduce the following non-dimensional variables and parame
ters, cf. eq. (8.135) 

t + al + a2 Mx 
T v 2' u-

- 2mecosa' 
mo 2mev2 al - a2 

(9.90) w = , a= 
M+mo Mg 2 

Instead of eq. (9.89) and the first relationship in eq. (9.88) we obtain 

u" 

u' + 

1 
sinT - ---, (u > 0), 

wcosa 
-Ru'- (u = 0), 

where a prime denotes differentiation with respect to T. 

(9.91) 

In contrast to eq. (8.134), this essentially non-linear problem has an 
infinite number of stable periodic, subperiodic and stochastic solutions [75]. 
Let us consider in more detail construction of the simplest single-impact 
i-fold periodic solution than was developed in Sec. 8.6. The corresponding 
regime is characterised by the occurrence of only one collision within one 
period, which is j times as large as the perturbation period 27r Iv. Let, in 
a certain time instant T i immediately after the collision, the relative non
dimensional velocity be equal to u~ = Vi (i = 1,2). Since at this instant 
u = 0, direct integration yields the following law of motion in the time 
interval between the impacts Ti < T < Ti+l 

u' 

u 

T - Ti 
Vi + cos T i-cOS T - ---, 

wcosa 

( )() . . (T-Ti)2 
Vi + cos TiT - T t + sm T i - sm T - ..:....--~ 

2w cos a 
(9.92) 
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Just before the next impact T = Ti+l U = 0, u' = -vHd R. Then, by 
virtue of eq. (9.92) 

The non-linear finite-difference equations (9.93) describe the point map
ping of the plane of impact interactions into itself. The solution of these 
equations, corresponding to the single-impact j-fold regime, has the form 

Ti = 2nji + 'ljJ, Vi = V, (9.94) 

where 'ljJ = TO denotes the phase of the initial impact. Substituting eq. 
(9.94) into eq. (9.93) we obtain 

R 2nj 
V = -1-+-R- -w-c-o::""s -a' 

.1. 1 - R nj cos,!-, = ---....:.....
I+Rwcosa 

(9.95) 

The second equation in (9.95) admits a unique solution having a physical 
meaning only if 

l-R 
w> 1 + Rnj. (9.96) 

Here and in what follows while studying the stability of the generating 
solution we assume that the rotors of the exciters rotate synchronous and 
are synphase (a = 0). 

Contrary to the problem investigated in Sec. 8.6, in the present vibroim
pact problem the analysis of the asymptotic stability of the generating 
single-impact regime is important. To this aim, it is necessary to vary the 
recurrent relationships (9.93) in the vicinity of the expressions (9.94) (which 
evidently satisfy eq. (9.93)). Rearranging the resulting system of linear ho
mogeneous variational equations, we obtain 

8vHl ( . 1) ( ) ~+8vi+ sm'ljJ- w 8TH1- 8T i 0, 

. 1 
8vi - sm'ljJ8Ti - w (1 + R) (8THl - 8Ti) o. (9.97) 

According to the analytical theory of the finite-difference equations [15] 
the particular solution of this system is sought in the form 

(9.98) 

where constant values C1 and C2 do not depend on i, and h denotes the 
characteristic number (the multiplier) which is required to be determined. 
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FIGURE 9.14. 

Let us insert eq. (9.98) into eq. (9.97) and cancel factor hi. Equating the 
determinant of the obtained linear homogeneous system for C I and C2 to 
zero we arrive at the following characteristic equation 

h2 - [1 + R2 - (1 + R)2 w sin 1jJ ] h + R2 = O. (9.99) 

For stability of the vibroimpact regime, it is necessary and sufficient that 
the absolute value of each root of this equation is less than unity, i.e. 1 hI ,21 < 
l. This means that 0 < 1jJ < 7r / 2 and, due to the second relationship in 
(9.95) , 

( 1- R7rj) 
1jJ = arccos 1 + R -:; . (9.100) 

Additionally, it is necessary that inequality (9.96) (h < 1) and the fol
lowing inequality 

(9.101) 

hold. 
In addition, there exists an additional border of the existence region 

which ensures the absence of an extra impact of the hammer on the anvil 
within one period of motion [71 J. This border is characterised by the fact 
that at a certain time instant T = 1jJ + {} from the interval (1jJ, 1jJ + 27r j) the 
hammer touches the anvil (u = u' = 0, u" > 0). The region for the existence 
and stability of the single-impact principal (j = 1) regime in the plane 
(w, R) is shown in Fig. 9.14. This region is basically bounded by inequalities 
(9.96) and (9.101). The above mentioned additional border cuts a small 
subregion which is adjacent to the interval (7r, R+l) on axis w. 

Outside the region shown in Fig. 9.14 there exist stable periodic, sub
periodic and stochastic motions of principally another nature. For taken 
values of wand R there may exist several motions of such a type rather 
than a single motion. Moreover, within the constructed region there may 
exist other stable stationary motions. The above said readily illustrate the 
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considerable complexity of the vibroimpact system compared with the sys
tem with dry friction, see Sec. 8.6. Nevertheless, there are good grounds to 
believe that within the region shown in Fig. 9.14 a single-impact principal 
regime possesses an attraction domain which considerably exceeds the cor
responding regions of the stable motions of the other types. One can say 
that the stability margin of this regime is much higher. This is a very im
portant fact since the normal functioning of the crusher is normally based 
upon this regime of motion. 

We proceed now to investigate the stability of the synchronous-synphase 
rotation of the exciters under periodic single-impact oscillation of the car
rying system. We first take into account that, due to eqs. (9.88), (9.90) 
and (9.92), the jumps in the vertical components of the velocities of the 
hammer and the anvil are given by the formulae 

A. 27rj M +mo 
1J.X = - g, 

v mo 
~z = _ 27rj Mg. 

v mo 
(9.102) 

Within one period 'IjJ < T < 27rj + 'IjJ, because of eqs. (9.86), (9.87), (9.89) 
and (9.90), the generalised accelerations corresponding to the carrying sys
tem are given by 

M + mo 2mev2 • 
X= g+-M cos a SlllT, 

mo 

.. M 
z=-g, 

mo 
(9.103) 

.. 2mev2 • . 
Y = -M SlnaSlnT, 

+mo 
.. 2mev2 (h b ) 'P = ---J- sin a sin T + COST. 

Constructing equations of the problem of autophasing should be carried 
out by means of the basic approach developed in Sec. 8.6, see eqs. (8.129)
(8.132). It is necessary to keep in mind that the equations for rotation of 
the rotors of the exciters in the first approximation have the form 

L (v) - D (v) + me [(ii + h0) sin (vt + al)

(x + Z - b0) cos (vt + al)] , 

L (v) - D (v) + me [(ii - h0) sin (vt + (2)

(x + Z + b0) cos (vt + (2)]. (9.104) 

Here I denotes the moment of inertia of the rotor of the exciters, the driving 
torque of the motor is determined with the help of its static characteristic 
and the influence of dry friction in the bearing of the rotor can be neglected, 
i.e. D = D (v), see Sec. 9.1. Let us recall that averaging the right hand sides 
of the latter equations along the trajectories of the generating solutions 
should be understood in the generalised sense. This implies, for example, 
that 

tl +0 J x cos (vt + al) dt = ~xcos (vt + al), 

h-O 

(9.105) 
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where tl = ~ ('I/J - al ; a 2 ) denotes the time instant of the impact, and 

vt + al = 'I/J + a. Finally, the required equations are written in the following 
form 

[1- R 7rj . . 
PI ,2 = L (v) - D (v) - meg 1 + R -;- =F sm a (sm 'I/J+ (9.106) 

Transcendental equations in (9.106) admit solutions corresponding to the 
synchronous-synphase regime (a = 0). The equation of energy balance in 
the system which is simultaneously an equations for the first approximation 
to the synchronous frequency v takes the form 

L ( ) = D () (M + mo) Mg2 1- R . 
V v + mov2 1 + R 7rJ. (9.107) 

The second term on the right hand side of (9.107) describes the average 
(over the period) energetic loss due to the collision ofthe hammer with the 
anvil. 

The stability criterion of the first set, see eq. (8.131), is obtained by 

O'I/JI accounting for 8" = 0, see eq. (9.95). An expanded form of the cor-
a 0=0 

responding inequality is as follows 

w 
-+ 
2 

1- (I-R)27r2j2 < (M+mo)M(h2+b2) 
1 +R w2 2mo J 

(9.108) 

Thus, a rotational mobility of the facility (J < 00) is needed for stability 
of the synchronous-synphase regime. However, the lateral and rotational 
oscillations are absent (y = 'I/J = 0). With growth of the multiplicity j of 
the regime, the restrictions imposed by inequality (9.108) become more 
rigid. The stability conditions of the second set, see eq. (8.132), are reduced 

h £ 0' PI I 8' P21 0 H h . d· al·· to t e orm 8 = 8 <. ence, t e reqUire mequ Ity IS 
V 0=0 V 0=0 

obtained by means of directly differentiating the equations of the energy 
balance (9.107) with respect to v. 

Finally, we notice that the j-fold synchronous-synphase regime is char
acterised by the average angular velocity of rotation of the rotors of the 
exciters being j times as large as the main frequency of the oscillations of 
the carrying system. Subperiodic motions of this type are not feasible in a 
"linear" carrying system as well as in the case of a carrying system with 
dry friction. 



10 
Synchronisation of dynamical objects 
of the general type 

10.1 Weak interaction of anisochronous and 
isochronous objects 

Let us proceed to investigate the weak interaction of quasi-conservative 
dynamical objects with one degree of freedom whose equations of mo
tion in terms of the "action-angle" variables are written in form (8.3). 
For the sake of simplicity, the carried system is excluded from our consid
eration, i.e. L(2) = O. Let us assume that the first m objects are essentially 
anisochronous whereas the remaining n - m objects are isochronous. The 
system is assumed to be tuned to a single frequency of external perturba
tion. In the autonomous case it is tuned to the only synchronous frequency 
which is not known in advance. The isochronous phases 'Pm+l' ... ,'Pn can 
be taken so that the corresponding isochronous detunings are small, i.e. 
Wi - 1/ = Ii' Ii = 0 (c) (i = m + 1, ... ,n), see eq. (5.14). Introducing the 
"phase-frequency" variables, the proper equations of motion for the objects, 
eq. (8.3) are written as follows 

[ Oqi Ob..L] 2 
/lei 0'Pi Qi + 0'Pi + /l ... , 

[ Oqi Ob..L] 2 
-/lei OWi Qi + OWi + /l ... , 

(i = 1, ... ,m) 

R. F. Nagaev, Dynamics of Synchronising Systems
© Springer-Verlag Berlin Heidelberg 2003



268 10. Synchronisation of dynamical objects of the general type 

(10.1) 

Here the isochronous phase shifts Oi = 'Pi - T (i = m + 1, ... , n), T = vt 
are introduced, cf. eq. (5.15). Removing the coordinates of the carrying 
system from the right hand sides of system (10.1) is carried out according 
to the approach of Sec. 8.1 by introducing the dynamic influence matrix 
K ij . see eq. (8.13). The further averaging system (10.1) in the y'E-vicinity 
of the principal resonance is performed due to the basic rules formulated 
in Sec. 5.4. Similar to Sec. 8.2 the averaged equations, with accuracy up to 
the terms of order E 3 / 2 included, are cast in the following form 

Oi ei(Oi)Pi (a1, ... ,an ,n1, ... ,Orn,arn+1,'" ,an), 

ai OJ -v+ei(Oi)Ri(a1, ... ,an,Ol,'" ,Om,am +1, ... ,an), 
(i = 1.. .. ,m) 

Cri Pi (a1,'" , an, 0 1 ..... Om' a m +1···· . an). 
ai li+ei(Oi)Ri(a1, ... ,a",Ol,'" ,Om,am +l .... ,an), 

(i=m+1.. .. ,n). (10.2) 

Here a1, ... ,an,Ol,'" ,Om,arn+1,'" ,an denote the averaged values of 
the phase shifts, anisochronous frequencies and isochronous action con
stants respectively, and the following notation is introduced 

Pi 
n+1 

M i - LWij, 
j=l 

27r 27r 

n+1 
Ri = Ni + LUij , 

j=l 

Wij 2~ J J G~ (cp + ai) K0 (cp - 'ljJ) Gj ('ljJ + aj) dcpd'ljJ, 
o 0 

Ni - \ ~~ii Qi) , (i = 1, ... , n) 

27r 27r 

1 J J aG~ (cp + ai) Uij 271" ani Kij(cp-'ljJ)Gj('ljJ+aj)dcpd'ljJ, 
o 0 

(i=l, ... ,m), 
27r 27r 

1 J J aG~ (cp + ai) Uij 271" aS i Kij (cp - 'ljJ) Gj ('ljJ + aj) dcpd'ljJ, 
o 0 

(10.3) 
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Let us recall that Gn +! denotes an external 27r iv-periodic force trans
mitted to the carrying system. The other forces Gj as well as matrix Kij 
for j = 1, ... ,m depend, in addition to the argument shown in the above 
equations, on nj and for j = m + 1, ... ,n on aj. 

Similar to Sec. 8.2, we limit our consideration only to internal syn
chronisation when any external force is absent (Gn +1 = 0). The asyn
chronous criteria of stability for the first set (Ai < 0) of the stationary 
solutions of system (10.2) (ai = const, i = 1, ... ,n, ni = v, i = 1, ... ,m, 
ai = const, i = m + 1, ... ,n) due to eqs. (5.68) and (8.29) are determined 
from the following system 

m 

eiLWfj(ai-aj)+Aiai=O (i=l, ... ,m), 
j=l 

( 10.4) 

where a prime denotes differentiation of W ij (ai - aj, ni , nj ) with respect 
to its first argument. While determining the anisochronous criteria of sta
bility of the second set it is necessary to make use of the general expressions 
(5.75). As a result, we obtain 

where the conjugate values b1 , ... ,bm are determined from the system 

m 

ei L (WLb i - Wjibj) + Aibi = 0 
j=l 

m 

(10.6) 

and satisfy the normalisation condition L aib;jei = I, cf. eq. (8.33). Iden-
i,=l 

tity (8.22) is valid in this case only for i = 1, ... ,m. On the other hand, 
by virtue of eq. (10.3), we have 

(i=m+1, ... ,n). (10.7) 

Due to eqs. (10.3), (8.22) and (10.7), the inequalities which follow from 
eq. (10.5) take the form 

(10.8) 



270 10. Synchronisation of dynamical objects of the general type 

According to eq. (5.64) the isochronous criteria of stability (>'1 < 0) are 
determined by analysing the following linear homogeneous system of 2n - m 
equations with 2n - m unknown parameters aI, ... , an, bm +1 , ... ,bn 

~OPia+ ~ o~b 
Lao: J L au J 
j=1 J j==+1 J 

(i = 1, ... ,n) 

2:m oRi 2:n oRi b --a·+ -- . 00:. J au. J 
j=1 J j=m+l J 

(i = m+ 1,. .. . n) (10.9) 

where "'i = 0 if i = 1, ... ,m and "'i = 1 if i = m + 1, .... n. An explicit 
form of the equations in (10.9) is as follows 

~, ) ~ oWij 
L Wij (ai - aj + L au. bj = 0, 
j=1 j=m+l J 

(i=l, ... ,m) 

~ '( ) ~ oWij dMi 
L Wij ai - aj + L au bj - du bi + Al ai = 0, 
j=1 j=m+l J , 

2:n ow· 2:n au· (dN ) __ '_J (ai - aj) + _'_J bj + --' - Al bi = 0, 
au au· du 

j=I' j=m+l J , 

(i=m+1, ... ,n). (10.10) 

The zero root Al = 0, caused by the autonomy of the considered system, 
is obtained directly from the latter system according to the conclusions of 
Sec. 5.6. Thus, all m anisochronous stability criteria of the first set, being 
a sequence of eq. (10.4), are non-trivial. 

Let us consider a carrying system which is pure conservative in the origi
nal approximation (B = 0). Similar to Sec. 8.5 one can prove the following 
identities 

A 

n oA 
2:Wij=-oo:' (i=l, ... ,n) 
j=1 ' 

A(I) + ~A = _A(I) = ~~A 
2 ' 

(i = 1, ... ,m) 

(i = m + 1, ... , n). (10.11) 
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Here the averaged Hamilton action of the characteristics of the weak inter
action of the objects in system A, see eq. (8.86), is a function of aI, ... , an, 

0 1 , ... , Om, am+1, ... , an. Let us assume that the non-potential forces cor
responding to the proper coordinates of the isochronous objects vanish, i.e. 
Mi = Ni = 0, i = m + 1, ... , n. Differentiating the second set of equation 
in (10.2) with respect to time and accounting for eqs. (10.3) and (10.11) 
we obtain, up to values of higher orders of smallness 

(:ti ei ( Mi + :~), (i = 1, ... , m) , 

Qi _~A+li' &i=~A, (i=m+1, ... ,n). (10.12) 
uai Uai 

Without loss of accuracy, we can carry out the transformation Oi ---> v 
(i = 1, ... ,m) on the right hand sides of these equations. 

Let us introduce the notation 

D -A+ f(~a;-Miai) + t riai, 
i=l i=m+1 

(i=l, ... ,m). (10.13) 

Then eq. (10.12) can be rewritten in the following compact canonical form 

aD 
Qi=~' Uai 

aD 
a· - ---,- aai' (i=l, ... ,n). (10.14) 

The first approximations to the true values of v, am+1, ... , an are deter
mined uniquely from the stationarity conditions for the potential function 
D, whilst the values of the phase shifts aI, ... , an are determined up to 
an arbitrary additive constant and additionally a1 = ... = am = O. To 
this solution there corresponds a stable single-frequency regime of motion 
of the original system provided that function D has, at the stationary 
point, an approximate extremum (minimum or maximum) which is es
tablished by the quadratic terms in the expansion of D [84]. If the first 
m objects are hard anisochronous (ei > 0) then deviations from the sta
tionary point lead to an increase in the corresponding set of components 
(containing a1, ... , am) in the expression for D. For this reason, the syn
chronous regime in the problem of the interaction of hard anisochronous 
and isochronous objects is stable if function D has a minimum. Conversely, 
if there exist m soft anisochronous objects (ei < 0) it is necessary to find 
a maximum of function D. Since the averaged action A appears in the for
mula for D with a minus sign, the above corresponds completely to the 
conclusions of Sec. 8.5 for systems of solely anisochronous objects. 

It is worthwhile mentioning that the presence of extremum of the re
quired type is sufficient for the fulfillment of isochronous stability criteria 
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and anisochronous criteria of the first set, cf. eqs. (lOA) and (10.10), how
ever, in general, it is not necessary. This particular extremum property of 
the synchronous motions of the considered "mixed" system differs drasti
cally from that obtained in Sec. 8.2 for the "pure anisochronous systems". 
Nonetheless, the anisochronous conditions of stability for the second group, 
see eq. (10.8), are satisfied automatically in this case (B = 0, Mi = Ni = 0, 
i = m+ 1, ... ,n) if the corresponding motions of the isolated anisochronous 
objects are stable, see eq. (8.68). It is important that system (10.12) in 
which the terms of order c3/ 2 are omitted is not appropriate for obtaining 
these conditions (unlike system (10.2)). 

In the pure anisochronous case (m = 0), the equations averaged by the 
described method have special importance. Their solutions are in the E-vici
nity of the exact solutions within a longer time interval (of order of 1/ c). 

10.2 Synchronisation of the quasi-conservative 
objects with several degrees of freedom 

The problems of synchronisation in the process of weak interaction of re
current quasi-conservative objects, cf. Sec. 4.8, are ideologically close to 
those considered in the previous section. 

In the generating approximation, there exist n mutually independent 
conservative subsystems, see eq. (8.1), for which the conjugate canonical 
variables q;O), PlO) have vectorial meaning. In the considered region of the 
"proper phase space", each of these subsystems admits a periodic general 
integral 

(10.15) 

Here <Pi = Wit + (t, 8i are the scalar" action-angle" variables, whereas the 
constant vectors iJi , "'i are taken to be canonically conjugate to each other. 
The "proper" energy is a function only of the action, i.e. Hi = hi (8i), so 
for the frequency and the steepness coefficient of the backbone curve we 
have 

dh ~h 
Wi = -d ' ei = d 2' 

8i Si 
(10.16) 

The original equations of the weak interaction are written, as above, in 
Routh's form (7.21). Let us assume that the carrying system is smooth and 
its coordinates can be eliminated according to the approach of Sec. 8.1. For 
simplicity, the presence of the carried system is assumed not to be asso
ciated with additional degrees of freedom, so that L(2) = L(2)(ql,'" ,qn, 

PI, ... ,Pn) in the first approximation. 
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Let us perform the transformation qi,Pi ---> 'Pi,Wi,{)i,Ki' Instead of eq. 
(38.9) we obtain, see eq. (8.14) 

.. _ . [Oqi . ~ ( (2»)] 2 W, - j.le, 0'Pi Q, + 0'Pi tlL + L + j.l ... , 

. _ . _ _ . [Oqi . ~ ( (2»)] 2 'Pi W, - j.le, OWi Q, + OWi tlL + L + It .. , , 

'. _ [Oqi , ~ ( (2»)] 2 Kz-j.l O{)i Q, + O{); tlL+L +j.l ... , 

'. __ [oqi . ~( (2))] 2 iJ, - j.l OKi Q, + OKi tlL + L + J.l •..• (10.17) 

Here the vectorial non-potential force corresponding to the proper coordi
nates of the i - th object is taken to be small, as above, 

Therefore, the problem is reduced to the analysis of the system with 
multi-dimensional fast rotating phase which is similar to that in eq. (10.1). 
Instead of isochronous actions and phase shifts, one deals with the slow 
components of mutually conjugate vectors {)i, Ki. For this reason, further 
averaging of system (10.17) in the y'c vicinity of the principal resonance 
is carried out using a similar scheme. To ensure stability of the statio
nary solutions of the averaged system it is necessary to prove fulfillment of 
isochronous and anisochronous stability criteria of the first and second sets 
constructed according to the conclusions of Sec. 5.5. 

Let us restrict out consideration to the pure conservative model of inter
action. The result of averaging up to the values of order E3/ 2 is as follows, 
see eq. (5.42), 

Oi 
oA a = D - 1/ - e oA eia , 
ai 7., , ODi ' 

~i 
oA oA 

(i=l, ... ,n), (10.18) 
°Tli 

, Tli = - O~i ' 

where ~i' Tli are averaged values of variables Ki, {)i, whilst the quantity 

(10.19) 

is an averaged Hamilton's action of the characteristics of the weak interac
tion in the system, see eq. (8.86), whereas A(l) and A(2) denote the averaged 
actions of the carrying and carried systems, respectively, see eq. (8.89). Let 
us differentiate the second equation in (10.18) with respect to time. All 
of the variables of this system are slow, then by accounting for the first 
equation we obtain, with accuracy up to the higher order of smallness, 
that 

oA 
iii = ei~' 

Uai 
(10.20) 
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The system consisting of eq. (10.20) and the last set of vectorial equations 
(10.18) can be considered separately. We can substitute Oi = 1/ into this 
system and expressions for A and ei, which implies that values el, ... ,en 
are constant. As above, cf. eq. (10.13), we can introduce the notation 

O:i 
ai =

ei 
(i=l, ... ,n), 

As a result, the above system is cast in the canonical form 

8D 8D 
O:i , a ----

8ai ,- 8a i' 

~i 
8D 8D 

- 8ai' 7]i = a· ai 

(10.21) 

(10.22) 

What remains is to repeat the derivation of the previous section. The 
constant solutions of system (10.22) correspond to the stationary points of 
the Hamiltonian D and are characterised by al = ... = am = O. Let us 
assume that all of the objects in the system are soft anisochronous (ei < 0). 
Then deviation of values aI, ... ,am from zero results in a decrease in D. On 
the other hand, following Poincare [84], for stability it is sufficient (but not 
necessary) that function D at the stationary point has an isolated maximum 
or minimum. Hence, for ei < 0 a sufficient condition of stability of the 
considered solution is a maximum of Hamiltonian D and correspondingly 
the minimum of action A. 

The situation described above is observed in the celebrated problem of n 
bodies in celestial mechanics, see Sec. 7.2. All objects (the planets) in the 
system are soft anisochronous, see eq. (4.133). According to eqs. (7.8)-(7.11) 
the action A is represented in the form, see eq. (10.19) 

A = - (K(l)) - (rr(2)). (10.23) 

Thus, one can speak of the maximum of the kinetic energy of the interac
tion averaged over the synchronous period of interaction, i.e. (K(l) + rr(2)). 
If we neglect the kinetic energy of the carrying body (the sun) then the 
maximum of the averaged potential energy of the gravitational interaction 
between the planets is achieved, see eq. (7.12), 

(10.24) 

This value is considered as a function of the phase shifts aI, . .. ,an as well 
as the other canonically conjugated elements of the perturbed (Keplerian) 
orbits of the planets. 

The above corresponds to the well-known principle of a least interaction 
by Ovenden [81]: the system of n satellites moving under the force of gravi
tational attraction is mostly in the configuration for which the time-average 
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of the power function of perturbations is minimum and this configuration 
is resonant, i.e. there exist certain rational relationships between the aver
aged motions (and in turn between the frequencies of the revolutions). Let 
us recall that the potential power function U and the potential energy II 
are related by expression U = -II, [60]. The indication of a finite time in 
this assertion is caused by the fact that asymptotically stable synchronous 
motions are not feasible in a pure conservative system. Similar statements 
can be found in [12], [17] and [79]. 

It is well known that the period of rotation of the moon about the earth is 
coincident with the period of its revolution about its own axis. This problem 
and similar problems of celestial mechanics do not fit in the adopted general 
scheme of Chapter 7 since we considered the synchronisation of various 
components of motions of the same object in the process of weak interaction 
rather than various physical objects. Nevertheless one can assert from the 
very beginning that the synchronous solutions of such problems do not 
possess the extremum property proved above since rotation of the moon 
about the earth (Kepler's problem) is soft anisochronous (see eq. (4.133)) 
whilst revolution of the moon about its own axis is hard anisochronous. 

Let us consider now a slightly more complex problem of the weak in
teraction of dynamical objects with two degrees of freedom. One of the 
proper generalised coordinates qli is cyclic whereas the second one q2i is 
positional, that is Hi = Hi (q2i, PI i, P2i). In this case the cyclic momentum, 
due to eq. (4.26), coincides with the corresponding action, PI = Sl and the 
equations of motion in the generating approximation are given by 

ah 
WI = as l · (10.25) W 

It is important that in the vicinity of the quasi-static solution (Si ---- 0) 
the dependence of solution (10.25) on the positional" action-angle" vari
ables 'PI' Sl is realised in the series (4.96), (4.100) in terms of the harmonic 
canonical variables ~ = ~ cos 'PI' TIl = -~ sin 'PI' see eq. (3.42). 

Let us recall that subscript i, which is the number of the object, has been 
omitted up to this point. 

It is shown above, that in this problem introducing the new positional 
coordinates 'Pi' Si is not efficient for constructing the solution of the per
turbed motion, see eq. (5.116). For this reason, proceeding to the problem 
of weak interaction we use the transformation qI, PI, q2, P2 ---- 'P, s, ~,TI, see 
eq. (5.118). However, unlike Sec. 5.7, the real-valued harmonic variables are 
used in the present analysis. As a result, the general equations of motions of 
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the objects (7.21) for the considered problem are transformed to the form 

. [(1) 06.L] 2 
Si = J-t Qi + 0'Pi + J-t ... , 

.. _ . _ _ [Oqli Q(1) Oq2i Q(2) 06.L] 2 'P. w. - J-t >l i + >l i + >l + J-t ... , USi uS; USi 

. _ [Oq1i (1) OQ2i (2) 06.L] 2 
~i - WliTJi - J-t -;:;-Qi + -;:;-Qi + ~ + J-t ... , 

uTJi uTJi uTJi 

. [OQ1i (1) OQ2i (2) 06.L] 2 
TJi + W1i~i = -J-t O~i Qi + O~i Qi + O~i + J-t ... , (10.26) 

where Q~1) and Q~2) denote the generalised non-potential forces correspond
ing to coordinates Qi1 and Qi2. For simplicity, interactions of the carried 
type are excluded from consideration. In the considered problem, similar 
to Sec. 8.1 we can introduce the quasi-coordinates of interactions of the 
objects with the carrying system and the corresponding forces transmitted 
by the objects to the carrying system. In the original approximations these 
forces are functions of all proper coordinates of the corresponding object 
Gi ('Pi' Si, ~i' TJi)· The equations for small oscillations of the carrying system 
have, as above, the form of eq. (8.8). 

The analysed single-frequency regime in the generating approximation 
corresponds to the quasi-statical solutions of the corresponding canonical 
subsystems of fourth order isolated from each other 

'Pi=wt+ai, W1=···=Wn =V, ~i=TJi=O. (10.27) 

The conditions of its existence and local stability can be determined with 
the help of the Lyapunov-Poincare method by using the approach of Sec. 
5.7 in the particular case in which the equations are linear with respect to 
non-critical fast variables, see eq. (5.123). Equations (8.23) for determining 
the generating phasing of the synchronous rotations a1, ... ,an by means 
of the cyclic coordinates remain valid. Then, see eq. (8.18) 

(10.28) 

where ~i = TJi = 0 should be substituted into this formula as well as 
into the expression for the particular vibrational moments (8.20). If we 
take into account only this fact, then the relations for determination of 
anisochronous stability criteria of the first and second sets, see eqs. (8.29) 
and (8.33), as well as the extremum properties of the synchronous solution 
formulated in Sec. 8.5 remain valid. Thus, one can assert that in the case of 
absence of considerable damping in the carrying system, the stable phasing 
results in the minimum of the averaged action A (1), see eq. (8.89), if ei = 

OWil 0 ~ >. us· 
~ Wi=V,Si1=O 
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FIGURE 10.1. 

A new feature (compared to Sec. 8.2) is the necessity to prove the quasi
static criteria of stability. Their role can be very considerable if the po
sitional frequencies, in the generating approximation, are equal to each 
other, i.e. wil wi =v,si1=o = D. The corresponding inequalities are obtained 
in the framework of the general approach of Sec. 5.7 and are based upon 
the equations in (5.168). Not going into the detail of these equations, we 
briefly consider the problem of weak interaction of vibration exciters with 
an elastic eccentricity, cf. Sec. 4.6. We first take into account that the 
proper energy of the exciter under uniform quasi-static rotation is, due to 
eq. (4.lO9), equal to 

(lO.29) 

If we remove the quasi-static positional coordinate q* from eqs. (5.120) 
and (10.29), then we arrive at the equation of the backbone curve in the 
quasi-static approximation 

h _ ~ 2 2 c+ mw2 
- cmr w 2' 

2 (c-mw 2 ) 
(lO.30) 

This backbone curve versus frequency is shown in Fig. 10.1. 

Therefore, the exciter is soft anisochronous (e = w ~~ < 0) in the over-

resonant regime (w > J c / m ). A stable synchronous regime corresponds 

to the maximum of the averaged action of the carrying system. In the case 
of a softly decaying rigid body its kinetic energy (for w > Jc/m) must 
be maximum. Hence, a regime of oscillation of higher intensity is excited, 
which is ordinarily desirable for an efficient vibrational facility. 
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10.3 Non-quasiconservative theory of 
synchronisation 

Contrary to the case of Sec. 8.1, it is assumed that the generalised forces 
for the proper coordinates of the interaction objects Q1, ... , Qn are of the 
order of unity and thus we have to consider n isolated non-conservative sys
tems in the generating approximation. The local integrability of each sub
system (cf. Chapter 1) is the necessary and sufficient condition for applying 
the analytical methods of small parameters for constructing synchronous 
solutions. In the particular case of weak interaction of the objects with 
one degree of freedom it is sufficient that, in the generating approxima
tion, equations of each subsystem can be set in the canonised form (3.139) 
or even (3.144). The generating equations must admit particular solutions 
which are 27T-periodic with respect to the proper phases 'Pi = vt + ai 

(i = 1, ... ,n) 

qi=qi('Pi)' Pi=Pi('Pi)· (10.31) 

Frequency v of the generating solution coincides with the frequency of 
the external perturbation and is given with accuracy up to non-small terms 
in the autonomous case. For this reason, the non-quasiconservative prob
lem assumes determining a stable phasing a1, ... , an of the synchronous 
motions of the objects. In this case, by using eq. (3.156), one succeeds in 
finding an explicit form for the periodic solutions of the system which is 
conjugated with the variational equations about solution (10.31). Using for 
example eq. (1.6) one can also write down the equations of the problem of 
the autophasing in an explicit form 

Pi (a1, ... ,an)=0 (i=l, ... ,n). (10.32) 

In the autonomous ease these transcendental equations yield the differ
ences of the phase shifts a2 - aI, ... , an - a1 and the first approximation 
of order c to the synchronous frequency v. On the other hand, if system 
(10.32) has a simple solution, this guarantees the existence of a synchronous 
solution of the problem which is analytical with respect to c, [61]. For the 
local stability of this solution, it is sufficient to fulfill criteria similar to the 
isochronous ones, see (5.64). In other words, the solution is stable if all n 
roots of the determinant 

! OPi _ 8ij A! = 0 
oaj 

(10.33) 

have negative real parts (Re A < 0). (Recall that in the autonomous case 
one of the roots is zero, A = 0, see Sec. 5.6.) By analogy we can construct 
the synchronous solution of the problem of weak interaction of the modified 
Van-der-Pol oscillators, see eq. (3.103), when the equations in (10.32) are 
constructed by means of expressions (3.110). 
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In what follows we limit ourselves to the particular case which is im
portant from the practical perspective and in which qi,Pi in the general 
equations for the weak interaction (7.21) are scalar quantities and addi
tionally 

p~ 
Hi = 2Ji ' Qi = Qi (Pi) . (10.34) 

Therefore, the situation is that of a weak interaction of the unbalanced 
rotors in the cases in which the torque of the electric motor is due to 
its static characteristic and the angle of dry friction in the bearings is 
sufficiently small, cf. Sec. 9.1. This is the problem which has been studied 
in detail by Blekhman [16J. Instead of the equations of motion (7.21) we 
should write 

. Pi 
qi - Ji 

8tlL 2 
-/k-8-P-i + /k ... , 

8tlL 2 
/k-8-q-i +/k (10.35) 

Here the right hand sides are 27r-periodic with respect to the proper angles 
of the rotor rotation ql, ... ,qn, whereas J1, ... ,In are their axial moments 
of inertia. The interactions of the carried type are neglected, i.e. L(2) = o. 

The root of equation Qi (Pi) = 0 differs from Pi = Jiv by a small value of 
the order of €. Then, rewriting the second equation in (10.35) in the form 

. (8tlL) 2 Pi - Qi + Mi = /k Mi + 8qi + /k ... , (10.36) 

where Mi = Qi (Jiv) = 0 (€), we arrive at the problem which admits, 
in the generating approximation, a family of periodic solutions depending 
upon the constants al, ... ,an 

(10.37) 

Equations conjugated to the variational equations of the generating sys
tem have the form 

(10.38) 

where the parameter 

k. __ dMi 

• - dv 
(10.39) 

is referred to as the integrated damping coefficient as suggested in [16J. 
Equations (10.38) admit n periodic solutions which are constant values in 
this particular case 

(j = 1, ... ,n). (10.40) 
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Inertial vibration exciters, as in a quasi-conservative case, excite two
dimensional harmonic (Le. uniformly rotating) forces, see eq. (9.6). As 
above, see Sec. 8.1, the dynamic matrix and the harmonic coefficients of 
influence of the objects on each other by means of the carrying system can 
be introduced. The conditions for the existence of a synchronous solution 
in the considered non-quasiconservative problem are based upon eq. (1.6) 
with eq. (10.40) being taken into account and are determined by averaging 
the right hand sides of equations (1O.36) over the period along the trajec
tories of the generating solution (1O.37). The corresponding derivations are 
fully analogous to those in Sec. 8.2 and lead to the system of equations 
(8.27), the particular vibrational moments W ij being determined by for
mulae (9.7). There exists another notation of this equations which follows 
from eq. (8.85) and has the form 

Pi = !VIi + oA - / x' B' AX ) = 0, 
ani \ ani 

(10.41) 

where A denotes an averaged Hamilton's action of the characteristics of 
the weak interactions in the system. Let us notice in passing that equa
tions (1O.41) are also valid in the case of the carried interactions of a pure 
conservative type. For the considered synchronous solution to be locally 
stable, it is sufficient that the roots of the equation 

(10.42) 

have negative real parts, Le. Re >'1 < O. Comparing these criteria with the 
quasi-conservative stability criteria, see eqs. (8.28), (8.29) and (8.33), shows 
that the non-quasiconservative theory of synchronisation of the inertial 
vibration exciters differs from their quasi-conservative variant as follows: 

1. The role of the steepness coefficients of the backbone curve (ei = 

1/ Ji , eq. (9.6)) is played by values which are inversely proportional to the 
integrated damping coefficients (10.39). 

2. All coefficients k1' ... ,kn must be positive. The appearance of a neg
ative damping coefficient (ki < 0) leads to instability of the generating so
lution (1O.37) even if all of the roots of determinant (10.42) are negative. 

3. In the non-quasiconservative theory the requirement that all roots of 
the following equation 

(10.43) 

are negative is replaced by a weaker requirement that their real parts must 
be negative. 

4. The necessity to prove the stability conditions of the second set no 
longer exists. 
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It is important that if the extremum property of the synchronous solution 
(Bs = 0, see Sec. 8.5) is valid, then the stability conditions of the second set 
are satisfied automatically in the quasi-conservative problem, whereas for 
the inertial vibration exciters ei = 1/ Ji is always positive. For this reason, 
the various assumptions about the order of the values of the proper non
potential forces have no influence on the final result. However, in the gen
eral case, the more stringent" quasi-conservative" stability conditions may 
not be satisfied in contrast to the less stringent "non-quasiconservative" 
conditions. 

10.4 On the influence of friction in the carrying 
system on the stability of synchronous motion 

Let us assume that small oscillations of the continuous carrying system 
are accompanied by small forces of energy dissipation. We characterise this 
"smallness" by inserting a formal indicator of smallness {3 = 1 in front of the 
symmetric matrix B of coefficients of linearised damping in the generating 
equation of oscillations of the carrying system, see eq. (8.8) 

n 

Mi + {3Bi: + ex = LF:",Pi' (10.44) 
i=l 

The pure forced solution of the above weakly damped system is sought in 
the form of the following series 

x = Xo + {3X1 + {32 .... (10.45) 

The original approximation Xo corresponds to the synchronous oscillations 
of the carrying system without damping (B = 0) whilst the next approxi
mation is determined from the system 

(10.46) 

The kinetic potential of the carrying system £(1) = K(l) - n(l), see eq. 
(7.4), in the generating approximation is also represented in the form of 
the series 

(10.47) 

where, due to symmetry of Al and e, we have 

£ (1) "M' 'e 1 =xo X1- Xo Xl· (10.48) 
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Let us premultiply eq. (10.46) with x~. Then, by virtue of eq. (10.48) we 
obtain 

L (I) d (1 / B / M' ) 
1 = dt "2xo Xo + Xo Xl . (10.49) 

The averaged Hamilton action of the carrying system, see eq. (8.89), due 
to eq. (10.47) is equal to 

A (1) = A61) + (32 ... , A61) = (L61») . (10.50) 

Now, as A = -A (1), see eq. (8.103), we can write down the equations 
of the problem of autophasing with accuracy up to the values of the first 
order of smallness included 

BAo ./ Bxo 2 (1) \ ) 
Pi = Mi - Bai - (3 xoB Bai + (3 .... (10.51) 

Let us recall that in the case of inertial vibration exciters these equations 
are equally applicable to both quasi conservative and non-quasiconservative 
theories, see Sec. 10.3. Equations for the quasiconservative theory for de
termination of stability criteria of the first set, see eq. (8.28) are written 
by means of eq. (10.51) in the "symmetrised" form, see eq. (8.96), ei > 0, 

n 

L (tij + (3lij + (32 ... ) aj = .\iai. 
j=1 

Here we introduce the notation 

(10.52) 

(10.53) 

where x6i ) = xg) (vt + ai, v) are determined by formula (8.11) for the case 
B = O. Let us emphasise that the values tij and lij form symmetric and 
skew-symmetric n x n matrices respectively. If the roots of the determi
nant of the system (10.52) are negative and different for B = 0, then the 
roots of the slightly perturbed determinant are also negative and differ
ent. Let us assume that for B = 0 there exists a l-fold negative root 
"'0 (l < n). The appearance of multiple roots often occurs in problems with 
weak interaction, provided that these problems are symmetric from a phys
ical perspective. This also take place if a certain symmetry is observed in 
the position of several objects relative to the carrying system. Thus, this 
case is of a principal and practical importance. 
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Simple elementary divisors correspond to the root Ai = IiO due to the 
symmetry of matrix lij. Thus, at B = 0 system (10.52) admits a family of 
solutions depending on the arbitrary constants C1 , ... ,Cl 

I 

aiO = L Cka~k), 
k=l 

(10.54) 

where a~k) (k = 1, ... ,l) denote partial independent particular solutions of 
the system 

n 

L lija;k) = lioa~k), 
j=l 

which satisfy conditions of orthogonality and normalisation 
n 

.L>~k)a~s) =Dk8 (k,s= 1, ... ,l). 

i=l 

(10.55) 

(10.56) 

Let us seek the particular solution of the full system (10.52) which be
longs to the family (10.54) for B = 0 in the form of the following series 

ai = aiO + (3ai1 + (32 ... , Ai = IiO + (31i1 + (32 . .. . (10.57) 

The equations of the first approximation are cast as follows 

n 

L (lijaj1 + fijajO) = IiOai1 + 1i1aiO· 
j=l 

(10.58) 

We multiply this equation by a~k) and subtract equation (10.55) multiplied 
by ail. The result of summing up this relationship over i from 1 to n, due 
to eqs. (10.54) and (10.56), is given by 

I 

Lf(s,k)C8 = 1i1Ck, (10.59) 
8=1 

where the factors 
n 

f(s,k) = L fija~s) a;k) (10.60) 
i,j=l 

are skew-symmetric by virtue of eq. (10.53), i.e. f(s,k) - f(k,8). Let us 
now multiply eq. (10.59) with Ck and sum up this relationship over k from 

I 
1 to l. Since the quadratic form L f(s,k)CkCs == 0, we obtain 

k,8=1 

(10.61 ) 
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FIGURE 10.2. 

If determinant llijl -=J. 0, then the correction /";;1 -=J. o. Thus, in the general 
case 

(10.62) 

and the values of Ck and /";;1 are complex-valued. In other words, the roots 
of the skew-symmetric secular determinant can not be real in the case of 
non-degeneracy. This fact causes the appearance of complex coefficients of 
stability Ai and, as a consequence (see eq. (5.70)) a destabilising influence 
of the resistance force under small oscillations of the carrying system on 
the stability of the synchronous regime. 

In the non-quasiconservative theory of synchronisation of the inertial 
vibration exciters, the above derivation is also valid under the replace
ments ei ....... l/ki , Ai ....... AI. The characteristic exponents of the synchronous 
regime are then also complex. However, this does not lead to a destabilising 
regime if weaker "non-quasiconservative" stability conditions Re Al < 0 are 
satisfied. 

The example [32] considered below shows that the discovered effect is 
not necessarily related to the original assumption of the smallness of the 
oscillations of the carrying system. We consider the weak interaction of n 
identical vibration exciters of rotating centrifugal force mrl/2 mounted pe
riodically on an axisymmetric rigid body with six degrees of freedom , see 
Fig. 10.2. Let us assume that the translational and rotational oscillations of 
the carrying body about its principal central axes Oxyz are independent of 
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each other. In other words, the matrices of rigidity and viscous resistance 
corresponding to the coordinates x, y, z, 'I/J, {), <p are diagonal. The adjacent 
exciters are linked by the carried force constraint responding on the differ
ence of their rotation angles. The linear rigidity of this quasi-elastic syn
chronising moment c has the order of the small parameter of interaction E. 

Let us notice that the considered system models the vibration pile driver. 
The pile is assumed to execute harmonic, in the original approximation, 
"screw" oscillations about axis Oz due to synchronising inertial vibration 
exciters. The stabilisation of the needed synchronous-synphase regime is 
provided by the proper choice of the value of c. 

The investigation carried out in accordance with the approach of Chapter 
8 shows that the synchronous-synphase regime does exist in the system, 
whereas the stability criteria of the first set are obtained as the result of 
studying the following linear homogeneous system 

caHI - (2c + np + Ii:) ai + cai-I = -pa-

2ni . 2ni 
(qac + sas ) cos - - (qas - sac) sm-

n n 
i = 1, ... ,n, ao = an, al = an+l, (10.63) 

where 

p 

q 

s 

and M, Jx = Jy , Jz denote the mass and the central principal moments 
of inertia of the shell, Cx = cy, cz , c,;, = C{), Ccp denote the coefficients of 
rigidity of the corresponding translational and rotational displacement of 
the shell, and bx = by, bz, b,;, = b,J, bcp denote the coefficients of the viscous 
damping corresponding to these displacements. Let us notice that the sta
bility coefficient Ii: in the quasiconservative and non-quasiconservative cases 
is proportional to A~ and Al respectively. 

Analysis of system (10.63) for n > 2 is carried out in the following 
fashion. Summing up the equations over i from 1 to n we obtain li:a = O. 
This ensures the existence of a zero root li:1 = O. For non-trivial roots a = O. 
Taking this into account, we multiply eq. (10.63) first with sin2ni/n, then 
with cos2ni/n and sum up over i from 1 to n. Then we arrive at the 
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following homogeneous equations for ac and as 

~s ac + [2C (1 - cos 2:) + n (p - ~) + ~] as O. (10.65) 

The following stability coefficients 

~2,3 = -2c (1 - cos 2:) _ n (p _ ~) ± ~s yCI (10.66) 

correspond to the non-trivial values of ac and as. The remaining coeffi
cients are determined from the linear homogeneous finite-difference equa
tion which is obtained from (10.63) at a = ac = as = O. The result is 

( 27ri) ~i+2 = -2c 1 - cos -:;; - np (i = 2, ... , n - 2) . (10.67) 

The real values of the stability coefficients ~2, . . . , ~n are negative if the 
value of the stabilising rigidity satisfies the following inequalities 

q 
n P-2 

c> -- c> 
2 27r ' 
1-cos

n 

np 
(10.68) 

Fulfillment of these inequalities guarantees local stability of the regime in 
the non-quasiconservative system. Since coefficients ~2 and ~3 are complex
valued, stabilisation of the regime is not feasible under the quasiconserva
tive idealisation. The system loses stabilisation because of the destabilising 
action of damping under the rotational oscillations of the shell. The only 
exception is the case when h = 0, where the centres of rotations of the 
vibration exciters lie in the plane passing through the centre of mass of 
the shell. Indeed, in this case, by virtue of eq. (10.64), s = 0 and ~2 and 
~3 are real. However, even in this problem, in addition to eq. (10.68), it is 
necessary to prove the fulfillment of stability criteria of the second set. 

This confirms once again the importance of the preliminary analysis of 
the order of all parameters of the original equations referred to the small 
parameter of interaction E. 



11 
Periodic solutions in problems of 
excitation of mechanical oscillations 

11.1 Special form of notation for equations of 
motion and their solutions 

To begin with, the systems under consideration are naturally split into two 
subsystems: a mechanical oscillating system and a vibration exciter (or 
exciters). These subsystems are prescribed to some extent arbitrarily, in 
particular, the same exciter can be related to several oscillatory systems. 
However, in each particular case the processes in the exciter and the motion 
of the oscillatory system influence each other. The forces created by the 
exciter affect the oscillatory system and there always exist some elements 
of the system on which these forces act directly. Alternatively, the reaction 
forces of the element comprise a part of the exciter and their motion affects 
the processes in the exciter. If the motion of the mentioned elements is 
known then the processes in the exciter are prescribed and the motion of 
the remaining elements of the oscillatory system is no longer needed. 

Taking this into account we cast the equations for the values describ
ing the processes in the exciter in such a way that they contain not the 
coordinates of the oscillatory system but auxiliary quantities (denoted by 
~l' ... '~k) which are the displacements or the rotation angles correspond
ing to the reaction forces in the elements. Let us also assume that the 
oscillatory system is linear, i.e. its motion is governed by linear differen
tial equations with time-independent coefficients. If we denote the set of 
generalised coordinates describing the configuration of the oscillatory sys
tem by v, then v is either a vector of finite dimension or an element of a 
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Hilbert space G. Let us denote the "proper" coordinates of the exciter by 
q = (q1,' .. ,qm) and write down the kinetic potential of the system in the 
form 

(11.1) 

Provided that dependence ~(t) is given, the equations of motion must 
provide us with the possibility to determine q(t) regardless of the dimen
sion of vector v and the time-history of its separate components. Thus. 
the form of L1 (q, Ij, ~,~) must be independent of the way of introducing 
the coordinates v, their number etc. In other words, function L1 must be 
invariant to the particular form of the oscillatory system. But if the os
cillatory system is taken then ~ I' ... '~k should be expressed in terms of 
the components of vector v. If the system is linear. then ~i must be linear 
functionals of v and thus be represented by the scalar products of the form 

~i = (v, l'i), i = 1. .... k, (11.2) 

where 1'; denote constant vectors or elements of the same space as v (how
ever it may also be a larger space). The values of ~i describing the "back
ward" influence of the oscillations on the motion of the exciter do not neces
sarily belong to the generalised coordinates of the system. For this reason. 
they are referred to as the ., functionals (or parameters) of the backward 
influence" . 

The Lagrange's equations are as follows 

d aLl aLl 
------
dt alj oq R(q, Ij) + E(t), 

Mii + BiJ + Cv (11.3) 

Here 

Rand E describe non-potential forces in the exciter and the non-mechanical 
actions, respectively, M, B, C denote quadratic matrices or linear operators 
in space G. Guided by the physical meaning of the problem we take that 
M, B, C are symmetric and in addition to this M, C are positive-definite 
matrices whereas B is positive semi-definite. 

One can see from eq. (11.3) that vectors Vi describe the distribution of the 
exciter's forces over the oscillatory system whereas coefficients Qi in front 
of Vi determine the value of these forces. Additionally, the condition that Vi 

are constant values implies that the loading is referred to the undeformed 
oscillatory system. In contrast to quantities ~i whose mechanical meaning 
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is solely determined by the exciter, vectors Vi will be determined only when 
the oscillatory system is prescribed. 

The assumption that the oscillatory system is linear is related to the 
assumption of the smallness of its displacements compared with a certain 
typical dimension. However this does not mean that quantities Qi and 
the first six equations in (11.3) can be linearised with respect to ~, as the 
displacements can be compared with typical dimensions of the exciters. For 
instance, the linear elastic electromechanical systems possess this property. 
If the displacements are small in comparison with the latter dimensions, 
the problem, nonetheless, may remain non-linear (with a small parameter 
proportional to the ratio of the displacement to a typical size). In particular, 
this is the case for the oscillations excited by rotation due to an unbalanced 
rotor. 

Eliminating ~i from eq. (11.3) by means of eq. (11.2) for any particular 
oscillatory system we can obtain the equations of motion in terms of the 
coordinates. However, there exists a number of cases in which one can 
study a class of system by using eq. (11.3). For example, let the equations 
in (11.3) be linear, then they are described by the Lagrange function 

L = L1 + L2 , 

where 

1 m m k . 

"2 I)mrsqrqs - crsqrqs) + L L(driqr~i - hriqr~i)' 
r,s r i 

~(MV, v) - ~(Cv, v). (11.4) 

Assuming for simplicity that the prescribed forces are harmonic and taking 
into account the damping we arrive at the following equations of motion 

m 

L(mrsiis + brsqs + crsqs) Ur sinwt + Vr , (r = 1, ... ,m), 
s 

Mv+Bv+Cv (11.5) 

Here 

k m 

Vr = - L(dri~i + hri~i)' Qi = - L(driiir + hriqr). (11.6) 
r 

The quantities Vr can also be introduced in the general case by recasting 
the first m equations (11.3) in the following form 

d 8L1O 8L1O . 
dt 8q -[jQ = R(q,q) + E(t) + V, (11. 7) 



290 11. Periodic solutions in problems of excitation of mechanical oscillations 

where 

v = ~ O(LlO - Ld 
dt oq 

O(LlO - Ld 
oq 

Putting V = 0 in eq. (11.7) we obtain equations of motion for the oscil
latory system fixed in the equilibrium position. Thus, values of V charac
terise, to some extent, the effect of the backward influence of oscillations on 
the exciters. Quantities V can also be considered as the generalised forces 
of the same physical nature as the prescribed forces E(t). With this in view, 
we refer to these forces as the "total generalised vibrational forces". Such 
quantities are encountered, for instance, in the problems of the dynamics 
of systems with mechanical exciters in which the values averaged over a 
period are called vibrational moments, [16]. 

Let us consider periodic solutions of system (11.5) having period 27r/w. 
Looking for the solution in the form qr = ar sin(wt - cr) and inserting 
this into eq. (11.6), we can find Qi as a function of a = (a1,'" ,am) and 
c = (c1, ... ,cm), i.e. 

Qi = Qi1(a,c)sin(wt -'l9i (a,c)). (11.8) 

Let us introduce into consideration the components kiij ) 2: 0 and 1f.~ij) of 
the square k x k matrices K 1 and III 1, determined as follows. Let a 27r / w
periodic solution of equation 

Mij(i) + Hi;(i) + Cv(i) = Vi sinwt (11.9) 

be given. Let us find the scalar products (v( i) , Vj). Their amplitude and 

phase angles are denoted in the following kiij) , 1/Jiij ) 

(11.10) 

Quantities kiij ) and 1/Jiij ) are determined from the solution of the problem 
of the forced oscillations of the oscillatory system subjected to prescribed 
harmonic forces and have the following physical meaning. The system is 
assumed to be subjected to a harmonic load of frequency w with a unit 
amplitude (Qi = 1) which is distributed over the oscillatory system as 
well as the part of the exciter's load corresponding to vector Vi. Let us 
determine the time-dependence of the j - th functional of the backward 
influence ~j under forced harmonic oscillations caused by the mentioned 
load. The amplitude of ~j and the phase shift between ~j and the load are 

equal to kiij ) and 1/Jiij ) respectively. 

If a system without damping is considered, then kiij ) are the influence 

coefficients. The reciprocity property kiij ) = kiji ) as well as the property 

1/Jiij ) = 1/Jiji) is also valid for the system with friction. 
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Having eq. (11.8) we can express the functional of the backward influence 
in terms of the amplitude a, angles E and values kiij ) , 'l/Jiij ) as follows 

k 

C "Q ( )k(ij ). ( {J() "IJij)) <,j = L il a, E 1 sm wt - i a, E - 'f'l . (11.11) 

The amplitudes and phases of the total vibrational forces can be expressed 
from eq. (11.6) in terms of the above values 

(11.12) 

Let us insert eq. (11.6) into the first m equations in (11.5). This allows us, 
in principle, to find the dependences qr = qr (t, a, E, K 1, WI). Determining 
the amplitudes and phases of qr we arrive at the system for al,··· ,am, 
EI, ... ,Em which allows us to determine these values as functions of the 
components of the matrices KI and WI. Making use of eq. (11.8), we finally 
obtain 

a = a(KI' wd, E = E(KI' wd, Qil = Qil(KI , wd, {Ji = {Ji(KI , wd· 
(11.13) 

The latter set of these relationships allows us to find the forces in terms 
of matrices KI and WI. Thus, if relationships (11.13) are constructed for 
an exciter, then the problem of the forced oscillation reduces to the deter
mination of matrices KI and WI as well as to using these relationships. In 
order to construct relationships (11.13) it is necessary to know only that 
part of Lagrange's function L I , which is written in terms of the parameters 
of the backward influence. 

Instead of amplitudes a and phases E one can determine the amplitudes 
of the sine and cosine components. The corresponding matrices of these 
amplitudes should also be introduced for the oscillatory system. 

Let us consider now the case in which the equations of motion contain a 
small parameter fL and are reduced to the form 

x = X(x, t) + fLY (x, ~,~, t, fL), 
k 

Mv + Bi; + Cv = 2:= Qi(X, X)Vi + fL··· . (11.14) 

Here x = (Xl, ... ,Xp) are unknown variables which should be introduced 
instead of ql, . .. ,qm in order to cast the equations in the form of (11.14). 

The equations of this particular type are obtained in the case when the 
displacements in the oscillatory system can be understood as being small 
of order of fL in comparison with a typical dimension of the exciter. Par
ticularly, this is the case for systems with mechanical vibration exciters 
[52] and synchronising systems [16]. In what follows we consider the case 
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when the equations in (11.14) are Routh's equations, this case covering the 
problems of oscillations under action of electromagnets. 

Let functions X and Y be 21f /w-periodic with respect to t. Let us also 
assume that for any continuous 21f/w-periodic function ip(t) each of the 
equations 

Mi; + Bi; + Cv = ip(t)Vi (11.15) 

admits a unique 21f /w-periodic solution v~) (t) such that max I (v~) (t), vi)l/ 
t 

max lip(t)1 < h(i), where a constant h(i) is coincident for all ip and h(i) = 
t 

0(1). This assumption corresponds to the so-called "non-resonant" case, 
see Sec. 11.4 for the resonant case in which h(i) = O(l/p,}-

The generating solutions of eq. (11.14) are considered to be non-isolated. 
In the case of an isolated generating solution the influence of the oscillations 
results only in small corrections to variables x obtained without vibrational 
forces. Hence, the backward influence of the oscillations on the exciter's 
motion can not lead to qualitatively new effects and is of little interest 
from this perspective. For this reason, let us consider the case in which the 
system 

x = X(x, t) (11.16) 

admits a family of 21f/w-periodic solutions x = xo(t,a),a = (a1,'" ,an) 
depending upon n arbitrary parameters. Let functions xo(t, a) be given, 
then functions Qi(XO, xo) are also given functions of t, a. Therefore, the 
coefficients of the Fourier series 

Qi = L Qiv(a) cos(vwt - '!9iv (a)) (11.17) 
v 

can be also treated as given functions of a. Let us introduce, as above, 
the matrices of the harmonic influence coefficients and phase shifts. These 
matrices should be introduced for all frequencies appearing in eq. (11.17). 
Let us denote these matrices and their components as Kv , \}iv and kij,1/J:;, 
respectively. They are defined by the relationships 

(Vi v·) = k(ij) cos(vwt - "/,(i j )) k(ij) > 0 
v' J v If''v , v - , (11.18) 

where v~i) denotes a 21f / VW - periodic solution of the equation 

Mi;(i) + BiI(i) + Cv(i) = V cos vwt v v v 1. • (11.19) 

The physical meaning of matrices K v , \}iv for v i= 1 is coincident with 
that of matrices KI, \}iI, with the only difference being that the oscillatory 
system is subjected the unit load of frequency vw rather than w. 
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Now we can write down the expressions for the functionals of the back
ward influence in the generating approximation which contain the compo
nents of matrices K v , 1Jiv and values al, ... ,an as parameters, i.e. 

k 
_ ~~ (i) (i) ~jO - L- L- Qiv(a) cos(vwt - '!9iv (a) - 7/Jv J )kv J . (11.20) 

v 

Let us also assume that we have 27r /w-periodic solutions Zl, ... ,Zn of 
the system of linear equations with periodic coefficients which is referred 
to as the system conjugate to the variational system of equations for the 
generating solution 

z+ZZ=o, (11.21) 

Here Z denotes a vector with the same dimension as x and the zero subscript 
implies that the derivatives are taken at x = xo. Then the equations for 
determination of aI, ... ,an can be written such that they contain the 
components K v, Wv as parameters. They have the form 

Pr(cq, ... ,an, K, w) = (t zrsYsO(t, a, K, W)) = 0, r = 1, ... , n. 

(11.22) 

Here Yso(t, a, K, 1Ji) = Ys(xo, ~u, ~o, t, 0) denotes the components of vector 
Y, whereas symbols K, W denote the entire set of matrices K v , wv . 

Provided that solutions a = a(K,1Ji) of system (11.22) are found as 
functions of K, 1Ji and are substituted into the above relationships, then all 
of the required variables in the generating approximation are also found 
as functions of K, 1Ji. As a result, determination of the oscillations in any 
linear oscillatory system excited by an exciter with given expression for Qi 
reduces to the solution of the problem of the forced oscillation and using 
derived expressions. The elements of the determinant loPr/oasl and thus 
the stability conditions can be expressed in a similar form in terms of the 
components of matrices K, W. 

Relationships containing matrices K, 1Ji are also useful in that they can be 
utilised when the equations of motion for the oscillating system are not yet 
derived, whereas these matrices are obtained, for example, experimentally. 

The solution can be cast in this form when the system (11.14) is au
tonomous. In this case it is necessary to know the dependence K(vw), w(vw) 
in some intervals of the values of w. Additionally, if system (11.14) is nearly 
conservative, then the stability conditions [45J contain not only K(v,w), 
1Ji(vw) but also their derivatives with respect to w. 

Khodzhaev suggested solutions for a number of problems on oscillations 
under the action of electromagnets in [44], [46], [48J and solutions for the 
problems on synchronisation of mechanical vibrations in [45J. The same 
approach was suggested by Sperling [94J however the stability conditions 
for the second set (derived in [45]) are absent in this paper. 
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11.2 Integral stability criterion for periodic 
motions of electromechanical systems and 
systems with quasi-cyclic coordinates 

Let us construct the equations governing the quasi-stationary oscillations 
of electromechanical systems with closed linear currents without assuming 
small displacements 

d oW of 
dt ois + ois = Es(t), s = 1, ... ,m, 

d oLM oLM oW _ Q 
---- - --- - --- + 
dt oqm+s oqm+s oqm+s - m s, 

s=l, ... ,n-m. (11.23) 

Here i l , ... , im denote currents, F is the" electric dissipation function", 
E l , ... , Em are prescribed 2n /w-periodic electromotive forces (emf), qm+l, 
... , qn are the generalised coordinates, LM is the kinetic potential, and 
Qm+l, ... , Qn are the non-potential generalised forces. 

For inductively-connected non-branched loops we have 

(11.24) 

Let us adopt that F has the same form in the general case which can be 
achieved by a linear transformation of the original currents. 

Let us express the field energy W in terms of the inductances and currents 

1 m 

W = "2 L Lrs(qm+l,'" , qn)isir . (11.25) 
r,s 

Let E*, L* and R* denote the characteristic values of the emf, inductance 
and resistance, respectively. Let us introduce characteristic current i* = 

E*/wL* and take T = wt. Then we can recast the first m equations in the 
following non-dimensional form 

(11.26) 

Here lrs = Lrs / L*, TJr = ir/i*, f3s = Rs/ R*, es = Es/(wL*i*), p = R*/wL*. 
Assuming the electric dissipation to be small, that is the characteristic 
inductive (wL*) and active (R*) resistances fulfill the relationship wL* » 
R*, we deem p to be a small parameter. Systems with spatial conductors are 
considered under analogous assumptions. Besides, in what follows we study 
a peculiar, but interesting from the technological perspective, case in which 
it is sufficient to assume that only few of the Rs are small. Thus, eq. (11.26) 
contains equations with small parameter p. Let TJr' qm+s be obtained in the 
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form of a power series in terms of p. If we return to the original dimensional 
variables, then the result must coincide with that obtained if the solution of 
eq. (11.23) is sought in the form of a power series in terms of R*, provided 
that the value of R* is conditionally taken as being small in comparison with 
the other values of any dimension. With this in view, we do not introduce 
the small parameter p explicitly and manipulate directly the equations in 
(11.23). 

Averaging the first m equations in (11.23) over the period and denoting 
the mean values by ( ) we obtain 

27r/w 

Rs(is) = (Es), (is) = ~ J is(t)dt. (11.27) 

o 

It follows that the constant components (Es) of the given emf should be 
small. Indeed, if (Es) '" E*, then (is)/i* '" l/p. In practice, these currents 
are approximately equal to the short circuit current under the nominal 
voltage. For the formal viewpoint, another procedure of Poincare's method 
is needed. It is natural to take (Es) as being small of the order of Rs, 
then (is) rv i*. This corresponds to the nominal working regimes of the 
electromechanical facilities. 

Let us express the ponderomotive force oW / oqm+r in terms of the mag
netic fluxes <Pr = oW/air. Then equations (11.23) can be integrated by 
means of the following scheme. Let us represent Es in the form Es = 
Us + (Es), (Us) = O. Omitting the small terms in eq. (11.23) and denoting 
the generating approximation by a zero subscript we obtain 

<PsD = as + v;.(t), V. = Us, (v;.) = O. (11.28) 

Here as denote arbitrary constant components of yet undetermined mag
netic fluxes. Let us substitute eq. (11.28) into the second set of equations 
in (11.23). Then we arrive at the equations for the oscillations of a mechan
ical system under the actions of forces which are prescribed functions of 
time, mechanical coordinates and parameters as. They allow us, in prin
ciple, to determine qm+r as a function of t and as. This means that the 
family of generating solutions depending on m is obtained. Among these 
solutions, we should take those which are equal to the periodic solutions 
of the original system (with small terms) for p = O. Only certain values 
of at, ... ,am correspond to these generating solutions. In this particular 
case these values are the solutions of the following system of equations 

Here is = oW/o<Ps denote the currents which are considered as func
tions of the magnetic fluxes and the mechanical coordinates, i.e. ics = 
(Es) / Rs. For sufficiently small p, for each solution of system (11.29) there 
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is a periodic solution of system (11.23). Taking one of them and insert
ing the values al, ... ,am into eq. (11.28) and into the expressions for 
qm+sO(t, aI, ... ,am), iso(t, al, ... ,am) we find the required variables with 
accuracy up to the order of p. The higher order terms can be found, if re
quired. Obtaining the derivatives aPs/aar one can analyse the stability of 
the regime under consideration, [61]. 

However, application of the described procedure is made difficult by the 
fact that the equations for determining qm+sO(t, aI, ... ,am) are in general 
non-linear. Provided that they are piecewise-linear, their solution can be 
obtained by the matching method. In general, one should use either approx
imate methods, or numerical integration. But this strategy, especially the 
numerical approaches, does not allow one to determine explicit dependences 
of qm+sO on al, ... ,am. Therefore, what remains is to prescribe various 
values of al, ... ,am, determine solutions qm+sO(t) corresponding to each 
set of aI, ... ,am and calculate the values of Ps aiming at approaching the 
solution of eq. (11.29) by changing al, ... ,am. 

The above calculations are simplified if it is known that the required val
ues of al, ... ,am renders an extremum to a certain function A(al, ... ,am). 
Indeed, in this case, the sets of aI, ... ,am can be taken by using the con
ventional search methods for an extremum. In the present chapter we indi
cate the cases in which such a function A exists and establish its physical 
meaning. Since equations (11.23) comprise a particular case of the equa
tions of mechanics with quasi-cyclic coordinates we will consider the latter, 
more general equations. 

The relations between the stable periodic solutions of the system with 
small parameter and the points of minima of a certain scalar function A was 
first established by Blekhman for synchronisation problelllS [16]. He referred 
to this principle as the integral stability criterion. This result was gener
alised in [74] for the class of systelllS called quasiconservative synchronising 
systelllS. Particular cases of the problem of synchronisation were studied 
by Lavrov in [55] by means of the integral criterion. These authors are of 
the opinion that the integral criterion is of interest itself (regardless of the 
usefulness for calculations) and link this with physical clarity and the fact 
that A can be constructed without detailed equations of motion. 

It is interesting to clarify what systelllS, along with the above mentioned, 
obey the integral criterion. As follows from its derivation, see [74], [47], it 
is necessary that the equations with small parameter have the structure 
of mechanical equations and arbitrary constants appear in the generating 
approximation in a "natural" way. In mechanics, there exist two classes 
of systelllS whose periodic motions form families depending upon arbitrary 
constants. These are the conservative systelllS (for which the arbitrary pa
rameters are initial phases and the energy constant or period) and the 
systems with cyclic coordinates (the parameters are cyclic momenta). The 
system with quasi-cyclic coordinates which is considered in what follows be-
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longs to the second most natural class of the systems for which the integral 
criterion holds. 

Let us consider a system with holonomic stationary constraints described 
by m quasi-cyclic (ql, q2,· .. ,qm) and n - m positional (qm+l, . .. ,qn) co
ordinates. It is assumed that the quasi-cyclic coordinates correspond to the 
generalised coordinates of two sorts, namely small forces of viscous damp
ing and forces depending only on time, with the latter being assumed to 
be 21f/w-periodic. Lagrange's equations for such a system has the form 

Ps + /-lbsqs = Us(t) + /-lUes, s = 1, ... ,m, 
d 8L 8L 
-d -!;)-- - -!;)-- = Nm +s , S = 1, ... ,n - m, 

t uqm+s uqm+s 
(11.30) 

L = T(qm+1, ... ,qn, q1,'" ,qn) - II(qm+1,'" ,qn)' 

Here Ps denote the quasi-cyclic momenta, (Us) = 0, Ucs = const, Nm+s 
are the non-potential generalised forces corresponding to the positional 
coordinates, L is the kinetic potential of the system, and /-l is a small 
parameter. One can adopt that /-l > 0, then bs > O. A more general case 
in which the" quasi-cyclic" dissipative forces are given by the dissipation 
function of the form 

F = ~ f brsqrqs 
r,s 

reduces to the previous case by a linear transformation of only quasi-cyclic 
coordinates. 

Let us consider Routh's equations corresponding to eq. (11.30) 

Ps - /-lbs ~R = Us(t) + /-lUes, S = 1, ... ,m, 
Ups 

~ 8LR _ 8LR _ N + 
!;) !;) - m s, S = 1, ... ,n - m. 

dt uqm+s uqm+s 

(11.31) 

Here LR denote Routh's kinetic potential related to Lagrange's function as 
follows 

(11.32) 
s 

LR is inserted into eq. (11.31) as a function of P1,'" ,Pm, qm+1,'" ,qn, 
qm+1, ... ,qn' If the original Lagrange's function L is prescribed as a func
tion of q1, ... ,qm and the positional coordinates and velocities, then it is 
necessary to express the quasi-cyclic velocities in terms of momenta and 
qm+l, ... qn, qm+l,··· ,qn from the linear equations for q1,'" ,qm 

S= 1, ... ,m. (11.33) 
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For fJ = 0, the following system of m equations can be separated from eq. 
(11.31) 

PsO = Us(t), s = 1, ... ,m, (11.34) 

which yields, up to the constants aI, ... ,am, the quasi-cyclic momenta in 
the generating approximation 

PsO = as + Vs(t), s = 1, ... ,m. (11.35) 

Here and in what follows, the antiderivatives Vs, Vs = Us are taken such 
that (Vs) = 0. 

Let us insert eq. (11.35) into the last n - m equations in (11.31). Then 
we obtain equations for qm+sO, in which al, ... ,am appear as parame
ters. Let us assume that these equations admit a stable 27f /w-periodic 
isolated solution (i.e. such a solution which has no new constants) qm+sO 
for any al, ... , am from a certain region A. The set of functions Pso(t, as), 
qm+sO(t, aI, ... ,am) comprises a family of the generating solutions. Insert-
ing PsO, qm+sO into the small terms of the first m equations in eq. (11.31) we 
obtain the equations for the constants aI, ... ,am from the conditions of 
periodicity of the first approximation (Psd to the quasi-cyclic momenta. 
In this case, the periodicity conditions reduce to the requirement that 
the small terms do not contain constant components after substitution 
of Ps = PsO, qm+s = qm+sO· Then we arrive at equations 

Ps(al, ... ,am)=-\~~:)o -ics=O,s=l, ... ,m. (11.36) 

Here ies = Ues/bs. Let system (11.36) admits the solution as = a s*, s = 
1, ... ,m belonging to A. Then the periodic regime corresponding to this 
solution is stable if roots A~, ... ,A~ of the equation 

(11.37) 

have negative real parts and is unstable if Re A~ > 0. The case of zero and 
pure imaginary roots is beyond the scope of the present book. In eq. (11.37) 
"'s = l/b" 8rs being the Kronecker delta. 

Let us clarify when the conditions 

Ps = - a~s ((LR)O + ~ iesas) , s = 1, ... ,m (11.38) 

are satisfied. Integrating by parts we obtain 
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It follows from Routh's equations that relationships (11.38) are valid pro
vided that 

~\N Oqm+ro) - 0 
~ m+rO j:l -, vas 
r=1 

s= 1, ... ,m. 

Point (ah, . .. , a m*) is a stationary point of function 

m 

A(al, ... , am) = -(LR)O - L icsas · 
s=1 

(11.40) 

(11.41 ) 

In addition to this, if conditions (11.40) are satisfied then matrix aPr/as 
is symmetric. In this case the eigenvalues A~ are real-valued and their signs 
(under the condition that all "'s > 0) do not depend on the values of "'s. 
Thus, the stability can be judged by signs of the roots AI, ... ,Am of the 
equation 

(11.42) 

Finally, we conclude that values al = ah, ... ,am = a m* corresponding 
to the stable solution delivers a minimum for function A(al, ... ,am). 

The latter assertion is a formulation of the integral criterion of stabil
ity for systems of the considered class. The criterion is obviously valid if 
all of the forces corresponding to the positional coordinates are potential. 
However, it can also be valid in the case of non-potential forces Nm +s . 

For example, let N m+s be represented as linear forms in the generalised 
velocities 

n-m 

Nm+s = L f3rAm+r' 
r 

whereas qm+s can be cast in the form of a series 

qm+sO = L q~~so(al, ... ,am) cos(vwt - 'PJ , 
v 

(11.43) 

where the phase shifts 'P~~so = 'Pv' v = 1, ... of harmonics (Le. compo
nents) of qm+sO do not depend on al, ... ,am and are equal to each other 
for all qm+sO, S = 1, ... , n - m. Then 

~ IN Oqm+so) - ~f3 ('"""' (v) . ( ) L: \ m+sO oar -:-;: ks - ~ vwqm+kO sm vwt - 'Pv X 

a (v) ) 
~ ~::so cos(vwt - 'Pv) = o. (11.44) 
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We refer to functions with equal phase shifts of the components in the 
Fourier expansion as component-synphase, whilst the conditions .p;::~10 = 

... = i.p~d = i.pv are called the component-synphase conditions. The above 
means that for the integral criterion to exist in the case where N m +s are 
linear forms of qm+l, ... ,qn, it is sufficient that the phase shifts in the ex
pansion of the positional coordinates determined in the generating approx
imation do not depend on al, ... ,am, whereas these coordinates satisfy 
the component-synphase conditions. Since no condition is imposed on the 
properties of coefficients i3rs, this criterion is valid in this case, in particular, 
when N m +s are viscous damping forces. 

This case has no analogy in the problems of periodic motion of quasi
conservative systems since their constants aI, ... ,am are the phase shifts 
of the object coordinates [16], [74] which appear in the solution in the 

combinations wt + as, values i.p;::~so depend necessarily on al, ... ,am and 
the integral criterion holds only for a carrying (oscillatory) system without 
dissipation, [74]. 

The integral criterion holds also in the case when the sums in eq. (11.40) 
are derivatives of some function with respect to as, and in particular when 
they do not depend on aI, ... ,am. Such a case is studied in Sec. 11.5. 

Let us write down the expression for function A in detail. The kinetic 
energy has the following form: T = TI + U + T2, where TI and T2 are 
respectively the quadratic forms of the quasi-cyclic and positional gener
alised coordinates, and U is their bilinear form. Using this notation, the 
expression for L R is cast in the form: L R = T2 - II - TI = L2 - T1 . Hence, 
A = (TI)o - (L2)0 - We, where 

(11.45) 

Function A also retains this form in the case in which the sums in eq. (11.45) 
are values i~r which are independent of aI, ... ,am. What is required is to 
replace ier by ier - i~r· 

The generating approximation and the form of function A do not change 
under adding terms of the form /-to· into the first m equations in eq. (11.30) 
and any terms of order of /-t into the last n-m equations. Finally the depen
dence (LR)o on al, ... ,am does not change if the system gains such k addi
tional degrees of freedom corresponding to the coordinates qn+l, ... ,qn+k 
that the expression for T is written down as follows 

T 
m n-m 

U = L L arm+sirqm+s . (11.46) 
r s 
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Here, as above, ars, ar,m+s depend only on qm+1,.·. ,qn' Moreover, T2 has 
the previous form and 

k 

jr = qr + L nrAn+j, nrj = const . 
j=l 

(11.47) 

Let us find the form of Routh's equations. Denoting the sum in eq. (11.47) 
as 9r we have 8T/8qr = 8T/8jr and 

(11.48) 

where q~O) denotes the quasi-cydic velocity in the system without additional 
arguments (i.e. q~O) also depend on their arguments as qr in the former 
system). The expression for Routh's kinetic potential is given by 

(11.49) 

Here only dependences on the generalised velocities are shown (in an ab
breviated form). Removing qr with the help of eq. (11.48) from (11.49) and 
applying the identity 

(11.50) 
r,s s r 

we obtain 
m 

LR=L~)(p1"" ,Prr"qm+1, ... ,qn,qm+1, ... ,qn)+ LPs9s+T3. 
s 

(11.51) 

Here L~) denotes Routh's kinetic potential for the system without addi
tional coordinates. Thus, the generating equations for PI, ... ,Pm, qm+1, ... , 
qn have the same form and the same solutions as those for the system with
out additional coordinates. The equations for the additional coordinates are 
as follows 

d 8T3 8T3 ~. 
dt ~ - -",-- = - L nrsPr + Nn+s, 

uqn+s uqn+s r 
s = 1, ... ,k. (11.52) 

System (11.52) in the generating approximation does not contain a1, ... , 
am. Let us assume that, for Pr = Un the system admits an isolated stable 
solution for which qn+lO, ... ,qn+kO are 2n /w-periodic functions of time. 
Then equations for determining a1,' .. ,am, the stability conditions and 
function A differ from those of the case without additional coordinates 
only in that icr is replaced by 

k 

icr + L nrj(qn+jO) . 
j=l 
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The above results are also generalised to the rotational motions, that is, 
to the motions with some coordinates obeying the law qm+s = wt + 'If;(t), 
where 'If;(t) is a 21T/w-periodic function of time. Functions T,II and Nm+s 
should be 21T-periodic with respect to the corresponding coordinates qm+s 
or contain only their differences qm+s - qm+r' 

In the case of a linear positional coordinate the integral criterion can be 
modified. Routh's equations corresponding to the positional coordinates 
are given by 

Mv+Cv = Q+N, Q =.!!:..- oTl _ oTl 

dt ov ov' (11.53) 

Here v = (qm+l, ... ,qn), N = (Nm+l , ... ,Nn ), fYI, C are symmetric (n
m) x (n - m) matrices with constant entries. Denoting the scalar products 
by parentheses we obtain 

1 .. 1 
L2 = -(Afv v) - -(C1' v) 2 . 2" (11.54) 

Let us take equation (11.53) in the generating approximation, multiply 
both its parts by ovo/OO,. and average over the period. Under the condition 
(11.40) we obtain 

( (MVo, ~~~) ) + ( (CVO, ~~~) ) = ( ( Qo. ~~~) ) . (11.55) 

Differentiating eq. (11.53) with respect to Or and calculating the scalar 
product of the result and va yields 

( ( M ~:~ , va) ) + ( ( C ~~~ , va) ) = ( ( ~:~ , va) ) + ( ( ~~~ , va) ) . 
(11.56) 

We sum up relationships (11.55) and (11.56) term by term and integrate 
the terms with VA by parts. The result is 

(11.57) 

Let us refer to quantities VQ = -1/2((Q, v)) and VN = -1/2((N, v)) as the 
virial of the forces of action of the quasi-cyclic subsystem on the positional 
subsystem and the virial of the non-potential generalised forces respectively. 
Using eq. (11.57) we can remove (L2)0 from the expression for and express 
A in terms of the following virials 

(11.58) 

If N m + 1, ... ,Nn are linear forms of qm+b'" ,q+n, whilst qm+lO,'" ,qnO 
are component synphase with phases independent of 01, ... ,am, then 
VNO = 0, eq. (11.40) is fulfilled and 

A = (Tl)o - VQo - We. 
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This representation is useful due to the following fact. In a number of 
problems of vibration excitations (see the next section) it is convenient to 
express Tl such that it contains some linear functionals ei = (v, Vi)' Vi = 
const rather than the coordinates V themselves. The dependence of Tl (p, e) 
will be "invariant" to the form of the positional subsystem. If additionally 
VNO = 0, then the form of the averaged functions in eq. (11.58) as functions 
of p, e is immaterial to the details of the positional subsystem. However, the 
form of e(t, al, ... ,am) depends essentially on this positional subsystem. 

11.3 Energy relationships for oscillations of current 
conductors 

Given a system of bodies including m linear conductors subjected to ex
ternal 27r /w-periodic electromotive forces let us consider the case where 
the magnetic field can be taken to be quasi-stationary for frequencies 
w, ... ,II*W, where 11* is sufficiently high. In general, the forthcoming anal
ysis is valid with accuracy up to the high-frequency "tails" of the required 
functions effective from an (11* + 1) - th harmonic. This is due to the fact 
that the dynamic effects in the material are neglected. The relations be
tween Band H in the material is considered to be linear and the active 
resistances of the conductors are assumed to be small in comparison with 
the inductive resistances at frequency w. The Lagrange-Maxwell equations 
for the system under consideration are given by 

<i>r + J.LR,.ir = Ur(t) + J.LUcr , r = 1, ... ,m 
d {)L2 ()L2 
dt -{)-.-- - -()-- = Nm+r + Qm+r, r = 1, ... ,n - m, 

qm+r qm+r 
(11.59) 

where ir = qr, r = 1, ... ,m denote currents in the conductors, qm+I, ... ,qn 
are the mechanical generalised coordinates, with the coordinates (charges) 
qr being quasi-cyclic. We introduce the notation for the ponderomotive 
forces 

(11.60) 

and the magnetic fluxes through the conductor loops 

(11.61) 

with W denoting the energy of the magnetic field. 
In eq. (11.59) J.LR,. denotes active resistance of the conductors, whereas 

Ur and J.LUre denote variable and constant parts of the external emf, respec
tively. The latter are assumed to be small, so that no currents i = 0(1/ J.L) 
are observed in a stationary regime. 
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The parameters of the generating solution a1, ... ,am are the constant 
components of the magnetic fluxes calculated with accuracy up to small 
terms 

The value 

<PrO = a r + Vr(t), T' = 1, ... ,m. 

m 

Wc = 2::= icrar , 
1'=1 

(11.62) 

(11.63) 

is referred to as the bias energy and have the following physical meaning. 
Let all Ur = 0, and the T' - th loop be subjected to a constant flux a r . Then 
the current in the T' - th loop is ir = i cr , and the energy of the system of 
direct currents (bias currents) is equal to Wc (the field is considered as 
being external for the currents). 

Relationship (11.41) allows us to formulate the following statement: if a 
system has no non-potential forces or these forces fulfill condition (11.40), 
then, under a stable periodic motion, the constant components of the mag
netic fluxes (up to small values) render a minimum to the function of these 
components which is equal to the energy of the magnetic field minus the 
mechanical kinetic potential and bias energy, all energies (the mechanical 
kinetic potential included) being averaged over the period. 

In the case where L2 corresponds to a linear oscillating system, the me
chanical kinetic potential can be replaced by a sum of the vi rials of the 
non-potential mechanical and ponderomotive forces due to eq. (11.58). 

Let us assume that other linear conductors are located near the men
tioned conductors, so that if a magnetic induction line encloses the" origi
nal" conductor then it also encloses the whole adjacent set of the additional 
conductors. The resistances of the additional conductors are assumed not to 
be small, otherwise the currents are i = 0(1/ J-L)). Then the charges trans
mitted along the additional conductors are additional coordinates, see Sec. 
3.2. The quantities ir are as follows 

(11.64) 

Here ir denotes the number of additional conductors located near the T' - th 
original conductor, h + ... + im = i, q;r) is the charge in j - th conductor of 
the T' - th set. The rational numbers Wrj are defined as follows. Let the loop 

of the T' - th original conductor follow a certain line nlr ) times, whereas 
the loop of j(r) - th conductor follows a line n;r) times (in fact n;r) is the 

number of turns). Then Wjr = n;r) /nir). 
The influence of additional conductors on the motion of the system, re

gardless of the types of emf, connections and connected elements (coils, 



11.4 On the relationship between the resonant and non-resonant solutions 305 

capacitors, rectifiers etc.) is taken into account by replacing ier in the ex
pression for We by 

lr 
., . ~ (.Cr)) 
lcr = lcr + L Wrj ljO . (11.65) 

)=1 

As there always exist induction lines enclosing the original loop and not 
enclosing the additional loops, then the present derivation is valid only 
under the condition that this" difference" can be described only by terms 
of the order of It in the expression for W. The first m equations in eq. 
(11.59) gain terms of the type fLoe, and the generating solution does not 
change with any addition into the equations for the mechanical coordinates. 

11.4 On the relationship between the resonant and 
non-resonant solutions 

Let us consider a finite-dimensional system 

i; = X(x, t) + fLY(X,~,~, t, fL), 

Mv+Bv+Cv=1 [~Qi(X)Vi+fL ... l' (11.66) 

which differs from eq. (11.14) by the scalar multiplier 1 on the right hand 
side of the equations of motion of the oscillatory system. In the non
resonant case 1 = 0(1) and, as above, this multiplier can be included 
in Qi. 

While studying systems (11.66), in addition to the assumptions of Sec. 
11.1, one uses the assumptions corresponding to the resonant case. Their 
essence is as follows. Let us take M = Mo + 8All , C = Co + O"Cl , B = 
Bo + 1'Bl and consider the equation 

Mov + Cov = O. (11.67) 

Its eigenvalues, i.e. the roots of the polynomiallCo _}.2 Mol are denoted as 
}.~. The resonant case assumes that one of these values is }.p = w, whilst 
the other eigenvalues differ from vw (v is an integer) in non-small values 
and 8,0",1',1 are small values of the order fL, with 8,0",1' not being equal 
to zero simultaneously. 

We describe now the procedure of determining the periodic solutions in 
the resonant case. Let us take 8 = fL8l, 0" = fLO"l and so on. Equation (11.66) 
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takes the form 

x = X(x, t) + /1Y(x,~,~, t, /1), (11.68) 

In the generating approximation x, v are determined independently. Let us 
assume for simplicity that only one eigenvector corresponds to the eigen
value>. = w. We denote this eigenvector as v(1) however w is not necessarily 
the first eigenvalue. The generating solution is given by 

x = xo(t, aI, ... ,an), 
v = vo(t, AI, A2) = (AI coswt + A2 sinwt) v(1) . 

(11.69) 

It contains not n, but n + 2 constants al, ... ,an, AI, A2 . The equations 
for their determination are 

Pr(aI, ... ,an, AI, A2 ) = (~zrsYso ) = 0, r = 1, ... ,n, 

Pn+1(aI, ... ,an, AI, A 2 ) = Al (alCl - W 2Dl M l )v(1) , v(1)) + 
k 

'Y1 A2(Blv(1), vel)) - 11 L Qil COS '!9il (Vi, vel)) = 0, (11.70) 

Pn+2(aI, ... ,an, AI, A 2 ) = -'Y1 Al (Bl v(1), vel)) + 
A 2«al Cl - w2DIMI)v(I), vel)) - It L Qil sin '!9il (Vi, v(1)) = 0, 

Here Zrs are the same functions as in eq. (11.21), Yso = Ys(xo, ~o.~o, t, 0), 
~iO = (vo, Vi), Qil, '!9il denote the amplitude and phase of the first harmonic 
Qi(t) (see eq. (11.16)). The latter two equations in eq. (11.70) have the 
following meaning. Inserting the generating approximation into the terms 
of the order of /1 in the second equation in (11.68) and expanding the result 
as a Fourier series yields vectors Vc and Vs which are the coefficients of coswt 
and sin wt. The equations under consideration express the condition that 
Vc and Vs are orthogonal to v(l). 

Provided that the equations in (11.70) are resolvable, one can find, in 
principle, that aI, ... ,an, AI, A2 , which allows one to determine the gen
erating solution, analyse its stability etc. Under the analogous assumptions 
one can also seek the periodic solutions for autonomous systems. 

Generally speaking, both the non-resonant and resonant cases should 
be studied for each exciter. Both cases are considered in particular in the 
problems of the oscillations caused by mechanical exciters [161, [521. It can 
be shown that the non-resonant solution is more general and the resonant 
solution can be obtained from the non-resonant one. 
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Let us refer to the region in the parameter space as resonant (non
resonant) if the assumptions of the resonant (non-resonant) case are valid 
there. In the non-resonant region we have the following equations 

(11.71) 

for determining al,'" ,an' It is easy to see that matrices Kv and parame
ter ! appear in these equations only in the form of a product! Kv' Matrices 
Kv exist also at points of the resonant region however KI = 0(1/ f.-t),! Kv = 
O(f.-t) , v =I- 1 here. In both regions! KI = 0(1). Therefore, equations (11. 71) 
can also be written for the resonant region. Let us take a point in this region 
and construct equations (11. 71). Alternatively, let us construct equations 
(11.70) for this point, express AI, A2 in terms of al,'" ,an from the last 
two equations and insert the results into the first n equations. Let us show 
that the obtained equations for aI, ... ,an coincide with the equations in 
(11.71) up to the values of order f.-t. 

To this end, we consider the equation for Vo in the non-resonant case 

k 

Mvo + Bvo + CVo =! L Qi(XO(t, a))vi. (11.72) 

Solving these equations for Vo, inserting it into Y(xo, ~o, ~o, t, 0) and av
eraging the result yields eq. (11.71) corresponding to the given values of 
M,B and C. 

In general, matrices Co, Mo, as well as matrices C, M should be taken 
as being positive definite. For this reason, the eigenvectors v(p) of equation 
(C - >. 2 M)v = 0 form a basis in the space of configurations of the oscillatory 
system. This allows one to seek the solution of eq. (11.72) in the form 

Vo = LL(Cvpcosvwt + Dvpsinvwt)v(p) . 
v p 

The equations for Cv,p, Dv,p are as follows 

k 
= !'LQivCOS iJiv(Vi,V(K»), 

i 

k 
=!'LQivsiniJiv(vi,v(K»), "'=1,2, .... 

i 

(11.73) 

(11.74) 

Because 81,UI,"Yl do not vanish simultaneously, equations (11.74) are re
solvable in the resonant region. Let us elucidate the form of the solutions. 
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Let v -I- 1. Assuming v(p) to be orthonormalised, i.e. (Jl.10V(P) , V(h)) = bp./i, 

we obtain 

(A~ - v 2w 2)CVK + IL L:((alCl - v 2w 2bl Mdv(p), V(K))CV.p+ 
p 

k 
vW'"Yl(Bv(p),V(K))Dvp = ILh L:QivcoS1'Jiv(Vi,V(K)), 

k 

(A~ - v 2w 2 )Dvl< + IL ... = ILh L: Qiv sin 1'Jiv ( Vi, V(K)) . 

One can see that all C VK ' DVI< = O(IL), v -I- 1. For v = 1 we have 

(A~ - w2)Cl x: + IL L:((aCl - w2hi\Jdv(p). u(K))Clp+ 
p 

k 
ILw'h (Bv(p), V(K) )Dlp = ILh L: Qil cos Va (Vi, 1,(/i)), 

(A~ - w 2 )DlK + IL L: -W'h (Bv(p), 1,(K))Clp+ 
p 

k 
((alCl - w2bd\h)v(p) , v(K))D lp = ILh L: Qil sin 1'Jil (Vi, v(I<)). 

Let us write down the equation corresponding to K = 1 

L:((alCl - w 2 bdvh)v(1) , u(1))Cll + W,l (Blv(l) ,u(1))Dll -
p 

k 
h L:Qil cos 1'Jil (Vi, vel)) + IL ... = o. 

(11.75) 

(11.76) 

(11. 77) 

If we denote here Cll = AI, Dll = A2 , then eq. (11.77) coincides with the 
(n + 1) - th equation in (11.70) with accuracy up to the terms of order 
IL. Similarly, the second equation in (11.76) for K = 1 coincides with the 
(n + 2) - th equation in eq. (11.70). Thus, dependences Cll (al,'" ,an), 
Dll (al,'" ,an), obtained from eq. (11.74) are coincident with depen
dences Al (aI, ... ,an), Dl (aI, ... ,an) obtained from the last two equa
tions in (11. 70) with accuracy up to the values of the order O(IL). Functions 
Pr(al, ... ,an) obtained by substituting the solution of eq. (11.73) for the 
taken point of the region into Yr and further averaging (i.e. functions Pr 

obtained for the resonant region by the non-resonant procedure) coincide 
with the above accuracy with functions Pr(at, ... ,an) obtained for the 
same point after removing AI, A2 from (11.70). If 18Pr /8as l -I- 0, then 
at, ... ,an, determined from eqs. (11.71) and (11.70) differ by values of 
the order IL. However, the latter means that the resonant generating so
lution can be obtained from the non-resonant one and the non-resonant 
solution can be utilised in the resonant region. 

This conclusion is also valid in the cases of multiple roots as well as in 
the cases of the roots Ap = VW, v -I- 1 etc. 

Thus, if only the generating solution is of interest, the special consider
ation of the resonant case is unnecessary. 
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This can not be extended to the stability conditions. However, in the 
problem of oscillations excited by a rotating unbalanced body when the vi
brator is considered as a nearly conservative object, the stability conditions 
in the non-resonant case [74J coincide with those in the resonant case, the 
latter being obtained via an asymptotical method by Kononenko in [52J. 

In contrast to this, if the resonant solution is used in the non-resonant 
region, the result is coincident with that which is obtained by omitting all of 
the harmonics in eq. (11.73) except the first, and all the modes except v(I). 

This strategy is often admissible. In principle, the resonant assumptions 
allows us to solve the problem in the cases in which eq. (11.72) is non-linear, 
i.e. when the oscillatory system is non-linear or Qi depend on~. In this case, 
utilising the resonant solution in the non-resonant region is equivalent to 
applying the method of harmonic balance for solving eq. (11. 72). 

11.5 Routh's equations which are linear in the 
positional coordinates 

Even if the kinetic potential L2 corresponds to a linear system, the equa
tions for the positional coordinates are, generally speaking, non-linear by 
virtue of the dependence of actions Q on the positional coordinates. There 
exist however two cases which result in linear equations. Under stationary 
constraints, the structure of Routh's function R = L + II is as follows, see 
[60], 

n-m n-m m 

R = ~ L (Am+rm+s + Dm+rm+s)qm+rqm+s + L L Dm+rsPsqm+r -
r,s=1 r=1 s=1 

1 m 
2 L A(rs)PrPs, (II A(rs) 11=11 Ars 11-1). (11.78) 

r,s=l 

Expressions for the forces of action of a quasi-cyclic subsystem on a posi
tional one are given by 

d n-m . 1 n-m 8Dm+im+s . . 
Qm+r = - dt L Dm+rm+sqm+s + 2 L 8 qm+iqm+s -

s=1 i,s=1 qm+r 

~ ~. (8Dm+rs 8Dm+is ) ~ D . 
~Ps ~ qm+l 8 - 8 - ~ m+rsPs-
s=1 i+l qm+i qm+r s=1 

1 m 8A(is) 
2 L -8 -PiPs, (r = 1, ... ,n - m). (11.79) 

i,s=1 qm+r 

To obtain linear equations in the generating approximation for the posi
tional coordinates, we take that the non-potential forces corresponding to 
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the positional coordinates are linear forms in tim + 1 , ... ,tin with constant 
coefficients. As follows from eq. (11.79), two cases are possible. 

1. Quasi-harmonic generating system. Quasi-harmonic equations, i.e. the 
linear equations with periodic coefficients, are obtained if Dm+rm+s = 

const (r,s = 1, ... ,n - m), Dm+rs(r = 1, ... ,n - m,s = 1, ... ,m) are 
sums of the constant values and linear forms of the positional coordinates, 
whereas A(rs)(r,s = 1, ... ,m) are sums of constant values, linear and 
quadratic forms of the positional coordinates. The constant terms in A(rs) 
do not affect the form of Qn whilst the second term on the right hand 
side of eq. (11.79) vanishes. The system of generating equations is inho
mogeneous if at least one of two conditions is satisfied: 1) Dm+r,s contains 
constant terms and 2) A(rs) contains linear terms. This system is homoge
neous if all Dm+r,s are linear forms and A(rs) is a sum of a constant value 
and a quadratic form. 

Let us notice one specific case. Let the products of the quasi-cyclic and 
positional coordinates be absent in the expression for the kinetic energy, 
i.e. U = O. Then all of Dm+rs = 0, Dm+rm+s = O. Let also A(rs) contain 
no linear terms. Splitting T1 into the energy of quasi-cyclic subset for the 
fixed positional subsystem, Tr, and an "additional" energy, l::1T1 , 

T T * AT T* 1 ~ A(rs) AT 1 = -21 ~ AA(rs)PrPs, 1 = 1 + L..l. 1, 1 = "2 ~ * PrPs, L..l. ~ L..l. 

r,s=l r,s=l 

(11.80) 

where l::1A(rs) denote the quadratic forms of qm+n we obtain 

(11.81) 

Function A has the following form 

(11.82) 

If additionally VQo = 0, then function A has the form corresponding to 
the case of qm+b ... ,qn = 0, i.e. under the fixed positional subsystem. 
Hence, in this case the positional subsystem does not affect the motion 
of the cyclic one with accuracy up to small terms (however motion of the 
positional subsystem essentially depends upon the motion of the quasi
cyclic one). In the problems of the vibration excitation this implies that 
the backward influence of oscillations on the exciter is not essential despite 
the presence of the family of generating solutions and the importance of 
small terms depending on the positional coordinates. 

If Tr = 0 and at least one Ucs i=- 0, then the solutions of the considered 
type do not exist at all. If Ucs = 0, then we arrive at the special case of the 
method of small parameters (Pr == 0) which requires consideration of the 
terms of the order f-t2 in the solutions sought. 
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2. Genemting system with constant coefficients. Equations with constant 
coefficients are obtained if Dm+rs = const, Dm+rm+s = const, whilst A(rs) 
are linear form of the positional coordinates. The positional coordinates 
in the generating approximation are determined from the solution of the 
problem of the forced oscillations of a linear system subjected to forces 
which are prescribed functions of time and parameters al, ... ,am. 

Let the expression for the kinetic energy of the system with quasi-cyclic 
coordinates contain no products of the quasi-cyclic and positional velocities, 
i.e. their bilinear form U = o. If the expression for TI can be written such 
that it contains the parameters of the backward influence (i.e. in the form 
invariant to the particular form of the oscillatory system), then equations 
for the parameters of the generating solution and the stability conditions 
can be cast in the form containing the harmonic influence coefficients for 
the oscillatory system as parameters. 

Let us represent the expression for Routh's kinetic potential LR in terms 
of the functional of the backward influence 

h ~ L,,(v, v) - ~ ,~, (A,,+ t,l1Ai%) P,P. ~ L, - T; -l1T,. 
(11.83) 

Keeping the assumptions of Sec. 11.1, we write down Routh's equations 

Ps - /1,(38 (J{JLr = Us(t) + /-LUes, S = 1, ... ,n, 
Ps k (11.84) 

Mv + BiJ + Cv = I: QiVi . 
i 

The generalised forces Qi are given by the relationships 

1 m . 
Q . - __ ~ AA(t)p p 

t - 2 ~ ~ rs r s· 
r,s+l 

(11.85) 

In the generating approximation we have 

Pso = as + Vs(t), Vs = Us, (Vs) = 0, 

_ 1 m (i) 
QiO - -"2 I: ~Ars (ara s + 2ar Vs + Vr Vs). 

T,s=l 

(11.86) 

Given QiO, we can write the following expressions for ~jO 

_ I k m (i) [ (ij) (0) 
~jO - -"2 I: I: ~Ars ko (aras + Vrs ) + 

2 T,S 

(ij) (ij) 1 2 I: kv a r Vsv cos(vwt - {}sv - 'l/Jv ) + ~*j' 
v,v#O 

j = 1, ... ,k. 

(11.87) 
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The adopted notation corresponds to the equalities 

Vs = L Vsvcos(vwt-{)sv), 
... ,vfO 

Tr V. _ u(O) '" Tr(v) ( .a(v)) Vr s - Vrs + L..J Vrs cos vwt - 'Vrs , 
... ,v,eo 

C . = _~ ~ '" k(ij) ~ ~A (ihr(v) cos(vwt _ {)(v) _ .I,(ij )) 
""*J 2 L..J L..J v L..J rs Vrs rs 'f'v . 

i v,v:f:O T,S 

(11.88) 

Thus ~*j are the parts of ~j which are independent of al,'" , am and 
(~*j) = O. 

Inserting ~jO from eq. (11.87) into the relationships 

(11.89) 

and averaging the result we obtain equations for al, .... am 

m m 

Pr(al, ... , am) == L arsuzasauaz + L arsas - er = 0, r = 1, ... ,m. 
s,u,z=l 8=1 

(11.90) 

Here 

(11.91) 

The dependences ar(K, w) can be found and analysed sufficiently simply 
only in particular cases, for example, for k, m = 1,2. Generally speaking, 
al, ... , am should be determined from equations in eq. (11.90), the partic
ular values of K, W having been substituted into these equations. 

The further calculation of aI, ... ,am is simplified if the integral criterion 
holds. Let us find the sufficient conditions of its existence. Let us construct 
the derivatives 

(11.92) 

It follows from the relationships k~ = ldai and evident equalities ~A~~ = 

~A~~ that the coefficients a rsuz do not change if we interchange the ex
treme (left and right) subscripts, as well as the middle subscripts, and 
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simultaneously interchange the subscripts in the first and second pairs. 
Indeed, 

k k 

a = -~" ~A(i)~A(j)k(ij) = -~" ~A(i)~A(j)k(ij) = a 
rU8Z 2 L rz 8U 0 2 L 8U rz 0 8rzu . 

i,j i.j 

(11.93) 

Hence, ar8UZ = arusz , that is, the first two coefficients in the sum in eq. 
(11.92) are equal. Let us interchange the subscripts T and s in eq. (11.92). 
The third coefficient in the sum does not change. In addition to this. 

(11.94) 
11,Z U.Z U.z 

Hence. the sum in eq. (11.92) itself does not change. The first two terms 
in the expression for ars possess the same property. Using the property of 
the reciprocity of the harmonic influence coefficients and phases lfJSij ) and 
interchanging the subscripts i,j, u, z yields 

_ I Ie m (j) (i) 
ars - asr - -2' L L L ~Aru ~Asz Vuv Vzv X 

i,j u,z v,v#O 

k(ij) [cos({) - {) - ,;'(ij )) _ cos({) _ {) . _ ,;'(ij ))] v UV Z1/ 't" V 21/ U,V 'f v 

(11.95) 

Hence, ars = asr , if {)uv = {)zv where u, Z = 1, ... ,m. Thus the equali
ties oPr/oas = oPs/oar hold in the case when the generalised forces cor
responding to the quasi-cyclic coordinates are component-synphase. Then, 
P r = oA/oar , that is, the condition of the component-synphase coordi
nates is the sufficient condition for the existence of the integral criterion. 
Another sufficient condition is 7/JSij ) = 0 which is satisfied when all of the 
generalised forces corresponding to the positional coordinates are potential 
forces. The forces Us(t) are not necessarily component-synphase. 

Under component-synphase Us(t) the integral criterion is valid because 
the non-potential forces in the generating approximation satisfy the rela
tionships 

(11.96) 

where i~r are not zero but do not depend on aI, ... ,am' Indeed, the ex
ternal forces 

k 1 k m . 

L QiOVi = -'2 L L ~A~~ [ara s + 2ar L V", cos(vwt - {)v) + Vr Vslvi 
i i 1'.8 v,v#O 

(11.97) 
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cause oscillations of the form Vo = Ve+Vg+V*, where Ve is time-independent, 
Vg is represented by the following expansion 

Vg = L V~l) cos(vwt - '!9v) + v~2) sin(vwt - '!9v), (11.98) 
v,v#o 

. (1) (2) . . (1) ( ) (1) WIth Vv ,vv bemg lmear forms of aI, ... ,am of the type Vv = Lv a Vv* , 
(2) (2) . Vv = Lv a)vv*, whIlst V* does not depend on a1, ... ,am. Therefore, 

/ ( . avo) ) / ( ( )_ aVe aVg ) ) \ Bvo, aar = \ B Vg + V* 'aar + aar . (11.99) 

Since the derivatives do not contain a constant term, and Vv is independent 
of a1, ... ,am, then 

Finally we have 

(11.100) 

Clearly, the value on the right hand side of eq. (11.100) does not depend 
on aI, ... ,am. Let us indicate the particular form of the integral criterion 
corresponding to the case under consideration. Let us present the kinetic 
energy of the exciter in the form T1 = Te + ~T. Here Te denotes the 
energy for ~i == 0, i.e. for an oscillatory system which is immovable in the 
undeformed state. ~T denotes an "additional" energy 

m k 
1,", '"' (i) ~T = "2 ~ ~ ~Ars ~iPrPs . 

r,s i 

(11.101) 

Since ~T is linear in ~i' the virial of the external forces is related to the 
additional energy of the exciter by the relationship 

(11.102) 

Integrating by parts we obtain 

((Bvo, vo)) = -((Bvo, vo)) . (11.103) 

Matrix (or operator) B is symmetric, thus 

-((Bvo, vo)) = -((Bvo, vo)), ((Bvo, vo)) = 0, (11.104) 
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that is, the virial VN of the non-potential forces in the oscillatory system 
is zero if these forces are those of viscous damping. By using eq. (11.51) we 
arrive at the following expression for A 

m 

We = 2)ier - i~r)ar' (11.105) 
r 

Entering the total kinetic energy TI , we have 

(11.106) 

Along with the more general representation of function A in terms of the 
averaged Routh's kinetic potential or the kinetic potential of the oscillatory 
system 

(11.107) 

expressions (11.105) and (11.106) provide us with three forms of the integral 
criterion, each utilising two of four functions T I , Te, 6.T, L 2 • 

It follows from eqs. (11.106) and (11.107) that (L2 )0 = 1/2(6.T)0. Cal
culating the scalar product of the equation of motion for the oscillatory 
system and v, and averaging over the period we can obtain a more gen
eral relationship (L2) = 1/2(6.T). Let us derive an explicit expression for 
function A. It is presented by a sum of a form of fourth degree, a quadratic 
and a linear form in aI, ... ,am, and it can also contain an arbitrary term 
Ae which does not depend on al, ... ,am' If A is defined according to eq. 
(11.105)-(11.107), then Ae is not zero. Then we have 

11m m 

A = 4 L arsuzarasauaz + 2 Larsaras - L(ier - i~r)ar + Ae. 
T,S,U,Z T,S r 

(11.108) 

In order to calculate coefficients arsuz , ars there is no need to use their 
representation in terms of the Fourier coefficients. We can use, for exam
ple, the following notation. Let us introduce the matrix impulse-frequency 
characteristic of the oscillatory system K(t) =11 Kij(t) II,i,j = 1, ... ,k, 
which is defined as follows. Let a single 27r/w-periodic load f(t)vj act on 
the oscillatory system. Then for pure forced oscillations, the dependence of 
the functional ~i on time can be written in the form 

27r/w 

~i(t) = ~ J KiJ(t - T)f(T)dT, 
27r 

o 
(11.109) 
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where Kij does not depend upon the particular form of the 27f/w-periodic 
function f(t). This enables us to rewrite eq. (11.87) in the following form 

k 27r/w 

~jO = ~ L J Kij(t - T)QiO(T)dT 
, 0 

(11.110) 

and the expression for (f).T)o as follows 

k 27r/w 27r/w 

(f).T)o = - ::22: J dt J dTQjo(t)Kij(t - T)QiO(T). 
'.J 0 0 

(11.111) 

The above expressions are obtained from this equation with the help of the 
following relationship 

Kij(t) = k6i j) + 2 L k~ij) cos(vwt - V,Sij)) . (11.112) 
v.v#o 
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