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Preface

Magnetism often has a slight overtone of being mysterious. This is probably

caused by the surprisingly strong forces between magnets which everybody can ex-

perience with magnetic toys, magnet boards, or similar objects. A strange effect is

the unique ability of magnetic fields to penetrate many substances without any at-

tenuation. Though the physical basis of magnetism is well explored, the outsider

usually does not know very much about the details and sometimes tends to over-

estimate the real possibilities provided by magnetism. Nevertheless, the limits of

applications have not yet been reached. Considerable progress has taken place in

medicine during recent years, and there is no reason to assume that this develop-

ment has already come to an end.

Progress in medicine has often been initiated by the discoveries and results of

research studies conducted among the various disciplines of natural science. One

of the most famous examples to date is the discovery of a certain type of electro-

magnetic radiation, the X-ray, by Wilhelm Conrad Röntgen in 1895. In this case,

the importance of the discovery with respect to medical applications was recog-

nized immediately. Development was started and propelled by fruitful cooperation

between both physicians and physicists. This teamwork is still very strong, and has

led recently to the introduction of what is called electron beam tomography (EBT).

In other cases – for example, that of nuclear magnetic resonance – the time taken

between its discovery and subsequent application in medicine was longer. Some-

times, a new method has become established in clinical practice only after having

passed through a long period of in-vitro investigations and preclinical trials. How-

ever, there are applications – for example, in biomagnetism – which could not be

developed before other crucial parts (in this case the superconducting quantum in-

terference device, SQUID, as a sensitive magnetic field detector) had been invented

and further developed.

This cooperation between physicians, scientists, and engineers has proved itself

in the past to be effective. It is a necessary condition for the continuing develop-

ment of new methods or more sophisticated techniques and instruments. This is

of particular relevance for the application of magnetism in medicine. Knowledge in

this field is comparatively poor, even in the case of physicists. Specialists working

in different fields of science and technology are, as a rule, not familiar with rele-

vant problems in medicine, and as a consequence possible new ideas or solutions
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to problems cannot be found until partners from different fields have been intro-

duced to the physical and medical basis of this interdisciplinary topic.

One fundamental intention of this book is, therefore, to impart information

about both the state of the art as well as the need for further progress with magne-

tism in medicine. This can only be done, within the ambit of this book, by means

of reference to typical examples. A complete review of all existing contributions in

this field would result in an edition of several volumes. We hope that the examples

presented are suitable both for initiating cooperation between specialists already

working on specific topics, and to encourage a response from newcomers who

might contribute original ideas. In our opinion, the successful development of im-

portant methods such as functional magnetic resonance imaging (fMRI) and mag-

netic source imaging (MSI) in recent years is proof enough of the fact that even

high-level technologies, which are already in existence, can be essentially improved

and expanded as soon as interdisciplinary teams are involved. Moreover, there are

also topics for which a level of knowledge has not yet been attained that would en-

able a ‘‘chain reaction’’ to start and thus accelerate further development. Here, in

the language of physicists, a ‘‘critical mass’’ of interdisciplinary cooperating spe-

cialists has probably not been achieved.

During the years since the first edition of this book was published, many new

developments have been made in the areas of medical research and clinical

practice. Therefore, all contributions to the Second Edition have been updated,

with most articles having been completely rewritten. Several new topics have been

added, including: safety aspects of magnetic fields; fetal magnetography; new MRI

techniques for cardiovascular imaging; clinical applications at ultra-high fields;

interventional magnetic resonance imaging; concepts, systems, applications and

new approaches in diagnostic and therapeutic MR mammography; monitoring of

magnetic markers; remote-controlled drug delivery; and magnetic drug targeting.

The editors wish to express their thanks to all authors for their kind cooperation.

Our special thanks is given to Mario Liehr and Jürgen Reichenbach for their valu-

able cooperation in the editorial work. We are also grateful to the Biomagnetic

Center at the Department of Neurology, University of Jena for kind support in the

preparation of this book.

Jena, September 2006 Wilfried Andrä
Hannes Nowak
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Universitätsklinikum Hamburg-

Eppendorf

Martinistrasse 52

20246 Hamburg

Germany

Minoru Fujiki

Neurosurgery

Department of Neurosurgical Science

Faculty of Medicine

Oita University

Japan

Peter Görnert

Innovent e.V.

Prüssingstrasse 27 B

07745 Jena

Germany

Urs Häfeli
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Introduction





1.1

The History of Magnetism in Medicine

Urs Häfeli

1.1.1

Origins

Although magnetic effects such as the ‘‘northern lights’’ in the northern hemi-

sphere have been observed for thousands of years, it was not until the discovery

of iron smelting, at around 1200 BC, that a body of knowledge on magnetism

began to develop. The first effects of magnetism were observed when the smelted

iron was brought close to the iron oxide in the chemical form of FeO�Fe2O3

(Fe3O4), a natural iron ore which came to be known as lodestone or magnetite.

The origin of the term ‘‘magnetite’’ is unclear, but two explanations appear most

frequently in the literature. In one of these, magnetite was named after the Greek

shepherd Magnes, who discovered it when the nails on the soles of his shoes ad-

hered to the ore. In the other explanation, magnetite was named after the ancient

county of Magnesia in Asia Minor, where it was found in abundance.

The first treatise on magnetized needles and their properties (see Fig. 1.1) was

presented by Petrus Peregrinus in 1289 (Peregrinus, 1269). This treatise clearly

documented a number of magnetic properties including that: (1) magnetic forces

act at a distance; (2) magnetic forces attract only magnetic materials; (3) like poles

repel and unlike poles attract; and (4) north poles point north, and south poles

south. Equipped with this knowledge, the medieval Europeans navigated the globe,

discovering and conquering countries as they went.

Peregrinus, however, failed to note that the Earth itself is a magnet. Yet it was

not until 1600 that this discovery was finally made by William Gilbert, a physician

of Queen Elizabeth I. In order to arrive at this conclusion, Gilbert performed nu-

merous experiments that separated hearsay from truth, documenting them in his

book De magnete along with a summary of the knowledge of the time about mag-

netism and electricity (Gilbert, 1600). Gilbert’s systematic and scientific treatise is

considered by many to be one of the first great works in science (Butterfield, 1991)

(see Fig. 1.2).
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1.1.2

First Medical Uses of Magnets

Thales of Miletus, the first Greek speculative scientist and astronomer (ca. 624–547

BC) was also the first to make a connection between man and magnet. He believed

that the soul somehow produced motion and concluded that, as a magnet also pro-

duces motion in that it moves iron, it must also possess a soul. It is likely that this

belief led to the many claims throughout history of the miraculous healing proper-

ties of the lodestone.

Fig. 1.1. One of Petrus Peregrinus’ inventions is this ‘‘Astrolabium’’,

an oval lodestone mounted inside a wooden box. The four points of the

compass and 360 subunits were painted on the inside of the box. This

instrument was placed in a bowl of water to determine the azimuth of

the sun, for example, and the angle was read after the astrolabium had

stopped moving.

Fig. 1.2. The terrella (spherical lodestone), and the location of its

poles from Gilbert’s book De Magnete. The magnetic versorium

(compass needle) on top of the sphere is pointing along a meridian

circle; the versorium at D points directly to the center of the sphere and

hence to the pole A, in contrast to the versorium at E.
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Medical references to magnetism were made by Hippocrates of Cos (ca. 460–360

BC), who used the styptic iron oxides magnetite and hematite to stop bleeding and

to control hemorrhage (Mitchell, 1932). Unraveling the true early medical applica-

tions of magnetite as described by Hippocrates and his scholars is, unfortunately,

complicated by the two meanings of the same term. In particular, magnetite over-

laps with the older term ‘‘magnesite’’, a magnesium carbonate with laxative prop-

erties.

In the first century, Pliny the Elder (23–79 AD), a Roman scholar, collected and

condensed the entire knowledge of the time into a thirty-seven-volume encyclope-

dia, which was used for the next 1700 years. Amid its wealth of information lies a

description of the treatment of burns with pulverized magnets. Pliny, however,

failed to discriminate fact from fiction, and included much folklore and supersti-

tion in his writings. He also theorized that ‘‘sympathies and antipathies’’ were the

cause of magnetic phenomena, a viewpoint which was shared by Galen of Perga-

mum (129–199 AD). Galen compared the lodestone to cathartic drugs which at-

tract certain ‘‘qualities’’ such as bile and phlegm, to drugs which remove thorns

and arrow-points or draw out animal and arrow-tip poisons, and to ‘‘corn’’, which

is better able to draw water into itself than the sun’s heat is to draw water out of it

(Brock, 1916). The same attracting properties of lodestone were advocated by Dio-

scorides of Anazarbos in the first century in his encyclopedia of medical matter. He

recommended their external use for ‘‘drawing out gross humors’’ (Gunther, 1934).

When magnetite was applied externally, this was either as the unbroken lode-

stone or in pulverized form, compounded with other ingredients, under the name

of Emplastrum Magneticum. The usual practice seems to have been to bind the

lodestone or magnetic plaster directly to the affected body part. This technique

was thought to be efficacious in treating diseases such as arthritis, gout, poisoning,

or baldness. Lodestones were even thought to have strong aphrodisiac potency

(Mourino, 1991).

Although most ancient medical uses of magnetite were external, it was also pro-

moted for internal applications by the Egyptian physician and philosopher Avi-

cenna (980–1037 AD). Avicenna recommended using the magnet in doses of one

grain as an antidote for the accidental swallowing of poisonous iron (rust). The

pulverized magnet was often taken with milk, and the magnetite was believed to

render the poisonous iron inert by attracting it and speeding up its excretion

through the intestine. This remedy may have worked as a consequence not only

of its intended mechanism but also because it induced vomiting (Stecher, 1995).

Albertus Magnus (1200–1280), in his book Mineralia, recommended the same

milk/magnetite mixture for the treatment of edema (Magnus, 1890).

1.1.3

Use of Attracting Forces of Magnets in Medicine

The earliest known account of the surgical use of lodestone is believed to be found

in the writings of Sucruta, a Hindu surgeon who lived around 600 BC (Hirschberg,

1.1.3 Use of Attracting Forces of Magnets in Medicine 5



1899). Sucruta wrote in his book Ayur-Veda that the magnet which is in Sanskrit

called ‘‘Ayas Kanta’’ – the ‘‘one loved by iron’’ – can be used to extract an iron arrow

tip. Sucruta specified that the extraction works best if ‘‘. . . the piece of iron is em-

bedded parallel to the fibers of the tissue, does not contain any ears (barbs), and

the opening is wide’’.

Sucruta’s applications were not explored again for almost 2000 years. Gilbertus

Anglicus wrote around 1290 in his earliest medical work that ‘‘. . . certain surgeons

apply adamant or magnet, if iron is concealed in the flesh’’ (Anglicus, 1290). This

concept was described in a publication from 1640 which suggested that iron in the

form of iron filings should be fed to a patient with a hernia (Kirches, 1640). The

appropriate placing of an externally attached magnet was then expected to attract

the iron, thus drawing in and restoring the protruding intestine. The successful

employment of this treatment was reported some years later by surgeon Ambrose

Parè, a claim which he asked doubters to take at face value ‘‘. . . on the faith of a

surgeon’’ (Johnston, 1678)!

Other accounts of successful magnetic extractions also appeared, including the

description by G. Bartisch. In 1583, he wrote: ‘‘A good cream, in case iron, steel

or stone had leaped into your eyes, is made from 3 lots of rabbit fat, 1 lot of wax,

1 quint of yellow agstone and 1/2 a quint of lodestone. Such a cream, if applied

over your eyes in form of a plaster, helps.’’ Hirschberg, who cited this description

(Hirschberg, 1899), added: ‘‘Of course, it doesn’t help at all!’’ A similar dose of

skepticism may be appropriate in the case reported by Andry and Thouret (Andry,

1779) who reported that around 1635 surgeons succeeded in bringing the point of

a knife that had been swallowed accidentally to the integuments with the aid of the

emplastrum magneticum. The point was then surgically removed from that loca-

tion.

Gilbert cited such claims at the end of the 16th century, and categorically denied

them: Lodestone ground into a plaster would not be strong enough to extract large

iron objects; the same plaster applied to the head could not cure headaches; if

lodestone were used with incantations it would not cure insanity; magnets applied

to the head would not cause unchaste wives to fall out of bed; and lodestones

would draw neither the pain out of gout nor poisons from other parts of the body

(Butterfield, 1991). Gilbert believed that the only effect of this plaster was to heal

ruptured tissues by drying them out. What magnetite (or iron) was good for,

Gilbert maintained, was chlorosis, as patients with this disease were thought to

benefit from small doses of iron filings mixed with strong vinegar. Gilbert found

that this mixture also helped older patients with splenomegaly, chronic malaria

and anemia – diseases not uncommon in the East Anglian swamps of England at

that time.

More believable accounts of the applications of magnetic forces – at least in

terms of present-day standards – began to appear in the 17th century. For example,

Andreas Frisii described a case in which a needle accidentally lodged in the side of

a person’s throat was removed by a traveling mountebank, as ‘‘. . . fools rush in

where wise men fear to tread’’ (Frisii, 1670):
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‘‘When the master permitted the use of water from the spa because of health reasons, a

careless maid swallowed a needle which got stuck in the inside of her throat and thus

talking became difficult for her. Without doing more damage, the needle moved on to

the tonsils and remained visibly stuck there for a total of nine years. Although she could

feel the needle, there was no inflammation, but the maid was still afraid of a future di-

saster. The metal occupied several surgeons, but none of them dared in fear of an even

larger misfortune, to pull out the needle by hand. Then, in the 23rd year (¼ 1623), a

man, of the kind who still heal certain diseases even though they do not know much

about medicine, appeared. They dare to promise everything to everybody, but nonethe-

less, their experimental knowledge is quite extensive. The one I am speaking about

promised easy relief without complaints and pain. She believed it, and he began, after

making an incision with a smooth knife, to pull the skin apart and place the lodestone

(not the powder, as was commonly done) directly on the wound. After the ninth day the

needle adhered to the stone, and the woman was relieved.’’

In subsequent years, medical applications of magnets came to include the re-

moval of iron particles embedded in the eye (Quinan, 1886). The magnets used

were native, or later, artificial or electromagnets. In 1627, Wilhelm Fabricius of

Hildanus (1560–1634), a German physician who practiced medicine in Bern, Swit-

zerland, documented the first case of an iron splinter being extracted from a pa-

tient’s eye chamber. The following is a translation of the physician’s original Latin

description, titled ‘‘Of a slag splinter stuck in the cornea and its ingenious healing’’

(Hildanus, 1627):

‘‘A certain farmer from the valley St. Michelis, as they call it, near the Lake of Bienne,

named Benedictus Barquin, bought steel from the trader, wanted to choose the best,

and therefore beat, as it is commonly done, piece against piece. A splinter from one of

them flew into the part of the cornea where the iris is visible, and this not without great

pain. The relatives tried to help for several days without any result, and thus pain and

inflammation increased. So he finally came on March 5th to see me in Bern. First

through sensible nutrition, then through purging of the body using drugs as well as

through bleeding (that is to say he had a bloodshot eye), I tried to pull out the splinter,

first with instruments and then in other ways. But the splinter was so small, that it

wasn’t possible to pull it out. Therefore I followed another route and decided to pull

out the splinter with the help of a small bag, as I described it earlier in Cent. 4, Observ.

17. But again, I lost oil and work, and my wife came upon by far the most advisable

remedy. While I was holding open the eyelid with both hands, she approached the eye

with a lodestone, as near as he could endure. We had to repeat this several times (it was

necessary to do it like that, since he could not stand the light for long anymore). Finally,

the splinter jumped, visible for us all, onto the magnet.’’

Over the following 300 years, increasingly complex procedures for removing me-

tallic objects from the eye were performed and reported. The second successful

case report after Fabricius was described in 1684 in a letter published by the ‘‘expe-

rienced oculist’’, Dr. Turberville of Salisbury, England (Turberville, 1684). The phy-

sician stated that ‘‘A person in Salisbury had a piece of iron, or steel, stuck in the
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iris of the eye, which I endeavored to push out with a small spatula, but could not.

But on applying a lodestone, it immediately jumped out.’’ Again more than 80

years later, the use of lodestone for eye surgery was reported by Dr. Morgagni in a

case involving the cornea (Morgagni, 1761). A more spectacular case involving the

removal of iron fragments from behind the iris was reported by Dr. Nicolaus Meyer

of Minden, Germany, in 1842. According to Hirschberg, one of the great experts in

the field, this was the first case on record for the removal of pieces of iron from the

interior of the eye (Hirschberg, 1883). The first case in America, was performed by

Dr. Alex. H. Bayly of Cambridge, Maryland (Bayly, 1886). The magnet used in this

case was an ‘‘artificial’’ or horse-shoe magnet.

Since 1879, the use of magnets has become the established procedure for the re-

moval of magnetic objects from the interior of the eye (Tost, 1992). In that year, Dr.

Julius Hirschberg reported the first ophthalmic use of electromagnets (Hirschberg,

1880). His magnet had the shape of an ‘‘electric handmagnet’’ and was used like

forceps, in close proximity to the foreign metallic objects (see Fig. 1.3). Further de-

velopments in electromagnets by the Swiss ophthalmologist Otto Haab led to ex-

tractions in which the magnet was placed at greater distance from the eye (Haab,

1892). He used Rühmkorff ’s apparatus, a 130-kg heavy electromagnet with a small

pointed horizontal protruding tip, designed at the Federal Institute of Technology

in Zurich. The patient sat in front of the tip with their head fixed in a 90� cone.

The cone was then moved by the physician into the extraction position. This mag-

net produced forces of 11.3 mT (@105 dyne) at a distance of 5 mm from the tip.

Due to the size of this magnet, it was later termed ‘‘the giant magnet’’ (Fig. 1.4).

Fig. 1.3. Hand-held electromagnets used for the removal of magnetic

objects from the eye. Left: The original Hirschberg magnet. Right: A

further development of Dr. Hubbell. The needle-like tip is placed,

preferably through the entry wound, as close as possible to the foreign

iron or steel particle. The magnet is then turned on and the foreign

body pulled out.
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Haab and Hirschberg’s different approaches to the removal of magnetic objects

from the eye resulted in a 22-year-long (from 1892 to 1914) scientific battle waged

through letters and articles. Their views differed with respect to the type of magnet

to use, the position of the patient, and the route of removal of the foreign objects.

Haab favored the direct removal of small objects through the front of the eye, ‘‘der

vordere Weg’’, while Hirschberg preferred removal through the back of the eye,

‘‘der hintere Weg’’. Both methods were known to be associated with peeling of the

iris, a serious side effect, although it was not until 1970 that both techniques were

shown to be equally risky (Springer, 1970). It is no longer necessary to establish the

superiority of either method since the use of magnets to remove objects from the

eyes is currently declining, due to advancements in modern eye surgery.

Magnets have been employed to remove iron or steel objects not only from the

eyes, but also from other body parts. Swallowed pins and nails are commonly ex-

tracted magnetically from the stomachs of unlucky children, and shrapnel drawn

from the surface wounds of war, bomb or crime victims. The extraction of a safety

pin from a child’s stomach is illustrated in Figure 1.5 (Luborsky et al., 1964).

Another interesting approach to render ingested and potentially dangerous me-

tallic objects harmless is seen in the application of magnets in veterinary medicine.

Grazing cows often swallow sharp steel objects such as the barbs from barbed wire,

Fig. 1.4. Dr. Haab’s giant magnet for the removal of iron or

steel foreign bodies from a patient’s eyes. The magnetic field

lines around the tip of the instrument are shown to the right.
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or pieces of wire from bales of hay. In order to prevent these sharp objects from

damaging the stomach and intestinal walls, the cows are forced to swallow a ‘‘cow

magnet’’, a 7 cm-long and 1 cm-diameter rod Alnico magnet covered with an anti-

corrosive plastic coating. The cow magnet remains in one of the cow’s stomachs,

where it attracts any steel or iron objects that pass by, rendering them non-

dangerous and preventing the so-called ‘‘hardware disease’’. The magnets can be

easily retrieved when the cow is slaughtered, and do not appear to have any adverse

side effects (Livingston, 1996).

1.1.4

Treatment of Nervous Diseases and Mesmerism

The first person to mention the topical application of a magnet in nervous diseases

was Aetius of Amida (550–600 ad), who recommended this approach primarily for

the treatment of hysteria, and also for gout, spasm, and other painful diseases.

Some five centuries later, abbess Hildegard of Bingen (1098–1179) – who was

said to have received the words for her books directly from God – described the

use of plants and minerals (stones) for medical purposes and devoted a whole

chapter to the lodestone. Her method of using the lodestone was somewhat new,

in that the magnet had to be held in the patient’s mouth to remedy fits of anger

or rage, to make fasting bearable, and to keep lies and maliciousness at bay

(Riethe, 1961).

Fig. 1.5. Removal of an open safety pin from a patient’s stomach.

A probe is ‘‘swallowed’’ by the patient (left) and maneuvered by the

physician until the tip is near the rounded end of the pin. When the tip

of the probe is magnetized, it attracts the pin (right). With the pin in

position, the point is less likely to do damage to the digestive tract as

it is pulled out. (Photograph courtesy of F.E. Luborsky; Luborsky et al.,

1964).
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Several hundred years later, the Swiss Theophrastus Bombast von Hohenheim

(1493–1541), a doctor and alchemist, reasoned that since magnets have the myste-

rious power of attracting iron, they should also be able to attract diseases from the

body. He was often criticized for his beliefs and was mockingly called ‘‘Paracelsus’’,

which means ‘‘greater than Celsus’’ (Celsus was a famous Roman doctor who lived

around 25 BC to 50 AD); he finally adopted the name Philippus Aureolus Paracelsus.

In his work, Volumen Medicinae Paramirum, Paracelsus described exact procedures

to transplant diseases from the body into the earth by using a magnet. The choice

of magnetic pole was important for these procedures. In his treatment of epilepsy

– a disease in which there is ‘‘. . . more nervous fluid in the brain’’, ‘‘. . . the repuls-

ing pole of a magnet’’ was ‘‘. . . applied to the head and the spine’’, and ‘‘. . . the

attracting pole to the abdominal region’’. Paracelsus further extended the use of

magnets to leucorrhea, diarrhea and hemorrhages, for which his procedures were

often successful. However, the effectiveness of his methods could probably be at-

tributed more to the amazing powers of human imagination than to magnetism.

Reports from England during the 1740s regarding the production of strong arti-

ficial (not lodestone) magnets led to renewed interest in the use of strong magnets

for healing purposes. It is unclear who was responsible for the introduction of steel

magnets, but evidence points to it being either Gowin Knight, a physician; John

Canton, a schoolmaster and amateur physicist; or John Michell, an astronomer.

The term ‘‘horse-shoe magnet’’, however, came from Michell. One of the people

who experimented with the new magnets was Father Maximilian Höll (1720–

1792), a Jesuit priest and astronomer at the University of Vienna. In 1774, Höll be-

came friends with the then 40-year-old physician Franz Anton Mesmer, to whom

he gave some of these magnets. By applying them to his patients – who mainly

had symptoms of hysterical or psychosomatic origin – Mesmer achieved many

seemingly miraculous cures.

Mesmer first conjectured that the magnets worked by redirecting the flow of the

universal ‘‘fluidum’’ from the atmosphere or the stars to the patients’ bodies. He

soon discovered, however, that magnets could be replaced by nonmagnetic objects

such as paper, wood, stone, and even humans and animals. This led Mesmer to

coin the term ‘‘animal magnetism’’ for the fundamental biophysical force he con-

sidered responsible for the free flow of fluidum. Disease originated from an ‘‘ob-

structed’’ flow, which could be overcome by ‘‘mesmerizing’’ the body’s own mag-

netic poles and inducing a ‘‘crisis’’, often in the form of convulsions. The patients’

health and ‘‘harmony’’ could thus be restored (Mourino, 1991). A graphic account

of the treatment of Mesmer’s first patient was given by Macklis (1993).

Mesmer’s theories and, probably even more so, his rapidly gained fame soon en-

raged the medical faculty of Vienna. In 1777, they used the case of Maria Theresia

von Paradies as the reason to expel him both from the fraternity of medicine and

from the city of Vienna. Maria Theresia was a blind child piano prodigy who re-

gained her sight after being treated by Mesmer. Unfortunately, she simultaneously

lost her equilibrium as well as her musical talents. Her parents were angered and

demanded that Mesmer stop the treatment. The child’s reaction to the suspension

of treatment was spectacular, in that she dropped immediately to the floor in con-

vulsions, blind once again.

1.1.4 Treatment of Nervous Diseases and Mesmerism 11



Evicted from Vienna, Mesmer went to Paris, where his theories of ‘‘animal mag-

netism’’ were eagerly embraced. He used his many talents in a curative, psycho-

logical way (Darnton, 1972), and his clinic soon became famous for spectacular

spiritualistic sessions. In one of his best-known treatments, patients bathed in

magnetized water in an oval vessel called the ‘‘Baquet de Mesmer’’ (Mesmer’s

tub) (see Figs. 1.6 and 1.7).

With time Mesmer’s theories evolved from his initial teachings, developing into

an empirical psychological healing science, a mix of hypnotism and psychotherapy,

imaginative and psychosomatic medicine. Taken up by many healers and quacks,

Mesmer’s ideas were promoted in many books, and periodicals were soon crowded

with reports of the successful treatment of nervous maladies. King Louis XIV of

France was skeptical about these reports of animal magnetism and requested an

investigation from Benjamin Franklin and Antoine Lavoisier. After having per-

formed 16 different experiments – many of them in a blinded setup – the two sci-

entists showed in 1784 conclusively that magnetism had nothing to do with the

reported healings (Shermer, 1997). Many of the beneficial effects attributed to the

use of magnets in the treatment of nervous diseases were evidently due to the in-

creased suggestibility of the subjects to whom this novel remedy was applied. In

such cases, with the necessary amount of faith, almost anything is a remedy.

Even today, magnets continue to be advertised as health-promoting, and are sold

in amazing numbers and in many different forms and shapes for all purposes. Re-

cent advertisements, for example, claim that magnetic bracelets cure headaches,

and that magnetic mattresses, shoe inserts, and belts have beneficial health effects

by influencing the body’s magnetic field. The use of supermagnets (neodymium-

iron-boron magnets) is advocated as a pseudo-scientific cancer cure. Some of these

interesting claims are described in more detail by Livingston (1996).

Fig. 1.6. Mesmer’s tub, the first medical device from 1780

designed for the biomagnetic treatment of men and women.

(Illustration courtesy of Dr. A. Dittmar, Lyon).
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1.1.5

Other Medical Uses of Magnets and Magnetism

During the past 20 years, the medical use of magnets has spread to fields as di-

verse as dentistry, cardiology, neurosurgery, oncology, and radiology, to mention

only a few. The scientific advancements that made these new applications possible

include the evolution and miniaturization of electromagnets, the development of

superconducting electromagnets at Bell Laboratories in 1961, and the introduction

of strong permanent magnets made of samarium-cobalt between 1960 and 1970

(McCaig and Clegg, 1987) and of neodymium-iron-boron (NdFeB) in 1983 (Kirch-

mayr, 1996; Goll and Kronmüller, 2000).

The new, much stronger magnetic materials allowed the construction of minia-

turized magnets and electromagnetic coils, the smallest of which is so tiny that it

could fit into the tip of a vascular catheter (Hilal et al., 1974). These small catheters

permitted intravascular guidance from outside of the body with a strong magnetic

field, and have been used clinically both for monitoring intracranial electroence-

phalograms and for producing electrothrombosis of inoperable arterial aneurysms.

Furthermore, with the help of such a catheter, a discrete embolus or an intra-

vascular adhesive can be deposited for the selective occlusion of vascular lesions.

In 1979, a magnetically fixable catheter that electrically stimulated the heart was

clinically tested in patients with bradycardic arrhythmia, providing temporary pace-

maker therapy (Paliege et al., 1979). The design included an electrode almost iden-

tical to those of the stimulation catheters, except that its 18 mm-long and 0.9 mm-

diameter tip was made from soft iron coated with gold rather than from platinum

or iridium-coated NiCr-steel. It was thus ferromagnetic. Using this catheter to-

gether with an external magnet, a stable stimulation position was reached in the

Fig. 1.7. Mesmer’s tubs existed in different sizes, with large versions

in great demand by the high society and the court of King Louis XVI

from France during the 18th century. (Illustration from an engraving

from 1779, collection of M. Gaston Tissandier; courtesy of the Lyon

Historic Museum of Medicine, University Claude Bernard, Lyon).
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right auricle of 17 out of 19 patients, and in the right ventricle of 28 out of 32 pa-

tients. A more recent report described the successful diagnosis of a complex con-

genital heart disease through the use of a catheter magnetically guided through a

neonate’s heart (Ram and Meyer, 1991). As the distance from a baby’s heart to the

skin above is relatively small, an appropriately placed magnet was able to direct the

magnetic catheter tip into the right ventricle, thus allowing for the injection of a

contrast agent.

The magnetic guidance of catheters and similar devices in adults requires the

use of higher magnetic fields and field gradients than those employed with chil-

dren. One system which attains the required fields is the magnetic-implant guid-

ance system developed for stereotactic neurosurgery (McNeil et al., 1995a,b). This

system made use of very strong superconducting magnets to deliver a small mag-

netic NdFeB capsule within the brain with an accuracy of 2 mm. The capsule

was moved by six independently controlled superconducting coils mounted in a

helmet, and described to be used, in the future, to deliver radioactivity, heat, or

chemotherapeutic drugs to a tumor in the brain.

During the early 2000s, the company Stereotaxis Inc., in St. Louis, Missouri,

USA, further developed this system by replacing the superconducting electromag-

nets with easier to maintain NdFeB permanent magnets. In this new setup, the

magnets are placed in a housing a few meters away from the surgical table. When

the patient is ready to undergo the navigation of surgical guidewires and catheters

(Fig. 1.8b and c), the two magnets in their housing are rotated into place for mag-

netic navigation (Fig. 1.8a). The magnetic force vector established under computer

Fig. 1.8. (a) The Niobe3 system, a magnetic navigation system built

by Stereotaxis Inc., St. Louis, Missouri, USA. The system is based on

two large permanent magnets that, upon proper rotation and move-

ment, are able to precisely direct a magnet-tipped guide wire (b)

or electrophysiology mapping catheter (c) within the patient’s

vascular system. This system was approved by the FDA in the USA

in 2003 for multiple interventional cardiology and electrophysiology

procedures.
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and joy stick control by the surgeon then guides a catheter with a magnetic tip to

chosen positions in the heart or coronary vasculature. For this purpose, the two

magnets can be rotated independently and turned from one side to the other inside

their housing, thus establishing precise force vectors with a 360-degree control

over the catheter tip and an accuracy within 1 mm. With this system, the company

hopes to improve on cardiovascular care through the performance of more com-

plex intravascular procedures. Since 2003, when the FDA approved the Niobe1 Sys-

tem, multiple interventional cardiology and electrophysiology procedures can now

be performed. These include the placement of a catheter against the wall of a beat-

ing heart in order to record its electrical activity and to identify heart tissue that is

the source of the arrhythmia. Future applications currently being investigated by

Stereotaxis Inc. include the ablation of atrial fibrillation, the repair of chronic total

occlusion, the placement of percutaneous cardiac bypass grafts, the repair of mitral

valves, and the drug delivery of angiogenic factors to diseased areas in the heart.

Rather than using the magnetic field of a magnet to move ferromagnetic sub-

stances to a target location, a patient’s own blood flow can accomplish this task.

An externally applied magnet which produces a strong local magnetic field can

then be employed to stop these magnetic substances at or in the target organ

(e.g., a tumor). The magnetic substances – preferentially in the form of nano-

spheres or microspheres – thus become concentrated in the target area. The

spheres, which can be filled with either chemo- or radiotherapeutic drugs, then

Fig. 1.9. Using an alternating magnetic field of 100 kHz, the magnetic

field applicator MFH 300F (MagForce Applications GmbH, Berlin,

Germany) is able to induce hyperthermia in tumors containing

magnetic nanoparticles. Clinical trials are currently being performed

(Jordan et al., 2001; Gneveckow et al., 2005).
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produce their effects either by releasing the drug or by blocking the vessels and

capillaries (embolization) (Poznansky and Juliano, 1984).

In addition to the embolization effect, the application of selective radiofrequency

heating (similar to a microwave) to the area containing the magnetic microspheres

can increase the tumor cell killing even further. First results of this approach using

ferrosilicone were reported in 1976 by Rand et al. The systemic toxicity of this

method is very low (Barry et al., 1981); furthermore, it can be combined with

chemoembolization, as carried out by Sako for the treatment of liver tumors

(Sako et al., 1985).

Developments by Jordan and Chan led to the current ‘‘magnetic fluid hyperther-

mia’’ (MFH) application of single domain, dextran-coated magnetite nanoparticles

in tumors (Chan et al., 1993; Jordan et al., 1993). Since 2003, Jordan has been con-

ducting a clinical Phase II trial of a combined magnetic hyperthermia and radia-

tion therapy (Jordan et al., 2001; Gneveckow et al., 2005) using the magnetic field

applicator MFH 300F built by his company MagForce Applications GmbH in Ber-

lin, Germany (Gneveckow et al., 2004). The magnetic field applicator (Fig. 1.9)

runs at 100 kHz and produces a magnetic field strength of up to 18 kA m�1 in a

cylindrical treatment area of 20 cm diameter. The first clinical results were pre-

sented in 2004 at the 5th International Conference on the Scientific and Clinical

Applications in Lyon, France. Eight patients had been treated for cervix (n ¼ 2),

rectal, and prostate (n ¼ 2) carcinoma, chondrosarcoma, rhabdomyosarcoma, and

liver metastasis. The magnetic particles were injected locally directly into the tu-

mors. The treatment, which increased the tumor temperature to 43–50 �C, took
60 min per session and was repeated from two to eleven times. No additional ap-

plications of magnetic particles were necessary after the initial injection. The mag-

netic fluid hyperthermia was very well tolerated, and none of the patients stopped

the treatment. There was no pain and no burns, but some discomfort was felt due

to excessive tumor heating (transpiration, heat sensation). Of the eight patients, six

showed local control with no recurrent growth of the tumor, while the other two

showed complete remission (at 9 and 14 months after treatment, respectively).

These results are very promising, however, and this topic will be discussed further

in Chapter 4, Section 4.6.

In the field of dentistry, magnets are most commonly applied to aid in the reten-

tion of oral and maxillo-facial prostheses. The first treatment in orthodontics was

reported in Holland in 1953 by Dr. Crefcoeur (Duterloo, 1995), since when mag-

nets have been used for the treatment of unerupted teeth and tooth movement, as

well as for the expansion, fixed retention, and correction of an anterior open bite. It

seems that a prolonged constant force exerted by implanted rare-earth magnets

provides effective tooth movement (Daskalogiannakis et al., 1996).

Other retention applications include the use of small rare-earth magnets to keep

eyelids closed during sleep in patients suffering from facial paralysis or, conversely,

to keep lids open during waking hours in patients with drooping eyelids, such as

those with muscular dystrophy.

Magnetic intrauterine devices (IUD) for use in contraception have recently been

developed (Livesay, 1987). The nonmagnetic versions of such devices often have a
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string which extends from the uterus into the vagina; this is used by the gynecolo-

gist to remove the device. However, some studies have suggested that this string

provides an entry path for bacteria and other organisms, and increases the chances

of uterine infections. The addition of a small rare-earth magnet to the IUD allows

for the string to be omitted. The IUD’s correct position can be detected magneti-

cally from the outside and removed using an extractor.

A recent ex-vivo application of magnetism in medicine is the purification of bone

marrow from tumor cells with magnetic microspheres. In this procedure, the bone

marrow is extracted from the patient prior to the use of conventional cancer ther-

apy. Following high-dose treatment with radiotherapy and/or chemotherapy, the

patient is rescued with an autologous bone marrow transplantation. In order to en-

sure that the patient’s own bone marrow is free of cancer cells at the time of trans-

plantation, a purification procedure is performed. This procedure, which was

developed during the early 1980s and uses monoclonal anti-tumor antibodies con-

jugated to magnetic polystyrene microspheres, has now become standard (Tre-

leaven et al., 1984; Treleaven, 1988). An initial purification system based on this

technique, the Isolex 300i from Baxter (Fig. 1.10), was approved by the FDA and

introduced into general therapy in 1999.

The medical use of magnets is not confined to treatment approaches, but also

extends to the most powerful modern diagnostic methods such as positron emis-

sion tomography (PET) and magnetic resonance imaging (MRI). In PET, magnets

Fig. 1.10. The Isolex4 300i Magnetic Cell Selection System is the

only FDA-approved product in the USA specifically for removing

tumor cells in stem cell transplants.
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are used in a cyclotron to produce short-lived radioisotopes such as 15O. These

radioisotopes, when injected into a patient and imaged with the PET system, allow

determination of the biodistribution and biochemical functioning of different or-

gans and tissues. In contrast, MRI utilizes the magnetic properties of the elements,

and is used extensively for three-dimensional, noninvasive scans of the patient’s

body; indeed, it is currently the most important diagnostic method available. The

history, principle and applications of MRI are covered extensively in Chapter 3.

1.1.6

The Influence of Magnetic Fields on Man

The human body is composed of atoms of different elements surrounded by water

molecules. These atoms react to magnetic and electric forces and fields, and this

may lead to, for example, a net-nuclear magnetization of a person when placed in

a clinical MRI machine. It is therefore easy to imagine that magnetic and electro-

magnetic forces could alter physiologic functions, induce effects, or influence the

organism in either a positive or negative way. Although the extent and importance

of these phenomena has been under investigation for the past 100 years, the effects

observed have generally been minimal and seldom statistically significant. A report

of the American National Research Council which examined more than 500

studies spanning 17 years of research concluded, in 1996, that ‘‘No conclusive evi-

dence shows that exposures to residential electric and magnetic fields produce

cancer, adverse neurobehavioral effects, or reproductive and developmental effects’’

(National Research Council, 1997). A more succinct overview, but with the same

conclusions, was provided by Tenforde (2003).

When investigating magnetic effects on humans, two different magnetic field

‘‘types’’ are generally distinguished: (1) a static magnetic field, which exists around

a large magnet; and (2) a magnetic field that is pulsed at frequencies higher than

10 Hz, often abbreviated as EMF (electromagnetic fields). The study of these effects

is termed ‘‘biomagnetism’’, some sub-fields of which are highly controversial, while

others have already been established in medical applications (see Chapter 2).

Most scientists agree that static magnetic fields of up to 10 Tesla have no obvious

effects on long-term plant growth, mouse development, body temperature, or brain

activity (Barnothy et al., 1956; Barnothy and Barnothy, 1958; Maret et al., 1986).

Such conclusions echo findings made more than a century ago, at which time,

Mr. Kennelly – the chief electrician at the Edison Laboratory – wrote, after exposing

a volunteer to 27 000 times the magnetic field of the Earth, that, ‘‘. . . the human

organism is in no wise appreciably affected by the most powerful magnets known

to modern science; neither direct nor reversed magnetism exerts any perceptible

influence upon the iron contained in the blood, upon the circulation, upon ciliary

or protoplasmic movements, upon sensory or motor nerves, or upon the brain.’’

(Peterson and Kenelly, 1892) (Fig. 1.11).

The lack of any apparent effects of strong magnetic fields on humans placed

near powerful magnets does not imply that there are no effects at all. It would
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also be foolish to conclude that humans have no magnetosensitive organs. During

the past years, evidence has been mounting that not only do pigeons (Keeton,

1971), bees (Kirschvink et al., 1992a) and fin whales (Walker et al., 1992) possess

magnetic receptors, but humans might also (Kirschvink et al., 1992b). Chains of

magnetite particles similar to those known from magnetic bacteria and algae have

been found – chains which supposedly are either a part of, or form the magneto-

sensitive organ itself. Several research investigations have been conducted in an at-

tempt to show that humans have a ‘‘magnetic sense’’. One study reported an exper-

iment in which students were driven around blind-folded and then asked to point

in the direction of their dormitories. Those students who used only their natural

‘‘magnetic sense’’ had a higher success rate than those whose ‘‘magnetic sense’’

had been deceived by the field of a magnet attached to their heads (Baker, 1989).

Clearly, further research is needed in this area as the results are often contradictory

and suggest several interpretations.

Research indicates that humans are sensitive to small changes in magnetic field

gradients, but not to the overall magnetic field (Rocard, 1964). Evidence supporting

this has come from studies of the dowser reflex. A dowser, a person holding firmly

onto a divining rod (see Fig. 1.12) will, under certain physical conditions, experi-

ence a force which results in an involuntary upward or downward movement of

their rod. To skeptics the movement appears illusory, to believers it appears

magical, but the effect has been consistently reported over the past 70 years by a

number of authors. In the most-often performed experiment, a group of dowsers

was made to walk along the same stretch of street. At points within 1 or 2 m of

each other, they all had their divining rods pulled down to the earth.

Magnetic field measurements have shown that the dowser reflex occurs when

the dowser passes through a region where the Earth’s magnetic field is not entirely

uniform. This field anomaly produces a magnetic field gradient, which must ex-

ceed 0.1 mOe m�1 (8 mA m�2) to be detected. The speed with which the dowser

Fig. 1.11. Field magnet used in the studies of magnetic effects

on dogs at the Edison laboratory (humans were not mentioned

in the original legend!). The powerful attraction of bolts and

chains is noticeable. The circular door at the side was made

from brass.
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passes through this field gradient also influences their magnetic reception. The

dowser must pass through a 0.1 mOe m�1 field gradient within at least 1 s in order

to detect it. Furthermore, the detection level can be increased by adding up the

small differences in field gradients. Higher magnetic field gradients, however,

lead to saturation and can only be detected by moving faster. Of additional interest

is Rocard’s notion that although most people are sensitive, a good dowser has a

more accurate and rapid reflex than the bad dowser.

Physiological explanations of the dowser reflex have included the physiological

induction of magnetic moments, electromagnetic currents, and nuclear magnetic

resonance. None of these possibilities has, however, been able to account convinc-

ingly for the phenomenon, and thus the search for an explanation continues.

Electromagnetic machines produce fields and field gradients which are con-

stantly changing and which have been found to influence humans. The earliest ex-

periments to test the effects of these fields using humans were performed at the

end of the 19th century. D’Arsonval’s experiments were among the most spectacu-

lar (Rowbottom and Susskind, 1984). In one of these experiments, a person was

completely enclosed in a large solenoid resembling a cage, and insulated from all

contact with it (Fig. 1.13). Owing to the high-frequency oscillating magnetic field

within the solenoid, strong currents were induced within the subject’s body, and

Fig. 1.12. Dowser holding a divining rod while searching for

underground water. (Illustration from Abbé de Vallemont’s

Treatise on the divining rod, Paris, 1693).

20 1.1 The History of Magnetism in Medicine



although neither pain nor any other sensation was felt, a lamp held in the person’s

hands became incandescent during the procedure. D’Arsonval called this method

of applying high-frequency currents to man ‘‘autoconduction’’.

As the 20th century began, the serious investigation of the physiologic conse-

quences of electromagnetic fields became tainted by association with quack science

and the pseudo-technology of electromedicine. Dr. Albert Adams (1863–1924), one

of the controversial therapists applying electromedicine, was named ‘‘Dean of 20th

century charlatans’’ by the American Medical Association. Adams postulated that

each organ system and each patient were tuned to a characteristic electromagnetic

wavelength. It should therefore have been possible to diagnose medical conditions

and to deliver therapy to individuals hundred of miles away simply by using a

properly tuned, radio-based device. This therapy was called ‘‘physiologic frequency

manipulation’’, and it aroused public interest in bioelectricity and electromagnetic

physiologic effects. The science community gradually lost interest in bioelectricity,

but before its fall from grace, the groundwork was laid for such major clinical ap-

plications as electroconvulsive therapy, cardioversion, and transcutaneous nerve

stimulation, all of which are discussed in greater detail in Chapter 4.

Between 1930 and 1960, the physiological and biological effects of electro-

magnetic fields were studied only minimally. Research accomplished by the small

group of investigators who continued working in this area was reviewed compre-

hensively by Barnothy during the late 1960s (Barnothy, 1964, 1969). Although the

design of many of those studies performed up to this time was flawed, some of

their results have been confirmed by more stringent research. For example, results

Fig. 1.13. D’Arsonval’s great solenoid or cage for auto-conduction

in which the person is insulated from all contact with current-

carrying wire. The photograph shows the cage actually used by

D’Arsonval in 1893 for his experiments.
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recently endorsed in a report by the National Research Council (1997) support pre-

vious findings that electromagnetic fields induce changes in the brain’s electro-

encephalographic (EEG) activity (Bell et al., 1991), produce measurable changes

in polypeptide synthesis in salivary glands (Goodman and Henderson, 1988), and

are able to influence the levels of calcium and melatonin in cells exposed to high-

level fields (Graham et al., 1996). Additionally, recent double-blind studies have

confirmed the effects of low-frequency pulsed electromagnetic fields greater than

0.5 mT on growth induction in bone. Indeed, their use is now the treatment of

choice for certain recalcitrant problems of the musculoskeletal system, including

salvage of surgically resistant nonunions in children and adults and chronic refrac-

tory tendinitis (Bassett, 1989).

Available data indicate that humans are susceptible to alternating electromag-

netic fields. Epidemiological studies even suggest health effects attributable to rel-

atively small magnetic fields such as those found underneath a high-voltage line

(Jauchem, 1995). The report of the National Research Council, for example, ac-

knowledged a 1.5-fold higher incidence of childhood leukemia in homes situated

close to high-voltage power lines, though the examined studies failed to show a sta-

tistically significant association between exposures and disease (National Research

Council, 1997). Unless new theories for these effects are proposed on the grounds

of molecular mechanisms, it will be very difficult to either prove or disprove any

association between disease and the small magnetic fields produced near electric

devices, machines and power lines. Even the electromagnetic fields in heavily in-

dustrialized regions amount only to a few tenths of one mTesla, which is less

than 1% of the ambient terrestrial magnetic field. Most experts would not antici-

pate any serious effects related to these additional magnetic fields.

Current laboratory investigations employ more sophisticated techniques, more

sensitive instruments and more refined statistical methods than ever before. When

combined with our deeper understanding of magnetic resonance patterns in tis-

sues (see Chapter 3), this vastly improved instrumentation should provide a strong

base from which to improve our understanding of the electromagnetic field effects

at the cellular and molecular levels. In time, this will likely lead to the introduction

of new, magnetism-based medical techniques for diagnosis and therapy.
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1.2

Basic Physical Principles

Dmitri Berkov

1.2.1

Introduction

‘‘Everything should be done as simple as possible, but not simpler’’
(A. Einstein)

‘‘Yes, I knew once,’’ said Rabbit, ‘‘but I forgot.’’
(A.A. Milne, Winnie the Pooh)

In this chapter, an attempt will be made to provide an introduction to magnetic

phenomena on a reasonable level. But what level do we consider to be reasonable?

Clearly, we cannot expect a specialist in medical sciences to have a deep knowledge

of the quantum mechanics required for a real understanding of most magnetic

phenomena. Yet, at the same time, we cannot hope to explain something really in-

teresting in terms of school-level mathematics and physics (note the quotation by

Einstein, above). So, it was decided to introduce most magnetic phenomena using

classical electrodynamics starting from Maxwell Equations, and to refer to quantum

mechanics only if absolutely necessary – and even in such cases, the text is re-

stricted to a qualitative description of a problem.

On the other hand, this chapter is not intended to serve as a detailed introduc-

tion to the classical field theory in general, and magnetism in particular. In fact,

this chapter is best suited for those, ‘‘who knew it once, but then forgot’’. For this

reason, we expect from the reader: (1) basic skills in the classical theory of fields

(mainly definitions and basic properties of gradient, divergence and rotor opera-

tors); and (2) physical knowledge on the basic-school-textbook level (force and tor-

que, its relation to the potential energy, concepts of electric and magnetic fields,

electric charges and current). We have always tried to derive desired results from

the first principles (as far as it is possible in terms of classical physics), but the

reader interested only in the final results can simply skip the intermediate trans-

formations. For those, who, in contrast, are interested in more detailed consider-

ation, we cite the corresponding sources at the end of this section.
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1.2.2

The Electromagnetic Field Concept and Maxwell Equations

We start with the Maxwell Equations, which form the basis of classical electro-

dynamics. These equations were derived more than a century ago using experi-

mental facts and theoretical ideas known at that time. Their importance for the

subsequent development of physics in general – and studies of electromagnetic

phenomena in particular – cannot be overestimated. The prediction of electromag-

netic waves based on these equations is only one impressive example. Below, we

shall see that virtually all (classical) electromagnetic phenomena can be derived

from the four Maxwell Equations. Readers are referred to Feynmann et al. (1963)

for a more detailed, yet simple-to-understand consideration of these equations. For

a more ‘‘theoretical’’ introduction, the reader is referred to Landau and Lifshitz

(1975b).

1.2.2.1

Maxwell Equations in a General Case of Time-Dependent Fields

Let us denote the electric and magnetic fields in a vacuum as e and h, respectively

(small letters are used to distinguish these fields from the corresponding macro-

scopically averaged fields in condensed matter in Section 1.2.3). We will also use

the electric charge and current densities, r and j, so that the total charge in the

‘‘physically infinitely small’’ volume dV is r dV and the total current through the

small surface dS is jn dS, where n is a unit vector normal to this surface. In this

notation, the Maxwell Equations in the so-called differential form are (c is the

speed of light)

rot e ¼ � 1

c

qh

qt
ð1:1Þ

rot h ¼ 1

c

qe

qt
þ 4p

c
j ð1:2Þ

div e ¼ 4pr ð1:3Þ

div h ¼ 0 ð1:4Þ

The ‘‘differential form’’ means that Eqs. (1.1) to (1.4) provide the relationship be-

tween time-dependent magnetic and electric fields and their time derivatives at

one and the same spatial point. Before proceeding with the explanation of the

physical sense of Eqs. (1.1–1.4) (and to make this explanation more transparent),

the Maxwell Equations should be derived in the integral form.

Considering an open surface S bounded by a contour L and, integrating Eqs.

(1.1) and (1.2) over this surface, we obtain
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ð
s
rot e dS ¼ � 1

c

ð
s

qh

qt
dS ð1:5Þ

ð
s
rot h dS ¼ 1

c

ð
s

qe

qt
dSþ 4p

ð
s
j dS ð1:6Þ

According to the Stokes theorem, integrals of the field rotors over the surface S on

the left-hand sides can be transformed into the integrals of the fields itself along

the surface-bounding contour L. On the right, we can interchange time derivatives

and integrations, thus obtaining time derivatives of the total field fluxes F through

the surface S:

ð
s

qh

qt
dS ¼ q

qt

ð
s
h dS ¼ qFh

qt
ð1:7Þ

and the same for the corresponding term in Eq. (1.6).

Finally, in Eq. (1.6) the integral of the current density over the surface S is clearly

the total current through this surface JS. Summarizing all that, we obtain the first

two Maxwell Equations in the integral form

þ
L
e d l ¼ � 1

c

qFh

qt
ð1:8Þ

þ
L
h dl ¼ 1

c

qFe

qt
þ 4p

c
JS ð1:9Þ

To obtain the last two required equations, Eqs. (1.3) and (1.4) are integrated over a

volume V surrounded by a (closed) surface S, to obtain

ð
V
div e dV ¼ 4p

ð
V
r dV ð1:10Þ

ð
V
div h dV ¼ 0 ð1:11Þ

The integral of the charge density over the volume V on the right-hand side of Eq.

(1.10) is the total electrical charge Q inside this volume. Volume integrals of the

field divergences on the left-hand sides can be transformed using the Gauss theo-

rem into the integrals of the fields itself over the surrounding surface S, which pro-

vides the integral form of the other two Maxwell Equations

þ
S
e dS ¼ 4pQ ð1:12Þ

þ
S
h dS ¼ 0 ð1:13Þ
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Now, we consider the physical sense of these equations. We shall immediately see,

that these equations themselves (not to mention their consequences) already con-

tain many fundamental properties of electric and magnetic fields.

The first Maxwell Equation in its differential form (Eq. 1.1) states, first of all,

that the electric field can be induced by a changing magnetic field (such that

qh=qt0 0). Another property of the electromagnetic field which can be seen from

Eq. (1.1) is that in the absence of an electric field (so that rot e ¼ 0) the magnetic

field can be only stationary: qh=qt ¼ 0, or h ¼ Const.
Considering this equation in its integral form (Eq. 1.8), we note that the integral

of the electric field over the closed contour is, by definition, the electromotive force

along this contour. So this equation is nothing else but the generalized Faraday

law: the electromotive force along a closed contour is proportional to the time de-

rivative of the magnetic field flux through this contour.

According to the second Maxwell Equation (1.2), a magnetic field can be created

either by a time-dependent electric field [fully analogous to Eq. (1.1)] or by an elec-

tric current, the density of which is also present on the right-hand side of the equa-

tion. Moreover, this equation implies that any current creates a magnetic field, be-

cause if j0 0 then rot h0 0 which is possible only when the magnetic field itself

h0 0. We also point out the importance of the opposite signs before the field time

derivatives in Eqs. (1.1) and (1.2): the consequence is the existence of electromag-

netic waves (Landau and Lifshitz, 1975b).

The integral Eq. (1.9) connects the circulation of the magnetic field over some

closed contour with the time derivative of the electric field flux and the total cur-

rent through the surface bounded by this contour.

The second two Maxwell Equations are also of primary importance. Equation

(1.3) is the mathematical expression of the fundamental physical fact that electric

charges are sources of the electric field. According to its integral form (Eq. 1.12),

the total flux of the electric field through some closed surface is proportional to

the total charge inside this surface. The immediate consequence of this equation

is the Coulomb law (see next paragraph).

The last equation (Eq. 1.4) can be understood if we compare it with the corre-

sponding equation for the electric field (Eq. 1.3): zero on the right-hand side of

Eq. (1.4) means that there are no sources of the magnetic field, there exist no mag-

netic charges. Consequently the flux of the magnetic field through any closed sur-

face is exactly zero (see Eq. 1.13).

1.2.2.2

Constant (Time-Independent) Fields: Electro- and Magnetostatics

We will very often encounter a situation where nothing (at least on the macro-

scopic size and time scales) in the system under consideration changes with time.

In this case, the electric and magnetic fields produced by such a system are also

constant, corresponding time derivatives in the Maxwell Equations vanish, and we

arrive at two pairs of decoupled equations which describe electrostatic
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rot e ¼ 0 ð1:14Þ
div e ¼ 4pr ð1:15Þ

and the corresponding magnetostatic

rot h ¼ 4p

c
j ð1:16Þ

div h ¼ 0 ð1:17Þ

phenomena. Indeed, it can be seen immediately from these four equations that in

a stationary case there is no connection between magnetic and electric field – a cir-

cumstance that has allowed studying magnetism and electricity separately over

centuries.

Equation (1.15) immediately leads to the basic law of the electrostatics – the Cou-

lomb law. To see this, let us consider the integral form of this equation (Eq. 1.12).

If we place a point charge Q in a center of a spherical surface (with the radius R),
then according to Eq. (1.12) the total flux of the electric field through this surface is

FE ¼ 4pQ . On the other hand, for the charge in a center of a sphere the field e at

each point of the spherical surface is directed perpendicular to this surface (from

the symmetry reasons), so that the total flux is given simply by the product of

the field magnitude and the surface area: FE ¼ 4pR2jej. Comparing it with the pre-

vious expression FE ¼ 4pQ , we immediately obtain the desired result jej ¼ Q=R2.

In a similar fashion, the first equation of magnetostatics (Eq. 1.16) leads to the

Biot–Savart law. Namely, in the integral form, Eq. (1.16) reads

þ
L
h dl ¼ 4p

c
JS ð1:18Þ

(compare with Eq. 1.9), where JS is the total current through the surface S bounded

by a contour L. Let us consider a long straight wire carrying a full current J and a

circular contour (radius R) around this wire so that the contour plane is perpendic-

ular to the wire and the wire passes through the center of the circle. In this case,

according to Eq. (1.18), the circulation of the magnetic field around this contour is

CH ¼ 4pJ=c. And again, from symmetry considerations the field is directed along

the circle at each point of it, so that the circulation is the product of the field

magnitude and the contour length (i.e., CH ¼ 2pRh). Comparing these two expres-

sions for the field circulation, we obtain the magnetic field of a straight current

h ¼ ð2=cÞJ=R – the Biot–Savart law in its simplest form.

1.2.2.3

Electric and Magnetic Potentials: Concept of a Dipole

Maxwell Equations for electro- and magnetostatics have another very important

property – they allow the introduction of the so-called scalar (electric) and vector

(magnetic) potentials, which greatly simplifies the solution of many practical prob-
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lems. In this paragraph, we introduce these important concepts following mainly

the route suggested by Landau and Lifshitz (1975b).

In order to introduce a scalar potential for the electric field, we need Eq. (1.14):

rot e ¼ 0. According to this equation, we can always find a function f from which

the electric field can be evaluated as E ¼ �grad f (a minus sign is chosen for con-

venience reasons) because for any ‘‘good’’ function rot grad f1 0. This function f

is called the ‘‘scalar electric potential’’, and is very convenient to use because it con-

tains all information about the electrostatic field e. Moreover, being a scalar func-

tion, it is much easier to handle than a general vector field. The potential intro-

duced above is not uniquely defined: f 0 ¼ fþ C, where C is an arbitrary constant,

gives the same electric field as f, because grad C1 0. This additional constant

does not really matter, because it is the field itself which has a real physical mean-

ing (because it determines a force acting on the charges); we only need one addi-

tional condition to determine this arbitrary constant C. Usually (for finite systems),

the constant is chosen so that f tends to zero at the infinity.

The equation for the evaluation of f also follows from the Maxwell Equations.

Substituting the relation e ¼ �grad f into the second Maxwell Equation (1.15), we

immediately obtain

Df ¼ �4pr ð1:19Þ

where we have introduced the Laplace operator Dð�Þ ¼ div gradð�Þ, (ð�Þ represents
any function one wants the operator to operate on). This so-called Poisson Equa-

tion for the function f allows us to evaluate the electric potential, when the charge

distribution in our system and boundary conditions are given. Its solution for the

finite system and zero boundary conditions at infinity (i.e., f ! 0 when we go away

from our system) is known: the potential at the point r0 is

fðr0Þ ¼
ð
V

rðrÞ
jr0 � rj dV ð1:20Þ

where the integral is taken over the whole system volume. For a system of discrete

charges, Eq. (1.20) transforms into

fðr0Þ ¼
X
i

qi
jr0 � rij ð1:21Þ

which is the obvious generalization of the Coulomb potential for a single charge.

Equation (1.21) allows us to introduce in a natural way a very important concept

of electrostatics – the concept of a dipole moment. Let us choose the origin of our

coordinate system inside the system of charges under study and evaluate the scalar

potential far away from this system so that for any charge r0 g ri. In this case,

we can use the first-order Taylor expansion for a function of many variables

f ðr0 � riÞA f ðr0Þ � ri grad f ðr0Þ to approximate 1=jr0 � rij: here f ðr0Þ ¼ 1=r0 and

its gradient gradð1=r0Þ ¼ �r0=r 30 . So for the potential at a large distance we obtain
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fðr0ÞA 1

r0

X
i

qi þ
X
i

qiri

 !
r0
r30

¼ Q

r0
þ dr0

r30
¼ fp þ fdip ð1:22Þ

where the total system charge Q ¼Pi qi and its dipole moment

d ¼
X
i

qiri ð1:23Þ

have been introduced. The first term ðfpÞ in Eq. (1.22) is simply the Coulomb po-

tential of the point charge Q . It decreases with the distance as r�1
0 , and thus dom-

inates the potential for charged systems. This means that if the total system charge

is not zero, then the only system parameter which is important to evaluate the field

far enough from the system is the magnitude of this charge (and not its distribu-

tion inside the system).

However, for a vast majority of physical systems the total charge is exactly zero –

otherwise huge Coulomb forces would make our world extremely unstable. For

this reason, the first term in Eq. (1.22) is mostly zero and the electric potential of

the system at the large distances is dominated by the second term fdip. The only

system characteristic which this term depends on is its dipole moment defined by

Eq. (1.23). The reason why this moment of the charge distribution is called a ‘‘di-

pole’’ moment is as follows: the simplest system with zero net charge which pos-

sesses this moment consists of two charges with the same value and opposite sign

– ‘‘two poles’’. Such a system itself is also called an electric dipole.

The electric field of a dipole at the distances much larger than its size is (see

Fig. 1.14)

edip ¼ �‘fdip ¼
3r0ðdr0Þ

r 50
� d

r 30
¼ 3r̂rrðdr̂rrÞ � d

r30
ð1:24Þ

Fig. 1.14. The electric field of a dipole.
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Here, ‘ denotes as usual the gradient operator and r̂rr ¼ r0=r0 is the unit vector in

the direction of r0; sometimes one refers to the expression (1.24) as to the field of a

‘‘point dipole’’.

In order to introduce analogous concepts for the magnetic field we need much

more effort, and the experience gained by considering the electric field will be

very useful (this is the main reason why we spent so much time describing the

electric potential and dipole). The main reason why we cannot simply repeat the

procedure used above for the magnetic field is evident from Maxwell Equation

(1.16): in general, rot h0 0, and hence the introduction of a scalar magnetic poten-

tial is impossible. However, we can use another Maxwell Equation div h ¼ 0 (1.17),

which implies that it is always possible to define such a vector function A that

the magnetic field can be evaluated as h ¼ rot A, because for any vector field

div rotð�Þ1 0. This new vector function is called the magnetic vector potential.

To determine which equation should be used to evaluate A (we are seeking a

magnetic version of the Poisson Equation (1.19) for the electric potential), let us

substitute the definition h ¼ rot A into Maxwell Equation (1.16):

rot h ¼ rot rot A ¼ grad div A� DA ¼ 4p

c
j ð1:25Þ

where D denotes again the Laplace operator. To simplify this expression we note

that (similar to the electric potential) the magnetic potential is not uniquely de-

fined: A ! Aþ ‘f , where f is an arbitrary scalar function, and gives the same

magnetic field h ¼ rot A (which is of real physical interest) since rot gradð�Þ1 0.

This use of ‘‘degree of freedom’’ in choosing A enables us to impose one additional

restriction on it. It is very convenient to postulate div A ¼ 0, so that the first term

in the equation for A (Eq. 1.25) vanishes and we finally obtain

DA ¼ � 4p

c
j ð1:26Þ

This equation resembles the corresponding Eq. (1.19) for f and hence its solution

for the vector potential vanishing at the infinity is analogous to Eq. (1.20):

Aðr0Þ ¼ 1

c

ð
V

jðrÞ
jr0 � rj dV ð1:27Þ

Equation (1.27) enables us to evaluate the magnetic potential (and hence, the mag-

netic field) of any system with the known current distribution j.

To continue our consideration we need the following mathematical statement:

the average time derivative df ðtÞ=dt of any bounded function f ðtÞ is zero. The

proof is very simple:

df ðtÞ
dt

¼ 1

Tav

ð Tav

0

df ðtÞ
t

dt ¼ f ðTavÞ � f ð0Þ
Tav

ð1:28Þ
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which tends to zero when the averaging time Tav increases, because for bounded

f ðtÞ the difference f ðTavÞ � f ð0Þ remains finite.

Now, proceeding in the same fashion as for the electric potential we can derive

the magnetic potential at large distances from the finite system of currents. Let us

recall the fact that if a particle with the charge q is moving with the velocity v, then

the corresponding current density is j ¼ qv. We shall also use the notation f for

the quantity f averaged over a large period of time, Tav. It is important to note

here that Tav should be large compared with typical times characterizing the move-

ment of charges in our system. For all practically interesting cases, these typical

times correspond to the microscopic charge movements on the atomic scale

and hence are extremely small, so that for any reasonable measurement time

Tavdf =dt ¼ 0 if f remains finite (see above).

For further consideration it is more convenient to use the discrete version of Eq.

(1.27), which describes the magnetic potential created by a system of moving par-

ticles with charges qi and velocities vi:

Aðr0Þ ¼ 1

c

X
i

ji
jr0 � rij ¼

1

c

X
i

qivi
jr0 � rij ð1:29Þ

For large distances r0 g ri, proceeding exactly as for the electric potential, and

using the first-order Taylor expansion for A, we obtain

Aðr0Þ ¼ 1

cr0

X
i

qivi þ 1

cr 30

X
i

qiviðr0riÞ ¼ 1

cr0

X
i

dqiri
dt

þ 1

cr 30

X
i

qiviðr0riÞ ð1:30Þ

The first term, being the average of the time derivative of a bounded function (we

study finite systems, so all ri are finite), vanishes. In order to rewrite the second

term in the desired form we use the following trick: we introduce a quantity

1

2

d

dt
riðrir0Þ ¼ 1

2
ðviðrir0Þ þ riðvir0ÞÞ ¼ 0

which is zero because it is again a full time-derivative of a bounded quantity. Sub-

tracting this zero from each term of the second sum in Eq. (1.30), it can be verified,

using elementary vector algebra, that A can be rewritten as

Aðr0Þ ¼ 1

2cr 30

X
i

qi½r0 � ½ri � vi�� ¼ ½m� r0�
r 30

¼ Adip ð1:31Þ

where we have introduced the magnetic dipole moment of a system of moving par-

ticles (or a system of currents) as

m ¼ 1

2c

X
i

qi½ri � vi� ¼ 1

2c

X
i

½ri � ji� ð1:32Þ
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For a system with a continuous current distribution the definition is

m ¼ 1

2c

ð
V
½r � jðrÞ� dV ð1:33Þ

The similarity between the expressions for the electric (see Eq. 1.22) and magnetic

potentials (Eq. 1.31) created by corresponding dipoles is obvious. However, it comes

even better: the expression for the magnetic field created by a magnetic dipole

hdip ¼ 3r0ðmr0Þ
r50

� d

r 30
ð1:34Þ

is exactly the same as that for the corresponding electric field shown in Figure 1.14

(with the replacement of d by m). This similarity explains the name magnetic di-

pole moment, because otherwise it could not be justified: there exist no magnetic

charges, and hence no magnetic poles in any systems.

We point out that the concept of a magnetic dipole plays in magnetism an even

more important role than its counterpart – electric dipole – in electricity, because

the absence of magnetic charges makes magnetic dipoles, roughly speaking, the

most ‘‘elementary’’ object at least in magnetostatics.

The validity of the dipolar approximation (Eq. 1.31) for the exact expression (Eq.

1.27) is based only on the assumption r0 g rs, where r0 is the distance from the

measurement point to the system and rS is a characteristic system size. In practice,

it is usually sufficient to have r0 b 10rs, because the next term in the Taylor expan-

sion of Eq. (1.27) decreases with the distance as r�3
0 (in contrast to r�2

0 for the di-

pole potential).

While concluding this discussion, we would like to mention for those who wish

to know more about the subject, that the simplicity in performing some electro-

and magnetostatic calculations is by far not the most important reason to intro-

duce scalar and vector potentials f and A. The actual reason is much deeper –

these potentials are primary physical concepts and natural variables necessary for

the construction of the classical field theory starting from the relativistic invariant

action of a charged particle moving in an electromagnetic field (Landau and Lif-

shitz, 1975b).

1.2.2.4

Force, Torque and Energy in Magnetic Field

To evaluate a total average force acting in a magnetic field on a finite system of

moving charges, we can use directly the expression for the Lorentz force

F ¼ ð1=cÞq½v� h� acting in the magnetic field h on the charge q moving with the

velocity v. For a system of charges we have correspondingly

F ¼ 1

c

X
i

qi½vi � hi�
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where hi is the field at the location point of the charge qi and the averaging is per-

formed in the same sense as in the derivation of the magnetic dipole potential

above. For the homogeneous field (so that hi ¼ h is the same for all particles) this

expression can be ‘‘greatly simplified’’: taking such a field out of the sum we can

rewrite the force above as

F ¼ 1

c

X
i

d

dt
qiri

 !
� h

" #
¼ 0

It is zero because every term in the sum over charges is again the average time-

derivative of a finite quantity (all ri are finite). This is a very important result which

we would like to formulate explicitly: the total average force acting on any finite

body in a homogeneous magnetic field is zero.
Let us consider a torque in a homogeneous field. By definition, a torque is a

vector product of the particle radius-vector and the force acting on the particle

G ¼ ½r � F�. Using the expression for the Lorentz force, we have for a system of

charges

G ¼
X
i

½ri � Fi� ¼ 1

c

X
i

qi½ri � ½vi � h�� ¼ 1

c

X
i

qiðviðrihÞ � hðriviÞÞ ð1:35Þ

The second term in the sum over particles vanishes, because rivi ¼ ð1=2Þd=dtðr2i Þ
¼ 0 for the same reason as usual. To deal with the first term we apply the same

trick as in the transition from Eq. (1.30) to Eq. (1.31): we subtract from this term

a zero quantity written in the form

0 ¼ 1

2

d

dt
riðrihÞ ¼ 1

2
viðrihÞ þ 1

2
riðvihÞ

After some simple vector algebra we get the desired result

G ¼ � 1

2c

X
i

qi½h� ½ri � vi�� ¼ ½m� h� ð1:36Þ

where m is the magnetic dipole moment already familiar to us. Hence, in contrast

to the force, the torque acting on a body in a homogeneous magnetic field is not

zero.

The next step is the evaluation of the potential energy of a dipole in a magnetic

field, whereby we can make use of the previous result for the net torque. We re-

mind the reader that the torque projection on the axis perpendicular to an arbitrary

plane (see Fig. 1.15 for the geometry) is given by Gz ¼ �qU=qy, where U is the po-

tential energy of the body depending on the angle y which characterizes the rota-

tion of the body in this plane. From Eq. (1.36) we can see that in the same geome-

try Gz ¼ �mh sin y, so that the potential energy can be found as
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Uðy0Þ ¼ �
ð y0
0

NzðyÞ dy ¼
ð y0
0

mh sin y dy ¼ �mh cos y0 ¼ �mh ð1:37Þ

where by the evaluation of the integral we have omitted (as usual for the potential

energy definition) a constant term (mh).

This result enables us to evaluate the energy of a magnetic dipole in a magnetic

field, assuming that during the rotation in this field the magnitude of a dipole mo-

ment is held constant. This is a very important assumption because when the sys-

tem is rotated in an external field, this field acts on electric charges, the movement

of which provides the dipole moment of the system (see Eq. 1.32). Hence the exter-

nal field, generally speaking, affects the dipole moment of the system and some

additional energy source may be needed to hold it constant. A detailed discussion

on this subject can be found in Feynmann et al. (1963).

Equation (1.37), or already Eq. (1.36), explains why a compass works. Indeed, a

compass needle is a permanent magnet; this means (see Section 1.2.4) that it pos-

sesses a magnetic dipole moment which is constant in magnitude due to specific

properties of the iron piece from which the compass needle is made. It is well

known that any physical system left on its own tries to minimize its energy. And

according to Eq. (1.37), the minimal energy of the magnetic dipole in an external

field (which in this case is the Earth’s magnetic field) is achieved when the mag-

netic moment points along this field. This causes the compass needle to rotate

around its central point until it is directed along the Earth’s magnetic field, thus

pointing (approximately) in the direction of north.

With Eq. (1.37), we are now able to derive an expression for the force acting on a

magnetic dipole in an inhomogeneous magnetic field (remember that in a homo-

geneous field such a force is zero). Using a standard connection between the force

and the potential energy F ¼ �‘U, and bearing in mind that in the expression for

U only the magnetic field (which is now inhomogeneous) depends on the coordi-

nates, we obtain

F ¼ �‘U ¼ �‘ðmhÞ ¼ m
qh

qx

� �
iþ m

qh

qy

� �
jþ m

qh

qz

� �
k ¼ ðm‘Þh ð1:38Þ

Fig. 1.15. Evaluation of the potential energy of a dipole

in a magnetic field (see text for details).

1.2.2 The Electromagnetic Field Concept and Maxwell Equations 37



where we have used the definition of the operator ða‘Þð�Þ to simplify the

notation.

In order to understand qualitatively the consequences of Eq. (1.38), let us con-

sider a magnetic dipole directed along the x-axis of our coordinate system, so that

mx 0 0 and my ¼ mz ¼ 0. It can be seen from Eq. (1.38) that the only term left in the

expression for the force in this case is Fx ¼ mxðqhx=qxÞ. In equilibrium, as we al-

ready know from Eq. (1.37), the moment is directed along the field, so that mx and

hx have the same sign. If, say, hx > 0, mx > 0 and the field magnitude increases

with x, then ðqhx=qxÞ > 0. In this case Fx ¼ mxðqhx=dxÞ > 0, i.e., the force acting

on a magnetic moment in an inhomogeneous field is directed towards the region

where this field is larger (in our example in the positive direction along the x-axis).
This explains, in particular, the attraction of iron bodies to a permanent magnet –

such bodies either already possess a magnetic moment or it is induced by the same

magnet and is directed along the external field. Hence, such bodies move towards

the region where the field is stronger.

1.2.3

Magnetic Field in Condensed Matter: General Concepts

1.2.3.1

Maxwell Equations in Condensed Matter: Magnetization

For the studies of magnetic phenomena in condensed matter, the original Maxwell

Equations (1.1) to (1.4) are not suitable. The reason is that fields, charges and cur-

rents appearing in these equations are exact microscopic quantities which contain

in principle the whole complexity of electromagnetic processes in condensed mat-

ter: movements of single elementary particles on a microscopic space and time

scale, corresponding changes of electric and magnetic field, etc. In order to obtain

equations which can provide a background for the electrodynamics of condensed

matter, we must average Eqs. (1.1) to (1.4) over the microscopic fluctuations men-

tioned above. This can be done (Landau and Lifshitz, 1975a) using the averaging

over a ‘‘physically infinitely small volume’’, which means a volume that is: (1) suf-

ficiently small in the sense that all macroscopic parameters of a body over this vol-

ume can be considered as constant; yet (2) at the same time is sufficiently large that

it contains a large number of atoms and the averaging over such a volume elimi-

nates fluctuations on the microscopic (atomic) level.

To study magnetic phenomena we need the averaged versions of Eqs. (1.2) and

(1.4). Averaging over the ‘‘small’’ volume mentioned above is denoted by angular

brackets: h. . .i. For historical reasons (which means as usual that (almost?) nobody

knows why), the average magnetic field hhi is called magnetic induction, and is de-

noted by B : hhi ¼ B. So the averaged Eq. (1.4) has the form

div B ¼ 0 ð1:39Þ
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If we consider a physical system under stationary conditions (which will be the case

almost always), then the average electric field in Eq. (1.2) is constant, so that its

time derivative vanishes. Hence, averaging Eq. (1.2) we obtain

rot B ¼ 4p

c
hji ð1:40Þ

Below, we consider a body for which the integral of the current density over its ar-

bitrary cross-section is zero:

ð
S
hji dS ¼ 0 ð1:41Þ

which is always true for dielectrics and also true for conducting bodies if the total

current is absent. Equation (1.41) enables us to introduce a new vector field M,

which is zero outside a body and inside it is connected with the average current

density as hji ¼ c rot M (the factor c is introduced for convenience). Indeed, inte-

grating hji over the surface S bounded with the contour L outside a body, and ap-

plying the Stokes formula, we obtain

ð
S
hji dS ¼ c

ð
rot M dS ¼ c

þ
L
M d l ¼ 0

because outside a body M1 0. Substituting the average current density written as

hji ¼ c rot M into Eq. (1.40), we obtain the desired result – the second Maxwell

Equation for condensed matter:

rot H ¼ 0 ð1:42Þ

where we have introduced a new vector H as

H ¼ B� 4pM ð1:43Þ

For the same historical reasons (although it is very confusing), vector H is called

the magnetic field intensity, but it should be remembered that the average value of

the actual (microscopic) magnetic field intensity is denoted as H. We realize (as

do most scientists) that such a confusing notation is very annoying, but now it is

too late for it to be changed, as very large numbers of books and papers would need

to be rewritten, making the whole operation absolutely out of question. Fortu-

nately, we almost never simultaneously encounter h and H (or h and H) in the

same problem.

The vector field M formally introduced above has a very important physical

meaning. To determine this, we recall the definition (Eq. 1.33) of the total mag-

netic moment of a body and rewrite it using M as
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m ¼ 1

2c

ð
V
½r � hji� dV ¼ 1

2

ð
V
½r � rot M� dV ð1:44Þ

Here, the integration volume can be expanded to contain the body inside it because

outside a body hji ¼ 0. Rewriting the last integral in Eq. (1.44) as

ð
V
½r � rot M� dV ¼

þ
S
½r � ½dS�M�� dV �

ð
V
½½M� ‘� � r� dV ð1:45Þ

(the proof of Eq. (1.45) is a very nice exercise in vector analysis), we note that due

to the mentioned expansion of the integration volume its bounding surface S is

now outside the body where M ¼ 0 and hence the first integral in Eq. (1.45) van-

ishes. Finally, rewriting a double vector product in the second integral as

½½M� ‘� � r� ¼ �M div r þM ¼ �2M

we obtain the desired result

m ¼ 1

2c

ð
V
½r � hji� dV ¼

ð
V
M dV ð1:46Þ

which shows that M is simply the density of the magnetic moment of the body

(magnetic moment per unit volume). For this reason, M is called the magnetization
vector.

1.2.3.2

Classification of Materials According to their Magnetic Properties

The system of Eqs. (1.39), (1.42) and (1.43)

div B ¼ 0

rot H ¼ 0 ð1:47Þ
H ¼ B� 4pM

which describes the magnetic field in a condensed matter is clearly incomplete, be-

cause we still do not know the relationship between M and H (or between B and

H) inside a body. This relationship depends heavily on the material from which the

body under study is made. Fortunately, for an overwhelming majority of physical

substances, the required relationship is very simple:

B ¼ mH or M ¼ wH ð1:48Þ
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where scalar quantities m and w are called correspondingly magnetic permeability

and susceptibility (so here m is not the magnitude of the total magnetic moment!).

From Eqs. (1.43) and (1.48), the relationship between m and w is w ¼ ðm� 1Þ=4p. In
some cases (e.g., for solid monocrystalline samples), m and w appearing in the pro-

portionality relationships (Eq. 1.48) are tensors of a corresponding rank. For ferro-

magnets, the situation is even more complicated – the relationship between B and

H is nonlinear in general case and depends on the history of the sample.

The magnetic susceptibility is the most important quantity characterizing the

magnetic properties of a material (Landau and Lifshitz, 1975a; Kittel, 1986).

Namely, it enables us to calculate the magnetization (and hence the magnetic mo-

ment) of the body in an external field. If w < 0, then, as can be seen from Eq.

(1.48), the magnetic moment induced by an external field is directed opposite to

this field. Such materials are called diamagnets (e.g., inert gases, organic liquids,

graphite, bismuth). According to our discussion of the force acting on a body in a

nonhomogeneous magnetic field (see text following Eq. 1.38), diamagnetic bodies

are repelled from the magnet.

For substances with w > 0, the induced magnetic moment caused by the external

field, points in the same direction as the external field. Materials with positive but

very small (for most materials w@ 10�6) susceptibility are called paramagnets

(some gases, organic free radicals, most metals).

Finally, there exists a narrow class of materials for which magnetic susceptibility

defined by Eq. (1.48) – when possible – is huge (w@ 103, but for some specially

prepared materials w@ 106 can be achieved). Such substances are known as ferro-

magnets (iron, cobalt, nickel and their alloys, some iron and chromium oxides,

etc.). It is evident that these materials are most interesting, for both theoretical

studies and practical applications. We shall consider corresponding problems in

the final paragraph of this section and again in Section 1.2.4. Here, it should only

be mentioned that the relationships (1.48) for ferromagnets are, generally speak-

ing, not valid – the induced magnetic moment is not simply proportional to the

external field.

Diamagnetism and paramagnetism can be explained in terms of classical physics

(to be more precise, in these terms we can provide explanations which appear

reasonable). Let us begin with diamagnetism. The molecules of diamagnetic sub-

stances do not have their own magnetic moments; that is, they do not possess a

spontaneous moment – a magnetic moment in the absence of an external field.

From basic electromagnetism we are familiar with Lenz’s law: when we try to

change a magnetic flux through a conducting contour, then an electric current in

this contour is induced in such a way, that the magnetic field created by this cur-

rent opposes the change of the external magnetic flux. In other words, if we try to

increase a magnetic field inside a closed contour, the magnetic moment associated

with the current induced by this external field will be directed opposite to it.

From the classical point of view, electrons moving in atoms or molecules can be

considered as currents. Hence, by applying a magnetic field to a body, we try to in-

crease magnetic flux through contours formed by these currents (electron orbits).
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According to Lenz’s law, this increase leads to changes in corresponding currents,

with the result that the magnetic moment of the body induced by this change is

directed opposite to the external field, which means diamagnetism.

Molecules of paramagnetic substances already possess their own dipole mo-

ments. When we apply an external field, these moments tend to align themselves

along this field, because it would minimize their magnetic energy according to Eq.

(1.37). The chaotic thermal motion tries to prevent such an alignment, but an aver-

age magnetic moment nevertheless appears and points in the field direction, lead-

ing to paramagnetism (w > 0).

1.2.3.3

Mean Field Theory of Ferromagnetism

The existence of ferromagnetism is one of (not very many) the macroscopic phe-

nomena which, in principle, cannot be explained in terms of classical physics. To

demonstrate this (Kittel, 1986), it is sufficient to estimate the magnitude of in-

teractions between atomic magnetic moments which are responsible for the ferro-

magnetic phenomena using the following arguments. The main manifestation of

ferromagnetism is the existence of the spontaneous magnetization – that is, a fer-

romagnetic sample can possess a spontaneous macroscopic magnetic moment.

This means that there exists some strong interaction which results in the parallel

alignment of all atomic magnetic moments inside the body. The magnitude of this

spontaneous magnetic moment decreases if the sample temperature increases, be-

cause the thermal movement (thermal fluctuations) acts against any order trying to

destroy it. At some temperature, Tc, which depends on the material and is termed

the ‘‘critical temperature’’ or ‘‘Curie point’’, the spontaneous magnetization van-

ishes, and for temperatures T > Tc our body behaves like a paramagnet.

The interaction energy, Efm, for the interaction type responsible for the ferro-

magnetism should be of the same order of magnitude as the thermal energy at

the Curie point: Efm @ kTc. The only interaction known in classical physics which

could cause the alignment of magnetic moments is the magneto dipole interaction

between them. The interaction energy of two magnetic dipoles Edip can be esti-

mated according to Eq. (1.37) as Edip @ mHdip, where the order of magnitude of the

dipole field is (see Eq. 1.34) Hdip @ m=r 3, so that Edip @ m2=r 3. Substituting in this

expression typical values of the atomic magnetic moment m@ mBA10�20erg=Gauss
(mB is a so-called Bohr magneton which is a very convenient unit for measur-

ing atomic magnetic moments) and the interatomic distance (@ lattice con-

stant in a typical crystal) r@ ð2 . . . 3Þ � 10�8 cm, we obtain for the interac-

tion energy Efm ¼ Edip @ 10�17erg. The value of the Boltzmann constant is

kA1:4 � 10�16erg=K, so the critical temperature for a typical Ferro magnet should

be Tc ¼ Efm=k@ 0:1 K. This value has nothing in common with the experimentally

measured Curie points which, for most ferromagnets, are of the order Tc @ 103 K

(e.g., for iron, Tc ¼ 1043 K). Hence, ferromagnetism cannot be explained by the

magneto dipolar interaction, and in classical physics we have nothing else at our

disposal.
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For many decades, all attempts to develop a reasonable theory of ferromagnetism

failed. The first phenomenological theory which succeeded in explaining some as-

pects of this phenomenon was suggested by Weiss (1907). Weiss postulated that:

(1) there exists some (unknown) effective interaction field HE which tends to align

atomic magnetic moments parallel to each other; and (2) the magnitude of this ef-

fective field is proportional to the average magnetization: HE ¼ lhMi. These as-

sumptions, together with the well-known expression (the so-called Langevin func-

tion) for the average magnetization of a system of noninteracting magnetic

moments in an external field as a function of the temperature T and field H (Kit-

tel, 1986) (which in Weiss’ theory should be set to the sum of the external H0 and

effective HE fields), allowed Weiss to deduce the temperature dependence of the

spontaneous magnetization. The result demonstrated a remarkable agreement

with experimental data, which was more than acceptable for such a simple theory.

However, as mentioned earlier, the existence of a ferromagnetic interaction itself

was postulated by Weiss, so the nature of this interaction still required an explana-

tion.

Such an explanation could be provided only after the appearance of quantum

mechanics (for an excellent historical review, see Mattis, 1965). Here, an attempt

will be made to provide a brief description of how ferromagnetism follows from

its basic postulates. (Note: Should the reader feel uncomfortable when confronted

with words such as ‘‘quantum’’, the following explanation may be missed out by

simply accepting that permanent magnets do exist.)

Ferromagnetism occurs due to the collective behavior of electrons in some mate-

rials. Every electron possesses its own angular momentum S (called spin) which,

being expressed in units of the so-called Planck constant (Feynmann et al., 1963;

Landau and Lifshitz, 1971) is exactly S ¼ 1=2. According to one of the basic princi-

ples of quantum mechanics – the Pauli principle – two particles with the spin 1/2

cannot occupy one and same quantum state (Feynmann et al., 1963; Landau and Lif-

shitz, 1971) which, for our purposes, can be reformulated as ‘‘two particles having

the same spin direction cannot occupy one and same space region’’. In other

words, if the spins of two electrons do not have the same direction, then the dis-

tance between them can, in principle, be very small, but electrons with parallel

spins must be ‘‘far away’’ from each other.

This means, in turn, that the energy of a system of two electrons with different

spin directions can be very large, because two close electrons exhibit a huge electro-

static repulsion as two charges of the same sign. Moreover, the electrostatic energy

of two electrons with parallel spins should be quite small because such electrons

must avoid each other due to the Pauli principle (please don’t ask when have the

electrons read any textbook on quantum mechanics!). For this reason, the state

where spins of two electrons – and their magnetic moments! – are parallel is

strongly preferred from the energy point of view, because the (average) electrostatic

energy in this state is much lower! And this preferred state with all electron spins

parallel is exactly what we want – the ferromagnetic state, where all electron mag-

netic moments are aligned and hence the body possesses macroscopic sponta-

neous magnetization. The phenomenon just described is called the ‘‘exchange in-
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teraction’’, because its quantitative description is based on the so-called exchange

integrals (Landau and Lifshitz, 1971). We realize that this reference does not

make the things clearer, but the discussion on what these integrals are and why

are they called ‘‘exchange integrals’’ is far too complicated to be presented here.

The explanation given above indeed accounts for the Curie temperatures ob-

served experimentally. In this physical picture it is the strong Coulomb (electro-

static) interaction which is responsible for the appearance of ferromagnetism –

not the weak magnetodipole forces. If we estimate Tc using the arguments given

above, we simply determine the correct order of magnitude.

Of course, this is a very long way from our brief description of this basic idea to a

real theory of the ferromagnetic phenomena (to see this, it is sufficient to note that

if our arguments would represent the whole truth in all cases, then all substances

would be ferromagnetic because there are some electrons in all materials!). But at

least we have shown the beginning of the way that can lead to an explanation of

ferromagnetism.

1.2.4

Magnetic Field in Condensed Matter: Special Topics

In this section, we consider some special topics dealing mainly (but not only) with

ferromagnetic materials: various contributions to the magnetic energy of such ma-

terials, magnetic domains and domain walls, hysteresis phenomena, very small

(so-called single-domain) ferromagnetic particles, and irreversible magnetic relax-

ation. Further, we briefly review the energy dissipation in alternating magnetic

fields and discuss the possibility of a reconstruction of the magnetization distribu-

tion inside a body from magnetic field measurements outside it.

1.2.4.1

Magnetic Energy Contributions

There are several contributions to the total magnetic energy of the body arising

from various interaction types between elementary magnetic moments (Chika-

zumi, 1964; Kittel, 1986; Landau and Lifshitz, 1975a). Below, we restrict ourselves

to the phenomenological consideration of these contributions, and always assume

(unless mentioned otherwise) that the temperature is much lower than the Curie

point of the ferromagnets under study: T fTc .

Exchange Energy

The first and most important energy contribution comes from the exchange inter-

action, which was introduced above as a purely quantum mechanical effect respon-

sible for the alignment of atomic magnetic moments in a ferromagnetic body. The

assumption T fTc means that the energy of temperature fluctuations is negligible

compared with the exchange energy, so that adjacent magnetic moments are (al-

most) parallel. Hence, the magnitude of the magnetization M of the body (mag-
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netic moment per unit volume) can be considered as constant jMj ¼ Ms; this con-

stant is called the saturation magnetization of a ferromagnetic material. For low

temperatures, only the magnetization direction can be varied inside a body under

an additional condition that the distance where the magnetization direction varies

considerably is much larger than the lattice constant (or mean interatomic distance

for amorphous ferromagnets) of the material. The latter circumstance allows us to

introduce a unit vector m ¼ M=Ms along the magnetization direction; its spatial

distribution fully describes the magnetization structure of a ferromagnetic body.

Let us now write down the phenomenological expression for the exchange en-

ergy using simple general arguments (Landau and Lifshitz, 1975a). First, we recall

that in ferromagnetic materials the exchange interaction ‘‘prefers’’ the parallel

alignment of magnetic moments. This means that the corresponding energy is

minimal for the magnetization configuration where all magnetic moments of a

body are parallel to each other – the so-called homogeneous magnetization state.

We set the exchange energy of such a state to zero, thus using it as a reference

point. We also point out that the exchange interaction energy does not change

when the magnetization configuration is rotated as a whole with respect to a ferro-

magnetic body.

We hope that it is clear from the consideration above that the exchange energy

density (exchange energy per unit volume) eexch can depend only on the spatial

variation of the magnetization, thus being a function of its spatial derivatives

qMi=qxk, (i; k ¼ 1; 2; 3), where Mi denotes Cartesian components of the mag-

netization and xk ¼ x; y; z. Moreover, eexch can be a function only of a product

of even numbers of such derivatives, because Mi itself and hence – qMi=qxk –

changes sign due to the time inversion operation t ! �t (this is because

M@ ½r � v� ¼ ½r � dr=dt�, see Eq. 1.32) and the energy does not. The simplest ex-

pression which satisfies this condition and another condition mentioned above –

that the exchange energy is invariant with respect to the rotation of the magnetiza-

tion configuration as a whole – is

eexch ¼ 1

2

X
i; k; l

aik
qMl

qxi

� �
qMl

qxk

� �
ð1:49Þ

Here, aik are the components of a (symmetrical) tensor of exchange coefficients

which means that these components form a symmetrical 3� 3 matrix. In the sim-

plest case of a crystal with the cubic symmetry aik ¼ adik (dik is a Kronecker symbol:

dik ¼ 1 if i ¼ k and zero otherwise) and Eq. (1.49) takes the form

eexch ¼ a

2

X
i

qM

qxi

� �2
¼ a

2

qM

qx

� �2
þ qM

qy

� �2
þ qM

qz

� �2" #

¼ A

2

qm

qx

� �2
þ qm

qy

� �2
þ qm

qz

� �2" #
ð1:50Þ
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where we have introduced a new exchange constant A ¼ aM2
s using the unit mag-

netization vector m defined above. The total exchange energy of a ferromagnetic

body can be evaluated, as usual, as an integral of the corresponding density Eq.

(1.49) (or Eq. 1.50) over the body volume:

Eexch ¼
ð
V
eexchðrÞ dV ¼ A

2

ð
V

qm

qx

� �2
þ qm

qy

� �2
þ qm

qz

� �2" #
dV ð1:51Þ

Magnetic Anisotropy Energy

As stated above, the exchange energy is invariant under the rotation of the magne-

tization configuration as a whole, which means that it does not depend on the ori-

entation of the total magnetic moment of the body with respect to its crystallo-

graphic axes. On the other hand, there exists a well-known experimental fact that

if a sample represents a single crystal, then for many ferromagnets it is much

easier to magnetize it in certain directions than in some other directions. This

means that there exists an energy contribution which depends heavily on the mag-

netization orientation relative to crystallographic axes.

This energy contribution is termed the magnetic anisotropy energy. Its physical ori-
gins are: (1) interaction between atomic magnetic moments with the electric field

of a crystal lattice (spin-orbit); and (2) direct magnetic (spin–spin) interaction be-

tween atomic moments. For both types of interaction, the corresponding energies

depend heavily on the orientation of magnetic moments relative to each other and

to the crystal lattice, thus providing the desired orientation dependence of the ani-

sotropy energy. The characteristic magnitude of this energy is usually much less

than that of the exchange energy because, according to Eq. (1.32), atomic magnetic

moments contain a small factor v=c, where v is the velocity of atomic electrons and

c is the speed of light (a more detailed discussion of this question can be found in

Landau and Lifshitz, 1975b).

To identify the nature of the anisotropy energy density, it is again sufficient to

use general symmetry considerations (Landau and Lifshitz, 1975a). First, the aniso-

tropy energy should depend on the magnetization orientation itself (and not on its

spatial derivatives as the exchange energy), which means that it depends directly

on the magnetization components mi ði ¼ x; y; zÞ. The second idea is the same as

for the exchange energy – the anisotropy energy density is invariant with respect

to the time inversion operation, and hence can be only an even function of such

components. Considering first the simplest possible case – products of two mi-

components – we obtain the anisotropy energy density ean in the form

ean ¼
X
i; k

Kikmimk ð1:52Þ

where Kik is also a symmetrical tensor.
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The remainder of the information required for complete determination of the

anisotropy energy density is provided by the symmetry of the crystal lattice of a fer-

romagnet under study. In the simplest case of a uniaxial crystal, let us choose the

z-axis of our coordinate system along the main crystal symmetry axis. For such a

crystal there exists only one independent component of Kik for which the corre-

sponding combination of the magnetization components is orientation-dependent

(there is also another K-component corresponding to the combination of m-values,

namely m2
x þm2

y þm2
z ¼ 1 which does not depend on anything). For such crystals,

the anisotropy energy density is

ean ¼ Kðm2
x þm2

y Þ ¼ K sin2 y ð1:53Þ

where y is the angle between the magnetization vector and the z-axis (uniaxial

magnetic anisotropy). If K > 0, then the anisotropy energy is minimal for the mag-

netization along the symmetry axis ðy ¼ 0Þ – ‘‘easy axis’’ anisotropy. For K < 0, the

minimal energy is achieved if the magnetization lies in the plane perpendicular to

this axis – the ‘‘easy-plane’’ case.

Quite often, terms of higher orders in mi-values are needed. In hexagonal crys-

tals, such terms only modify Eq. (1.53) as

ean ¼ K1 sin
2 yþ K2 sin

4 y ð1:54Þ

though in cubic crystals they provide the first nonvanishing contributions to the

anisotropy energy density at all:

ean ¼ Kðm2
xm

2
y þm2

xm
2
z þm2

y m
2
z Þ ð1:55Þ

This means that in cubic crystals there exist either three (for K > 0, energy min-

ima for m along the cube edges, as in iron) or four (K < 0, minima for m along

the cube space diagonals, e.g., in nickel) equivalent easy magnetization axis.

Magnetic Dipole Interaction (Demagnetizing) Energy

Another important energy contribution occurs due to the dipolar interaction of

magnetic moments: any magnetic dipole creates the magnetic field (Eq. 1.34); if

another dipole is placed into this field, then it possesses an energy according to

Eq. (1.37). The energy of a system of two dipoles can be written either as an energy

of the first dipole m1 in the field of the second one at the location point of the first

h21, or vice versa:

E ¼ �m1h21 ¼ �m2h12 ð1:56Þ

Rewriting this expression in a symmetrical form

E ¼ � 1

2
ðm1h21 þ m2h12Þ ð1:57Þ

1.2.4 Magnetic Field in Condensed Matter: Special Topics 47



we can immediately generalize it to a system of many dipoles:

E ¼ � 1

2

X
i

mihi ð1:58Þ

where hi means the dipole field created at the location of the i-th dipole by all other

dipoles.

What we need now is the continuous version of Eq. (1.58) – that is, the energy of

the magnetic dipolar interaction which exists between various parts of a ferromag-

netic body if the magnetization configuration of a body MðrÞ is known. According
to the rules explained in Section 1.2.3, for the transition to the condensed matter

case exact microscopic quantities appearing in Eq. (1.58) should be replaced as fol-

lows: hi ! Bi and mi ! MiDVi. Here, we have subdivided the ferromagnetic body

into a (finite) number of small parts with volumes DVi, so that the index i refers
now not to the point dipole [as in Eq. (1.58)] but to such a small part of a body.

Passing to a continuous limit, we obtain as a generalization of Eq. (1.58) an inte-

gral expression

Edip ¼ � 1

2

ð
V
MB dV ð1:59Þ

For further use it is more convenient to rewrite the equation using the field H.

Substituting the expression B ¼ Hþ 4pM (see Eq. 1.43) into Eq. (1.59) and using

the fact that in ferromagnets the absolute value of the magnetization is constant

ðM2 ¼ M2
s ¼ ConstÞ, we obtain

Edip ¼ � 1

2

ð
V
MH dV � 2p

ð
V
M2 dV ¼ � 1

2

ð
V
MH dV � 2pM2

SV

The last term can be omitted because for the given body it is constant, and any con-

stant in an energy expression can be omitted ( just choose this constant as a refer-

ence point). The final result then is

Edip ¼ � 1

2

ð
V
MHdip dV ð1:60Þ

Here, the notation Hdip points out that the field in Eq. (1.60) is the dipole magnetic

field created by all magnetic moments of a body. We also note that despite Eq.

(1.60) appearing to be simply a continuous version of Eq. (1.58) in a general case,

it is valid for ferromagnets only, because by its derivation we have substantially

used the condition M2 ¼ M2
s ¼ Const. The similarity between Eqs. (1.58) and

(1.60) arises from the confusing notation mentioned above (hhi ¼ B and not H!).

The dipole energy (Eq. (1.60), often also called magnetostatic energy) is always

non-negative: Edip b 0. To prove this, we expand the integration in Eq. (1.60) over
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the whole space (we can do this because outside a body M ¼ 0) and replace M by

M ¼ ðB�HÞ=4p using Eq. (1.43). Then, Eq. (1.60) takes the form

Edip ¼ � 1

2

ð
MH dV ¼ � 1

8p

ð
BH dV þ 1

8p

ð
H2 dV ð1:61Þ

Now, we need a so-called orthogonality theorem from vector analysis: a volume in-

tegral over the whole space of the product of a divergence-free and a rotor-free field

is zero, if these fields are square-integrable functions (which means that inte-

grals of their squares over the whole space are finite). Magnetic induction B is a

divergence-free field (see Eq. 1.39), and magnetic field H is rotor-free (see Eq.

1.42). It is also easy to show that these fields, when created by any finite system

(of permanent magnets or of electrical currents), are square-integrable. For this

reason the orthogonality theorem states that the first integral in Eq. (1.61) is exactly

zero, thus leading to the final result

Edip ¼ 1

8p

ð
H2

dip dV ð1:62Þ

where the integral is taken over the whole space. From Eq. (1.62) it is evident that

the magnetostatic energy is always non-negative, and is zero only if the dipolar

field is absent at all. To handle the magnetostatic energy and corresponding field

more easily, a useful concept of ‘‘magnetic charges’’ can be introduced in a follow-

ing manner. Let us rewrite the condition of Eq. (1.39) divB ¼ 0 using the relation-

ship of Eq. (1.43) between B, M and H as

div Hdip ¼ �4p div M

Now, by formally defining a scalar quantity rmag as

rmag ¼ �div M ð1:63Þ

we arrive at the equation

div Hdip ¼ 4prmag ð1:64Þ

that exactly resembles the corresponding Maxwell Equation (1.3), which states

(see discussion in Section 1.2.2.2) that the sources of the electric field are electric

charges. This is the reason why the quantity rmag defined by Eq. (1.63) is called the

density of ‘‘magnetic charges’’, despite the fact that real magnetic charges (i.e.,

charges which would produce the real microscopic magnetic field h) do not exist

(see Eq. 1.4). ‘‘Magnetic charges’’ introduced above are simply a very convenient

mathematical tool both for quick estimation and for detailed calculations dealing

with the magnetostatic energy.
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Let us present a simple example. We consider a ferromagnetic slab uniformly

magnetized along its long axis, as shown in Figure 1.16. Clearly, div M ¼ 0 every-

where except for the regions near the ends of the slab. If we consider a small vol-

ume around, say, the slab’s right-hand end, then it can be seen that there exists a

total nonzero flux of the magnetization M into this volume. According to the defi-

nition of the divergence operator (which is, roughly speaking, the average flux of a

vector field out of a small volume surrounding the given point divided by this vol-

ume), this means that the average divergence of M for the region near the right-

hand slab end is negative (div M < 0) and, according to the definition in Eq.

(1.63), there is a net positive ‘‘magnetic charge’’ near this end. By the same token,

there exists a negative magnetic charge (we omit ‘‘. . .’’ here and below, but please

do remember that magnetic charges are not real physical charges!) near the left-

hand end of the slab (Fig. 1.16).

It follows from Eq. (1.64) that magnetic charges are the sources of the magnetic

field H. Thus, from the arguments presented above we can conclude that the mag-

netic field created by a uniformly magnetized slab (which is a very good model for

a bar-shaped permanent magnet) should look exactly like the electric field of a large

(not point-like!) dipole because such a slab possesses two magnetic charges with

equal magnitude and opposite sign on its ends. And this similarity is indeed pres-

ent, which is a well-known text-book result.

Now we are also able to explain why the magnetostatic energy is often called the

‘‘demagnetizing’’ energy. For the simplest case of a ferromagnetic layer uniformly

magnetized perpendicular to its plane (Fig. 1.17) there exist (according to the pre-

Fig. 1.16. ‘‘Magnetic charges’’ for a uniformly magnetized slab.

Fig. 1.17. Demagnetizing field of a layer which is uniformly

magnetized perpendicular to its plane.
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vious consideration) positive magnetic charges on its upper surface, and negative

charges on its lower surface. The field induced by such a system of two charged

planes is well known (it looks exactly as the electric field of a flat capacitor) – it ex-

ists only inside the layer, is homogeneous (from symmetry reasons), and is di-

rected from positive to negative charges. This means that it is directed opposite to

the magnetization thus trying to decrease it. The latter statement is true not only

for the example presented above but also in a general case – the magnetic field

Hdip created by some magnetization distribution tries to decrease the correspond-

ing magnetization and hence is called the demagnetizing field [and its magneto-

static energy, Eq. (1.62) – the demagnetizing energy].

The concept of magnetic charges also enables us to determine in which cases

there is no demagnetizing energy – we should simply avoid the appearance of

such charges, because they create the demagnetizing field and this field always (ac-

cording to Eq. 1.62) carries energy with them. Magnetic charges (Eq. 1.63) are ab-

sent if div M ¼ 0 everywhere – in other words, the charges are absent when the

lines of the magnetization field are continuous. Some examples of corresponding

magnetization configurations (magnetic layer and core) are shown in Figure 1.18.

1.2.4.2

Magnetic Domains and Domain Walls

Although some materials such as iron, cobalt, and nickel are ferromagnetic, mac-

roscopic samples of, for example, nickel taken without special preparation either

do not possess a spontaneous magnetization at all, or their total moment is much

less than those expected for the magnetically saturated sample (where all atomic

magnetic moments are aligned parallel to each other). The phenomenological ex-

planation of this fact was provided by Weiss at the start of the 20th century in

connection with his effective field theory (see above). For polycrystalline samples,

Weiss’ explanation can be reformulated as follows (Kittel, 1986). The effective field

– and hence the directions of the spontaneous magnetization – may be different in

different parts of a ferromagnetic sample (e.g., in different crystallites). Then, in-

side one crystallite all elementary magnetic moments would be parallel, so that a

single crystallite would possess a net macroscopic magnetic moment. However,

due to different (and essentially random) directions of these moments for various

crystallites, the net magnetic moment of the sample would be very small, as is ob-

served experimentally.

Fig. 1.18. Examples of stray-field-free magnetization configurations.
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Today, we know that such regions of a ferromagnetic sample where atomic mag-

netic moments are aligned parallel to each other – the magnetic domains – do not

necessarily coincide with crystallites (in particular, a single-crystal sample may also

consist of many domains). Nonetheless, the idea itself concerning the coexistence

of such regions with various magnetization directions inside one sample was cor-

rect, and today we have at our disposal many methods which enable the direct ob-

servation of such domains (Chikazumi, 1964); subsequently, the so-called domain

theory has become a well-established area of magnetism.

The main reason why magnetic domains do exist even in single-crystal samples

is the demagnetizing energy (see Section 1.2.4.1). If all magnetic moments of a

macroscopic sample were to be aligned, it would possess a huge total magnetic

moment inducing a strong magnetic field. According to Eq. (1.62), a system which

produces such a field would have a very large demagnetizing energy, making the

corresponding fully aligned state energetically unfavorable. For this reason, in the

absence of a strong external field (which would cause the alignment of all elemen-

tary moments along this field), a macroscopic ferromagnetic sample is usually di-

vided into many domains, the magnetic moments of which are oriented in such a

manner that the existence of ‘‘magnetic poles’’ or ‘‘magnetic charges’’ (which can

be considered as sources of a magnetic field H) is avoided as far as possible (Fig.

1.19). Another important factor which determines the direction of magnetic mo-

ments inside a single domain is the magnetic anisotropy of a crystal: the magnetic

moment of a domain should preferably be directed along one of the crystal aniso-

tropy axis of a crystal lattice (to minimize the anisotropy energy).

Domains are separated from each other by boundaries called domain walls (Chi-
kazumi, 1964; Kittel, 1986). The parameters of these walls (e.g., their thickness and

energy) which are important in applications of magnetic materials can be calcu-

lated using the above-mentioned phenomenological domain theory. Although

such calculations are far beyond the scope of this chapter, we can try to understand

the main dependencies of these parameters on magnetic properties of the material,

at least qualitatively.

Let us consider the simplest example of a domain wall – a wall between two do-

mains in a uniaxial crystal where magnetization directions in these domains are

opposite (along two opposite directions of the anisotropy axis) (Landau and Lif-

shitz, 1975a; Kittel, 1986). The transition between these two magnetization direc-

tions should be very smooth on the atomic length scale (see Fig. 1.20), because

Fig. 1.19. Examples of magnetic domain configurations that

do not produce any stray field.
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abrupt changes in the magnetization direction with a large angle between magne-

tizations, in two adjacent atomic layers would lead to high exchange energy.

To estimate the width dw of this transition region (domain wall) (Landau and Lif-

shitz, 1975a), we first note that this width should increase with the increasing ex-

change constant A of the material (see Eq. 1.50) because a larger magnitude of the

exchange interaction requires a smoother transition (smaller magnetization angles

between two adjacent atomic layers are allowed). On the other hand, the larger the

width of such a wall, the larger is its anisotropy energy, because inside a wall, the

magnetic moments are not oriented along the (energetically favorable) direction of

the anisotropy axes. For this reason, dw should decrease with an increasing aniso-

tropy constant K (see Eqs. 1.53 and 1.55). The simplest combination of the con-

stants A and K with the dimension of a length and with the properties just men-

tioned is dw @
ffiffiffiffiffiffiffiffiffiffi
A=K

p
, and this expression indeed gives the correct dependence of

the domain wall width on the magnetic parameters of the material in the situation

shown in Figure 1.20.

The corresponding energy dependence can be guessed using the same argu-

ments: the domain wall energy clearly increases with both A and K, because inside
a domain wall we have both energy contributions. The corresponding dimension-

ally correct combination (with the dimension energy per unit area) gives the de-

sired domain wall energy dependence on the material parameters: Ew @
ffiffiffiffiffiffiffi
AK

p
.

1.2.4.3

Magnetization Curves and Hysteresis Loops

If we apply an external field to a demagnetized (i.e., without a net magnetic mo-

ment) ferromagnetic sample, then a macroscopic magnetic moment m ¼ Ð M dV
will appear in this specimen. If we increase the field magnitude, then the magni-

Fig. 1.20. Structure of a 180� domain wall in a uniaxial magnetic material.
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tude of this moment also increases until at some certain field value Hsat, the so-

called saturated state where all microscopic moments of a sample are aligned in

the field direction will be achieved. The increase of the field intensity beyond this

value will clearly not result in any further moment growth. The process just de-

scribed is termed the ‘‘initial magnetization process’’; the corresponding depen-

dence of the total magnetic moment projection mz on the field direction (which

we will take as a positive direction of the z-axis) – the initial magnetization curve

– is shown in Figure 1.21 as the line OA.
Within the domain picture there are two main reasons for such a continuous

magnetization growth with the increasing field: (1) rotation of the magnetization

inside a domain towards the external field direction; and (2) domain growth – that

is, the sizes of those domains whose magnetic moments are oriented approxi-

mately along the external field will increase on the cost of less favorably oriented

domains. Processes of the first type result in an increase of the anisotropy energy,

because magnetic moments are forced to rotate out of the easy-axes directions

(along which they were oriented in the absence of the external field). This aniso-

tropy energy growth (see Eqs. 1.53 and 1.55) should be compensated by the de-

crease of the energy in the external field (Eq. 1.37), which can require quite large

field magnitudes. In contrast to the magnetization rotation, the second type of pro-

cess requires ‘‘only’’ domain wall displacements, and this can be normally be done

without major effort. For this reason, the lower part of the initial magnetization

curve is usually dominated by the domain growth, whereas its behavior near satu-

ration is determined by the magnetization rotation processes.

One of the most striking phenomena in ferromagnetism is the existence of the

magnetization hysteresis or the irreversibility of the magnetization processes (Chi-

kazumi, 1964; Kittel, 1986). This means that if we decrease the field magnitude

starting from the saturated sample state A (Fig. 1.21), then the field dependence

of the sample magnetic moment (shown by the curve AB) does not coincide with

the corresponding dependence for the increasing field (curve OA). When we de-

crease the field to zero, there is still some substantial net magnetic moment left –

this is called the remanent magnetic moment mR. If we then reverse the field direc-

tion and again increase its magnitude, a certain (often quite large) nonzero value of

this field Hc (called the coercive force) is needed to bring the net sample moment

Fig. 1.21. Typical initial magnetization curve O ! A and

hysteresis loop. A ! B ! C ! D ! E ! F ! A for

ferromagnetic materials.
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to zero (point C in Fig. 1.21). Further increase of the field amplitude in the nega-

tive direction also leads to sample saturation in this direction (state D). Finally,
by decreasing the field magnitude up to zero and then increasing it again in

the positive direction, the magnetization of our sample will follow the curve

D ! E ! F ! A. So, during a complete field cycle Hsat ! �Hsat ! Hsat the sam-

ple magnetic moment changes along the curve A ! B ! C ! D ! E ! F ! A,
which is called the hysteresis loop.
The general reason for such a hysteretic behavior is the existence of so-called

metastable states – those system states that correspond to local (and not global) en-

ergy minima. Such states are separated from the global minimum and other local

minima by energy barriers. If the heights of these barriers are large compared to

the temperature (in other words, to the energy of thermal excitations), then the sys-

tem may remain in such a metastable state for a macroscopically long time, al-

though this particular state does not correspond to the global energy minimum

achievable for the given external parameters (in our case, in the given external

field).

To make this explanation more transparent, let us consider the simplest example

of a single-domain uniaxial ferromagnet placed in an external field with the direc-

tion along its easy anisotropy axis. We start from a large value of this field in one

direction (which we will call positive) where the sample is saturated. When we re-

duce the external field to zero, all atomic magnetic moments remain oriented in

the same direction, because this direction corresponds to one of the two possible

minima of the anisotropy energy, and hence the sample remains saturated (for

simplicity, we neglect the demagnetizing field). If we now apply a relatively small

external field in the opposite (negative) direction, then a global energy minimum

of the system would correspond to the magnetization saturated in this negative di-

rection (because the magnetization direction would coincide not only with one of

the two easy axis directions but also with the external field). However, before we

applied this small negative field the magnetization was aligned in the positive di-

rection of the anisotropy axis. It still corresponds to a (local) energy minimum be-

cause all moments are oriented along the anisotropy axis (see Eq. (1.53) and subse-

quent discussion) so that in order to switch to the opposite (negative) direction,

they must overcome an anisotropy energy barrier.

In this situation the sample magnetic moment will remain oriented in the posi-

tive direction until a certain negative field value is achieved where the minimum

corresponding to the positive magnetization orientation vanishes. In this field, the

magnetic moment will ‘‘suddenly’’ jump to the opposite direction and the hyste-

resis loop for such a sample will resemble that shown in Figure 1.22. For real sys-

tems, where different easy axes as well as structural defects and demagnetizing

fields are present, the resulting hysteresis loop can be much more complicated, al-

though the main result – the presence of hysteresis due to the existence of meta-

stable states – remains valid.

As explained above, during the hysteresis cycle metastable states vanish (under

the influence of the external field) and the system jumps into energetically lower

states. Because the system energy drops after such a jump (transition), an energy
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dissipation occurs when we proceed along the hysteresis loop changing the exter-

nal field. The total energy loss for one complete hysteresis cycle can be calculated

quite easily (Chikazumi, 1964) using general expressions for the energy of a ferro-

magnetic body in an external field. However, the final result can be guessed with-

out any calculations based again on dimensionality arguments. Namely, we need

some characteristics of the hysteresis loop such as that shown in Figure 1.22 which

has the dimension of an energy (erg, or in magnetic quantities mH) and is depen-

dent on the magnetization behavior during the whole remagnetization process (be-

cause energy losses can occur in principle at any point of the hysteresis loop). The

simplest loop characteristic which satisfies these two conditions is its area Shyst in

m�H coordinates, given by the corresponding curve integral over the complete

hysteresis loop:

W ¼
þ
mzðHzÞ dHz ¼ Shyst ð1:65Þ

This expression, indeed, provides the correct result for the total energy W losses

after one complete hysteresis cycle (such as the path A ! B ! C ! D ! E !
F ! A in Fig. 1.21).

1.2.4.4

Single-Domain Particles and Superparamagnetism

Sufficiently small ferromagnetic particles possess an important property which

makes them attractive for many applications: particles below a certain size are al-

ways in a so called single-domain state (Kneller, 1966; Landau and Lifshitz, 1975a).

This means that the whole particle volume is occupied by a single magnetic

domain – that is, all atomic magnetic moments of such a particle are aligned par-

allel to each other (homogeneous magnetization state).

The main reasons for the transition to a single-domain state for very small par-

ticles are: (1) the demagnetizing energy which favors closed (noncollinear) magne-

tization configuration decreases when the particle size decreases; whereas (2) the

exchange energy of a nonhomogeneous magnetization configuration increases

when the size of such a configuration (which cannot be larger than a particle size)

decreases. This means that below a certain particle size, the homogeneous (single-

Fig. 1.22. A hysteresis loop for a Stoner–Wohlfarth particle

(see text for details).
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domain) particle magnetization state which has a relatively large demagnetizing

energy but very low exchange energy is energetically more favorable than some

closed (multi-domain) magnetization configuration with low demagnetizing but

large exchange energy.

To estimate the critical size below which a particle should be single-domain (Lan-

dau and Lifshitz, 1975a), let us study the size dependence of the energy contribu-

tions mentioned above. The demagnetizing energy of a single-domain state can be

easily estimated using Eq. (1.60). The demagnetizing field Hdem inside a homoge-

neously magnetized spherical particle with the saturation magnetization M is

Hdem ¼ �4pM=3 (Kittel, 1986) which, according to Eq. (1.60), leads to the demag-

netizing energy of the order Edem @M2V, where V is the particle volume. The ex-

change energy density of a nonhomogeneous magnetization configuration inside a

particle if large (@M) magnetization changes occur at the length scale of the parti-

cle size a is eexch @ aM2=a2 (see Eq. 1.50), so that the total exchange energy is

Eexch @ eexchV @ ðaM2=a2ÞV (and only large magnetization rotations leading to

closed magnetization configurations can provide substantial decrease of the de-

magnetizing energy).

The particle ‘‘prefers’’ a single-domain state if the corresponding demagnetizing

energy is less than the exchange energy of a closed magnetization state inside a

particle: Edem < Eexch, or M2V < ðaM2=a2ÞV. This means that the particle is in a

single-domain state if its size is less than acr @
ffiffiffi
a

p
. For materials with a large mag-

netic anisotropy constant K, one should also take into account the anisotropy en-

ergy of a nonhomogeneous magnetization configuration which leads to the esti-

mate acr @
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aK=M2

p
. The critical sizes for common ferromagnetic materials such

as Fe or Ni are@10 . . . 100 nm.

The energy calculation for a single-domain particle can be greatly simplified.

First, its magnetization configuration can be described by a single vector m of its

total dipole magnetic moment the magnitude of which is simply proportional to

the particle volume: m ¼ MsV (Ms is the saturation magnetization of the particle

material). The exchange energy (see Eq. 1.50) for the homogeneous magnetization

configuration is Eexch ¼ 0. Further, for a spherical particle its demagnetizing en-

ergy does not depend on the moment orientation and hence can be omitted as

any constant in the energy expression. Thus, the particle energy can be written as

a sum of its magnetic moment energy in the external field H0 (see Eq. 1.37) and its

magnetic anisotropy energy (see, e.g., Eq. 1.53):

E ¼ �mH0MsV þ KV sin2ðnmÞ ð1:66Þ

Here, we have used the unit vector m along the particle magnetic moment and the

unit vector n along the particle anisotropy axis.

The system of uniaxial single-domain particles each of which possesses the en-

ergy (Eq. 1.66) is known as a Stoner–Wohlfarth model (Stoner and Wohlfarth,

1948), and is widely used in fine magnetic particle theory due to its (apparently)

simple properties. One of its most important features is the existence of a magne-

tization hysteresis in a collection of such particles (see the corresponding explana-
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tion in Section 1.2.4.3). Due to the simple energy expression (Eq. 1.66) for a single

particle, many magnetic characteristics of the noninteracting Stoner–Wohlfarth

model such as initial susceptibility, permanent magnetization and coercive force

can be computed either analytically or by very transparent numerical calculations

(Kneller, 1966).

Another interesting property of fine particle systems is that, above a certain tem-

perature Tsp, such a system behaves like a paramagnetic body, although Tsp is still

much lower than the Curie point Tc for the corresponding ferromagnetic material.

To understand this behavior (Kneller, 1966), let us consider a system of uniaxial

particles with the energies described by Eq. (1.66).

In the absence of an external field the magnetic moment of each particle has two

equivalent equilibrium positions (states) along two opposite directions of the aniso-

tropy axis. These states are separated by the energy barrier, with height equal to the

maximal possible anisotropy energy: Emax
an ¼ KV . If the system temperature is suf-

ficiently low such that the thermal activation energy kT is much less than this bar-

rier height, then the magnetic moment of each particle will (almost) forever stay in

one of these two states depending on the previous system history (i.e., in which di-

rection a strong external field was applied, say, several years ago). However, for suf-

ficiently high temperatures T > Tsp, thermal transitions between the two equilib-

rium states may occur on the observable time scale so that after some time each

moment can be found with equal probabilities in one of these two states.

For such temperatures the total magnetic moment of a fine particle system in

the absence of an external field is zero (as for paramagnetic and diamagnetic sub-

stances), because each moment can be oriented with equal probabilities in two op-

posite directions. When a small external field is applied, then the moment orienta-

tion along that direction of the anisotropy axis that has the smallest angle with this

field is preferred and the system demonstrates a net average magnetization along

the applied field (as usual paramagnets do). However, the magnetic susceptibility

(which characterizes the system response to the applied field) for such a system of

fine ferromagnetic particles is about 104 . . . 106 times larger than for usual para-

magnetic materials because the moment of small particles which now play the

role of single atoms (molecules) of a paramagnet is much larger than any atomic

or molecular magnetic moment. For this reason, the behavior of a fine particle sys-

tem for T > Tsp is known as superparamagnetism.

To estimate the temperature of this superparamagnetic transition Tsp (which is

also known as a blocking temperature Tbl), we are reminded that, according to the

Arrhenius law, for a system with the temperature T the average transition time

between two states separated by an energy barrier DE is ttr @ t0 expðDE=kTÞ,
k being the Boltzmann constant, DE@KV (see above). The prefactor t0 should

be measured experimentally, and for magnetic phenomena under study is about

t0 @ 10�9 s. To observe the superparamagnetic behavior, the observation time tobs
should be at least of the same order of magnitude as ttr, which leads to the relation-

ship tobs b t0 expðDE=kTÞ. Hence, for the given observation time tobs the blocking

temperature can be estimated as Tsp @KV=lnðtobs=t0Þ. The corresponding value,
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for example for iron particles of size@10 nm and an observation time tobs ¼ 1 is

Tsp @ 102 K.

In real fine particle systems the transition to a superparamagnetic state with in-

creasing temperature occurs gradually due to the always-present particle size and

shape distribution. These distributions lead to a spread of the energy barrier

heights, and this results in different transition temperatures for different particles.

1.2.4.5

Irreversible Magnetic Relaxation

The magnetic moment of a ferromagnetic system magnetized in an external field

and then left on its own often changes with time. This is one of the manifestations

of the so-called ‘‘irreversible magnetic relaxation phenomena’’, which inevitably

occur at finite temperatures in any magnetic system which is not in a thermal

equilibrium state.

A typical experiment to observe irreversible magnetic relaxation is as follows: a

system is magnetized in an external field so that it acquires some total magnetic

moment in the direction of this field. The magnitude and (or) the direction of the

applied field is then suddenly changed and the time dependence of the system

magnetic moment is measured. For a wide class of magnetic systems (magnetic

powders, some alloys, thin films, etc.) such measurements provide a nontrivial

result: magnetization relaxation is not exponential (mz @ expð�t=tcÞ, which one

would expect for the thermal relaxation of a system over an energy barrier) but

rather can be described by a linear–logarithmic dependence

mz ¼ m0 � S ln
t

t0

� �
or

dmz
dðln tÞ ¼ �Sð¼ ConstÞ ð1:67Þ

where the coefficient S is called magnetic viscosity. This linear–logarithmic depen-

dence fits in many cases experimental data measured over many time decades

from seconds to years (!) quite well. Such relaxation is called ‘‘anomalous’’ in order

to distinguish it from the simple exponential relaxation.

The first phenomenological explanation of this phenomenon for magnetic sys-

tems was provided by Street and Wooley (1949). These authors suggested that

such an unusual (at that time) relaxation behavior was due to the wide distribu-

tions of the energy barrier heights in the system under study. To understand why

such a distribution leads to the linear–logarithmic behavior, let us consider the

simplest model, namely a system of noninteracting magnetic particles each of

which has two equilibrium magnetization states separated by the energy barrier

E. We assume that the height of this barrier changes from particle to particle, and

that the fraction of particles dN with the energy barriers in the small interval from

E to E þ dE is dN ¼ rðEÞ dE (in this case rðEÞ is called the distribution density of

the energy barriers).
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The irreversible magnetization relaxation for particles with the given energy

barrier E is given by the simple exponential Arrhenius law mentioned above:

mz @ expð�t=tcÞ. This means that for each such particle the probability pðtÞ to

jump over the barrier during the time t is given by pðtÞ ¼ 1� expð�t=tcÞ. The re-

laxation time tc also exhibits an exponential dependence on the barrier height:

tc ¼ t0 expðE=kTÞ where the prefactor is about t0 @ 10�9 s (see the discussion of

the superparamagnetic phenomena given above).

For the observation time t, all particles with the relaxation time tc f t, had al-

ready relaxed almost surely (t=tc g 1, expð�t=tcÞA0 probability to jump pðtÞA1),

so that their relaxation can no longer be observed. The particles with much

larger relaxation times t=tc f 1 are still not yet relaxed almost surely (t=tc f 1,

expð�t=tcÞA1, probability to jump pðtÞA0), hence, their relaxation could no lon-

ger be observed either. Thus, the only particles whose relaxation we measure at the

observation time t are those with the relaxation time tcð¼ t0 expðE=kTÞÞ@ t – that

is, with the energy barriers EAEc ¼ kT lnðt=t0Þ. Due to the very strong (exponen-

tial!) dependence of the relaxation time on the energy barrier height E, only those

particles with barriers in a narrow interval DE@ kT around the so-called critical en-
ergy EcðtÞ ¼ kT lnðt=t0Þ make any substantial contribution to the magnetic relax-

ation, observed at time t (see Fig. 1.23a), where the probability to jump – that is,

the probability PðEÞ to overcome the energy barrier – is shown as a function of

the barrier height E. In other words, it is a very good approximation to treat the

critical energy Ec, as the boundary between the already relaxed and not yet relaxed

particles (Fig. 1.23b).

Fig. 1.23. An explanation of the linear–logarithmic time dependence of the magnetization.
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The width of the energy barrier distribution rðEÞ is normally much larger than

the thermal energy kT. For this reason, inside the mentioned small interval

DE@ kT around Ec this distribution can be treated as constant. Hence, the num-

ber of relaxed particles dn (and the magnetic moment decrease �dmz) in the time

interval from t to tþ dt can be calculated as the product of the corresponding value

rðEcÞ and the shift of the critical energy dEc during this interval (see Fig. 1.23c; we

recall that the critical energy separates relaxed and nonrelaxed particles):

dmzA�rðEcÞ dEcðtÞ. Substituting in this relationship the time dependence of the

critical energy EcðtÞ ¼ kT lnðt=t0Þ, so that dEcðtÞ ¼ kT dt=t, we obtain

dmzA�kTrðEcÞ dt=t or

t
dmz
dt

¼ dmz
d ln t

A�kTrðEcÞ ð1:68Þ

which coincides with Eq. (1.67) if we set S ¼ kTrðEcÞ. This means that the mag-

netic viscosity is simply proportional to the value of the energy barrier distribution

density for the critical energy Ec. Generally speaking, this depends on the observa-

tion time due to the time-dependence of Ec @ ln t. However, since this dependence

is very weak (logarithmic), it can be neglected for nonpathological barrier densities

rðEÞ, and this leads to the almost constant magnetic viscosity (Eq. 1.67) observed

experimentally.

1.2.4.6

Reconstruction of Magnetization Distribution Inside a Body

from Magnetic Field Measurements

In this last section we turn our attention to a question which, despite being some-

what aside from the main route, is extremely important for applications of magne-

tism in many areas, and especially in medicine. The question relates to the possi-

bility of reconstructing the complete magnetization configuration inside a body,

based on measurements of the magnetic field outside it. If this were possible,

then we would obtain a powerful tool for studying areas such as current distribu-

tion inside a human brain, This in turn would lead to immense progress not only

in the diagnosis of a variety of diseases but also to an understanding of how the

human brain functions.

From a mathematical viewpoint, we are looking for the solution of an integral

Eq. (1.27): provided that the magnetic potential Aðr0Þ outside a body is known ev-

erywhere, could we reconstruct the current distribution jðrÞ inside this body? This

would be the same as that of reconstructing the magnetization distribution MðrÞ
from the magnetic field measurements because MðrÞ can be calculated from the

known current distribution using the relationship rot MðrÞ ¼ j=c (see Section

1.2.2.3) whereby the field can be found as H ¼ rot A.

The problem described above is known as an inverse problem of potential theory

(Romanov, 1987) and, unfortunately, cannot be solved uniquely in general. To dem-
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onstrate this fact, we consider first the corresponding problem in electrostatics,

namely the reconstruction of charge distribution inside a body from electric field

measurements outside it. To show the nonuniqueness of the solution we turn our

attention to a simple example, the electric field outside a sphere which carries a

total charge Q . It is a well-known text-book result that while the charge distribution

inside the sphere remains spherically symmetrical, the field outside the sphere is

given by EðrÞ ¼ Q=r. Hence, this field is exactly the same if, for example: (1) there

is a point charge Q in the sphere center; or (2) if the same total charge Q is uni-

formly distributed on the sphere’s surface. Moreover, there is no way to determine

the real charge distribution in a sphere unless the field inside the sphere can be

measured.

The mathematical reason why such a reconstruction fails is that outside the

charged bodies the electric potential satisfies the Laplace Equation Df ¼ 0 (f is a

harmonic function). For such functions a so-called Dirichlet problem can be for-

mulated: find a solution of the Laplace Equation Df ¼ 0 outside some closed re-

gion W that satisfies some reasonable boundary condition on the surface S of W

(fðr A SÞ ¼ f ðrÞ) and vanishes at the infinity. It can be shown that the solution of

this problem is unique – that is, the values of the potential fðrÞ in the whole space

outside some closed surface S can be found if we know its values on this surface

fðr A SÞ. Hence, when measuring the potential (or the field) outside a charged

body we have at our disposal actually only two-dimensional (2D) information

(f-values on any closed surface surrounding a body), which is clearly insufficient

to reconstruct a three-dimensional (3D) volume charge distribution inside the

body.

The same arguments are valid for the magnetic vector potential. Indeed, this po-

tential satisfies the vector Poisson Equation (1.26) which outside a system of cur-

rents (or magnetic samples) transforms into the vector Laplace Equation DA ¼ 0.

Again, according to the same solution of the Dirichlet problem, the values of the

vector potential in the outer space are completely determined by its values on

some closed surface surrounding a system under study, so there is no way to ob-

tain more than 2D information and hence reconstruct a (generally) 3D current or

magnetization distribution inside the system.

Although this is a disappointing answer in general, there exist several particular

problems for which additional information about the current (magnetization) dis-

tribution is available, such that a reconstruction becomes possible. First, in the

simplest case when the magnetic field is known to be created by a single point-

like dipole, it is possible to reconstruct its position and the magnitude and orienta-

tion of its magnetic moment. In principle, such a reconstruction is possible for any

given finite number of dipoles, but in practice its reliability falls rapidly when this

number increases.

Another tractable case is when some symmetry properties of the magnetization

distribution to be reconstructed are known in advance. If, for example, we know

that the magnetization inside a finite cylinder is distributed in axially symmetrical

fashion and we can measure the magnetic field on some closed surface surround-

ing this cylinder, then the reconstruction is (in principle) possible.
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In concluding this discussion, we would like to mention that, apart from the

principal difficulties demonstrated above, the solution of the Fredholm integral

equations of the 1st type

f ðxÞ ¼
ð
Kðx; yÞgðyÞ dy

(one must solve for gðyÞ if the left-hand function f ðxÞ and the integral kernel

Kðx; yÞ are known) is the so-called ‘‘ill-conditioned problem’’ (Press et al., 1992) in

the Hadamard sense. This means, that small errors in the experimental data (rep-

resented here by f ðxÞÞ can cause arbitrary large deviations in the solution if no

special precautions (the so-called ‘‘regularization techniques’’) are taken. However,

this very interesting topic cannot be discuss at this point, and interested readers

are referred to literature references in Press et al. (1992).

Appendix

In this Appendix, the most important expressions from this chapter are listed in

Gauss units (left column) and SI units (right column) units. If expressions in SI

and Gauss systems coincide, only one formula is presented. The values of the SI

constants e0 and m0 appearing in these expressions are

e0 ¼ 107=ð4pc2A8:854� 10�12 Farad m�1

m0 ¼ 4p� 10�7 Henry m�1

rot e ¼ � 1

c

qh

qt
rot e ¼ � qh

qt
ðA:1Þ

rot h ¼ 1

c

qe

qt
þ 4p

c
j rot h ¼ m0e0

qe

qt
þ m0j ðA:2Þ

div e ¼ 4pr div e ¼ r

e0
ðA:3Þ

div h ¼ 0 ðA:4Þþ
L
e dl ¼ � 1

c

qFh

qt

þ
L
e d l ¼ � qFh

qt
ðA:8Þ

þ
L
h d l ¼ 1

c

qFe

qt
þ 4p

c
JS

þ
L
h d l ¼ m0e0

qFe

qt
þ m0JS ðA:9Þ

þ
S
e dS ¼ 4pQ

þ
S
e dS ¼ Q

e0
ðA:12Þ

þ
S
h dS ¼ 0 ðA:13Þ
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fðr0Þ ¼
ð
V

rðrÞ
jr0 � rj dV fðr0Þ ¼ 1

4pe0

ð
V

rðrÞ
jr0 � rj dV ðA:20Þ

edip ¼ 3r0ðdr0Þ
r 50

� d

r 30
edip ¼ 1

4pe0

3r0ðdr0Þ
r 50

� d

r 30

� �
ðA:24Þ

Aðr0Þ ¼ 1

c

ð
V

jðrÞ
jr0 � rj dV Aðr0Þ ¼ m0

4p

ð
V

jðrÞ
jr0 � rj dV ðA:27Þ

hdip ¼ 3r0ðmr0Þ
r 50

� d

r 30
hdip ¼ m0

4p

3r0ðmr0Þ
r50

� m

r 30

� �
ðA:34Þ

div B ¼ 0 div B ¼ 0

rot H ¼ 0 rot H ¼ 0
ðA:47Þ

B ¼ Hþ 4pM B ¼ m0ðHþMÞ
B ¼ mH B ¼ mm0H ðA:48Þ
M ¼ wH M ¼ wH
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1.3

Creating and Measuring Magnetic Fields

Wilfried Andrä and Hannes Nowak

1.3.1

Introduction

The scientific treatment of magnetism in medicine is inseparably connected with

both the generation of magnetic fields as well as with their measurement. How-

ever, before going into details of this topic it is necessary to provide a definition

for the unit of magnetic field strength which will be used throughout the chapters

of this book. Unfortunately, there is considerable confusion even in the technical

literature on magnetism and, of course, also in the specialist medical literature.

Very often, the terms ‘‘magnetic field’’ (H) and ‘‘magnetic flux density’’ or ‘‘mag-

netic induction’’ (B) are confused, though the meaning of these two terms is quite

different, as explained in Section 1.2 where the relationship between H and B is

provided in Eq. (1.43).

This mixing of magnetic quantities has, in general, no serious consequences for

the reader, however. More important is to have simple rules of conversion in order

to transform units of one system into units of another system. The two systems

most often used are the ‘‘International System of Units’’ (SI) and the so-called

Gaussian system or cgs system. The latter is often used in American publications,

whereas in the following chapters of this book the SI system is applied according

to the recommendations of the International Organization for Standardization.

In order to convert Gaussian units into SI units, the number of Gaussian units

must be multiplied by conversion factors that are listed in Table 1.1. For example,

1 Gauss (G) corresponds to 10�4 Tesla (T).

In the following paragraph, typical values of field strength are given in SI units

along with the corresponding cgs units in parentheses.

1.3.2

The Generation of Magnetic Fields

Magnetism in medicine has often to deal with magnetic fields that exist naturally.

One well-known example is that of the Earth’s magnetic field, Hea, the actual am-
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plitude of which is about 40 A m�1 (0.5 Oe). In many reports the corresponding

flux density Bea ¼ m0Hea is given (m0 ¼ 4p� 10�7 Vs Am�1 is the permeability of

the free space) with a magnitude of about 5� 10�5 Vs m�2 (0.5 G). Especially in

reports dealing with very weak or very strong magnetic fields, the unit Vs m�2 is

usually replaced by the abbreviation T (¼ Tesla).

A second type of magnetic field, generated by natural processes, forms the cen-

tral subject of biomagnetism. The sources of these fields are small electric currents

within the human body, giving rise to extremely weak magnetic fields outside the

body (this subject is described in more detail in Chapter 2). The corresponding

field strength is at maximum of the order of HbioA10�4 A m�1 (1:25� 10�6 Oe),

and the flux density BbioA1:25� 10�10 T (1:25� 10�6 G).

Artificially produced magnetic fields are required in many medical methods.

Their magnitudes range approximately from less than 1% of the Earth’s magnetic

field up to more than 4� 106 A m�1 (5� 104 Oe). The weak as well as the ex-

tremely strong fields are usually generated by electric currents flowing in suitably

designed wires. Large-sized solenoids are used in magnetic resonance tomography

(MRT). In order to produce the strong constant magnetic fields required for this

technique, very high currents must flow for a very long time. This demand can

be met by using superconducting wires (see Section 3.2), while in other cases the

wire is replaced by copper tubes designed for effective water cooling. The field

generated in the center of a long solenoid can easily be estimated using Eq. (1.69):

H ¼ iN=L ð1:69Þ

where i is the current, N is the number of windings and L denotes the length of

the coil. The field on the axis of a solenoid as shown in Figure 1.24 is exactly paral-

lel to the coil axis, and can be calculated using the following equation:

HðxÞ=j ¼ ð1=2Þ � UP � ln Ra þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2

a þUP2
p

Ri þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2

i þUP2
q �UM � ln Ra þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2

a þUM2
p

Ri þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2

i þUM2
q

2
64

3
75
ð1:70Þ

Table 1.1. The relationship between gaussian and SI units.

Quantity Symbol Gaussian unit Conversion factor SI unit

Magnetic field strength H Oerstedt (Oe) 103/4p A m�1

Magnetization M Gauss (G) 103 A m�1

Magnetic T polarization J Gauss (G) 10�4 Vs m�2 ¼ T

Magnetic T induction B Gauss (G) 10�4 Vs m�2 ¼ T

Susceptibility ¼ M/H w 1 4p 1

Using Gaussian units B ¼ H þ 4pM
Using SI units B ¼ moðH þMÞ, with mo ¼ 4p10�7 V�s A�m�1
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with UP ¼ ðx þ L=2Þ and UM ¼ ðx � L=2Þ; x is the distance from the coil center; j
is given by the Equation j ¼ i=F, where i is the total current flowing through the

cross-section F ¼ ðRa � RiÞ � L of the solenoid. The natures of Ra, Ri, and L are ex-

plained in Figure 1.24. The calculation of field strength for points outside the coil

axis is more complicated and beyond the scope of this book, but interested readers

are referred to specialized literature (e.g., Smythe, 1989). In general, the field can

be calculated as a sum of contributions generated by circular currents of different

radius and axis position (Landau and Lifschitz, 1967). The final equations are com-

plicated, and normally the calculation of required field strengths is performed by

numerical computation. Analytical formulas for long solenoids and locations near

the axis have been provided by Jackson (1962). It should be pointed out that off-axis

fields are in general oblique to the axis. Coils similar to that shown in Figure 1.24

are used for magnetic stereotaxis as well as for many other applications. In order to

achieve different geometrical field distributions, the construction of the current-

carrying wires must be correctly chosen. A typical example for such design was

provided by Meeker et al. (1996) in a report detailing magnetic stereotaxis. The

general considerations on the construction of air-core solenoids, including me-

chanical problems and problems of cooling, are treated in detail by Zijlstra (1967a).

Fields of medium strength are generated primarily by means of electromagnets,

many different types of which have been described in the literature. The construc-

tions are usually designed according to the special application with the aim to

achieve the desired field strength (and also a desired field distribution) with a min-

imum of both electric power consumption and weight. The general advantage of

electromagnets is that it is possible to concentrate the field at a certain region

with the electric currents flowing in a remote region. However, the ability of mag-

netic materials to ‘‘conduct’’ magnetic fields in a similar way as copper conducts

the electric current is restricted. The principle of an electromagnet is shown in Fig-

ure 1.25.

Some examples of electromagnets have been described in Section 1.1. One of

these was the so-called ‘‘giant magnet’’ of Dr. Haab, which was designed to remove

Fig. 1.24. A solenoid for the generation of magnetic fields.
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magnetic objects from the eye (see Fig. 1.4). Clearly, this construction appears

quite different to the scheme of Figure 1.25, due mainly to the fact that in Dr.

Haab’s equipment the yoke is degenerated to a sphere-shaped iron body in order

to produce an extremely inhomogeneous magnetic field just at the tip of the mag-

net. Other examples of rather large electromagnets which are more similar to Fig-

ure 1.25 are shown in Figure 3.20 (see Section 3.2). These are designed for MRT,

and have flux densities of about 0.3 T and 1 T, respectively. In Figure 3.20 the

magnetic core is hidden behind a casing, whereas the air gap with the bed can be

distinguished. In principle, the field in the air gap can be calculated, though there

is no simple relationship similar to Eq. (1.70). In the case of a comparably narrow

air gap the field strength, Hair, can be roughly estimated by:

Hair ¼ N � i�HfeLfe

Lair
ð1:71Þ

where N � i is the product of the current and the number of windings in the coil.

Lfe and Lair are the path lengths of the field along the yoke and the air gap, respec-

tively. The value of the field strength inside the iron yoke, Hfe, however, depends

on several parameters, including the magnetic properties of the yoke material as a

function of N � i and the actual geometry of the magnet. In most cases the yoke

material is not strongly magnetized. Then, if Lfe is small compared to Lair, the

term Hfe � Lfe in Eq. (1.71) may be neglected. More detailed calculations are com-

plicated. In particular, the so-called demagnetizing effects give rise to serious cor-

rections of Eq. (1.71). Demagnetizing relates to the influence of magnetic fields

(caused by magnetic poles on the surfaces or inside the yoke) on the magnetization

of the yoke material. In this regard, the interested reader is referred to specialist

publications on magnetic problems (e.g., Kneller, 1962; Zijlstra, 1967a), wherein

the general design of electromagnetic circuits is described.

Fig. 1.25. Schematic representation of an electromagnet. The main

part of the magnetic flux generated by the coil is conducted

through the iron yoke to the air gap.
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Cases also exist where permanent magnets are used, and these offer the great

advantage of being independent of electric power. On the other hand, the field

strength cannot be varied without complicated additional equipment. Permanent

magnets might be used preferably in cases where it is not possible to connect to a

mains electricity supply, for example during first aid treatment in the case of a road

traffic accident (Paliege et al., 1979). More recently, a small permanent magnet was

successfully used to remove intraocular ferromagnetic foreign bodies from the eye

(Kuhn and Heimann, 1991). The construction of permanent magnet circuits that

are properly designed for special applications depends essentially on both the mag-

netic material as well as the type of application. In this respect, major progress has

been made in the development of permanent magnetic materials, and correspond-

ingly the design of equipment has improved considerably during the past few

decades. Further details on this subject may be found in specialized books (e.g.,

McCaig and Clegg, 1987). The scheme of a typical permanent magnet circuit with

a yoke for flux closure is shown in Figure 1.26. For configurations similar to this

figure, the upper limit of the field strength in the air gap between rectangular

pole faces can be estimated by:

Hair=Mr ¼ 8 arctan
L �W

D
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 þW 2 þD2

p ð1:72Þ

where D is the width of the air gap, L and W are the edge lengths of the pole face,

and Mr is the magnetization of the permanent-magnet pieces.

Recently, several cases have been reported where small permanent magnets (e.g.,

spheres) were applied for the magnetic monitoring of capsules inside the gastroin-

testinal tract (see Section 4.2). One special advantage of these so-called markers is

the simple mathematical formulae of the magnetic field around these magnets

Fig. 1.26. Scheme of a permanent magnet circuit. Without the

yoke there would be poles at the back sides of the permanent

magnet pieces, giving rise to a stray field opposite to the main

field in the air gap.
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which can (in a good approximation) be described as a dipole field (see Section

1.2).

1.3.3

The Measurement of Magnetic Fields

The application of magnetism to medicine covers a rather large range of fields, and

as a consequence a great variety of methods has been developed suitable for the

measurement of magnetic field strength. However, within the scope of this book

only those methods significant to medical applications will be treated in detail.

Each method offers advantages as well as drawbacks which, in general, are more

or less pronounced for certain ranges of field strength. Therefore, the instruments

used must be chosen according to the field range of the specific application in

order to provide optimum sensitivity. Whilst a number of different definitions of

the term ‘‘sensitivity’’ have been reported in the literature, within the context of

this chapter the term ‘‘detection limit’’ is preferred. This denotes the lowest value

of field strength which can be reliably detected. Of course the meaning of ‘‘reli-

ably’’ must also be defined, with one condition being that the signal:noise ratio is

greater than 2. A compilation of typical field ranges, together with some selected

principles of measurement, is provided in Table 1.2. Many more methods and cor-

responding instruments – especially for applications in other technical fields – are

available, though only few of these have been used for medical techniques. The

reason for this is that, in many cases, the detection limit does not meet the corre-

sponding demand, while in other cases the handling may be too complicated. On

occasion, potential users may not be familiar with the respective method, and

consequently only about five principles of the methods listed in Table 1.2 are usu-

ally applied in medicine.

For many years, the primary position with regard to the greatest sensitivity or

lowest value of detection limit was held by the SQUID principle; this type of field

sensor is described in detail in Section 2.2. More recently, the atomic magnetome-

ter was developed with slightly higher sensitivity (Kominis et al., 2003; Schwindt

et al., 2004). In addition, the optical pumped magnetometer could be used to map

the human cardiomagnetic field (Bison et al., 2003). This new measuring principle

is based on the detection of the so-called Larmor-spin precession of atoms which

are excited by optical radiation. The sensitivity of the technique is essentially deter-

mined by the relaxation time which passes until the increased energy of the atoms

is delivered to the surroundings.

The secondary position with regard to detection limit is held by three principles.

The first of these, nuclear precession magnetometry, is used to detect small local

variations of an otherwise strong constant magnetic field; details of the basic prin-

ciple are provided in Section 3.2. The other principles are rotating-coil magnetome-

try, which is not used widely in medicine, and flux-gate magnetometers, which are

used in different fields of application.
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The operating scheme of a flux-gate magnetometer is shown in Figure 1.27. The

unit consists essentially of two magnetic cores (a and b) which are periodically

magnetized by an alternating current i in the primary coils (1a and 1b) with a fre-

quency n. The periodically varying magnetization of the cores induces voltages in

the two induction coils (2a and 2b). Without any external field these voltages cancel

because they are electrically connected against each other. An external field H,

however, leads to a different deformation of the induced voltages as functions of

time in the two induction coils, thereby yielding a residual signal with the main

contribution of a frequency 2n. This can be selectively amplified, thus permitting

a sensitive measurement of H (Michalowsky, 1993). Very small flux-gate sensors

were developed using planar technology (Vincueria et al., 1994), providing the ap-

plication of a high driving frequency n. A flux-gate magnetometer with a low detec-

tion limit was described by Hinnrichs et al. (2000).

The principle of an anisotropic magnetoresistive (AMR) field sensor (McGuire

and Potter, 1975) is illustrated in Figure 1.28. The essential feature is that the elec-

trical resistivity of magnetic materials is influenced by scattering of electrical

charge carriers caused by magnetic perturbations. This scattering depends on the

Table 1.2. Examples of field ranges and the corresponding measuring

principles. The detection limits are given for quasistatic fields.

Field source m0H

[T]

Measuring principle Detection limit

[T]

Evoked human brain activity a10�13 Atomic magnetometer a10�15

SQUID 10�15

Nuclear resonance 10�13

Optical pumping

Torsion magnetometer

Spontaneous currents in the

human brain

10�12 Nuclear precision

magnetometer

a10�11

Currents of the human heart a10�10 Flux-gate a10�11

Rotating coil 10�11

Magnetoresistivity 10�10

Contamination of lunge and

stomach

a10�9 Hall sensor 10�9

Liver iron a10�8 Magneto-optical sensor 10�7

Magnetic markers a10�6 Magnetotransistor a10�5

Earth’s magnetic field b10�5 Magnetodiode 10�5
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angle between the direction of current (i) and magnetization (M). In the case of

AMR the magnetization is parallel to an easy axis (e.a.) inside the material, as

long as no external field H is acting. Any component of H perpendicular to the

easy axis induces a rotation of the magnetization out of this axis, and leads to a

variation of the scattering intensity. The special oblique form of the film contacts

shown in Figure 1.28 is chosen in order to assure an angle of 45� between current

and magnetization for a zero external field. By using this configuration it is also

possible to detect the sign of H.

Two new modifications of magnetoresistivity were investigated with the aim of

developing even more sensitive field sensors. Giant magnetoresistivity (GMR) is

based on the scattering of charge carriers during their transition between sepa-

rated magnetic films with differently oriented magnetization (Baibich et al., 1988).

Whilst AMR yields a relative alteration of the resistivity of the order of some per-

Fig. 1.27. The scheme of a flux-gate magnetometer. See text for details.

Fig. 1.28. Scheme of an anisotropic magnetoresistive element (AMR).

See text for details. The easy axis (e.a.) is usually parallel to the

long film edge.
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cent, GMR is able to change the resistivity by more than 100%. An interesting

combination of GMR with a superconducting flux-to-field transformer operating

at 77 K was recently described by Pannetier et al. (2004). Another effect is caused

by intrinsic magnetic influence on the processes of electrical conductivity in oxide

materials (von Helmolt et al., 1993). This effect has been the object of numerous

investigations, and produces (relatively) a change in resistivity that is many orders

of magnitude higher than that achieved with GMR. This approach is, therefore,

referred to as colossal magnoresistivity (CMR). The development of suitable mate-

rials and circuits using GMR and CMR is still in progress, and consequently the

ultimate detection limit for these two effects cannot yet be estimated. A combina-

tion of a superconducting flux-to-field transformer with a low-noise GMR sensor

achieved a detection limit of 32� 10�15 T (Hz)�1=2 (Pannetier et al., 2004).

The next principle detailed in Table 1.2 is termed the Hall effect (Zijlstra, 1967b),

the basic design of which is shown schematically in Figure 1.29. If a current (i)

flowing through a conductor is exposed to an external field H, the charge carriers

are deflected in a direction perpendicular to both current and H direction due to

the so-called Lorentz force. As a consequence, a voltage UH is generated which is

proportional to H and can be measured by means of contacts across the current

direction. In order to identify the correct perpendicular position of the voltage

contacts, one contact is split into two and connected by a resistor (R), as shown in

Figure 1.29.

Among several other types of magnetometer to have been devised is that of the

magneto-optical sensor (see Table 1.2), which is of two basic types. The first type

employs either the Faraday- or Kerr-effect, and by using optical fibers one of the

most sensitive Faraday sensors achieved a noise level of 10�13 T/(Hz)1=2 (Deeter,

1996). The second type of magneto-optical sensor transforms the distortion of mag-

netostrictive materials such as metallic glass, especially in combination with optical

fibers, under the influence of a magnetic field. The change in optical length is

measured by interference-optical means, for example with a Mach–Zehnder inter-

ferometer. Using this approach, a detection limit of 3� 10�12 T/(Hz)1=2 was real-

ized in the low-frequency region (10 Hz) (Dagenais et al., 1988).

Fig. 1.29. Scheme of a Hall element. See text for details.
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1.3.4

Discussion

The various methods used to generate magnetic fields appear to be essentially at

their final stages, and few surprising new principles can be expected to be devel-

oped in the near future. However, gradual improvements may be introduced with

regard to the generation of well-localized fields, either by means of small coils or

miniaturized permanent magnets permitting magnetic manipulation in selected

target regions.

Whilst methods of field measurement are still under development, the simplicity

of operation, stability with respect to both temperature and time, and in some

cases also the detection limit may all be improved in the near future. Another im-

portant aspect is the miniaturization of field sensors and their arrangement in the

form of extended arrays suitable for the rapid measurement of field distributions

and their time dependence around the entire human body or in the major organs.
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1.4

Safety Aspects of Magnetic Fields

Jürgen H. Bernhardt and Gunnar Brix

1.4.1

Introduction

In recent years there has been an increasing awareness of the possibility of hazards

to health from exposure to sources of nonionizing radiation (NIR) such as indus-

trial low- and high-frequency devices, radar and radio equipment, as well as devices

used in medicine. This in turn has led to an interest in recommendations for limit-

ing exposures to NIR (static and low-frequency electric and magnetic fields, radio-

frequency fields and microwaves).

The preparation of such recommendations necessitates a critical analysis of ex-

isting knowledge on the health effects of nonionizing electromagnetic fields. Risk

evaluation and guidance on protection are performed by the International Com-

mission on Non-Ionizing Radiation Protection (ICNIRP; see www.icnirp.org),

which represents the opinions of the scientific community at large and ensures

liaison with other relevant international organizations such as the International

Labour Organization (ILO) and the World Health Organization (WHO).

The aims of this chapter are to summarize the risks of exposure, to assess

threshold values for effects injurious to health, and to present basic restrictions

and reference levels for limiting exposure at the workplace. The methods of risk

evaluation as it is performed by ICNIRP will be described in Section 1.4.2, while

the following sections will summarize interaction mechanisms, biological effects,

results of epidemiological studies, and recommendations for limiting exposures at

the workplace for static magnetic fields (Section 1.4.3), for time-varying magnetic

fields (Section 1.4.4), and for radiofrequency fields (Section 1.4.5). Section 1.4.6 de-

scribes the protection of patients and volunteers undergoing magnetic resonance

(MR) procedures.

1.4.2

Risk Evaluation and Guidance on Protection

The general approach to protection against NIR including electromagnetic fields

(EMF) is discussed in more detail in a specific document of the ICNIRP (2002).
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1.4.2.1

Evaluation Process

The evaluation process of the scientific literature performed by ICNIRP consists of

three steps:

� Evaluation of single research studies in terms of their relevance to the health

effects and the quality of methods used. The evaluations criteria are described

in ICNIRP’s statement mentioned above, and are used as guidance in this evalu-

ation. This may result in the exclusion of some studies from the health risk as-

sessment, or assigning different weights to studies, depending on their scientific

quality.
� For each health effect evaluated, a review of all relevant information is required.

At first, this review is normally performed separately for epidemiological, human

laboratory, animal and in-vitro studies, with further separations as appropriate for

the hypothesis.
� Finally, the outcomes of these steps must be combined into an overall evaluation

of consistency of human, animal, and in-vitro data.

1.4.2.2

Development of Guidance on Protection

Guidance is based solely on scientifically established adverse health effects. Such

effects are identified by the health risk assessment. In developing the guidelines,

ICNIRP considers direct and indirect, acute and chronic health effects. Different

adverse effects can be ranked according to the exposure level at which each be-

comes relevant. The critical effect is the established adverse health effect relevant

at the lowest level of exposure. Protection against the critical effect means that pro-

tection is provided against all other adverse effects occurring at higher exposure

levels. In principle, the ICNIRP guidelines are set to protect against critical effects,

by limiting the related specific biologically effective quantity. The biologically effec-

tive quantity reflects the efficacy by which the external exposure causes a certain

biological effect. This quantitative relationship between external measurable expo-

sures and the target tissue biologically effective parameter is unique to a single-

exposure condition. Reduction factors are included as a measure of caution, to

account for quantitative uncertainties in the scientific database and biological

variability in response. As a consequence, the guidelines will be set below the

thresholds of the critical effects. There is no rigorous scientific basis for estab-

lishing reduction factors. They are not intended for compensating uncertainties

in measurements performed to check compliance with exposure standards, nor

do they incorporate social or political considerations, including precautionary

approaches.

Restrictions on the effects of exposure based on established health effects are

termed basic restrictions. It is the general strategy of ICNIRP to define a basic re-

striction in terms of the appropriate biologically effective quantity. Depending on
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frequency, the physical quantities used to specify the basic restrictions on exposure

to EMF are current density, specific absorption rate, and power density. Protection

against adverse health effects requires that the basic restrictions are not exceeded.

Additionally, reference levels of exposure are provided for comparison with mea-

sured values of physical quantities; compliance with reference values given in the

guidelines will ensure compliance with basic restrictions. In general, the reference

levels are more conservative than the basic restrictions because they have been de-

veloped for situations of optimum coupling conditions between the radiation or

fields and the exposed person. If measured values are higher than reference levels,

it does not necessarily follow that the basic restrictions have been exceeded, but a

more detailed analysis is necessary to assess compliance with the basic restrictions.

In some circumstances, it may be advisable to distinguish between members of the

general public and individuals exposed because of or while performing their work

tasks (occupational exposure).

Whereas ICNIRP provides general practical information on measurable levels

that are derived from basic restrictions on exposure, it recognizes the need for

further technical advice on special exposure situations. This requires physics and

engineering expertise to develop practical measures to assess and/or to enable as-

sessment of compliance with exposure guidelines. These measures include guid-

ance on the principles and practice of measurements, design of equipment and/

or shielding to reduce exposure, and, where appropriate, setting emission limits

for specific types of device (see Section 1.4.6).

The ICNIRP Guidelines (1998) have been adopted by more than 40 countries

worldwide. The European Union, for example, has adopted a Directive on the min-

imum health and safety requirement regarding the exposure of workers to the

risks arising from physical agents (electromagnetic fields), which is based largely

on the ICNIRP Guidelines (EU, 2004).

1.4.3

Static and Extremely Slowly Time-Varying Magnetic Fields (0 to 1 Hz)

There are numerous sources of environmental static and extremely slowly time-

varying magnetic fields – both naturally occurring and man-made – to which

humans are exposed. The natural magnetic field consists of one component due

to the Earth acting as a permanent magnet, and several other small components

which differ in characteristics and are related to such influences as solar activity

and atmospheric events. In industry, in some research institutions as well as in

medicine, large-magnetic field equipment is used with stray fields in a wide cir-

cumference around the equipment.

1.4.3.1

Interaction Mechanisms and Biological Bases for Limiting Exposure

For static and extremely slowly time-varying magnetic fields there are several estab-

lished physical mechanisms through which the fields interact with human beings
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or living organisms. These have been reviewed by ICNIRP (1994, 2003), NRPB

(2004), Schenck (2005) and Tenforde (1996, 2005). The following categories are

the most important.

Magneto-Hydrodynamic Interactions

Static magnetic fields exert forces (called Lorentz forces) on moving electrolytes

(ionic charge carriers), giving rise to induced electric fields and currents. To a close

approximation, the Lorentz forces exerted on blood flowing through a cylindrical

vessel gives rise to a voltage across the vessel. This magnetically induced voltage

is commonly referred to as a ‘‘blood flow potential’’. Because of the angular depen-

dence, the greatest magneto-hydrodynamic interaction between blood flow and

applied magnetic field occurs when the field and flow are orthogonal, under which

condition the magnitude of the induced voltage has a maximum value. Another

subject of importance in the context of magnetic field safety is the magneto-

hydrodynamic slowing of blood flow (see below).

Magneto-Mechanical Interactions

In a homogeneous magnetic field, certain diamagnetic and paramagnetic mole-

cules experience a torque (or force) that tends to orientate them in a way such

that the intrinsic magnetic moment is aligned parallel to the external magnetic

field. Normally, intense magnetic fields exceeding 5 T are necessary to align molec-

ular aggregates with diamagnetic anisotropy. The lowest thresholds which were re-

ported from studies on retinal rods and sickled erythrocytes were approximately

100 mT.

Magnetic fields also produce a net force on ferromagnetic materials in the body.

Some special organisms, in which magnetic particles are present (i.e., bacteria),

use this mechanism for orientation within the Earth’s magnetic field.

The occurrence of magnetically induced changes in enzyme structure, leading to

altered metabolic reaction rates, has also been proposed. However, energy consid-

erations suggest that at magnetic flux densities of less than 10 T, these effects will

be negligible in a living person.

Electronic Interactions

Certain chemical reactions involve intermediate electron states, which could be af-

fected by static magnetic fields producing an effect on the transition of an electron

from one state to a lower state. Although such effect has the potential to lead to

biological consequences, it must be stated that a magnetic field effect on chemical

reaction intermediates in biological systems has not yet been demonstrated, under

actual physiological conditions. It is likely that the usual lifetime of biologically rel-

evant electron transitions is sufficiently short to ensure that magnetic field interac-

tions exert only a small and perhaps negligible influence on the yield of chemical

products. Theoretical analysis suggests that fields up to even 10 T are unlikely to

affect chemical interactions.

The biological effects of exposure of animals and cells to static magnetic fields

have been investigated from different endpoints, including reproduction and devel-
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opment, cancer, and the nervous system. No consistent effects have been reported

using fields below 2 T. The acute responses found during exposure to static fields

above about 4 T are consistent with the interaction mechanisms described above

(Saunders, 2005). No adverse effects on reproduction and development, or on the

growth and development of tumors, have been firmly established. There is, how-

ever, little information regarding possible effects of chronic exposure.

With the advent of superconducting magnet technology, patients and volunteers

can be routinely exposed to static magnetic fields of 1.5 T and more. Most of the

acute effects observed at high-field MR systems are consistent with known mecha-

nisms of interaction. Schenck et al. (1992) reported field-dependent sensations of

vertigo, nausea and a metallic taste in the mouth of volunteers exposed to fields

of 1.5 or 4 T. These occurred only during movement of the head. Additionally, mag-

netic phosphenes could be seen during eye movement in a field of at least 2 T.

These effects are probably caused by electric currents induced by movement in

the field.

Kinouchi et al. (1996) reported that the Lorentz force affecting blood flow

generates electric potentials across blood vessels. In practice, ‘‘flow’’ potentials are

readily demonstrated in volunteers exposed to static magnetic fields greater than

0.1 T. The largest flow potentials occur across the aorta after ventricular contrac-

tion, and appear superimposed on the T-wave of the electrocardiogram (Tenforde,

1992). Kinouchi et al. (1996) calculated that a static field of 5 T would induce max-

imum current densities around the sinoatrial node of the heart of about 100

mA m�2 (500 mV m�1 using a tissue conductivity of 0.2 S m�1), which is well

below the cardiac excitation threshold. Additionally, a 5–10% reduction in blood

flow in the aorta was predicted to occur in static fields of 10–15 T due to magne-

to-hydrodynamic interactions. Kangarlu et al. (1999), however, found that volun-

teers exposed to an 8-T field for 1 h showed no change in heart rate or blood pres-

sure either during or after exposure. Chakeres et al. (2003a,b) reported that

exposure of 25 healthy volunteers to 8-T fields had no clinically significant effect

on heart rate, respiratory rate, blood pressure, finger pulse oxygenation levels,

core body temperature, and cognitive function. In order to avoid the movement-

induced sensations described above, the volunteers were moved very slowly into

the magnet bore. Nevertheless, nine subjects reported sensations of dizziness,

while two reported a metallic taste.

1.4.3.2

Epidemiology

Epidemiological studies were performed on workers exposed to static magnetic

fields of up to a few mT, and the children of such workers. The International

Agency for Research on Cancer (IARC, 2002) has reviewed studies of cancer.

Generally, these have not pointed to higher cancer risks, although the number of

studies was small, the numbers of cancer cases were limited, and the information

on individual exposure levels was poor. Some studies have investigated reproduc-

tive outcome for workers involved in the aluminum industry or in MR imaging.
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Kanal et al. (1993), for example, did not identify any decreased fertility for either

male or female workers. However, no studies of high quality have been carried

out with workers occupationally exposed to fields greater than 1 T.

1.4.3.3

Safety Aspects and Exposure Levels

The basic restrictions for static magnetic fields are expressed in terms of the mag-

netic flux density in units of Tesla. For time-varying magnetic fields the basic quan-

tity is the induced current density, expressed in units of ampere per square meter

(A m�2).

As stated above, biological data for static magnetic field exposure indicate that

there are no significant biological effects on people at levels below about 2 T. How-

ever, in stronger magnetic fields, vertigo, nausea, a metallic taste and phosphenes

can be induced during movement.

The value of 2 T is considered suitable as ceiling value for whole-body occupa-

tional exposure with a relaxation of up to 5 T for exposure of the limbs alone

(ICNIRP, 1994). However, as very few long-term exposure data are available, it is

considered advisable to limit the average exposure for the whole body during the

entire working day to 200 mT. In addition to the basic limits, the following cau-

tionary clauses should be taken into account:

� The magnetic field exposure of persons with conductive implants, especially

when made of ferromagnetic materials, should not exceed 25 mT averaged over

times shorter than 1 s.
� Workers with cardiac pacemakers and electrically active implants should not

have access to areas where the magnetic flux density exceeds 0.5 mT.
� Because of existing electromagnetic compatibility problems, or field influence on

magnetic data carriers, separate intervention levels may be necessary.

1.4.4

Time-Varying Magnetic Fields (1 Hz to 100 kHz)

The time-varying magnetic fields originating from man-made sources generally

have much higher intensities than the naturally occurring fields (ICNIRP, 2003).

This is particularly true for sources operating at the power frequencies of 50 or 60

Hz. Other man-made sources are found in research, industry (welding machines,

electric furnaces and induction heating) and medicine (MRI).

1.4.4.1

Interaction Mechanisms and Biological Bases for Limiting Exposure

Time-varying magnetic fields exert a force on charged particles such as ions or

asymmetrically charged molecules, which results in electric fields and circulating
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electric currents in tissues in accordance with Faraday’s law. At the cellular level,

this interaction consists of the induction of voltages across the membranes of cells

which, given sufficiently high levels, can stimulate nerve cells to conduct or

muscles to contract. These interaction mechanisms occur only where high electri-

cal field strengths of above about 5 V m�1 are present (Reilly, 1998).

As the membrane’s electrical conductivity is smaller by approximately five orders

of magnitude than that of the extracellular fluid, it forms an electrical barrier that

mediates interactions of cells with extracellular electric fields. It is, therefore, now

assumed that the transduction processes through which induced electric signals

influence cellular properties, involve interaction at the level of the cell membrane.

A growing body of evidence indicates that induced electric fields and currents cir-

culating in the extracellular medium can alter ion-binding to membrane macromo-

lecules, influence ion transport across the membrane, and modify ligand–receptor

interactions at the cell membrane surface. These changes in membrane properties

may trigger trans-membrane signaling events. A number of membrane effects and

cellular manifestations occur at threshold levels for induced electric fields below

0.1 V m�1 (Tenforde, 1996). The most sensitive tissues are those comprising inter-

acting networks of electrically excitable tissue, such as the central and autonomic

nervous systems.

The maximal induced electric field strength is proportional to dB/dt (the rate of

change of the magnetic flux density), and to a proportionality constant, which

depends on the field distribution and direction, the geometry of the body, and the

electric characteristics of the tissues (Bernhardt, 1988). When the frequency in-

creases, the magnetically induced electric field and current density increase line-

arly as a function of frequency. The induced electric field is maximal at the surface

of the body and decreases towards the center. Coupling is maximized when the

magnetic field is uniform and perpendicular to the frontal cross-section of the

body. While geometrically simple models are useful to illustrate fundamental

aspects of magnetic field dosimetry, anatomically realistic models of man and

high-resolution calculations have been used in recent years to obtain more detailed

information (e.g., Dawson et al., 1997; Dimbylow, 1998). Such calculations clearly

indicate that the local peak current densities are much higher than the average

current densities. In a homogeneous 500-mT field of 50 Hz, the local peak current

density may considerably exceed 10 mA m�2, and up to 40 mA m�2 in some parts

of the body.

The biological effects of low-frequency magnetic fields continue to be studied us-

ing a wide variety of exposure conditions, models, and biological endpoints. There

is a consensus of the many national and international scientific expert groups,

which have comprehensively reviewed the biological effects literature and the bio-

logical studies relevant to the assessment of possible adverse health effects of expo-

sure to low-frequency magnetic fields. These include the IARC (2002), ICNIRP

(2003) and NRPB (2004).

Studies have been carried out of direct nerve stimulation thresholds in volun-

teers by intense, pulsed magnetic fields, used in various specialized medical appli-

cations such as MRI (see Shellock, 2001) and transcranial magnetic stimulation
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(TMS; see also Section 4.4). Threshold rates of change of MRI switched gradient

magnetic fields for perception, discomfort and pain resulting from peripheral

nerve stimulation has been extensively reviewed by Nyenhuis et al. (2001). Median

minimum threshold rates of change of magnetic field during periods of less than

1 ms for perception were generally 15–25 T s�1 depending on orientation, and

showed large inter-individual differences (Bourland et al., 1999). Cells of the cen-

tral nervous system (CNS) are considered to be sensitive to induced electric fields

that are below the stimulation threshold of nerve axons (in-vitro threshold of ca.

4–5 V m�1; Jefferys et al., 2003). Such electric field interactions have been demon-

strated in experimental studies using isolated animal brain tissue. However, the

CNS in vivo is considered to be more sensitive to induced low-frequency electric

fields and currents than in-vitro preparations, due to the larger number of interact-

ing nerve cells; the data available are consistent with a threshold of 100 mV m�1,

which may be constant between a few hertz and a few kHz. Other excitable tissues

such as the heart seem less susceptible to the direct effects of induced electric

fields, but may be affected indirectly via effects on the CNS (NRPB, 2004).

The retina is considered to be a good model of the sensitivity of CNS tissue to

induced electric fields. Retinal function can be affected by exposure to low-

frequency magnetic fields and applied electric currents. Field thresholds in the ex-

tracellular fluid of the retina for inducing phosphenes have been estimated to lie

between about 10 and 60 mV m�1 at 20 Hz (NRPB, 2004). However, the extrapola-

tion of such values to other CNS tissues is complex and uncertain. The exact mech-

anisms underlying phosphene induction and its frequency dependence remain

unknown.

1.4.4.2

Epidemiology

There is some epidemiological evidence that exposure to power frequency mag-

netic fields above 0.4 mT is associated with a small raised risk of leukemia in chil-

dren (approximately, doubling of the relative risk). The IARC (2002) stated that

their findings provided limited evidence for an excess risk in humans exposed at

these field levels, and evaluated low-frequency magnetic fields as being ‘‘possibly

carcinogenic to humans’’ (Classification 2B). However, in the absence of clear evi-

dence of any carcinogenic effect in adults, or of a plausible explanation from ex-

periments on animals or isolated cells, the ICNIRP (2003) has concluded that the

epidemiological evidence is not strong enough to justify a firm conclusion that

such fields cause leukemia in children. The IARC also considered the evidence

for excess cancer risks of all other kinds, in children and adults, as a result of expo-

sure to extremely low frequency (<300 Hz) electric and magnetic fields, to be in-

adequate. The findings from studies of health effects other than cancer have

generally been inconsistent.

The results of epidemiological studies, either taken individually or as collectively

reviewed by expert groups, cannot be used as a basis for the derivation of quantita-

tive restrictions of exposure to low-frequency fields (ICNIRP, 2003; NRPB, 2004).
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1.4.4.3

Safety Aspects and Exposure Levels

Scientific established data from which guidance can be developed concerns electric

field interactions in the CNS and certain other electrically excitable tissues. A

cautious approach has been used to indicate thresholds for adverse health effects.

Data on other possible health effects examined lack plausibility, consistency, and

coherence.

Threshold tissue electric field strengths of around 100 mV m�1 have been iden-

tified for effects in the CNS. Comparison of basic restrictions expressed in terms of

induced electric field strength with those expressed in terms of induced current

density requires computational modeling using tissue- and frequency-dependent

values of the electrical conductivity.

For occupational exposure, it is concluded that a restriction of the induced elec-

tric field strength in the central, autonomic and enteric nervous systems to less

than 100 mV m�1 is adequate to protect most adult members of the population.

In the frequency range from 4 Hz to 1 kHz, the ICNIRP (1998) decided that occu-

pational exposure should be limited to fields that induce current densities less than

10 mA m�2 (corresponding to a tissue field strength of about 50 mV m�1 using a

tissue conductivity of 0.2 S m�1). Below 4 Hz and above 1 kHz, the basic restric-

tion on induced current density increases progressively, corresponding to the in-

crease in the threshold for nerve stimulation for these frequency range (Fig. 1.30).

The basic restrictions for current densities for occupational exposure are presented

in Table 1.3. The current densities are given as root-mean-square (rms) values.

Where appropriate, the reference levels are obtained from the basic restrictions

by mathematical modeling and by extrapolation from the results of laboratory

studies at specific frequencies. They are given for the condition of maximum cou-

pling of the field to the exposed individual, thereby providing maximum protec-

tion. The reference levels for occupational exposure (ICNIRP, 1998) are summar-

ized in Table 1.4. The reference levels are intended to be spatially averaged values

over the entire body of the exposed individual, but with the important proviso that

the basic restrictions on localized exposure are not exceeded. The frequency depen-

dence of the reference levels – shown in Figure 1.31 for the magnetic flux density –

is consistent with data on both biological effects and coupling of the field.

1.4.5

Electromagnetic Fields (100 kHz to 300 GHz)

1.4.5.1

Interaction Mechanisms and Biological Bases for Limiting Exposure

There are well-documented bioeffects linked to excess temperature elevation. Such

effects have been observed from exposure to radiofrequency (RF) electromagnetic

fields resulting from whole-body or local heating. An important first step in assess-
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ing the RF exposure health risk is to define the level of energy absorption and

the resulting possible temperature elevation over the entire frequency range. This

database is fundamental to the establishment of exposure limits (ICNIRP, 1998).

In addition, consideration must be given to long-term or chronic exposures of

workers to low-level electromagnetic fields.

It is convenient to divide the RF range into different spectral regions according

to the predominant or more significant mechanisms of energy absorption:

� In the sub-resonance range (0.1–10 MHz), exposure of the human body to elec-

tromagnetic fields can result in high rates of energy deposition in the hand, wrist

and ankle due to current flow through small effective cross-sectional areas. In

this frequency region, the biological response of humans arises not only from tis-

sue heating but also from the stimulation of excitable tissues, such as nerve and

muscles, via induced currents. Thus, the thermal mechanism dominates at

higher frequencies, while induced currents become also important at lower fre-

quencies. Therefore, in the frequency range of 0.1 to a few MHz, the significant

dosimetric quantities for establishing basic exposure limits are both the internal

current density and the absorbed energy.
� In the resonance range (10–300 MHz), the human body can be thought of as an

absorbing antenna. A maximum absorption is reached, for plane wave exposure,

Fig. 1.30. Basic restriction for the current density for head and

trunk for occupational exposure for frequencies between 1 Hz

and 10 MHz. The frequency dependence reflects the frequency

dependence of the thresholds of nerve- and muscle stimula-

tion, including a safety factor. (From ICNIRP, 1998).
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Table 1.3. Basic restriction for occupational exposure for

time-varying magnetic fields for frequencies up to 300 GHz.

(From ICNIRP, 1998).

Frequency

range

Current-

density for

head and

trunk

[mA mC2]a)

Whole-body

average SAR

[W kgC1]

Localized

SAR (head

and trunk)

[W kgC1]

Localized

SAR (limbs)

[W kgC1]

Power density

[W mC2]

Up to 1 Hz 40

1–4 Hz 40/f –

4 Hz to 1 kHz 10 –

1–100 kHz f /100
100 kHz to 10 MHz f /100 0.4 10 20

10 MHz to 10 GHz 0.4 10 20

10–300 GHz 50

a)Root mean square (rms) values; f indicates frequency (in Hz).

All specific absorption rate (SAR) values are to be averaged over

any 6-min period. Localized SAR averaging mass is any 10 g of

contiguous tissue; the maximum SAR so obtained should be the

value used for the estimation of exposure. There are several other

clauses to be considered (see ICNIRP, 1998).

Table 1.4. Reference levels for occupational exposure to

time-varying magnetic fields (unperturbed rms values).

Frequency

range

Magnetic field

strength H

[A mC1]

Magnetic

flux density B

[mT]

Equivalent plane

wave power

density Seq
[W mC2]

Up to 1 Hz 1:63� 105 2� 105

1–8 Hz 1:63� 105=f 2 2� 105=f 2

8–25 Hz 2� 104=f 2:5� 104=f
0.025–0.82 kHz 20/f 25/f
0.82–65 kHz 24.4 30.7

0.065–10 MHz 1.6/f 2.0/f
10–400 MHz 0.16 0.2 10

400–2000 MHz 0.008
ffiffiffi
f

p
0.01

ffiffiffi
f

p
f /40

2–300 GHz 0.36 0.45 50

f as indicated in the frequency range column. There are several

clauses to be considered (see ICNIRP, 1998).
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in the frequency range of 30–80 MHz. At higher frequencies the wavelength be-

comes small compared to the body size, and so-called ‘‘hot spots’’ of absorption

may occur in smaller parts of the body such as the head, though the total absorp-

tion will be reduced.
� Above 300 MHz, localized energy absorption can occur due to dimensional reso-

nance phenomena or quasi-optical focusing of the incident fields. As the fre-

quency is further increased, the depth of penetration of the incident electromag-

netic energy will be reduced until most of the energy is absorbed close to the

body surface at 300 GHz.

The time rate of electromagnetic energy absorption by a unit of mass of a biologi-

cal system is defined as the specific absorption rate (SAR), the unit of which is watt

per kilogram (W kg�1). The SAR may be spatially averaged over the total mass of

an exposed body or its parts, and may be temporally averaged over a given time of

exposure or over a single pulse or modulation period of the radiation. The SAR is

the significant dosimetric quantity for establishing basic exposure restrictions in

the frequency range of a few MHz to a few GHz.

A review of the bioeffects literature indicates that heat-related disorders should

not occur in the majority of healthy adults, provided that core temperature does

not rise above 38 �C (corresponding to a temperature rise of 1 �C above baseline).

Fig. 1.31. Reference level for the magnetic flux density for

occupational exposure. The frequency dependence of the

reference magnetic flux density level is consistent with data

on both biological effects and coupling of the field.

(From ICNIRP, 1998).
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In this case it is also likely to prevent adverse effects on the performance of the

most cognitive tasks. High rates of physical activity and/or warm, humid environ-

ments will reduce the additional RF heat loads that most adults can tolerate with-

out exceeding 38 �C. An RF heat load of 0.4 W kg�1 averaged over the whole body

should be sufficiently low that these other factors can be ignored.

It should be mentioned, however, that the individual sensitivity to heat-related

stress varies among the general population. Additionally, adults taking drugs that

have direct effects on the control of body temperature, or on metabolism or heat

production of the body, may also be considered at greater risk.

Adverse effects on the testis should not occur, provided that temperature in-

creases are less than 1 �C. Other tissues, such as kidney, liver and muscle, seem

less sensitive. Temperature rises in the brain, retina, and spinal cord to above

38 �C, of the other tissues of the neck and trunk to above 39 �C, and of the tissues

of the limbs to above 40 �C, may result in localized heat-induced damage. The

lenses of the eye are particularly sensitive due to the limited ability of the eye to

dissipate heat. The ability to dissipate heat from locally heated tissues depends on

their temperature in relation to their surroundings and rate of blood flow through

the tissue. People with cardiovascular disease, which will reduce the blood circula-

tion, may be at increased sensitivity by RF electromagnetic fields compared with

people with normal cardiovascular responses.

There are relatively few dosimetric studies linking localized temperature in-

creases and SAR in most parts of the body. Studies indicate a range of localized

temperature increases of 0.05 to 0.12 �C in the brain from a localized SAR of

1 W kg�1. A number of studies have suggested that low-level RF fields may induce

different subtle biological responses, particularly possible effects of pulsed fields

on brain function and on changes in heat shock protein expression (NRPB, 2004).

Further studies are necessary to examine these effects. However, none of these

possible effects is considered sufficient to derive basic restrictions for human

exposure.

1.4.5.2

Epidemiology

A large number of occupational studies have been conducted over several decades,

particularly on cancer, cardiovascular disease, adverse reproductive outcome, and

cataract, in relation to RF exposure. More recently, studies have been conducted

on residential exposure, mainly from radio and television transmitters, and espe-

cially focusing on leukemia. There have also been studies of mobile telephone

users, particularly on brain tumors and less often on other cancers and on symp-

toms. To date, the results of these studies have provided no consistent or convinc-

ing evidence of any causal relationship between RF exposure and adverse health

effects. However, the studies have too many deficiencies to rule out an association.

A key concern across all studies is the quality of assessment of RF exposure. A

comprehensive review of epidemiologic studies regarding the effects of RF fields

on human health has been produced by Ahlbom et al. (2004).
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1.4.5.3

Safety Aspects and Exposure Limits

The basic restrictions for frequencies up to 300 GHz are presented in Table 1.3.

The basic restriction for the current density is plotted in Figure 1.30 for the rele-

vant frequency range. Reference levels for occupational exposure are presented in

Table 1.4. As an example, reference levels for the magnetic flux density are plotted

in Figure 1.31 for the entire frequency range. In addition, occupationally exposed

workers with metallic implants and pacemaker wearers are groups at particular

risk, and may not be protected by the prescribed limits.

1.4.6

Protection of Patients and Volunteers Undergoing MR Procedures

With the significant level of growth in the number of patients examined using MR

technology and the rapid development of MR hardware, the consideration of possi-

ble risks and health effects associated with the use of diagnostic MR devices

is gaining increasingly in importance. In Germany, for example, the annual fre-

quency of MR examinations increased between 1996 and 2003 from 22 to 64 ex-

aminations per 1000 inhabitants.

As will be described in detail in Chapter 3, three types of magnetic fields are em-

ployed in MR imaging and spectroscopy:

� a high static magnetic field generating a macroscopic nuclear magnetization;
� rapidly alternating magnetic gradient fields for spatial encoding of the MR signal;

and
� RF electromagnetic fields for excitation and preparation of the spin system.

The biophysical interaction mechanisms and biological effects of these fields are

discussed in Sections 1.4.3 to 1.4.5. Supplementary information and an exhaustive

bibliography concerning safety aspects of clinical MR procedures can be found in

the recent literature (e.g., Ordidge et al., 2000; Shellock, 2001). The following sec-

tion provides a brief summary of exposure limits and precautions to be taken in

order to minimize health hazards and risks to patients and volunteers undergoing

MR procedures according to:

� the technical product standard IEC 60601-2-33 issued by the International Elec-

trotechnical Commission in 2002 (IEC, 2002); and
� the safety recommendation issued by the International Commission on Non-

Ionizing Radiation Protection in 2004 (ICNIRP, 2004).

In order to reflect the uncertainty over identified deleterious effects and, moreover,

to offer the necessary flexibility for the development and clinical evaluation of new

MR technologies, both the IEC standard and the ICNIRP recommendation give ex-

posure limits for three different modes of operation:
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� Normal operating mode: Routine MR examinations that did not cause physiologi-

cal stress to patients.

� Controlled operating mode: Specific MR examinations outside the normal operat-

ing range where discomfort and/or physiological stress may occur in some pa-

tients. A clinical decision must be taken to balance such effects against foreseen

benefits; exposure must be carried out under medical supervision.

� Experimental operating mode: Experimental MR procedures with exposure levels

outside the controlled operating range. In view of the potential risks for patients

and volunteers, special ethical approval and adequate medical supervision is

required.

1.4.6.1

Static Magnetic Fields

The possible health effects that might result from acute exposure to static magnetic

fields were reviewed in Section 1.4.3. The basic actions are physical effects (trans-

lation and orientation), electrodynamic forces on moving electrolytes, and effects

on electron spin states of chemical reaction intermediates.

Until now, most MR examinations have been made using static magnetic fields

up to 3 T, although whole-body MR systems with static magnetic fields up to 8 T

are already used in clinical tests. The literature does not indicate any serious ad-

verse health effects from the exposure of healthy human subjects up to 8 T. How-

ever, it should be noted that, to date, there have been no epidemiological studies

performed to assess possible long-term health effects in patients or volunteers.

The greatest potential hazard comes from metallic, in particular ferromagnetic

materials (such as scissors, coins, pins, oxygen cylinders) that are accelerated in

the inhomogeneous magnetic field in the periphery of an MR system and quickly

become dangerous projectiles. This risk can only be minimized by a strict and

careful management of both patients and staff (Medical Devices Agency, 2002).

Because exposure to magnetic fields above 2 T can produce nausea and vertigo,

it is recommended that examinations above this static magnetic flux density be

conducted in the controlled operating mode under medical supervision. The

recommended upper limit for this operating mode is 4 T, due to the limited data

concerning possible effects above this static field strength. For MR examinations

performed in the experimental operating mode, there is no upper limit for the

magnetic flux density.

1.4.6.2

Time-Varying Magnetic Gradient Fields

The rapidly switched magnetic gradient fields used in MRI for spatial encoding in-

duce electric fields in the human body in accordance with Faraday’s law which, if

of sufficient magnitude, can produce nerve and muscle stimulation (see Section

1.4.4). The induced electric field is proportional to dB/dt, the time rate of change
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of the magnetic field. From a safety standpoint, the primary concern with regard to

time-varying magnetic fields is cardiac fibrillation, because it is a life-threatening

condition. In contrast, peripheral nerve stimulation is of practical concern be-

cause uncomfortable or intolerable stimulations would interfere with the exami-

nation (e.g., patient movements) or would even result in a termination of the

examination.

Recommendations on limiting patient and volunteer exposure to time-varying

magnetic fields are based primarily on the extensive investigations on peripheral

nerve stimulation in humans performed at Purdue University (Schaefer et al.,

2000; Nyenhuis et al., 2001). In the reported studies, data were obtained for the

perception threshold, the threshold for uncomfortable stimulation, and the thresh-

old for intolerable stimulation during exposure to gradient fields. The results indi-

cate that the lowest percentile for intolerable stimulation is approximately 20%

above the median perception threshold for peripheral nerve stimulation, which

can be parameterized by the following empirical relationship:

dB

dt
¼ 20 � 1þ 0:36

t

� �
ðin Ts�1Þ ð1:73Þ

In Eq. (1.73), t is the effective stimulus duration (in ms) defined as the duration of

the period of monotonic increasing or decreasing gradient.

The maximum recommended exposure level for time-varying magnetic fields is

set equal to a dB/dt of 80% of the median perception threshold given in the rela-

tionship above for normal operation, and 100% of the median for controlled oper-

ation. As shown in Figure 1.32, the threshold for cardiac stimulation (Reilly, 1998)

is well above the median perception threshold for peripheral nerve stimulation,

except at very long pulse durations which are, however, not relevant for MR

procedures.

1.4.6.3

Radiofrequency Electromagnetic Fields

Time-varying electromagnetic fields with frequencies above 10 MHz (RF fields),

that are used in MR studies to excite and prepare the spin system, deposit energy

in the human body that is mainly converted to heat. The parameter relevant for the

evaluation of biological effects of RF fields is the increase in tissue temperature,

which is dependent not only on localized power absorption and the duration of

RF exposure, but also on heat transfer and the activation of thermoregulatory

mechanisms leading to thermal equalization within the body.

As reviewed in Section 1.4.5, no adverse health effects are expected if the in-

crease in body-core temperature does not exceed 1 �C. In the case of infants, preg-

nant women, elderly, and persons with cardiocirculatory impairment, however, it is

desirable to limit body-core temperature increases to 0.5 �C. Additionally, local
temperatures under exposure to the head, trunk, and/or extremities should be

limited to the values given in Table 1.5.
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Since temperature changes in the various organs and tissues of the body during

an MR procedure are difficult to measure in clinical routine, RF exposure of pa-

tients is usually characterized by means of the SAR (in W kg�1) As only parts of

the patient’s body are exposed simultaneously during an MR procedure, not only

the whole-body SAR but also partial-body SARs for the head, the trunk, and the

extremities should be estimated on the basis of suitable patient models (e.g., Brix

et al., 2001). Based on the published experimental studies concerning temperature

rise and theoretical simulations, the SAR levels summarized in Table 1.4 should

not be exceeded in order to limit temperature rise to the values given in Table 1.5.

Fig. 1.32. Threshold for cardiac stimulation (Reilly, 1998) and limits

for normal and controlled operation of a magnetic resonance device.

Data are expressed as dB/dt as a function of the effective stimulus

duration t. The limit for the controlled operation mode is given by

the median perception threshold for peripheral nerve stimulation.

Table 1.5. Basic restrictions for body temperature rise and partial-body

temperatures for volunteers and patients undergoing MR procedures.

Operating mode Spatially localized temperature limitsRise of body-core

temperature

[̊ C]
Head

[̊ C]

Trunk

[̊ C]

Extremities

[̊ C]

Normal 0.5 38 39 40

Controlled 1 38 39 40

Experimental >1 >38 >39 >40
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With respect to the application of the SAR levels defined in Table 1.6, the following

points should be taken into account:

� Partial-body SARs scale dynamically with the ratio r between the patient mass

exposed and the total patient mass. For r ! 1, they converge against the cor-

responding whole-body values, for r ! 0 against the localized SAR level of

10 W kg�1 defined for occupational exposure of head and trunk (ICNIRP, 1998;

cf. Table 1.3).
� The recommended SAR limits do not relate to an individual MR sequence, but

rather to running SAR averages computed over each 6-min period, which is as-

sumed to be a typical thermal equilibration time of smaller masses of tissue (Brix

et al., 2002).

1.4.6.4

Contraindications

Pregnant Patients

Pregnant patients undergoing MR examinations are exposed to the combined

magnetic and electromagnetic fields used in MR imaging. The few studies on

pregnancy outcome in humans following MR examinations have not revealed any

adverse effects, but are very limited because of the small numbers of patients in-

volved and difficulties in the interpretation of the results. It is thus advised that

Table 1.6. SAR levels valid for volunteers and patients undergoing

MR procedures at environmental temperatures below 24 ˚C.

Averaging time: 6 minOperating

mode

Whole-body SAR

[W kgC1]

Partial-body SAR

[W kgC1]

Local SAR (averaged over

10 g tissue) [W kgC1]

Body region

Whole-body Any, except head Head Head Trunk Extremities

Normal 2 2–10a) 3 10 10 20

Controlled 4 4–10a) 3 10 10 20

Experimental >4 >(4–10)a) >3 10 >10 >20

Short-term SAR The SAR limit over any 10-s period shall not exceed three times the

corresponding average SAR limit.

a)Partial-body SARs scale dynamically with the ratio r between
the patient mass exposed and the total patient mass:

– normal operating mode: SAR ¼ ð10� 8 � rÞ W kgC1

– controlled operating mode: SAR ¼ ð10� 6 � rÞ W kgC1
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MR procedures may be used in pregnant patients only after critical risk/benefit

analysis, in particular during the first trimester, to investigate important clinical

problems or to manage potential complications for the patient or fetus. Moreover,

it is recommended that exposure duration should be reduced to the minimum and

that the exposure levels of the normal operation mode are not exceeded.

Special Safety Issues and Contraindications

MR examinations of patients who have electrically, magnetically, or mechanically

activated implants (e.g., cardiac pacemakers and defibrillators, cochlear implants,

electronic drug infusion pumps), as well of patients with passive implants or other

objects of ferromagnetic or unknown material (e.g., aneurysm and hemostatic

clips, orthopedic implants, pellets, and bullets), is contraindicated. Lists of im-

plants and materials tested for safety or compatibility in association with MR sys-

tems have been published and updated (e.g., Shellock, 2005; www.MRIsafety.com).
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Biomagnetism





2.1

Introduction

Hannes Nowak

Electrical activity in the living body is caused by movements of ions inside, outside

and across cellular membranes. These movements of electrically charged particles,

natural electrical currents, are responsible for magnetic fields measurable outside

the body, which are called biomagnetic fields (Williamson and Kaufman, 1981). Po-

tential differences measured on the body surface are also caused by these currents.

Examples of such ion currents in humans are those from myocardial activity,

which produce the electrocardiogram (ECG) and the magnetocardiogram (MCG)

(see Section 2.3). The alpha-rhythm currents in the head produce parts of the elec-

troencephalogram (EEG) and magnetoencephalogram (MEG) (see Section 2.4), and

the currents from unborn child (heart or brain) generate the fetal MCG or fetal
MEG (see Section 2.5).

The measurement of magnetic fields produced by the human body is termed the

biomagnetic measurement technique, and is a completely noninvasive and contact-

free method without any influence on the subject. This method is useful for ob-

taining both spatial (in the mm-range) and temporal (in the ms-range) information

about magnetic field distribution. Based on the magnetic field measurements and

the field distribution, it is possible to localize the sources of the magnetic field,

which is used in magnetic source imaging (MSI). All tissues of the human body are

practically nonmagnetic; therefore, propagation of the magnetic field is not

disturbed by human tissue. This represents one principal advantage of magnetic

measurement over conventional measurement of potential differences by surface

electrodes (EEG, ECG), because these potential differences are strongly influenced

by conductivity inhomogeneities inside the body.

Biomagnetic fields are very weak, however, and therefore very sensitive magnetic

field detectors are necessary. In addition, disturbances must be reduced sufficiently

in order to achieve a suitable signal-to-noise ratio. Disturbances may derive from

the environment (external noise), from the measurement set-up, and even from

the subject to be investigated itself.

In order to localize the sources of the biomagnetic field it is necessary to make

assumptions about the structure of those sources. The simplest and most common

assumption is to describe the source as a current dipole. The current dipole repre-
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sents the intracellular current (also referred to as primary current). The extracellular
currents (also called volume currents or secondary currents) are produced by the

effects of volume conduction in the tissue surrounding the dipole.

100 2.1 Introduction



2.2

Biomagnetic Instrumentation

Hannes Nowak

2.2.1

History

In 1820, Hans Oerstedt identified and noted down that a current flowing through a

volume produces a magnetic field. Such currents also occur in the human body,

producing biomagnetic fields that are detectable outside the body. One source of

weak fluctuating fields is the small ion currents in living materials; these currents

are produced by large masses of excitable, synchronously firing tissue, such as the

heart muscles. The magnetocardiogram was first detected by Baule and McFee in

1962. These measurements (Baule and McFee, 1963) were made with a specially

designed assembly of two copper pick-up coils, each with two million turns and

wound on a dumbbell-shaped core (length ca. 30 cm, 9 cm diameter) of magnetic

material (ferrite). The coils were connected in opposition (gradiometer) so that the

induced voltage from the spatially uniform magnetic background fluctuations was

almost completely cancelled. The thermal noise due to winding resistance and the

noise of the preamplifier to which the pick-up coils were connected (Baule, 1965)

set the fundamental limits on the use of copper coils for detecting weak magnetic

fields.

A group from Moscow (Safonov et al., 1967) reported the detection of the heart’s

magnetic field using the same technique several years after the first Baule–McFee

measurement. The Russian group used a similar gradient technique, but the sub-

ject and the detector were placed inside a shielded room with 1.5 cm-thick iron

walls, which presumably reduced the background noise by a factor of about 10. A

different system was developed by David Cohen, a pioneer in biomagnetism, for

measuring weak magnetic fields (Cohen, 1967a). This device consisted of a small

coil detector (magnetometer, air-core 200 000-turn coil 5 cm in length and 8 cm in

diameter) and a magnetically shielded chamber to reduce the environmental noise

by a factor of about 1000 (Cohen, 1967b). The inner size of the chamber was 2.3 m,

and the chamber consisted of two cubic shells of 1.5 mm-thick ferromagnetic

shielding and one layer of aluminum. With this device, Cohen first measured the

magnetic fields resulting from the brain’s spontaneous alpha-rhythm (Cohen,

1968). A more sensitive system was built at MIT, consisting of a shielded room
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and a SQUID (Superconducting QUantum Interference Device; see Section 2.2.3

for details) magnetometer, based on superconductivity (Buckel and Kleiner, 2004).

The MIT shielded room had the shape of a rhombicubooctahedron, which is

roughly the shape of a sphere with an inner diameter of about 2.5 m. Five layers

of shielding were used: three high-m layers and two aluminum layers (Cohen,

1970). Studies conducted by Zimmerman – who was one of the inventors of the

SQUID – was the breakthrough for biomagnetism (Zimmerman et al., 1970). The

‘‘biomagnetic’’ method became more practical using SQUIDs, which was demon-

strated first by Cohen, Edelsack and Zimmerman in 1970 (Cohen et al., 1970).

During the 1970s, biomagnetism became an independent field of research (Wil-

liamson and Kaufman, 1981). Numerous laboratories developed single-channel

SQUID-devices for biomagnetic investigations, thus improving the measurement

technique worldwide. Rapid development of the technology during the 1980s re-

sulted in multichannel biomagnetometers with more than hundreds of channels.

Because of different applications, multichannel biomagnetometers are today pro-

duced for MEG investigations (helmet-shaped systems), for MCG investigations

(plane devices), or for fetal magnetography (adapted to the abdomen of pregnant

women). For details, see Sections 2.3 (cardiomagnetism), 2.4 (neuromagnetism),

and 2.5 (fetal magnetography).

The multichannel device KRENIKON1 (Siemens AG, Erlangen, Germany) with

31-channels was first run in 1988 (Hoenig et al., 1989), but the commercial version

with 37 channels was run in 1989 (Hoenig et al., 1991). A double-dewar MEG-

system with altogether 28 simultaneously operating SQUID-channels with noise

compensation and software gradiometers was developed by the Dornier company

in 1990 (Becker et al., 1993; Dieckmann et al., 1996). Today, however, these systems

belong to history, and the currently running commercial multichannel devices are

described in Section 2.2.7. SQUIDs are described in greater detail by Clarke and

Braginski (2004) and Buckel and Kleiner (2004).

In 1986, the discovery of high-temperature superconductivity (Bednorz and

Müller, 1986) offered the possibility of substituting liquid nitrogen for liquid he-

lium as a cooling medium, which is much easier to handle. Although all commer-

cially available multichannel systems are based on low-temperature SQUIDs, some

promising results have been achieved with high-temperature superconductivity

(Drung et al., 1996; Kim et al., 2004).

2.2.2

Biomagnetic Fields

Biomagnetic signals are extremely weak in comparison with the Earth’s magnetic

field or disturbances caused by urban noise. These weak biomagnetic fields are in

the order of picotesla (1 pT ¼ 10�12 T) and femtotesla (1 fT ¼ 10�15 T), at frequen-

cies from a fraction of one Hertz to several kilohertz. The strongest fields are gen-

erated by the human heart (MCG) and by the skeletal muscles (magnetomyogram,

MMG). The amplitude of the QRS-peak in the MCG is typically several tens of pT.
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Neuromagnetic signals (MEG) are much weaker. The largest field intensity of a

normal awake brain is due to spontaneous activity. The so-called alpha rhythm,

which is observed over the posterior regions of the head, is about 1 pT in ampli-

tude. Typical evoked fields – somatosensory, auditory or visually evoked responses

– are weaker by one order of magnitude or more, their strengths being only several

tens or hundreds of fT. Biomagnetic fields are also known from other electrically

active organs: the eye as the magnetooculogram (MOG) and the magnetoretino-

gram (MRG), the stomach as the magnetogastrogram (MGG), the fetal heart and

brain (fetal-magnetocardiogram: FMCG or fetal-magnetoencephalogram: FMEG,

respectively), and the peripheral nerve as the magnetoneurogram (MNG).

An overview of the magnetic induction of biomagnetic fields and of ambient

magnetic field disturbances, as well as the magnetometer resolution, is provided

in Figure 2.1. Here, magnetic induction is expressed in Tesla (T).

The magnetic noise from the environment is four to six orders of magnitude

stronger than the biomagnetic fields to be measured. Disturbances from environ-

mental magnetic fields are caused by the Earth’s magnetic field, as well as by urban

noise. The magnitude of the steady Earth magnetic field is about 5� 10�5 T (50

mT), and low-frequency variations of this field are in the order of 10�7 to 10�8 T

(100 to 10 nT). The urban noise is in the same order, and caused mainly by power

lines, traffic (e.g., car movements or passing trains), and by vibration.

Fig. 2.1. Magnetic induction of biomagnetic fields and of environmental

magnetic field disturbances as well as the magnetometer resolution.

(Courtesy J. Vrba).
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When performing biomagnetic measurements we are faced with a twofold prob-

lem: very weak biomagnetic signals must be measured in the presence of environ-

mental magnetic noise which is many orders of magnitude stronger than the fields

to be detected. Therefore, a very sensitive sensor is needed (see Section 2.2.3,

SQUID sensor) as well as the capability of reducing the ambient noise below the

signal to be measured (see Sections 2.2.4 and 2.2.5 for environmental noise reduc-

tion).

2.2.3

SQUID Sensor

The most widely known characteristics of the phenomenon of superconductivity

are that a superconductor loses its electric direct current (dc) resistance (zero resis-

tance) below a certain temperature, the so-called critical temperature Tc, and that a

magnetic field is expelled from the interior of a superconductor (the Meissner–

Ochsenfeld effect). The microscopic theory of superconductivity published by

Bardeen, Cooper and Schrieffer (BCS theory) in 1957 states that below Tc some

electrons create pairs (Cooper pairs) which all belong to the same energy state, in

contrast to the electrons of a normal conductor (Bardeen et al., 1957). Cooper pairs

can be described by one macroscopic wave function. If two superconductors are

separated by a weak link, interference phenomena of the macroscopic wave func-

tions can be observed. Brian D. Josephson predicted this phenomenon, which

must occur, in theory, between two superconductors connected by weak links, in

1962 (Josephson, 1962). This effect was later proved experimentally and is called

the Josephson effect. Josephson effects are caused by coupling of the two Cooper

pair systems. This coupling is realized in different ways, for example by the quan-

tum mechanical tunneling effect through a barrier potential. In each case, the

phase difference between the two Cooper pair wave functions of both superconduc-

tors determines a supercurrent across the weak link. This results, together with

electron transport, in a nonlinear current–voltage characteristic which can be

used for different applications in cryoelectronics. Such weak links (Josephson junc-

tions, JJ) can be formed between two superconductors as single or multiple point

contacts, microbridges, normal barrier junctions and tunnel junctions (artificial

e.g., oxide barrier). Most of the applied weak links with low-Tc superconductors

are tunnel junctions fabricated by thin-film technology (Clarke, 1977).

Because of the Meissner–Ochsenfeld effect, the magnetic flux Fsc caused by the

external magnetic field B enclosed by a superconducting loop with the area A is

kept constant (flux conservation).

Fsc ¼ B � A ¼ const: ð2:1Þ

This magnetic flux Fsc is quantized:

Fsc ¼ n � F0 ð2:2Þ
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where n is an integer, F0 is the magnetic flux quantum, F0 ¼ h=2e ¼
2:07 � 10�15Vs, h is Planck’s constant, and e is the elementary charge.

To keep the magnetic flux Fsc constant, a screening current Isc is kept flowing

through the superconducting circuit when the external magnetic field has

changed. Both effects – the flux conservation with magnetic flux quantization and

the Josephson effect – form the basis of the SQUID. Essentially, a SQUID consists

of a superconducting loop incorporating one or two weak links. There are two

main classes of SQUID, depending on the operating principle. The dc (direct cur-

rent) SQUID consists of two weak links in the SQUID loop, while the rf (radio-

frequency) SQUID has one weak link in the SQUID loop. In the following, a dc

SQUID is described. If a dc bias current IB is applied to the SQUID loop, then a

voltage U can be measured. This voltage is sensitive to an external magnetic field

and flux respectively. Therefore, a SQUID represents a flux to voltage converter. A

schematic diagram of a dc SQUID configuration is presented in Figure 2.2.

The JJs have significantly smaller critical currents ðIc1; Ic2Þ than the remaining

superconducting loop. (A superconductor loses its superconductivity above a cer-

tain current strength, the so-called critical current Ic .) A dc bias current IB applied

to the SQUID loop is divided between the two junctions, as described in Eq. (2.3).

The goal of dc SQUID preparation is to achieve two identical JJ, which is possi-

ble only in approximation. Therefore, in the presence of an external magnetic field

the same phase differences ðjÞ do not occur at contacts 1 and 2, respectively. Under

the condition of symmetrical critical currents ðIc1 ¼ Ic2 ¼ I0Þ, the bias current IB is

described by:

IB ¼ I0 sin j1 þ I0 sin j2 ð2:3Þ

where f1 and f2 are the phase differences of the macroscopic wave functions

across contacts 1 and 2, respectively. Changes of the external magnetic field Bext

Fig. 2.2. Scheme of a dc SQUID consisting of two Josephson

junctions (JJ) in a superconducting loop of inductance L and

area ASQ.

2.2.3 SQUID Sensor 105



threading the SQUID perpendicular to the area ASQ give rise to a screening cur-

rent Isc due to the flux conservation. Isc may rise only to a critical value ðIc � I0Þ
which mainly depends on the cross-section of the superconductor. If the geometry

of the SQUID loop is chosen in such a way that the inductivity L of the loop is

L ¼ F0=IC ð2:4Þ

then the current Isc is changed by variation of the external magnetic field according

to

Fext ¼ Bext � ASQ ¼ n � F0 þ L � Isc ð2:5Þ

Therefore, the magnetic flux penetrating the SQUID loop must be quantitized in

F0. There is a periodic dependence on the critical current Ic on to the external

magnetic flux Fext.

Icmax
ðFextÞ ¼ 2 � I0 � jcosðp � Fext=F0Þj ð2:6Þ

The sensitivity of a SQUID is characterized by the changing of the critical current

ICmax within one period, which is demonstrated in Figure 2.3.

When applying a dc bias current, the voltage U across the parallel connected

junctions exhibits a sinusoidal dependence on the flux with a periodicity of the

flux quantum F0. The screening current and number n of flux jumping are an

exact value of the external magnetic flux Fext threading the SQUID loop. There-

fore, the output voltage U is a periodical function of the external magnetic flux.

This function can be linearized and read by an electronic system, the SQUID-

electronics.

The SQUID operates as a zero-detector in the feedback control system. Either

the flux is kept constant in the SQUID (flux-locked mode), or the screening cur-

rent is kept constant (current-locked mode). The SQUID-electronics feeds back a

Fig. 2.3. Critical current ICmax dependence on applied flux Fext.
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current, which cancels changes of the input flux or current respectively, and keeps

the operation at a fixed point on the U � F characteristic. The magnitude of the

feedback current is a measure of the changes of magnetic input flux. The voltage

proportional to this current is the output of the SQUID electronics. This feedback

system makes it possible to detect changes in the magnetic flux down to a few

10�6F0.

Typical values of the main parameters of a dc SQUID are given in Table 2.1 for a

dc SQUID UJ 111 (Josephson tunnel junction with Nb-NbOx-Pb/In/Au) made at

the University in Jena (Vodel and Mäkiniemi, 1992).

In order to keep the flux noise of a SQUID as low as possible, the inductance L
of the SQUID loop must also be low. This results in an area ASQ of the SQUID

which is also very small. Therefore, a superconducting flux transformer is used to

pick-up the external magnetic flux ðFext ¼ Bext � AÞ by means of a large-area an-

tenna (pick-up coil) and to transfer it to the input coil with inductance Li of the

SQUID, as shown in Figure 2.4.

Being superconducting, the flux transformer provides noiseless magnetic gain

between the field detected by the pick-up coil, and that seen by the SQUID sensor.

Table 2.1. Typical dc SQUID parameters.

Parameter Typical value

Area of the SQUID chip 3� 4 mm2

SQUID inductance L ca. 45 pH

Critical current Ic 10 to 50 mA

Input inductance Li ca. 0.8 mH

Input current period 0.4 mA/F0

Modulation current 20 mA/F0

Output voltage 20 mV

Normal resistance Rn ¼ 1:0 W

White noise ca. 2 to 5 mF0=
ffiffiffiffiffiffiffi
Hz

p
Equivalent current noise ca. 2 pA/

ffiffiffiffiffiffiffi
Hz

p
Energy sensitivity ca. 9� 10�31 Ws2

Fig. 2.4. Scheme of a flux transformer coupled to a SQUID.
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Superconductivity also guarantees that the magnitude of this gain is frequency-

independent, down to dc.

In the case of planar thin-film SQUIDs, planar input coils are tightly and induc-

tively coupled to the SQUID loop (Dettmann et al., 1979; Jaycox and Ketchen,

1981). Coupling factors ðk2Þ of about 0.8 can be achieved with planar thin-film

structures.

Due to an increasing of the sensor area by a flux transformer, the sensitivity of

the SQUID can be improved to several f T=
ffiffiffiffiffiffiffi
Hz

p
. A dc SQUID readout circuit is

illustrated in Figure 2.5. The flux transformer and the SQUID itself are supercon-

ductive. This low-temperature part of the system is connected to the SQUID detec-

tion control electronics.

The SQUID (Seppä, 2001; Wikswo, 2004) and the SQUID electronics (Drung,

2002, 2003) contribute in only a minor way to the total root mean square (RMS)

noise value because the magnetic field noise of the surroundings of the antenna

is dominant. To investigate the limitations of SQUIDs, measurements were per-

formed with an additional magnetic (superconducting) shield for the gradiometer

and a field noise of about 0.8 f T=
ffiffiffiffiffiffiffi
Hz

p
was achieved (Vodel and Mäkiniemi, 1992).

These investigations were performed inside the Helsinki magnetically shielded

room.

The field sensitivity of a biomagnetic measurement system can be expressed by

flux density noise in f T=
ffiffiffiffiffiffiffi
Hz

p
. The field sensitivity is influenced by the geometry

of the detection coil. This means that the power density is proportional to the

Fig. 2.5. Scheme of a low-Tc dc SQUID-system with electronics.
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SQUID noise, and inversely proportional to the area of the detection coil. Typical

values for multichannel devices in human investigations are 5 f T=
ffiffiffiffiffiffiffi
Hz

p
at 1 Hz.

The most sensitive multichannel biomagnetic measurement system in use has

been reported by the Physikalisch-Technische Bundesanstalt-group (Drung and

Koch, 1994; Drung, 1995; Burghoff et al., 2004) with a typical system white noise

level of less than 2.3 f T=
ffiffiffiffiffiffiffi
Hz

p
.

2.2.4

Shielding: Magnetically and Electrically Shielded Rooms

There are two currently applied possibilities of reducing the ambient distur-

bances. First, large-scale magnetic shields (this section) built up with m-metal

(MUMETALL1 [m-metal], HYPERNOM1) reduce the environmental magnetic

noise (Mager, 1976). Second, special antenna configurations constructed as gradi-

ometers (see Section 2.2.5) can reduce homogeneous magnetic disturbances suffi-

ciently.

The shielding is based on diverting the flux by means of layers of m-metal or by

attenuation of interfering ac (alternating current) fields with conductive shells

made of copper or aluminum. These methods fall under the category of ‘‘passive
shielding ’’.
Effective shielding of magnetic fields (e.g., attenuation of environmental mag-

netic disturbances caused by energy supplies, railways, industrial installations, tele-

communications, etc.) is achieved with the aid of closed metallic housings. The

shielding factor (effectiveness) S is defined as the ratio of the external field Ha to

the residual field in the interior of the shielding Hi

S ¼ Ha=Hi ð2:7Þ

In many cases, the shielding attenuation (20 log S) is given as an alternative. The

introduction of this logarithmic magnitude is certainly practical, because the

shielding factor as a function of frequency covers several orders of magnitude

(Baum and Bork, 1991).

Although multiple-shell constructions are generally used for walk-in shielded

rooms (Best and Bork, 1989), there is another physical reason for selecting this de-

sign. Since ferromagnetic walls cannot be produced and assembled in one piece,

attenuation covering the entire volume of the room cannot be achieved. Rooms

assembled merely from pieces of ferromagnetic walls do not exhibit the rise in

shielding factor expected for closed shielding at frequencies above 0 Hz. In fact, it

is possible that S decreases with increasing frequency. To counteract this, the con-

struction includes at least one conductive shell made from copper or aluminum.

Furthermore, m-metal has a higher resistance than both aluminum and copper,

and therefore it is not effective for eddy current shielding. The three-shell standard

magnetically shielded room (MSR) from Vacuumschmelze Hanau (AK 3b) is

shown in Figure 2.6.
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Various materials are employed for shell construction, the sequence being

m-metal–aluminum–m-metal. The ferromagnetic m-metal walls are made up of

large panels produced using a special layer-building technique.

This involves crosswise overlapping of strips of m-metal which are fixed to each

other using a solvent-free bonding technique. The conductive shell of aluminum

consists of elements which are edged with copper strips (copper being the contact

material) screwed together to achieve an electrically conductive connection. The

construction is built around a lightweight frame which allows dismantling and re-

assembly at an entirely different site. m-metal may not be exposed to severe me-

chanical stress, and also cannot be used as flooring, even if covered with normal

floor tiles. Each room has a solid floor supported by small carriers which pass

through the openings provided in the base of the shielded room and extend to the

foundations. The crucial property of this type of room is its shielding factor, which

depends on the frequency. The magnetic field Hi resulting from an externally ap-

plied field is determined in the center of the room and related to the level Ha

found at the same location without shielding.

The characteristic curves of the shielding factors S determined versus frequency

f are shown in Figure 2.7. The standard m-metal-shield corresponds with the Vac-

uumschmelze Hanau, magnetically shielded room AK 3b. On the basis of the value

of around 65 which applies for the lowest frequencies (largely determined by the

configuration of the ferromagnetic shells and the permeability of the m-metal), the

conductive shell effects arise from approximately 0.1 Hz. In this frequency range S
and f are approximately proportional to each other. The shielding factor continues

to increase above 10 Hz, though less steadily. In addition to Vacuumschmelze

Hanau, there are other companies who offer and install magnetically shielded

rooms, including IMEDCO, EUROSHIELD, AtB and Amuneal Manufacturing

Corporation. Altogether, more than 80 standard magnetically shielded rooms are

used in biomedical research.

Fig. 2.6. Vacuumschmelze Hanau: magnetically shielded room AK 3b.
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Fig. 2.7. Shielding factor of magnetically shielded rooms

versus frequency. (Courtesy J. Vrba, adapted).

Fig. 2.8. The shielding factor versus frequency of the second

Berlin Magnetically Shielded Room (BMSR-2) with eight layers

(seven m-metal-shells and one layer aluminum) and with an

additional cubic rf shield with 12-m edge length housing the

eight-layer shielded room. (From Bork et al., 2001; courtesy PTB).
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As a result of the shielding, biomagnetic measurements can be performed inside

a MSR in a normal clinical environment – that is, in buildings with a relatively

high level of electromagnetic interference. Since, as a rule, the dominating interfer-

ence frequency is the line frequency, a level at which the standard room (AK 3b)

provides a very high shielding factor, the three-shell design can be simplified for

use under less critical conditions. Conversely, to increase the magnetic shielding

performance, more m-metal-shells were used: for example, three layers in the Ota-

niemi MSR (Kelhä, 1981) or in Charlestown (Cohen et al., 2002). At the German

National Institute of Standards (PTB) in Berlin, the high-performance Berlin Mag-

netically Shielded Room (BMSR) is equipped with six (Mager, 1981), and BMSR-2

with seven m-metal-shells (Bork et al., 2001). BMSR-2 achieved a shielding factor of

75 000 in the very low-frequency range. The shielding factor increases to 106 (Fig.

2.8) based on eddy-current effects at a frequency of 0.5 Hz (Bork et al., 2001). Fur-

thermore, cubic similar design was applied with three m-metal-shells in the MIT-

MSR (Cohen, 1970) and four layers in the COSMOS room (Harakawa et al., 1996).

In order to boost the clinical application of MEG, Elekta Neuromag Oy has devel-

oped a light magnetically shielded room (LMSR). The room has only one layer

constructed of 14 mm-thick plates of alternating aluminum and m-metal layers

squeezed together. For noise suppression, feedback-based active compensation is

utilized inside the LMSR (Simola et al., 2004). The room can be fitted to office

space with standard room height. Almost no site preparation is needed prior to

erecting the room.

The major advantage of passive shielding is that no power supply is required and

that attenuation of the interference waves in accordance with the Sð f Þ curve is

guaranteed, regardless of the time span or the 3D distribution of the interference

fields. In direct contrast, we have ‘‘active shielding ’’, where magnetic coils are used

to compensate interference fields (ter Brake et al., 1993). Active shielding requires

magnetic field sensors, a measurement recording system, controls, a computer and

an x-, y-, z-coil system with a three-channel power supply (Platzek et al., 1999). In-

terference fields can be reduced with this type of system; the lower the frequency,

the easier this is to achieve. On the other hand, this is difficult – if not impossible –

with pulses or rapidly changing amplitudes and nonstationary or very strong inter-

ference (transient phenomena). Due to the fixed construction of the coil system,

optimum 3D compensation only applies to a particular interference field distribu-

tion. However, in practice interference sources occur at widely varying distances

and with different current characteristics; hence, the compensation quality is not

the same at all locations within the active shielding, and as a rule a homogeneous

difference field distribution cannot be guaranteed. Nevertheless, in many cases

active shielding can be potentially employed to supplement passive shielding, and

also makes an essential contribution towards perfecting technical solutions for

shielding problems (Kandori et al., 2000; Vrba, 2000; Hilgenfeld et al., 2003; Re-

smer et al., 2004; Taulu et al., 2004).

Superconducting magnetic shielding provides perfect shielding down to dc fre-

quency in principle. Superconducting rings have the following property: on cooling

to below the transition temperature, the magnetic flux Fsc frozen in their interior

is kept constant ðdFsc=dt ¼ 0Þ. When the external field changes this is effected by
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macroscopic currents in the ring which provide compensation. The same reaction

is found in all mathematically twofold neighboring areas of superconductors (i.e.,

also in hollow cylinders and similar shapes). The physical limit is governed by the

critical current, and once this is exceeded then shielding becomes impossible. In

spite of these extraordinarily favorable properties, low-temperature superconduc-

tors have been used as magnetic shielding in only a few special cases to date. This

is primarily due to cooling with liquid helium (boiling temperature 4.2 K).

Following the sensational breakthrough based on high-temperature supercon-

ductors (HTS), superconductive shielding operated at 77 K has become conceivable

– that is, with less complicated cooling technology (Ohta et al., 2004). It is therefore

hardly surprising that a tremendous effort is being invested in the development of

HTS shielding. In the HTS magnetically shielded system SCUTUM (Matsuba

et al., 1995) shown in Figure 2.9, the shielding factor is given with about 140 dB

(107) in the low-frequency range (0.1 to 10 Hz).

2.2.5

Gradiometers

Most biomagnetic measurement systems use gradiometers to reduce ambient

magnetic noise instead of magnetometers, which measure the magnetic field itself

at only one point or region. Gradiometers measure the difference in magnetic field

between the coils. These gradiometers are sensitive to biomagnetic fields which

are very inhomogeneous and decrease as 1=r 2 to 1=r 3 with the distance r between
source and pick-up coil. Therefore, gradiometers are sensitive to sources placed

near the pick-up coil and insensitive to relatively uniform background fields. The

principle of a gradiometer is as follows: the magnetic flux to be detected penetrates

two coils, which are connected in series but wound in opposite directions (as

shown in Fig. 2.10 for an axial superconducting gradiometer). The distance be-

tween these two coils is the base length. The induced current caused by a homoge-

neous magnetic field B (ambient disturbances due to the Earth’s magnetic field or

power lines) will cancel out, whereas an inhomogeneous field DB (biomagnetic

Fig. 2.9. High-temperature magnetically shielded system: SCUTUM.
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field) will yield different currents in each coil. Such first-order gradiometers do not

measure the field itself, but rather the field difference between two points – that

is, the field gradient. This is useful because the distance between the antenna and

the source of the disturbance is large compared to that between the pick-up coil

and biomagnetic field source, so the disturbing fields can be assumed to be nearly

homogeneous. This principle for reducing the unwanted background disturbances

from distance sources in biomagnetic studies was applied in the first biomagnetic

measurements (Baule and McFee, 1963; Baule, 1965).

A second-order gradiometer can be built by connecting two first-order gradiometers

in series. This type of antenna can suppress homogeneous fields and field gra-

dients. Second-order gradiometers are commonly used for measuring in un-

shielded environments. A wire-wound gradiometer has in the best case a manufac-

turing accuracy of almost 10�3. Such gradiometers must be balanced to increase

their accuracy (Aittoniemi et al., 1978; Overweg and Walter-Peters, 1978). A noise

suppression improvement of about 1000 can be achieved by mechanical balancing,

which is described in more detail elsewhere (Nowak et al., 1991). Provided that the

magnetic field to be measured depends only on the z-direction (axial gradiometer),

the condition loop for the gradiometer can be given by

Xnþ1

i¼1

ð�1Þ iþ1niAi ¼ 0 ð2:8Þ

and

Xnþ1

i¼2

ð�1Þ iþ1ðzi � z1ÞkniAi ¼ 0 ð2:9Þ

Fig. 2.10. Scheme of a first-order axial gradiometer (pick-up coil

and reference coil) coupled with a SQUID; Li: inductance of the

input coil, L: inductance of the SQUID.

114 2.2 Biomagnetic Instrumentation



to discriminate the k’th field derivative. Ai and ni are the area and number of turns

respectively, of the single gradiometer coil. ð�1Þ iþ1 describes the direction and the

coefficient, and ðzi � z1Þ the distance between the compensation coil ðiÞ and the

pick-up coil. Therefore, a gradiometer with the order of n is able to compensate

field derivatives to the (n� 1)th order.

Pick-up coil configurations can be built in various designs, as shown in Figure

2.11. Magnetometers (Fig. 2.11a) are used for biomagnetic measurements mainly

in a highly magnetically shielded environment, for example inside the BMSR

(Koch et al., 1991) or inside an MSR with three m-metal layers (Nowak et al., 2003).

Axial first-order gradiometers measure DBz=Dz (Fig. 2.11b and c), and axial second-

order gradiometers D2Bz=Dz2 (Fig. 2.11f and g). Planar first-order gradiometers

record DBz=Dx and DBz=Dy (Fig. 2.11d and e), but planar second-order gradiome-

ters record D2Bz=Dx2 and D2Bz=Dy2 (Fig. 2.11h). Third-order gradiometers (Fig.

2.11i) were proposed and realized by CTF (Vrba et al., 1982). The relative merits

of various gradiometer configurations are described by Wikswo (1995).

Software gradiometers and electronic balancing were first reported by Williamson

(Williamson et al., 1977). Software gradiometers can be built up from hardware

sensors and references, and utilize reference magnetometers (Matlashov et al.,

1989; ter Brake et al., 1989; Becker et al., 1993; Drung and Koch, 1993) or reference

gradiometers in some cases (Vrba et al., 1991; Tavrin et al., 1994). Direct feedback,

offline subtraction or adaptive signal processing (Robinson, 1989) is also mea-

Fig. 2.11. Various antenna configurations. (a) Magnetometer;

(b) symmetrical first-order gradiometer; (c) asymmetrical first-order

gradiometer; (d) planar off-diagonal gradiometer in series;

(e) parallel planar off-diagonal gradiometer; (f ) symmetrical second-

order gradiometer; (g) asymmetrical second-order gradiometer;

(h) planar second-order gradiometer; (i) third-order gradiometer.
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sured. Implementing the gradiometers in software seems to be the most practical

method for multichannel systems because one reference system can serve a large

number of sensors (see also Section 2.2.7).

The baseline of a gradiometer is the distance separating the coils, and must be

chosen in such a way that it is long enough to reduce the effect of the biomagnetic

field at the second coil to a relatively negligible level in comparison with the effect

at the pick-up coil.

In multichannel systems crosstalk occurs between the single channels (ter Brake

et al., 1986; Foley et al., 2004), because the biomagnetic field itself causes a current

in the flux transformer circuit of every channel. Thus, the magnetic field arises in

the vicinity of the flux transformer circuit and causes a magnetic flux in the neigh-

boring channels. The crosstalk depends on the mutual inductance between the

neighboring channels as well as on the self-inductance of the flux transformer cir-

cuit. The crosstalk coefficient is defined as the ratio between this induced magnetic

flux and the original magnetic flux in the measurement channel. In order to over-

come this type of mutual influence, ter Brake recommended external feedback (ter

Brake et al., 1986), which makes the flux transformer circuit currentless (current-

locked-mode) and which is used in most of the multichannel devices.

2.2.6

Dewar/Cryostat

Today, biomagnetic instrumentation is based on superconducting sensors which

require a cooling medium. Liquid helium with a temperature of 4.2 K (�269 �C)
is commonly used as a cryogenic liquid for low-temperature superconductivity.

For high-temperature superconductivity, liquid nitrogen, with a temperature of

77 K, is applied as a cooling medium. Containers for cryogenic liquids are called

‘‘dewars’’ or ‘‘cryostats’’, whereby the expressions dewar and cryostat are synonyms.

The name ‘‘dewar’’ refers to vacuum-insulated containers the walls of which have

a reflective coating. These were invented by Sir James Dewar as early as in 1890,

based on the results produced by Weinhold in 1881 – that is, two containers with

a high vacuum between them bring about a reduction of thermal exchange be-

tween the environment and the substances in the inner container. Additionally,

vapor-cooled radiation shields and superinsulation must be used in order to

achieve a lower boil-off rate (Zimmerman, 1983).

Superinsulation is realized by multiple layers of thin plastic foil with an evapo-

rated aluminum film, mostly on one side. These aluminized films are placed be-

tween the inner and outer container, as well as between the radiation shields. A

dewar for biomagnetic applications must be made from nonmagnetic materials,

and the noise generated in the electrically conducting parts must be very low. On

the other hand, the pick-up coil must be brought as close as possible to the bio-

magnetic source. Therefore, dewar-makers must find a compromise between ther-

mal noise and helium boil-off rate (Hämäläinen et al., 1993). A plan of a typical

liquid helium cryostat for biomagnetic measurements is shown in Figure 2.12.
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Fiberglass and similar plastics have proven to be ideal materials for dewars used

in biomagnetism because of their physical strength and low paramagnetic impu-

rity content. Helmet-shaped dewars may also be constructed using such materials.

Placing the detection coils in the vacuum space between the inner and outer

walls of the dewar can decrease the spacing of the pick-up coil from the outer bot-

tom (Wikswo, 1988), but at the cost of a significant increase in complexity of con-

struction (Fagaly, 1990).

2.2.7

Commercial Biomagnetic Measurement Devices

There were, and still are, several companies which offer commercial biomagnetic

instrumentation either for brain, heart and/or for fetal biomagnetic investigations.

Examples include: 4-D Neuroimaging (formerly BTi), located in San Diego, Califor-

nia, USA; VSM MedTech Ltd. (CTF Systems Inc.), located in Vancouver, British

Columbia, Canada; Neuromag Ltd., located in Helsinki, Finland; Advanced Tech-

nologies Biomagnetics (AtB), located in Chieti, Italy; and CardioMag ImagingTM

(CMI), located in Schenectady, New York, USA.

All these systems have been designed with the clinical user in mind. Emphasis

has been placed on patient comfort and ease of use. Most of the systems are rou-

Fig. 2.12. Plan of a typical liquid helium cryostat for biomagnetic measurements.
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tinely operated by hospital staff with an MEG/MCG, MRI or EEG technician back-

ground. Additionally, most of the MEG-systems include a stimulus computer (with

ancillary hardware) and software for auditory, visual, and tactile stimulation. The

full constellation of channels (MEG, EEG, EOG/EMG and general purpose chan-

nels) can be used simultaneously and are managed by a common hardware

interface/signal processing unit and acquisition workstation computer.

2.2.7.1

4-D Neuroimaging

4-D Neuroimaging (www.4dneuroimaging.com) offers six complete biomagnetom-

eter systems under the Magnes brand name, with all types of magnetic field sensor

configurations. These biomagnetometers include magnetometers (Magnes 2500

WH, Magnes 3600 WH and Magnes 1300 C) and axial gradiometers (Magnes

3600 WH, Magnes I and Magnes II).

Magnes I, which was introduced in 1989, has a single, multi-purpose sensor

with 37 magnetic signal detectors arranged in a circular format and covering a cir-

cular area of 14.4 cm2 (Benzel et al., 1993). Magnes II extends Magnes I by adding

a second sensor to allow bilateral measurements with a total of 74 magnetic signal

detectors. The lower sensor detection coils and SQUIDs are mounted in the vac-

uum space, where their operating temperature is maintained by a solid conduction

thermal link to the liquid helium reservoir. The system Magnes 1300 C was de-

signed for cardiac studies; this uses 67 magnetic detection coils (magnetometers

with a diameter of 2.8 cm) in a circular arrangement (diameter 32 cm). Magnes

2500 WH features a helmet-style sensor with 148 MEG detectors and a 256-

channel data acquisition system that accommodates up to 92 channels of simulta-

neously recorded EEG or other electrophysiological data. A detailed description of

these Magnes devices is provided by Nowak (Nowak, 1998). The primary difference

between the various Magnes systems is in the sensor unit (number and configura-

tion of detectors) and associated real-time signal processing and data acquisition

systems.

The Magnes 3600 WH is the sixth-generation MEG/EEG system in the Magnes

series, and provides 248 MEG channels and 96 auxiliary channels for the simulta-

neous recording of EEG or other signals. The 248-MEG detector coils provide a full

248 independent measurement sites encompassing the entire brain, with an aver-

age inter-detector separation of 2.2 cm (center-to-center). The coverage provided by

the 248 magnetic recording channels extends well below the temporal lobe and

well anterior to the temporal pole. This extensive coverage is essential for clinical

epilepsy, language and memory studies. In addition, the coverage extends well

below the occipital lobe for studies involving visual stimuli and for studies of activ-

ity of the cerebellum. A 248-channel recording of a single inter-ictal epileptic spike

from a patient with left posterior temporal focus recorded by Magnes 3600 WH is

shown in Figure 2.13 (a).

The maximum sensitivity configuration for the Magnes 3600 WH system uses

sensors configured as magnetometers, since that configuration provides the most
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Fig. 2.13. (a) Sensor-layout display of a

248-channel recording of a single inter-ictal

epileptic spike by Magnes 3600 WH. This view

is from the vertex with the nose at the top.

(b) Waveform, field distribution and source

localization data for 13-month-old infant with

infantile spasms studied with conscious

sedation. The patient was positioned with her

head centered in the sensor array of a Magnes

2500 WH 148-channel system. The top wave-

forms on each panel are from magnetometer

channels over the left side of the patient’s

head, and the lower waveforms are from

channels over the right. The sensor positions

have been projected on to a single MRI slice.

The interior surface of the helmet is shown.
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sensitivity for detecting and localizing neuronal activity throughout the brain.

However, the system can also be configured with axial gradiometers with a 5-cm

baseline. A combination of magnetometers and gradiometers can also be specified.

All Magnes 3600 WH systems are engineered such that the detector coils are

within 16 mm of the interior helmet-shaped surface of the insulating Dewar, for

maximum sensitivity.

An example for the sensitivity of the Magnes magnetometer detection array is

illustrated in Figure 2.13 (b) for a Magnes 2500 WH 148-channel system. This fig-

ure shows epileptic activity recorded from both hemispheres of an infant whose

head was positioned in the center of the helmet. The recordings were obtained

without moving the patient’s head. As can be seen, it is possible to record activity

simultaneously from both sides of an infant’s head, even though the closest detec-

tors are 5 cm from the skull surface. Moreover, the magnetometers are so sensitive

that detectors on the opposite side of the head record clear spike activity.

4-D has also developed a Three-Stage Noise Suppression System that optimizes the

effectiveness of a built-in broad-baseline distributed reference array and which can

quickly adapt to unexpected changes in environmental conditions. The sophisti-

cated proprietary noise-cancellation package utilizes up to 23 reference channels.

The reference channel set includes 18 magnetometers and five gradiometers lo-

cated above the signal coils, as shown in Figure 2.14. The location of the reference

channels is optimum: it is far enough from the signal coils to minimize the influ-

Fig. 2.14. Cutaway drawing of the Magnes dewar showing the

location of the reference channels relative to the sensor coils.
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ence of the signals of interest (brain activity), yet close enough to the signal coils to

sample the equivalent environmental noise affecting the signal channels.

The signals from the reference channels are applied to the MEG data, both on-

line and off-line, in such a way as to remove magnetic and vibrational noise while

preserving signals from the brain. Typical system performance after noise reduc-

tion is a white noise frequency spectrum to below 5 f T
ffiffiffiffiffiffiffi
Hz

p
, as shown in Figure

2.15 (c). Similar results are obtained in reducing the effects of vibration.

The proprietary design of the nonmagnetic Magnes 3600 WH overhead gantry sys-
tem allows a comfortable access to the patient/subject and to the interior of the

MSR (Fig. 2.15a). The mechanical construction isolates the system from external

vibration, and the use of nonmagnetic components throughout minimizes the ef-

fects of residual vibration. The overhead gantry allows very rapid movement of the

helmet away from the patient’s head when a seizure occurs (this is an occasional

occurrence in epilepsy evaluations).

The overhead gantry enables studies to be conducted on subjects positioned in a

fully seated posture (Fig. 2.15b), fully supine (Fig. 2.15a), and any intermediate po-

sition. The supine position is optimum for clinical studies, while the seated posi-

tion is optimum for studies requiring high levels of attention and behavioral

responses. The position of the sensor is locked positively when in position by

pneumatic locks, and is released for movement by the simple push of a button,

which activates a set of redundant valves. Movement of the gantry/sensor position

from the seated to supine position, and vice-versa, can be accomplished rapidly by

a single operator.

Similarly, the patient support system is configured as a nonmagnetic bed for su-

pine studies, and can be converted to a contoured chair configuration for studies

in the seated position. The transformation from one configuration to another takes

less than 1 minute by a single operator. The patient support system has a locking

rail on the floor for safety during studies and precise, easy realignment of the sup-

port system when changing configurations. The support system can be easily de-

mounted from the safety rail, allowing it to be shifted aside to permit access by

gurney or wheelchair to bring in and position nonambulatory patients.

The positioning flexibility and capability for rapid configuration change of the

Magnes 3600 WH are made possible by 4-D’s patented coils-in-vacuum (CIV) tech-

nology. With CIV technology, the detector coils and SQUIDs are located within a

vacuum space and cooled by thermal conduction from the nearby liquid helium

reservoir (see Fig. 2.14). This design reduces both helium consumption and in-

trinsic noise of the system. The CIV construction allows the helmet to be aligned at

an angle of 45º from the principal axis of the dewar. With this geometry, there is

minimal tilting of the helium reservoir throughout the range of recording posi-

tions, from seated to horizontal. Thus, it is possible to switch the sensor rapidly

from the seated to supine position and to begin recording immediately, with little

of the settling time. The CIV technology makes the Magnes 3600 WH extremely

stable during long recordings in the D-C mode. Furthermore, because the CIV

design removes the superconducting circuitry from the liquid helium, inter-

maintenance periods are longer and the life of the system is prolonged.
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Fig. 2.15. (a) Magnes 3600 WH in position for a supine study.

(b) Magnes 3600 WH in position for a seated study.

(c) Typical frequency spectra (248 MEG channels overlaid)

before (top) and after (bottom) noise cancellation.
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An additional feature of the Magnes 3600 WH design is the provision for heating

of individual SQUIDs. Its superconducting components are resistant to the effects

of stray magnetic fields (flux trapping) introduced during normal operation. How-

ever, in the event that flux trapping does occur, the effects can be immediately re-

versed by heating individual SQUIDs, without the delay of warming and recooling

the entire detector array.

The position of the patient’s head within the sensor helmet can be monitored

using an array of active locating coils fixed by tape or glue to the patient’s

scalp. The locating coil positions are registered with the head shape digitization
unit. For maximum accuracy, up to 16 coils can be used, although the use of

five coils typically produces very reliable results. The head position is automatically

recorded at the beginning and end of a data acquisition. Software under develop-

ment will allow continuous monitoring of the head position and correction of

the data.

The analog-to-digital conversion of the magnetic field data is performed with a

24-bit A/D converter, providing a least significant bit step size of 1 fT, which is

below the 3–4 f T=
ffiffiffiffiffiffiffi
Hz

p
noise level of the SQUIDs, and a dynamic range of greater

than 16 nT. A/D conversion of the ancillary data channels, such as EEG, is per-

formed with the same relative range, and the data are stored with the full 24-bit

information.

MEG and EEG data can be obtained with sample rates up to 4 kHz for all MEG/

EEG channels and up to 8 kHz for 196 MEG channels (selectable) and 48 EEG

channels. All MEG and EEG channels are sampled simultaneously based on a

single master clock that is distributed to all A/Ds. The MEG/EEG signals can be

coupled D-C or A-C (high-pass filtered at 0.1 Hz or 1.0 Hz). The analog bandwidth

is selectable from 20 to 3500 Hz. Real-time DC offset for MEG channels is stan-

dard.

In addition to the basic software package of the Magnes 3600 WH system,

which includes modules for data acquisition, head shape digitization, data edit-

ing, averaging and selective averaging, data manipulation (power spectra, digital

filtering, waveform addition/subtraction, baseline correction, etc.), data archiving/

dearchiving, event detection, interactive dipole fitting, contour and waveform dis-

plays and utilities for system maintenance, there are the STA/R (Spatial Temporal

Analysis/Review), clinical software package and the Boolean Averager/Artifact De-

tection package, which allows the user to process complex cognitive data quickly.

In addition, 4-D supports the export of Magnes data to a variety of software pack-

ages for advanced analysis of both MEG and EEG data.

The STA/R provides an interactive interface linking the 4-D MEG signal and

MEG source modeling with an anatomical reference (usually MRI) to allow users

to quickly and easily visualize their data. STA/R incorporates standard 4-D software

modules, adds features, and provides additional communication pathways between

related applications. A typical STA/R display showing interactive real-time use of

the waveform display, field mapping display and source localization tools is shown

in Figure 2.16.
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The STA/R software package is a Store Service Class Provider for DICOM v3. If

the DICOM standard is not followed at the institution, 4-D’s standard MRI format

is also supported, and existing MRI data can be imported into STA/R.

The STA/R software provides critical real-time communication links between the

MEG data and the MRI image. With these links, the user is able interactively to

view waveform and field contour plots, select latencies, and view the dipole source

localizations on the subject’s MRI. The user can then add the resulting dipole

localizations to an ongoing list. Dipoles that are selected can be sorted by user-

defined criteria (e.g., correlation, source strength) and saved to a file. This feature

greatly decreases the time required to review and analyze data, such as obtained

during an epilepsy surgery evaluation.

Conversely, if data have already been analyzed and are submitted for review,

the reviewer can select any dipole source that has been superimposed on the sub-

ject’s MRI, either directly from the MR image or from the loaded list of dipoles,

Fig. 2.16. A typical STA/R display showing interactive real-time

use of the waveform display, field mapping display and source

localization tools. Placing a cursor on an event, such as an

epileptic spike, updates the field and the source localization

displays instantaneously.
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Table 2.2. Installation year and location of the currently ‘‘active’’ sites of Magnes systems.

Year No. of

channels

Affiliation North

America

Europe Asia

1992 37 Magnes I – – Fukuoka

1993 37 Magnes I – Rennes –

1994 74 Magnes II Erlangen

1995 74 Magnes II Vienna

74 Magnes II Obu

1996 148 Magnes 2500 WH La Jolla

148 Magnes 2500 WH Jülich

148 Magnes 2500 WH Leipzig

148 Magnes 2500 WH New York

148 Magnes 2500 WH Kobe

148 Magnes 2500 WH Magdeburg

1997 148 Magnes 2500 WH Rouffach

148 Magnes 2500 WH Konstanz

148 Magnes 2500 WH Houston

67 Magnes 1300 C Bochum

1998 37 Magnes I Denver

148 Magnes 2500 WH Tokyo

1999 74 Magnes II Madison

148 Magnes 2500 WH Detroit

148 Magnes 2500 WH Okayama

67 Magnes 1300 C Okayama

148 Magnes 2500 WH Madrid

2000 148 Magnes 2500 WH Guangzhou

2001 148 Magnes 2500 WH Birmingham

248 Magnes 3600 WH Minneapolis

2003 248 Magnes 3600 WH Houstona)

248 Magnes 3600 WH Denver

2004 248 Magnes 3600 WH New York

148 Magnes 2500 WH St. Paul

2005 248 Magnes 3600 WH York

148 Magnes 2500 WH Barcelona

148 Magnes 2500 WH Liverpool

a)Upgrade from a previous Magnes system.
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and then review the waveform and contour plots of the selected dipole source

instantaneously. This interactive feature allows the reviewer to more efficiently

scan for artifacts, thereby helping to ensure that reported sources are true physio-

logical events.

The Boolean Averager/Artifact Detection package was developed specifically for

use with studies of cognitive activity. The power of the Boolean Averager comes

from its ability to analyze many different cognitive conditions at one time. The

Boolean Averager can examine multiple complex combinations of stimuli and re-

sponses from a single run. It allows the user to test many different hypotheses

with a single quick, pass through complex data. The user specifies the order and

timing of both stimuli and responses required for each hypothesis, and the appli-

cation then extracts the appropriate data sets, averages them if desired, and gener-

ates statistics about each condition.

The power of the Boolean Averager is greatly enhanced when used in con-

junction with the Artifact Detection pre-processor. This routine identifies various

artifacts such as eye-blinks and motion artifacts by using different detection algo-

rithms, including peak-to-peak and thresholding techniques. These same algo-

rithms can be used to identify physical events such as eye movements. Each arti-

fact type or physical event type is identified with a unique code, which can then

be used in the Boolean Averager for selection, sorting and timing.

The Magnes 3600 WH allows the widest range of applications possible to be

addressed, from today’s clinical applications in epilepsy, pre-surgical functional

mapping, language mapping and dyslexia evaluation to the most sophisticated

neuroscience research in cognitive neurophysiology, psychiatry, and psychology, in-

cluding investigations of normal subjects and patient populations. Magnes 3600

WH and Magnes 2500 WH systems with magnetometer sensors have been in-

stalled in 17 urban hospital sites. An overview of 4-D Neuroimaging systems, to-

gether with installation year and location, is provide in Table 2.2.

2.2.7.2

VSM MedTech Ltd.

VSM MedTech (www.vsmmedtech.com) offers the CTF MEGTM system in configu-

rations specifically designed for either whole-cortex or fetal MEG measurements.

For cortical applications, the helmet-shaped sensor array is currently available in

either a 151- or 275-axial-sensor distribution (Vrba and Robinson, 2002). All CTF

MEGTM Systems are equipped with 29 reference channels dedicated to noise can-

cellation. Additionally, this design can be accompanied by up to 128 channels of

EEG, eight channels of EOG/EMG, 16 channels of general purpose ADC, four

channels of general purpose DAC, and a variety of input and output channels.

The more extensive system configuration discussed below comprises a total com-

plement of over 450 channels, all measured simultaneously.

The sensors manufactured by VSM MedTech are planar, DC SQUIDs based on

Nb-Al-Al2O3-Nb JJ technology. The sensors are manufactured in a multi-step

plasma-sputtering process, such that a high degree of device uniformity is main-
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tained and immunity from flux trapping is assured. The SQUID sensors have

niobium flux-transformer coupling coils and feedback coils fully integrated into

their planar design. From the coupling coil, superconducting leads are brought

out to tabs for connection to the pick-up coil. The pick-up coils (or flux trans-

formers) consist of first-order axial gradiometers with a 1.8 cm diameter and 5 cm

baseline. The axial gradiometers are uniformly distributed, in a closely-packed

approximately hexagonal grid, over the inner surface of the helmet-shaped end of

the liquid helium dewar, as shown in Figure 2.17 for the 64-, 151- and 275-channel

systems, respectively. The mean sensor separation is approximately 3.1 cm for the

151-channel configuration, and approximately 2.2 cm for the 275-channel configu-

ration. The baseline length was chosen to be the optimum compromise between

noise immunity and signal pick-up, for average urban environments. Typical

white-noise levels of the system are 4–7 f T=
ffiffiffiffiffiffiffi
Hz

p
above 1 Hz (Vrba et al., 2000).

The CTF MEGTM System includes an array of 29 reference channels located

above the sensors and dedicated to noise cancellation. This reference array measures

the magnetic vector and gradient tensor components of the background magnetic

environment. This vector/tensor information is synchronously processed, in com-

bination with the signals received from the first-order gradiometers (biomagnetic

sensors), such that the synthetic equivalent of a third-order gradient response to

environmental-noise sources is realized. However, by virtue of appropriate design

considerations, the response of the system to the ‘‘near-field’’ MEG signals is

closely approximated by the primary first-order hardware gradiometer. The net ef-

fect is a significant decrease in environmental noise, exceeding that provided by

magnetic shielding alone, without any attenuation of the brain signals.

The execution of the third-order gradient algorithm is implemented in real-time

by the system electronics, or off-line by software. However, unlike adaptive soft-

ware techniques, the coefficients used by the algorithm are constant in time and

are fully independent of dewar orientation and the character of magnetic-noise

sources. Additionally, since the biomagnetic sensors are first-order in nature, the

overall signal-acquisition process makes all three gradient orders available to the

Fig. 2.17. Gradiometer distribution over the inner surface of the

helmet-shaped end of the liquid helium dewar for CTF MEGTM

Systems with 64 (left), 151 (center) and 275 (right) channels.

2.2.7 Commercial Biomagnetic Measurement Devices 127



user. Thus, depending on the user’s preference, the system can be configured via

software to function with either a first-, second- or third-order gradient response.

This choice can be reversibly changed without increasing system white-noise

levels.

The helmet-shaped end of the liquid helium dewar forms part of an optimized cryo-

genic system. The dimensions of the helmet are based on the contents of a size/

shape database collected from over 20 000 adult males, assuring a 95th percentile

fit to the adult male population (and thus virtually all children and adult females),

including clearance for EEG electrodes. For structural integrity, the head section

is constructed as one piece. For RF immunity, a shield is incorporated into the

dewar’s vacuum space. The vacuum gap (distance between the pick-up coils in

the liquid helium and the room-temperature surface in the helmet region) is ap-

proximately 1.7 cm (Vrba et al., 1993). Additionally, the vacuum space holds a cryo-

sorption module, maintaining operational vacuum soundness for 12 months. The

cortical 275-channel CTF MEGTM system is shown in Figure 2.18 (a) (Fife et al.,

2002). The dewar is of a unique thermal design to minimize its length, yet provide

a low liquid helium boil-off rate (less than 14 L per day for the 275-channel config-

uration). The nominal volume is 85 L. With its associated gantry and Patient-
Support System, the dewar can accommodate a continuous spectrum of subject ori-

entations, ranging from fully supine to seated upright.

‘‘Flux-locked-loop’’ SQUID control and digital-signal-processor (DSP) devices

have been employed in VSM MedTech’s implementation of the control electronics.
By restricting the use of analogue components only to the SQUID preamplifier

Fig. 2.18. (a) Cortical 275-channel CTF MEGTM System (VSM MedTech).

(b) MEG of a somatosensory-evoked field recorded by a 275-channel

cortical CTF MEGTM System (DC to 300 Hz bandwidth, 628 averages

and third-order gradiometer noise cancellation).
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and completing the feedback loop digitally, the transfer functions of different chan-

nels may be accurately matched. By incorporating a digital design, the electronic

characteristics of each channel are identical and allow sampling across all channels

to be highly synchronized. Both of these features are critical to the success of syn-

thetic higher-order gradiometer noise cancellation and other sophisticated signal-

processing techniques. Furthermore, by employing DSP devices, the electronic

characteristics are governed by firmware coding, enabling enhanced flexibility and

the future implementation of design refinements. With a 32-bit architecture for

signal digitization (corresponding to a dynamic range in excess of 190 dB), com-

plete resolution is maintained without the need for range switching. Since the

SQUID sensors are processed digitally, all channels are sampled synchronously

and possess well-matched transfer functions. All adjustable parameters required

for the correct setting of each SQUID and ‘‘flux-lock-loop’’ (e.g., SQUID DC bias

current, loop forward gain, demodulation delay, reverse gain, etc.) are controlled

by digital circuitry. Each of these parameters is controllable from the acquisition

workstation and can be set automatically through use of the acquisition-software

interface. In this way, each SQUID channel is assured an optimal and stable oper-

ating status, without the need for retuning.

Data acquired from up to 128 EEG electrodes may be collected simultaneously

with the MEG measurement. To minimize magnetic-field disturbances, which

would interfere with the MEG recordings, the EEG electrodes are constructed of

nonmagnetic materials having a low-conductivity character. In addition to the

EEG, the system also accommodates up to eight channels for EOG and/or EMG

measurements and a further 27 channels for monitoring various input and/or out-

put signals. Data are acquired by the system-control electronics and transferred to

a LINUX-based acquisition computer for display and later storage within a data-

base.

An example of the performance of the 275-channel cortical CTF MEGTM System

is provided in Figure 2.18 (b) with an MEG of a somatosensory-evoked field (DC to

300 Hz bandwidth, 628 averages and third-order gradiometer noise cancellation).

The peripheral interface unit (PIU) provides many functions not directly related to

the SQUID- or EEG-sensing systems. These include coil drivers for head localiza-

tion, external-signal inputs, external-signal outputs and triggering from external

devices. Each coil-driver circuit receives a voltage waveform from an ADC channel

unit and converts it into a current to drive a coil. This current is sensed with a se-

ries resistor, and the voltage across the resistor is fed back to a DAC channel unit

for digitization and filtering. The current drivers can be used to drive the head-

localization coils and/or user-supplied loads which may be connected to the

external-output connectors on the front panel of the console.

A real-time processing cluster allows complex processing to proceed in real-time.

This includes cross-talk correction, noise cancellation by formation of higher-order

gradients, decimation (including filtering and resampling), user-selected filtering

and continuous head localization (CHL). For the purpose of registering the sub-

ject’s head relative to the MEG sensor array, three small coils are placed on the
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subject’s head at anatomical landmarks (typically the nasion and pre-auricular

points). Sinusoidal signals (at three separate frequencies) are applied to the coils,

which each produce their own magnetic signal. The magnetic field from each of

the three coils is simultaneously detected by the MEG system array and processed

by an algorithm which accurately locates the position and orientation of each coil

in three-dimensional space. Knowing the separate frequency signature of each of

the coils, a head-coordinate system is then established and the MEG data registered

with respect to this coordinate system. The accuracy of this method is better than

2 mm (Huonker et al., 1996; Vrba, 2000). A similar approach can be used for CHL,

with the energizing frequencies continuously being above the MEG signal frequen-

cies of interest.

Based on experience obtained with cortical MEG instrumentation, an alternative

CTF MEGTM System configuration has been developed by VSM MedTech espe-

cially for fetal investigations (Robinson et al., 2001). In this design, an array of

SQUID sensors is arranged for optimal coverage of the mother’s anterior abdomi-

nal surface, from the perineum to the top of the uterus (in late gestation), as

shown in Figure 2.19.

Primary-sensor flux-transformers are axial first-order gradiometers, with a 8 cm

baseline. The dewar operates in a horizontal orientation, and has sufficient capacity

for one-week operation between helium refills. A SQUID reference array of 29

channels is incorporated for the attenuation of environmental and vibrational

noise. System white-noise levels are typically 4–7 f T=
ffiffiffiffiffiffiffi
Hz

p
above 1 Hz (Robinson

et al., 2001).

An overview of VSM MedTech/CTF-systems, including the year of installation

and location, is provided in Table 2.3.

Fig. 2.19. The CTF MEGTM System configuration for fetal

MEG. The Patient Support System slides back to allow easy

access to the MEG sensor array.
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Table 2.3. Installed base of CTF MEGTM systems for cortical and fetal

MEG applications, including the year of installation and location.

Year No. of

channels

Affiliation North

America

Europe Asia

1993 64 MEG cortical Tsukuba

1996 143 MEG cortical Vienna

64 MEG cortical Osaka

64 MEG cortical Sakai

1997 151 MEG cortical Amsterdam

1998 151 MEG cortical Tuebingen

151 MEG cortical Paris

64 MEG cortical Tokyo

1999 151 MEG cortical Tokyo

64 MEG cortical Los Angeles

151 MEG cortical Birmingham

2000 64 MEG cortical Toronto

151 MEG fetal Little Rock

2001 151 MEG cortical Toronto

2002 151 MEG cortical Nijmegen

275 MEG cortical Bethesda

151 MEG cortical Kansas City

83 MEG fetal Kansas City

2003 275 MEG cortical San Francisco

151 MEG cortical Beijing

143 MEG cortical Athens

2004 275 MEG cortical Muenster

151 MEG cortical Vancouver

275 MEG cortical Albuquerque

275 MEG cortical Lyon

275 MEG cortical London

2005 275 MEG cortical Cincinnati

275 MEG cortical Montreal

275 MEG cortical Birminghama)

2006 275 MEG cortical Montreal, MNI

151 MEG fetal Tuebingen

275 MEG cortical Philadelphia

275 MEG cortical Chongqing

275 MEG cortical Hamburg

275 MEG cortical Frankfurt

275 MEG cortical Winston-Salem

275 MEG cortical Cardiff

a)Upgrade from a previous MEG system.
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2.2.7.3

Elekta Neuromag3

The Low-Temperature Laboratory at the Helsinki University of Technology is pio-

neering the development of biomagnetic instrumentation. The first four-channel

SQUID gradiometer was built in 1983 (Ilmoniemi et al., 1984), a seven-channel

gradiometer in 1986 (Knuutila et al., 1987), and a 24-channel planar gradiometer

in 1989 (Kajola et al., 1989; Ahonen et al., 1991). All of these systems were de-

signed for and used in the Otaniemi magnetically shielded room (Kelhä, 1981).

Based on this experience and knowledge, the company Neuromag Ltd. was estab-

lished in Helsinki in 1989, and today is known as Elekta Neuromag1.

Elekta Neuromag1 (www.elekta.com, www.neuromag.com) offers three multi-

channel systems: two helmet-shaped MEG-devices (306/204 channels and 144

channels, described by Knuutila et al., 1993), and one MCG system. All Neuromag

MEG- and MCG-devices have the same basic components: multichannel SQUID-

magnetometer/gradiometer sensors, gantry, patient support bed, head/chest posi-

tion indicator, data acquisition unit, signal processor for continuous data and sys-

tem controlling as well as data analysis software and a magnetically shielded room.

They are based mainly on planar first-order gradiometers and magnetometers re-

spectively (Laine et al., 1999), as shown in Figure 2.20 (a). This coil configuration

combines the focal sensitivity of the planar gradiometers (measuring DBz=Dx and

DBz=Dy) of the magnetic field component Bz normal to the dewar surface and the

widespread sensitivity of the magnetometers (measuring the normal component

Bz). The shape of each of the two loops comprising a single planar gradiometer is

a 2:68� 1:00 cm2 rectangle, with a baseline of 1.70 cm. The magnetometer coil

shapes are 2:10� 2:10 cm2.

The noise density are for magnetometers: 3 f T=
ffiffiffiffiffiffiffi
Hz

p
(white noise) and for

gradiometers 2.7 f T=cm=
ffiffiffiffiffiffiffi
Hz

p
. The external disturbances sensed by the magnet-

ometers are eliminated using a novel software-based technique with which mag-

netometers can be gradiometrized up to arbitrary order. The quantitative perfor-

mance criteria of Elekta Neuromag1 sensor array are explained in detail by

Nenonen et al. (2004).

The lead fields (sensitivity patterns) of the two gradiometers and the magnetom-

eter integrated on one sensor unit are illustrated in Figure 2.20 (b). The lead fields

of the three channels in a sensor element are orthogonal to each other. This means

that despite overlapping of the pick-up loops, the three channels of the sensor ele-

ment convey orthogonal information: the signal in any one of the three channels

cannot be predicted from the signals of the other two. The flux transformers are

equipped with integrated RC-shunts to eliminate high-frequency interference. The

geometrical accuracy of the planar gradiometers is outstanding owing to the photo-

lithography on silicon technology employed in the manufacture (Fig. 2.20a). This,

together with the relatively short baseline, results in excellent inherent immunity

to external interference. The initial balance of the planar thin-film gradiometers is

better than 10�3.
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The shape of the helmet is based on anatomical data (Ahonen et al., 1993). The

helmet size accommodates 98% of population, its maximum dimensions being:

length 22.2 cm, width 18.1 cm, depth 21.0 cm. The helmet consists of two coaxial

tubes of composite structure with helmet-shaped shells at the lower ends. The bot-

tom is broader in the occipital area than in the frontal area, which provides a better

fit with the shape of the skull. The distance of the vacuum gap (sensor to outside

surface of the dewar) is 17 mm.

The Elekta Neuromag1 helmet-shaped MEG-device (306/204 channels) is shown

in Figure 2.21. The up-and-down movement of the gantry can be operated by one

Fig. 2.20. (a) A single triple-sensor thin-film element manufactured

on a silicon chip using a photolithographic technique.

(b) Schematic presentation of the lead fields of the pick-up coils

at the triple sensor unit shown at the left.
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person. Changes between seated and supine measurement positions take less than

2 minutes, with no stabilization time required. For ease and clarity of operations all

patient-related cables are connected to the side panels of the gantry. The bed and

chair are on wheels so that the patient can be pulled out of the shielded room, for

example in case of a clinical emergency. A separate chair insert to facilitate pediatric

measurements is provided. This chair is equipped with a neck support and a re-

movable table.

The integrated EEG system consists of 60 single-ended channels and four differ-

ential channels, enabling recordings of EEG, EOG, EMG and ECG signals. The

EEG system includes a nonmagnetic EEG cap interface. Both the number of EEG

channels and the number of channels supported by the EEG cap can be increased

up to 128 channels. The Elekta Neuromag1 306-MEG helmet system offers high

spatial sampling of the magnetic field (the field distribution is sampled by 510 coils

at distinct locations directly above the cortex, and the coils are configured into 306

MEG channels, i.e., 204 planar gradiometers and 102 magnetometers), high dy-

namic range (up to 27 bits) and high sampling rate (10 kHz). This is provided

with extensive software capabilities for data acquisition, data manipulation, source

modeling, anatomic visualization, and DICOM 3.0 based image transfer and re-

trieval.

Digital signal processors (DSPs) are used to read out the signals from the SQUIDs,

EEG channels, miscellaneous channels and trigger lines. A single common clock is

used to synchronize the events. The DSPs also carry out filtering of the signals.

Multiple parallel real-time computers are used to collect the data from the DSP

units. Eventually, the parallel real-time computers are connected to the acquisition

workstation via a high-speed switch.

Fig. 2.21. Elekta Neuromag3 helmet-shaped MEG-device (306/204 channels).
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The electronics of the MEG system incorporate 24-bit converters between the an-

alogue and digital signal domains. These converters sample the sensor signals at a

rate of 30 to 50 kHz, which is subsequently downsampled by the digital signal pro-

cessors to rate chosen by the user (e.g., 600 Hz). This downsampling process in-

creases the resolution at the small signal end of the dynamic range via averaging.

With the rates given above, three more bits are added to the resolution, thus yield-

ing in the majority of MEG-measurements a 27-bit effective resolution of the fil-

tered output signal. Since computers work most efficiently with storage elements

of multiples of eight bits, the 27-bit signal is stored as a 32-bit number. After re-

moving the contributions of external magnetic noise sources, the remaining brain

signal has a rather moderate dynamic range. Therefore, the user can select to store

the noise-compensated signals with either 16-bit or 32-bit resolution. The latter

approach naturally yields twice as large files as the former. The maximum sam-

pling rate for all channels is 10 kHz. For all available sampling rates all channels

are used. All channels, including MEG, EEG, trigger and analogue input channels

are sampled simultaneously. It must be borne in mind that the highest frequencies

studied so far with MEG have ranged up to 600–1000 Hz.

In order to measure the exact position of the head or the chest of the subject with

respect to the dewar, three or four position-indicating coils are attached to the scalp

or to the chest, respectively. The magnetic fields of the coils are measured with the

magnetometer and the positions of the coils with respect to an anatomical frame of

reference are obtained with a 3D digitizer type Polhemus Isotrak II (Ahonen et al.,

1993). This information is the basis for integrating MEG/MCG results with, for ex-

ample, MR images. The location of the head relative to the helmet is defined using

four or five head position indicator (HPI) coils attached to the subject’s head. The

locations of the coils are, with respect to the anatomy, digitized prior to the mea-

surement with the Polhemus Istorak system. The head position is continuously

measured by means of these coils that are energized with high-frequency AC-

currents of different frequencies above the measurement bandwidth. The coil posi-

tions are continuously calculated from the measured distribution of the magnetic

field.

For the analysis of patient data, a movement compensation is very useful which

consists of dynamic recording of the head position and a method that takes the re-

corded movement into account in the analysis. In Elekta Neuromag1 software this

is accomplished by decomposing the measured data with the Signal Space Separa-

tion method into a source model fixed to the head coordinate system, and the sig-

nals that would have been measured from a static subject are calculated (Taulu

et al., 2005).

The co-registration of functional MEG data and MR images is carried out using

MRI integration software module that is an integral part of the Elekta Neuromag1

Software. The co-registration is based on three pieces of information (anatomical

landmarks and the locations of the head position indicator coils, location of the

head relative to the helmet, the digitized anatomical landmarks identified from

MRI images). Anatomical landmarks – usually preauricular points and nasion –

are identified and marked from orthogonal MRI slice sets.
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The external noise cancellation for magnetometer channels is routinely per-

formed using the signal space projection (SSP) method. In this method the noise

cancellation is based on the signals from the MEG magnetometer array itself. No

separate reference sensor system is required. During installation of the MEG sys-

tem, the spatial interference patterns originating from external sources and pene-

trating the shielded room is determined from an ‘‘empty-room’’ recording made

with the system itself. In all subsequent measurements, a noise cancellation factor

exceeding 1000 (>60 dB) is obtained by ‘‘projecting out’’ these spatial interference

patterns (directions in the signal space) from the measured data. The interference

patterns are stable typically over several months, even years. The method intro-

duces no bias to source localization, and does not add any noise to the signals. The

SSP method can also be applied also to gradiometers to increase their inherently

noise immunity even further. For details of SSP, see Uusitalo and Ilmoniemi

(1997).

The signal space separation (SSS) method is a novel development which greatly

increases the robustness of practical MEG measurements, as is more required es-

pecially in clinical work. The magnetometers can be gradiometrized up to arbitrary

order by the SSS method, in which the biomagnetic and external interference sig-

nals are separated. The SSS method is based on the fundamental properties of

magnetic fields (Maxwell’s Equations), and on the accurate geometry and calibra-

tion of the device enables the separation of artifacts from signals of magnetic ori-

gin. Furthermore, magnetic signals from sources inside and outside of the sensor

helmet can be differentiated. Consequently, a ‘‘software magnetic shielding’’ effect

is achieved which rejects signals from sources outside of the helmet. The shielding

factor is of the order of the calibration accuracy – that is, a 10 calibration accuracy

leads to a shielding factor of about 1000. The shielding factor for even near-by ex-

ternal sources – such as the heart of a small child within about 10 cm from the

nearest channels – is considerable. For a detailed description of the proprietary

SSS method, the reader is referred to Taulu et al. (2005). It is possible to eliminate

the interference due to ferromagnetic particles on the subject’s head with this

method, record neuromagnetic DC-phenomena, and identify and eliminate chan-

nel artifacts. The SSS method greatly increases the robustness of the MEG method

by eliminating or greatly reducing the most common artifacts.

Somatosensory evoked fields (SEF) to median nerve stimulation (about 100 aver-

ages) in a healthy adult subject are represented in Figure 2.22 (a, upper trace).

Isocontours of the corresponding magnetic-field component perpendicular to the

head surface calculated on a triangulated scalp surface are shown in Figure 2.22

(a, lower trace) for two time points.

An example of records of brainstem auditory evoked fields (BAEF) is shown in

Figure 2.22 (b) (Parkkonen and Mäkelä, 2002), in comparison to brainstem audi-

tory evoked potentials (BAEP). In this case, the sources are so deep that the signals

can be seen with a much better signal-to-noise ratio with magnetometers than with

gradiometers. It should also be noted that the amplitude resolution of the Elekta

Neuromag1 data acquisition is quite sufficient to resolve the extremely low signal

of amplitude below 5 fT.
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Fig. 2.22. (a) Somatosensory evoked field (upper trace) and

isocontours (lower trace) after median nerve stimulation (100 averages)

recorded by Elekta Neuromag3 helmet-shaped MEG-device.

(b) Brainstem auditory evoked field (BAEF; ca. 16 000 averaged epochs)

recorded by Elekta Neuromag3 helmet-shaped MEG-device and

brainstem auditory evoked potential (BAEP) waveforms.

Fig. 2.23. 99-channel cardiomagnetometer prototype of Elekta Neuromag3.
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Table 2.4. Installed Elekta Neuromag Systems including the year of installation and location.

Year No. of

channels

Affiliation North America Europe Asia

1992 122 MEG helmet Espoo

1994 122 MEG helmet Kyoto

122 MEG helmet Helsinki

1995 122 MEG helmet Osaka

122 MEG helmet Albuquerque

68 MCG Helsinki

122 MEG helmet Tokyo, NTT

122 MEG helmet Düsseldorf

1996 122 MEG helmet Heidelberg

1997 122 MEG helmet Salt Lake City

122 MEG helmet Tokorozawa

1998 306 MEG helmet Espooa)

306 MEG helmet Salt Lake Citya)

122 MEG helmet Sendai

122 MEG helmet Tokyo Univ.

1999 204 MEG helmet Matsumoto

204 MEG helmet Tokyo Univ.a)

306 MEG helmet Sendaia)

122 MEG helmet Chiba TDC

204 MEG helmet Sapporo

204 MEG helmet Tokyo NCNP

2000 306 MEG helmet Helsinkia)

204 MEG helmet Niigata

204 MEG helmet Hirosaki

204 MEG helmet Akita

204 MEG helmet Hiroshima

306 MEG helmet Taipei

99 MCG Helsinkia)

306 MEG helmet Charlestown

2001 122 MEG helmet Alexandroupoli

306 MEG helmet Tokorozawaa)

122 MEG helmet Chiba, TD Univ.

306 MEG helmet Shijiazhuang

2002 204 MEG helmet Komaki

306 MEG helmet Okazaki

204 MEG helmet Gunma

2003 306 MEG helmet Kyotoa)

2004 101 MEG helmet,

Experimental

Hokkaido
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The 99-channel cardiomagnetometer (Fig. 2.23) has the same sensor elements as

the whole-head array. The sensor samples the magnetic field by means of pick-up

loops at 165 distinct locations above the thorax arranged on a slightly curved spher-

ical surface. Of these loops, 132 are coupled to form 66 planar gradiometers, orga-

nized in orthogonal pairs. The midpoint of each pair coincides with the location of

a magnetometer loop. Altogether, 99 independent signals are thus provided as in-

puts for MCG data analysis. Noise suppression is carried out by software, utilizing

either the SSP or SSS technique. The dewar has a cylindrically shaped lower tip

with a diameter of 30 cm and radius of curvature of 79 cm. The distance from the

liquid helium space to the outer surface of the dewar bottom is about 2.5 cm and

the helium boil-off rate is about 6 L per day. Besides MCG, the system may also be

applied in fetal MEG.

An overview of the Elekta Neuromag1 systems, together with installation year

and location, is provided in Table 2.4.

2.2.7.4

Advanced Technologies Biomagnetics (AtB) s.r.l.

The Italian company AtB (Advanced Technologies Biomagnetics) has developed

MCG as well as MEG devices (www.atb-pro.com). The basic component of all mag-

netic sensors is a fully integrated planar SQUID magnetometer based on Niobium

technology. The sensing area is a square of 8 mm side length. This SQUID ele-

ment is the modular basis for a flexible construction of complex sensor systems,

including arrays of triaxial vector magnetometers with an intrinsic noise level bet-

ter than 7 f T=
ffiffiffiffiffiffiffi
Hz

p
at 10 Hz.

The noise cancellation strategy is based on a combination of cost-optimized

shielded environment and real-time compensation (software gradiometers) using

reference magnetometers measuring the environmental disturbances. The liquid

helium dewars are built on the basis of monolithic structures of compound ma-

terials for maximization of safety and reliability; that is, it is composed of only one

entire inner and one entire outer container made of fiberglass composite, which

results in low-noise dewars. The distance at the dewar bottom [‘‘warm’’ (300 K) to

Table 2.4 (continued)

Year No. of

channels

Affiliation North America Europe Asia

2005 306 MEG helmet Yamagata

306 MEG helmet Seoul

306 MEG helmet San Diego

306 MEG helmet Pittsburgh

a)Upgrade from a previous system.
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‘‘cold’’ (4.2 K)] is typically about 18 mm. The typical filling volume for MCG-

dewars is 62 L, and the stationary evaporation rate is about 8 L per day. On this

basis, the ARGOS family with several sensor array configurations has been devel-

oped, optimized for different applications as MCG, MEG or fMCG recordings. The

systems operate in AtB-magnetically shielded rooms most with three layers of

m-metal and one rf shield.

The ARGOS 50 MCG is a planar biomagnetometer designed especially for

magnetocardiography, and contains 77 SQUID magnetometers. The sensor array

(lowest level) consists of 55 SQUID sensors recording Bz (i.e., the magnetic field

component perpendicular to the chest and the Earth’s surface, respectively). They

are located in a hexagonal grid with a grid constant of 3.2 cm covering a circular

planar surface with a diameter of 23.0 cm. Some 7.0 cm above these is the corre-

sponding second level, with 19 magnetometers acting as compensation coils. The

third level, located 14.0 cm above the first one, contains a triplet of magnetometers

oriented in x-, y-, and z-directions. Software gradiometers (first-order gradiometers

with 7.0-cm or 14.0-cm baseline or second-order gradiometers) can be used digi-

tally to reduce the quasi-homogeneous ambient noise (Erné et al., 1999).

The multichannel-vector-magnetocardiograph ARGOS 200 is a biomagnetometer

specially designed for magnetocardiography and magnetoneurography (see Fig.

2.24a). The main idea of the ARGOS 200 is to form a triplet of SQUIDs to allow

recording of the magnetic field vector (i.e., Bx, By and Bz). The triplets are distrib-

uted over four levels (Nowak et al., 2003). The lower level, the main measurement

plane, is a planar sensor array consisting of 56 SQUID sensor triplets covering a

circular planar surface with a diameter of 23.0 cm. The reference array consists of

seven SQUID sensor triplets located in the second level in a plane which is posi-

tioned parallel to the measurement plane at a distance of 9.8 cm. The third or

fourth level with one triplet, are located at distances of 19.6 cm and 25.4 cm, re-

spectively, above the measurement plane. The center of the triplets in the third

and fourth levels are located at the axis (measurement plane’s position 0-0) of the

insert. In total, 195 SQUID sensors are used. The position plot of a recorded vector

MCG is shown in Figure 2.24 (b).

The ARGOS 150 is a helmet-shaped system for magnetoencephalography. The

sensor array consists of 165 SQUID sensors located in 165 independent measure-

ment sites, with an inter-sensor separation less than 3.0 cm for appropriate spatial

sampling.

The ARGOS 500 is a helmet-shaped biovector magnetometer specially designed

for magnetoencephalography (Pasquarelli et al., 2004a) (Fig. 2.25). The large

vertical-oriented dewar is localized and fixed on the basement with a helmet-

shaped cavity to accommodate the patient’s head. The sensor array consists of 165

SQUID sensors triplets located in 165 independent measurement sites, with an

inter-sensor separation of less than 3.0 cm (Pasquarelli et al., 2004b). The ARGOS
500/PL is a system derived from the ARGOS 500, but with standard, quasi-radial,

nonvectorial sensor distribution. This device resembles the ARGOS 500.

The bioelectrical amplifiers are low-noise, high-impedance, differential-input bio-

preamplifiers, modularly expandable between 32 and 128 channels. The maximum

140 2.2 Biomagnetic Instrumentation



number of electrical channels usable simultaneously with the magnetic recordings

depends on the chosen configuration of magnetic sensor and data acquisition sys-

tem. The data acquisition system is modularly expandable until 644 channels. The

resolution of conversion is better then 18 bits. A fixed sampling rate can be chosen

either by 8.4 kHz for a maximum of 330 channels or alternatively by 4.2 kHz for a

maximum of 660 channels. DC-coupled or AC-coupling at hardware level and ac-

quisition bandpass is determined via digital filters.

An overview of AtB-ARGOS systems, together with installation year and loca-

tion, is provided in Table 2.5.

Fig. 2.24. (a) Multichannel vector-magnetocardiograph ARGOS 200.

(b) Position plot of a vector-MCG-recording by ARGOS 200.
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2.2.7.5

CardioMag ImagingTM

CardioMag ImagingTM (CMI) (www.cardiomag.com) was incorporated in 1999. The

company introduced a line of commercially available cardiac diagnostic devices

called MagnetoCardioGraphs (e.g., a 9- or a 36-channel system) which record the

electrical activity of the heart using SQUID-sensors with the capability of operating

in unshielded environments. Therefore, a second-order gradiometer (diameter

2.0 cm) is the base antenna for these devices. An intrinsic noise level is obtained

with 10 f T=
ffiffiffiffiffiffiffi
Hz

p
between 1 and 10 Hz, which is normally superimposed by the cli-

nical environmental disturbances. A total balancing of the measuring channels is

achieved with less than 10�4 with an additional Electronic Noise Suppression Sys-

tem using three background environment reference channels. The nine-channel

device covers an area of 8:0� 8:0 cm2, and the 36-channel device an area of

20:0� 20:0 cm2. The measurement system is installed in a dewar with a capacity

of 13.5 L for liquid helium. The helium boil-off rate is less than 2.5 L per day.

An installed nine-channel CMI-MagnetoCardioGraph is shown in Figure 2.26 (a)

in a clinical environment (Chest Pain Unit).

Having received regulatory approvals such as FDA, UL, CE Mark, and GMP cer-

tifications, the CMI-systems are now being used to collect clinical data in accor-

dance with a number of diagnostic protocols aimed at rapid, real-time cardiac

functional testing. Patients undergo a safe and silent, resting 6- to 10-minute non-

invasive test procedure, during which time a series of cardiac signals are displayed

and subsequently analyzed to determine the existence or absence of heart disease

(Brazdeikis et al., 2002; Brisinda et al., 2003).

Fig. 2.25. Argos 500 with patient bed inside a magnetically shielded room.
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Fig. 2.26. (a) CMI-2409 MagnetoCardioGraph installed in a Chest Pain Unit.

(b) Real-time traces of nine MCG channels (upper traces) and one ECG

channel (lowest traces) recorded by the CMI-2409 system.

Table 2.5. Installation year and location of AtB-ARGOS systems.

Year No. of channels Affiliation Europe

1998 77 ARGOS 50 Chieti

1998–2004 77 ARGOS 50 Ulm

1999 165 ARGOS 150 (helmet) Chieti

2003 195 ARGOS 200 Jena

2003–2004 495 ARGOS 500 (helmet) Ulm

2005 150 ARGOS 500 (helmet) Naples

495 ARGOS 500/PL (helmet) Avellino

495 ARGOS 500/PL (helmet) Chieti

77 ARGOS 50 Hoyerswerda

2006 495 ARGOS 500 (helmet) Roma
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Fourteen channels (nine MCG channels, three reference channels, one cardiac

trigger channel, one accessory channel) with 24-bit ADC per channel with a 1000

Hz sampling rate (500–2000 Hz range) are available for data acquisition. For signal

processing, analogue and digital filtering, low-pass and high-pass filtering, signal

averaging and spectral noise analysis are available. Figure 2.26 (b) represents a

real-time MCG and ECG recorded by the nine-channel CMI-MCG system in un-

shielded environment.

In addition to showing both magnetic and electric cardiac traces, the system also

displays a series of animated magnetic field maps that dynamically display cardiac

activity in the form of color contour maps. These two- and three-dimensional maps

represent changes in current flow during an averaged cardiac cycle. Automated di-

agnostic algorithms that incorporate intelligent machine learning techniques may

show promise for generalized heart-health scanning examinations.

An overview of CMI-MagnetoCardioGraphs-systems, together with installation

year and location, is provided in Table 2.6.

2.2.7.6

Tristan Technologies, Inc.

Tristan Technologies was first created in 1991 by many people associated originally

with several San Diego superconducting companies, including Biomagnetic Tech-

nologies (BTi) and S.H.E. Corporation. This company was subsequently sold to

Conductus, Sunnyvale in 1993, and became its Instrument and Systems Division.

This division in San Diego closed in July 1997, and the employees reformed Tri-

stan Technologies (www.tristantech.com) in August 1997.

Tristan’s strength is in the design and manufacture of laboratory and custom

SQUID systems (Fagaly, 1999). Tristan’s standard product line of SQUID instru-

mentation is available for scientific laboratory applications. Custom SQUID

magnetometers supplied by Tristan include both liquid cryogen and cryocooled

high-temperature SQUID magnetometer and gradiometer systems, liquid helium

Table 2.6. Installation year and location of the CMI-systems.

Year No. of

channels

Affiliation North

America

Europe Asia

2002 9 CMI-2409 Baltimore

2002 36 CMI-2436 Rome

2002 9 CMI-2409 Hoyerswerda

2003 9 CMI-2409 Los Angeles

2003 9 CMI-2409 Rochester

2003 9 CMI-2409 Tianjin

2005 9 CMI-2409 Shenzhen

2005 9 CMI-2409 Krakow
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scanning SQUID microscopes with mm-resolution (the world’s first magnetic mi-

croscope), liquid nitrogen SQUID microscopes for magneto-immunoassay mea-

surements, and biomagnetometers for medical applications, which vary from

single-channel devices to complex multi-channel systems.

The model 607 microSQUIDTM, which can be used for animal investigations,

has seven sensors with 4 mm-diameter detection coils and four reference coils

(Bx, By, Bz, and dBz/dz). Research instruments for animal measurements have typ-

ically been low channel count systems with smaller detection coils. The higher spa-

tial resolution required for animal measurements also requires closer spacing. The

use of adjustable tail dewars that permit closer spacing between the sensor and

room-temperature sources and coil-in-vacuum technology allow small-diameter

(1–4 mm) detection coil arrays to be built, without having to use excessively

thick dewar tail pieces. The noise amounts to 15–20 f T=
ffiffiffiffiffiffiffi
Hz

p
. The coil to room-

temperature distances were <2 mm.

The Model 637 is a fully integrated magnetic source imaging system with 37

channels that cover almost 500 cm2, and can be used for magnetocardiography in-

cluding fetal MCG, magnetoencephalography and magnetoenterography (mea-

surement of the stomach and intestines).

The gutSQUID1 is a 37-channel system for measuring the blockage of arterial

blood flow (ischemia) in the gastrointestinal (GI) tract, which can lead to intestinal

necrosis (Bradshaw et al., 1999). SQUID magnetometers permit the measurement

of low-frequency oscillations (8–15 cycles per minute) related to electrical activity

in the GI tract. This system is a vector system that records all three components

of the magnetic vector (Bx, By, and Bz).

Fig. 2.27. BabySQUID3 Neonatal Biomagnetometer. The

magnetometer is located in the infant bed. Electronics and

data acquisition system is located in the cart. The rectangular

device at the end of the infant bed is the projector for the

optical positioning system.
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Nerve conduction involves rapid axonal spikes of duration on the order of 1 ms.

Tristan’s ultra-high-speed 73-channel model 661 spineSQUIDTM system acquires

data in excess of 100 000 samples per second on each channel, including reference

channels. This permits tracking of axonal events, and allows the tracking of very

rapid changes in nerve conduction.

Tristan’s babySQUID1 Neonatal Biomagnetometer is an MEG system specifi-

cally designed for detecting cortical function in the newborn (Fig. 2.27), and is

built to operate without the need for magnetic shielding. The measurement cradle

and its companion electronics cart are portable and can be wheeled in and out of

elevators, obstetric suites, and neonate intensive care units. The system has 76 de-

tection coils (diameter 6 mm) with a sensor coverage area of 300 cm2. Its spatial

resolution is four times greater than that of existing ‘‘adult’’ whole-head MEG

sensors. An optical one-click 3D imaging system is used to track patient move-

ments. The optical tracking and mapping system update movement at 30 Hz with

0.5-mm accuracy. The inherent system noise is about 15 f T=
ffiffiffiffiffiffiffi
Hz

p
at 1 Hz. The gap

(300 K–4 K) is about 7 mm.

2.2.7.7

Philips Research, Hamburg

The Philips company has designed and manufactured a twin-dewar biomagnetome-
ter system with 2� 31 channels for operation inside a shielded room (e.g., AK 3b).

This biomagnetometer is based on a modular technique; that is, every single chan-

nel can be optimized or replaced individually. The symmetrical first-order axial gra-

diometers have a diameter of 2.0 cm and a base length of 7 cm (Dössel et al., 1993).

Both the pick-up coil and the compensation coil have two turns of niobium wire

wound around a common fiber-reinforced epoxy cylinder. The imbalance of the

gradiometers is less than 0.1%, and they are galvanically coupled to the SQUIDs.

The field noise of the system is less than 10 f T=
ffiffiffiffiffiffiffi
Hz

p
at 1 Hz (Nowak and

Huonker, 1996). Data are acquired by commercially available EEG amplifiers (Syn-

Amps, Neuroscan).

The double-dewar construction allows measurements to be performed over both

hemispheres of the head for magnetoencephalography, or over the chest for mag-

netocardiography (Fig. 2.28) and, of course, single-dewar (31-channels) investiga-

tions are also possible. In addition, 62 channels of the EEG/ECG can be recorded

simultaneously.

The positions of the dewars in relation to each other and to the subject can be

obtained by localizing up to 10 small magnetic markers (coil triplets). Each marker

consists of three coils perpendicular to each other, thus giving independence from

the orientation of the coil triplet (Fuchs and Dössel, 1992).

The investigations performed with the device described can be divided into two

main groups: neuromagnetic (e.g., auditory and somatosensory-evoked responses,

presurgical mapping, fetal MEG, spontaneous brain activity) and cardiomagnetic

measurements. Magnetic Source Imaging (MSI) is used for both groups; this is

based on biomagnetic measurement and MRI in order to localize the magnetic

source using the markers described above.
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Fig. 2.28. 62-channel twin dewar biomagnetometer during MCG-recording (Philips).

Fig. 2.29. Magnetic Source Imaging (MSI). (Material provided by R. Huonker).
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A result of the MSI-procedure is demonstrated in Figure 2.29, using an auditory

evoked response. The MEG recorded is shown on the middle right-hand side (aver-

aged data, position plot, isomagnetic field map), and the MRI data on the middle

left-hand side (one slice of the raw data, reconstructed MR-images of the head sur-

faces with markers). A pointset matching by coordinate transformation allows mor-

phological information and the magnetic field pattern to be superimposed in a

morphological coordinate system, as shown in the right part of Figure 2.29. With

respect to the physiology of the source, different source models can be applied in

order to perform MSI (Huonker et al., 1996).

The principle of localizing, for example an anterior infarction in cardiomag-

netism, is based on the same procedure (Leder et al., 1998). In 1994, two of these

double-dewar systems were installed in Germany (one in Jena and one in Ham-

burg).

2.2.8

Special Biomagnetic Measurement Devices

2.2.8.1

Micro-SQUID Systems

As the biomagnetic fields fall off as 1=r 2 to 1=r 3 with the distance r (source-

detection coil), it may be advantageous to decrease the space between the pick-up

coil and the outer bottom dewar in order to achieve a higher signal-to-noise ratio.

This also provides higher spatial resolution (Wikswo, 1988; Wikswo et al., 1989). To

address this need, BTi San Diego developed a closely spaced, four-channel micro-

SQUID device with four axial asymmetric first-order gradiometers (Buchanan et al.,

1989). A similar device was installed in Yoshio Okada’s biomagnetic center in Al-

buquerque, inside a magnetically shielded room. This micro-SQUID device con-

tains pick-up coils of 4.0 mm diameter, with a baseline of 16 mm and a channel

separation of 6 mm. The magnetic field sensitivity is about 50 f T=
ffiffiffiffiffiffiffi
Hz

p
. The spac-

ing between the pick-up coils and outside surface of the dewar is, at 1.2 mm

(Okada et al., 1992), uniquely achieved by mounting the pick-up coils in the vac-

uum space of the dewar. With this device, magnetic signals from, for example hip-

pocampal slices of a guinea pig, can be investigated (Kyuhou and Okada, 1993;

Okada and Xu, 1996; Okada et al., 1997).

This device can also be used to study a phenomenon called ‘‘spreading depres-

sion’’, which is believed to be the physiological basis for the aura in classic mi-

graine (Okada et al., 1993). It has been also used to study the ability of MEG to lo-

calize cortical sources, by comparing the locations of the generators inferred from

somatic evoked fields produced by the somatosensory cortex of the juvenile swine

against the locations determined with electrocorticograms and depth recordings

(Okada et al., 1996).

Moreover, high-spatial resolution SQUID magnetometers were developed with a

pick-up coil diameter of 1.0 mm (Ono et al., 2004) and of 0.2 mm (Kobayashi and

Uchikawa, 2003) for investigations with animals and nerves, respectively.
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2.2.8.2

The Jena 16-Channel Micro-SQUID Device

Basic research studies require extremely high spatial resolution (small pick-up

coils, minimal distance between source and pick-up coil) that covers an area of

about 9 cm2 with more than 10 channels. Based on experience in biomagnetic

instrumentation in Jena (Albrecht et al., 1981, 1989; Nowak et al., 1991, 1995;

Gießler et al., 1993), an ultra-high-spatial resolution 16-channel Micro-SQUID

device was developed and manufactured. The pick-up coils were designed to be

positioned in a rectangular 4� 4 grid covering an area of 3:2� 3:2 cm2 with the

shortest distance of 8.4 mm between neighbors. The diameter of the pick-up coils

was 6.7 mm, and the first-order asymmetric gradiometers had an average base

length of 3.0 cm. The gradiometer support was constructed from Macor and the

gradiometers were Nb-wire wound. The balance was about 1%, and the system

was installed inside a magnetically shielded room (Nowak et al., 1999).

The gradiometer assembly is shown in Figure 2.30 (a). Typical values of the flux

density noise were about 22 f T=
ffiffiffiffiffiffiffi
Hz

p
at 1 Hz. A specially designed dewar was

used (Quantum Magnetics, San Diego, USA), with a distance of about 3 mm be-

tween the inner dewar and outer dewar bottom. Epileptic spikes initiated by stereo-

tactic intracortical penicillin injections in rabbits were investigated. A typical MEG-

signal is shown in Figure 2.30 (b). The position plot of the 16 MEG-channels

(bandwidth 0.1 to 70 Hz, time window of 1 s) is superimposed with isomagnetic

lines (positive signals, solid line; negative signals, dashed line; signal differences

between two isolines, 50 fT). The adapted software CURRY2 (Philips, Hamburg,

Germany) was used for signal analysis. Another example of a real-time 16-channel

MEG recording of a dc-shift during cortical spreading depression in a rat is shown

in Figure 2.30 (c). This equipment provides new possibilities necessary for the

analysis of physiological as well as pathophysiological processes in the brain. More-

over, it enables the investigation of single-event analysis in the brain and avoids the

loss of important information by data averaging. Furthermore, the high spatial res-

olution allows for the differentiation of neuronal activities that are only a few milli-

meters apart. This may provide new insights into the functional organization of

neuronal functions during a great variety of physiological and pathophysiological

events.

2.2.8.3

Planar Gradiometers

First- and second-order planar gradiometers with which DBz=Dx or DBz=Dy and

D2Bz=Dx2 or D2Bz=Dy2 respectively can be recorded have been proposed and inves-

tigated by several groups (Ketchen et al., 1978; de Waal and Klapwijk, 1982; van

Nieuwenhuyzen and de Waal, 1985). The advantage of planar gradiometers is

that, due to thin-film technology, a high initial balance (better than 10�3) can be

achieved. A possible disadvantage from the practical and economical point of view

is a limit in the length of the baseline (limit of the sensitivity to deep sources).
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Fig. 2.30. (a) 16-channel gradiometer arrangement; lower part:

16 pick-up coils with five turns; upper part: four groups of compensa-

tion coils with one turn per pick-up coil. (b) MEG-recordings of epileptic

spikes: position plot with isomagnetic lines (difference between two

isomagnetic lines: 50 fT, averages: 100). (c) Real-time MEG-recordings

of a dc-shift during cortical spreading depression in a rat.
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A planar eight-channel tangential-field gradiometer system was proposed and

realized by Josephs et al. in order to measure the magnetic field components

D2Bx=Dz2 and D2By=Dz2. These authors used standard printed-circuit board

(copper/epoxy) technology with the superconducting circuit formed by PbSn solder

coating of lithographically prepared copper tracks. The rectangular coils are 1.25

cm wide and 1.55 cm, 3.1 cm and 1.55 cm long, with 2, �2, and 2 turns (Josephs

et al., 1995). This system, with about 18 f T=
ffiffiffiffiffiffiffi
Hz

p
white noise, has an adequate

noise performance level for many neuromagnetic investigations.

A first-order planar SQUID gradiometer system was fabricated and tested by

Stolz et al. (2003) for biomagnetic applications with two pick-up loops (quadratic,

2 cm) and with a baseline of 4 cm. The intrinsic noise corresponds to a field reso-

lution in one loop better than 3 f T=
ffiffiffiffiffiffiffi
Hz

p
white noise.

Planar gradiometers are applied in multichannel biomagnetic devices such as

those developed by Neuromag, Helsinki (Kajola et al., 1989).

2.2.8.4

Japanese 256-Channel Device (SSL-Project)

In connection with the Japanese Superconducting-Sensor-Laboratory (SSL) Project,

a 256-channel device was developed and realized for measurements inside mag-

netically shielded rooms. Today, this system is in operation at the Tokyo Denki

University, in the magnetically shielded COSMOS room (Harakawa et al., 1996).

The 256-channel system consists of magnetometers using Drung-type SQUIDs

(Uehara et al., 1993; Matsuda et al., 1995) mounted inside a dewar with a bottom

formed to fit the human head (similar to the whole-head systems described above).

The helium consumption is about 9 L per day, and the dewar is automatically

refilled every third day. The white noise of the system is 5 f T=
ffiffiffiffiffiffiffi
Hz

p
. Other devices

were also developed, such as the middle-scale SQUID system, in which 64 gradi-

ometers are distributed over a measuring area of 17:5� 17:5 cm2 in a dewar with

a flat bottom; this system can be used for both MCG and MEG recordings. Further-

more, a 16-channel system for MEG and a 32-channel system for MCG investiga-

tions have been constructed.

2.2.8.5

Vector-Magnetometers

More complete information about magnetic fields can be obtained by recording the

magnetic field vector, for example with vector-magnetometers. The first vector

MCG was recorded by Wikswo et al., who used a first-order gradiometer (baseline

15 cm), the axis of which was about 35� to the horizontal. Successive 120� rotations
of the dewar around its vertical axis allowed sequential measurement of three or-

thogonal vector components (Wikswo et al., 1975).

The same idea was applied by Gießler, but instead using a well-balanced sym-

metrical second-order gradiometer, with a diameter of 3.0 cm and a baseline of

7.5 cm (Gießler et al., 1993). A more advanced 129-channel vector neuroimaging
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system has been presented by Yoshida et al. (2000) in which the 129 channels rep-

resent 43 measuring points. Each of these consists of three first-order gradiometers

wire-wound on the same cylindrical support. The corresponding three gradiometer

coils are perpendicular to each other. The baseline is 5.0 cm, and each coil of the

vector gradiometer has the same elliptical shape (large diameter 2.7 cm; short di-

ameter 1.6 cm). The noise level is lower than 10 f T=
ffiffiffiffiffiffiffi
Hz

p
above 10 Hz (Yoshida

et al., 2000). Recently a 304 SQUID Vector Magnetometer was designed and con-

structed by Schnabel et al. (2004).

Furthermore, the AtB system ARGOS 200 contains triaxial vector magneto-

meters (65 triplets with 195 SQUIDs) with an intrinsic noise level better than 7

f T=
ffiffiffiffiffiffiffi
Hz

p
at 10 Hz (see also Section 2.2.7.4).

2.2.8.6

Biomagnetic Devices with Cryocooler

Easy-handling systems based on cryocoolers can completely avoid the handling of

liquid helium, as was demonstrated in 1981 (Sullivan et al., 1981). Moreover, Sata

et al. have presented a 61-channel MEG system which can be cryocooled to

maintain superconductivity (Sata et al., 1996). Here, the thin-film dc SQUIDs and

pick-up coils are directly cooled by a Gifford-McMahon/Joule-Thomson cryocooler,

without liquid helium, with the valve motor used to switch between high- and low-

pressure helium gas being located outside the magnetically shielded room. The 61-

channel system consists of first-order axial gradiometers (2.0 cm in diameter and

with a 5.0 cm baseline) arranged radially on a spherical surface (12.5 cm radius).

The noise from the cryocooler (about 15 pT) has a periodic characteristic which

can be suppressed by signal processing. The white noise level of the system is in

the range between 12 and 18 f T=
ffiffiffiffiffiffiffi
Hz

p
(Sata et al., 1996). The operation of dc

SQUIDs on a two-stage GM-cryocooler with amagnetocaloric regenerator was also

demonstrated in this group, achieving similar noise values (Fujimoto et al., 1993).

Low-noise cryocoolers operating on the pulse tube principle (Gerster et al., 1998)

are being optimized to meet the requirements of HTS-SQUID magnetometers

with resolutions in the order of 10 f T=
ffiffiffiffiffiffiffi
Hz

p
.

2.2.9

High-Temperature Superconductivity

The term ‘‘high-temperature superconductivity’’ (HTS) refers to a new generation

of superconductors, the development of which began in 1986 (Bednorz and Müller,

1986). Some of these oxide superconductors such as ‘‘YBaCuO’’-materials become

superconductive at temperatures higher than 77 K, the temperature of liquid nitro-

gen. HTS-materials offer the possibility of substituting liquid nitrogen for liquid

helium as a cooling medium. Liquid nitrogen is much easier to handle, much

cheaper than liquid helium (about 1% of the cost), and is available in most of the

hospitals. In addition, because liquid nitrogen has a high volume heat of evapora-
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tion, the boil-off rate of the cryostats decreases and consequently the distance be-

tween the pick-up coils and the dewar outer bottom can be reduced significantly.

A Tc;max of 135 K was achieved using a HgBa2Ca2Cu3O8þx HTS material (Buckel

and Kleiner, 2004). One goal of these investigations was to improve the SQUID

resolution (e.g., Tavrin et al., 1994; Cantor et al., 1995; Dantsker et al., 1995; Drung

et al., 1996; Peiselt et al., 2003; Lee et al., 2004). Another goal was their application

in biomagnetic instrumentation (e.g., Seidel et al., 1998; Zhang et al., 2000; Mizu-

kami et al., 2003).

A hand-held, small-sized cryostat with integrated YBaCuO magnetometers was

developed to record the magnetocardiogram (Schilling et al., 1996).

Burghoff et al. demonstrated the usefulness of HTS-SQUIDs for diagnostic ap-

plications when measuring the MCG within a shielded room (Burghoff et al.,

1996). A thin-film planar HTS-SQUID gradiometer with bicrystal or step-edge

Josephson junctions has been developed and applied for MCG recordings in an

unshielded environment (Weidl et al., 1997).

Only a few types of multichannel biomagnetic instrumentation based on HTS-

SQUIDs are known. Dilorio et al. presented a four-channel device with low-noise

integrated HTS-SQUID magnetometers. This system had a magnetic field sensitiv-

ity of about 70 f T=
ffiffiffiffiffiffiffi
Hz

p
at 1 kHz and about 280 f T=

ffiffiffiffiffiffiffi
Hz

p
at 1 Hz (Dilorio et al.,

1995), and could be used for both heart and brain investigations. A seven-channel

system with packaged HTS-SQUIDs has been described by ter Brake et al. (1997),

in which the averaged white-noise level of all seven channels was given with 120

f T=
ffiffiffiffiffiffiffi
Hz

p
.

A modular nine-channel HTS-SQUID system for MCG measurements was de-

veloped for measurements in an unshielded environment. Galvanically coupled

HTS-SQUID magnetometers with intrinsic white noise levels of about 70

f T=
ffiffiffiffiffiffiffi
Hz

p
were used. A noise level of about 1 pT=

ffiffiffiffiffiffiffi
Hz

p
was achieved in an un-

shielded environment using active noise compensation (David et al., 1996).

A 32-channel system was also developed with YBaCuO thin-film SQUIDs using

step-edge Josephson junctions (Itozaki et al., 1996). The sensors were placed in an

array of 6� 6 except for the four corners, with a channel separation of 4 cm. A ni-

trogen dewar with a diameter of 40 cm and a height of about only 20 cm was de-

veloped for this purpose (Itozaki et al., 1996). The magnetic field resolution of the

system was less than 1 pT=
ffiffiffiffiffiffiffi
Hz

p
at 10 Hz, and its value for MCG measurements

was demonstrated in a shielded environment.

Tsukamoto et al. (2001) fabricated a highly balanced directly coupled YBa2Cu3OY

gradiometer which could be used in an unshielded environment and had a balance

better than 10�3. The noise density for this gradiometer was 300 f T=cm=
ffiffiffiffiffiffiffi
Hz

p
(>100 Hz) and 3 pT=cm=

ffiffiffiffiffiffiffi
Hz

p
(>1 Hz).

Until now, a serious limitation of the HTS technique in biomagnetic instrumen-

tation has been the lack of mass production of low-noise HTS-SQUIDs, in addition

to the fact that wires for the winding of gradiometers are unavailable. Welding the

connection of two HTS-conductors also remains problematic. On the other hand,

the progress which has been made in the development of low-noise HTS-SQUIDs

with a white noise level below 10 f T=
ffiffiffiffiffiffiffi
Hz

p
is beyond doubt (Dantsker et al., 1995;
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Drung et al., 1996). Indeed, the development of simple-to-operate biomagnetome-

ters which can be used in a clinical environment is becoming increasingly realistic.

2.2.10

Perspectives

One advantages of biomagnetic measurement techniques is the contact-free re-

cording of biomagnetic signals, and this is especially important in fetal MCG and

fetal MEG (see Section 2.5) or MEG in the newborn (Pihko et al., 2004). Further-

more, this method is particularly suitable for repeated measurements, because it

places no stress on the patient under investigation.

Moreover, the magnetic field has a high spatial and temporal resolution and

provides additional information about the electric field (Haberkorn, 1996; Pflieger

et al., 2000).

Today, several multichannel biomagnetometers with a white noise level below 5

f T=
ffiffiffiffiffiffiffi
Hz

p
(as described in Section 2.2.7) are available. As there is a tendency to sep-

arate magnetoencephalographic and magnetocardiographic measurement devices,

special devices for these main fields of application (brain, heart and fetal investiga-

tions) have been developed as whole-head MEG systems and MCG systems, as well

as slightly curved devices applicable to MEG, MCG, FMCG, FMEG, MGG, the

study of stimulus propagation in the peripheral nervous system (Curio et al.,

1995), and other biomagnetic investigations. Although more than 60 multichannel

measurement devices have been installed worldwide, the distribution of these sys-

tems remains problematic due not only to their high costs but also to their lack of

user friendliness, diagnostic power, and clinical acceptance. Although the use of

HTS-SQUIDs (cooling temperature 77 K, using liquid nitrogen) rather than LTS-

SQUIDs (cooling temperature 4.2 K, using liquid helium) would reduce operating

costs and make the system more user-friendly, the noise parameters achieved with

HTS-SQUIDs are not comparable with those of the LTS-SQUID multichannel sys-

tems. In fact, problems of noise – whether of environmental, thermal magnetic,

dewar or biological origin – may in time limit the widespread distribution of these

biomagnetic measurement devices.

The SQUID is the only magnetic field sensor with a high spatial resolution

which is sufficiently sensitive to record biomagnetic fields in the range of fT, in

comparison with optically pumped magnetometers, fiber-optic-based magnetic sen-

sors, magnetoresistive magnetometers and flux gate magnetometers. Nevertheless,

an optical pumping magnetometer has already been developed to map the mag-

netic field of the heart (Bison et al., 2003).

The number of channels required in biomagnetic measurement devices is often

a compromise between the main application field of the system and economic fac-

tors. The devices described in Sections 2.2.7 and 2.2.8 are applicable to, and opti-

mized for, most biomagnetic recordings with respect to the number of channels.

One means of solving the problem of comparing magnetic signals measured with

different multichannel devices was suggested by Burghoff, who transformed the
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recorded signals of different devices (magnetometers, axial gradiometers, and pla-

nar gradiometers) into a reference system, and subsequently demonstrated its effi-

cacy in the heart (Burghoff et al., 1997).

Perhaps the most promising application of biomagnetic measurement methods

is that of magnetic source imaging (MSI) (see Fig. 2.29), which includes current

imaging by means of morphologically constrained reconstructions (Fuchs et al.,

1995). MSI represents a very powerful tool for the direct assessment of electrical

sources within the human body (for overviews, see Nowak et al., 2002; Halgren

et al., 2004). Moreover, it can – noninvasively – provide information about current

distribution on the heart surface, providing the cardiologist with details of the exact

location and temporal resolution of infarcts and other dysfunctions. Likewise, in

neurology, psychiatry and neurophysiology, MSI can provide information on the lo-

cation and temporal behavior of sources within the human brain for a wide variety

of clinical and basic research questions. As a presurgical method in particular, it

permits the possibility of reducing the discomfort of the patient, as well as health-

care expenditure, by minimizing the number of invasive investigations such as

biopsies. The use of systems with 70 or more channels covering the region of in-

terest (e.g., the heart or head) will allow investigations to be performed in a single

step, thus opening a window to cognitive processes, for example. Such examina-

tions can be conducted more rapidly than body surface potential mapping and

EEG recordings due to their need for much less preparation time.

Clearly, when used in conjunction with advanced software, biomagnetism can be

used as a diagnostic tool in a clinical context to localize electrically active sources

with high spatial and temporal resolution complementary to electric field measure-

ments.
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Huonker, F. Gießler, F. Schmiedel, U. Schulze, P. Seidel and M. Thürk, for their

support.

References

Ahonen, A.I., Hämäläinen, M.S., Kajola,
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Kelhä, O.V. (1981). Construction and

performance of the Otaniemi magnetically

shielded room. In: Erné, S.N., Hahlbohm,
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Laine, P., Hämäläinen, M., and Ahonen, A.

(1999). Combination of magnetometers and

planar gradiometers in an MEG system.

In: Yoshimoto, T., Kotani, M., Kuriki, S.,

Karibe, H., and Nakasato, N. (Eds.), Recent
Advances in Biomagnetism: Proceedings
of the 11th International Conference on
Biomagnetism, Tohoku University Press,

Sendai, pp. 47–50.

Leder, U., Pohl, H.P., Michaelsen, S.,

Fritschi, T., Huck, M., Eichhorn, J.,

Müller, S., and Nowak, H. (1998). Non-

invasive biomagnetic imaging in coronary

artery disease based on individual current

density maps of the heart. Int. J. Cardiol.,
64, 83–92.

Lee, S.G., Park, S.M., Kang, C.S., Yu, K.-K.,

Kim, I-S., and Park, Y.K. (2004). Fabrication

References 159



and magnetocardiography application of

the second-order superconducting quantum

interference device gradiometer made from

a single-layer of YBa2Cu3O7 film. Appl.
Phys. Lett., 84, 568.

Mager, A. (1976). Large magnetic shields.

J. Magn. Magnetic Mater., 2, 245–255.
Mager, A. (1981). A magnetically shielded
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and Lübbig, H. (Eds.), Biomagnetism,

Walter de Gruyter, Berlin, pp. 51–78.

Matlashov, A., Zhuravlev, Y., Lipovich, A.,

Alexandrov, A., Mazaev, E., Slobodchi-

kov, V., and Wazhiewski, O. (1989). Elec-

tronic noise suppression in multichannel

neuromagnetic system. In: Williamson,

S.J., Hoke, M., Stroink, G., and Kotani,

M. (Eds.), Advances in Biomagnetism,

Plenum Press, New York, pp. 725–728.

Matsuba, H., Shintomi, K., Yahara, A.,

Irisawa, D., Imai, K., Yoshida, H., and

Seike, S. (1995). Superconducting shield

enclosing a human body for biomagnetism

measurement. In: Baumgartner, C.,

Deecke, L., Stroink, G., and Williamson,

S.J. (Eds.), Biomagnetism: Fundamental
Research and Clinical Applications, Elsevier
Science, IOS Press, Amsterdam, pp. 483–

489.

Matsuda, N., Takada, Y., Kazami, K.,

Uehara, G., and Kado, H. (1995). Design

and fabrication of a multi-loop supercon-

ducting quantum interference device, a

clover leaf SQUID. Jpn. J. Appl. Phys., 34,
L27–L30.

Mizukami, A., Nishiura, H., Sakuta, K.,

and Kobayashi, T. (2003). High critical

temperature SQUID magnetometer with

feedforward active noise control system for

magnetocardiographic measurement in

unshielded environment. Physica C,
392–396, 1411–1415.

Nenonen, J., Kajola, M., Simola, J., and

Ahonen, A. (2004). Total information of

multichannel MEG sensor arrays. In:

Halgren, E., Ahlfors, S., Hämäläinen,
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Ahlfors, S., Hämäläinen, M., and Cohen,

D., BIOMAG 2004, Proceedings 14th
International Conference on Biomagnetism,

Boston, p. 38.

Stolz, R., Zakosarenko, V., Bondarenko,

N., Schulz, M., Fritzsch, L., Oukhanski,

N., and Meyer, H.G. (2003). Integrated

SQUID-gradiometer system for magneto-

cardiography without magnetic shielding.

IEEE Trans. Appl. Supercond., 13 (2),

356–359.

Sullivan, D.B., Zimmerman, J.E., and Ives,

J.T. (1981). Operation of a Practical SQUID

Gradiometer in a Low-power Stirling

Cryocooler. NBS Special Publication, 607,
186–194.

Taulu, S., Kajola, M., and Simola, J. (2004).

Suppression of interference and artifacts by

the Signal Space Separation Method. Brain
Topography, 16, 269–275.

Taulu, S., Simola, J., and Kajola, M. (2005).

Applications of the Signal Space Separation

Method. IEEE Transactions on Signal
Processing, 53 (9), 3359–3372.

Tavrin, Y., Zhang, Y., Wolf, W., and

Braginski, A.I. (1994). A second-order

SQUID gradiometer operating at 77 K.

Supercond. Sci. Technol., 7, 265–268.

ter Brake, H.J.M., Fleuren, F.H., Ulfman,

J.A., and Flokstra, J. (1986). Elimination of

fluxtransformer crosstalk in multichannel

SQUID magnetometers. Cryogenics, 26,
667–670.

ter Brake, H.J.M., Dunajski, Z., Van der

Mheen, W.A.G., and Flokstra, J. (1989).

Electronic balancing of multichannel

SQUID magnetometers. J. Phys. E: Sci.
Instr., 22, 560–564.

ter Brake, H.J.M., Huonker, R., and

Rogalla, H. (1993). New results in active

noise compensation for magnetically

shielded rooms. Meas. Sci. Technol., 4,
1370–1375.

ter Brake, H.J.M., Karunanithi, R.,

Holland, H.J., Flokstra, J., Veldhuis, D.,

Vargas, L., Hilgenkamp, J.W.M., Jaszczuk,

W., Janssen, N., Roesthuis, F.J.G., and

Rogalla, H. (1997). A seven channel high-

Tc SQUID-based heart scanner. Meas. Sci.
Technol., 8, 927–931.

Tsukamoto, A., Fukazawa, T., Takagi, K.,

Yokosawa, K., Suzuki, D., and Tsukada, K.

(2001). Fabrication of highly balanced

directly coupled YBa2Cu3OY gradiometers

and their noise properties in an unshielded

environment. Appl. Phys. Lett., 79, 4405.
Uehara, G., Matsuda, N., Kazami, K.,

Takada, Y., Kado, H. (1993). Asymmetric

bias injection technique for Drung-type

superconducting quantum interference

devices. Jpn. J. Appl. Phys., 32, L1735–L1738.
Uusitalo, M. and Ilmoniemi, R.J. (1997).

Signal-space projection method for

separating MEG and EEG into components.

Med. Biol. Eng. and Comput., 35, 135–140.
van Nieuwenhuyzen, G.J. and de Waal, V.J.

(1985). Second-order gradiometer and dc-

SQUID integrated on a planar substrate.

Appl. Phys. Lett., 44 (4), 439–441.
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2.3

Cardiomagnetism

Gerhard Stroink, Birgit Hailer, and Peter Van Leeuwen

2.3.1

Introduction

2.3.1.1

Historical Background

Cardiomagnetism refers to the detection, analysis and interpretation of the mag-

netic fields generated by the electrical activity of the heart. The peak value of the

magnetic fields of the heart, measured near the chest, is more than a million times

smaller than the Earth’s magnetic field. Special techniques are required to measure

such small fields, and a major technical breakthrough was made with the introduc-

tion, during the late 1960s, of the SQUID. This sensitive, superconducting magne-

tometer is now commonly used to detect cardiac magnetic fields. Further details

regarding the different techniques required to measure these small biomagnetic

fields are provided in Chapter 2.2.

The first magnetocardiograms (MCGs) measured with a SQUID were recorded

by Cohen et al. in 1970 at MIT, inside a magnetically shielded room (Cohen et al.,

1970). SQUID technology was also available at Helsinki University of Technology,

and MCGs were routinely measured there during the 1970s (Saarinen et al., 1978).

By placing the input coil of the SQUID at several locations over the chest area and

comparing the magnetic field time traces with those of normal subjects, different

pathologies could be detected. During the early 1980s, several research groups re-

corded MCGs by moving a single SQUID probe from point to point on a 7� 8 grid

in a plane parallel to the anterior torso. Utilizing the continuously recorded electro-

cardiogram (ECG), the MCG data were then analyzed to identify at each location

the MCG signal strength at a particular time instance of the cardiac cycle. These

MCG data points were then combined to produce a magnetic field map (MFM).

By repeating this process for every time instant, sequential MFMs – typically 2 ms

apart – were produced. The maps were then analyzed to characterize different pa-

tient groups (Nakaya et al., 1984; Stroink et al., 1985). Spatial features were also

compared with those of electrocardiographic maps (body surface potential maps:

BSPMs) of the same subject to determine the unique information content of
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MFMs during the different cardiac time segments (Horacek and Stroink, 1981;

Peters et al., 1983; MacAulay et al., 1985).

Obtaining MFMs was further simplified with the production of the first com-

mercial multichannel systems with 37 SQUID channels that became available

around 1990 (Schneider et al., 1990). State-of-the-art MCG instrumentation con-

sists of about 60 to 150 SQUID sensors covering the whole anterior surface (see

Section 2.2.7). Such systems are capable of measuring the MCG over the whole

chest area, simultaneously, at the location of each SQUID channel. The fact that

this method is truly noninvasive, and that no electrical leads are needed, ensures

that detailed spatial-temporal information about the electrophysiology of the heart

can be collected in a matter of minutes. The capacity of the multichannel system to

measure many subjects over a short time period makes it ideal as a screening tool.

A modern MCG system is shown in Figure 2.23. A more complete historical per-

spective of MCG measurements is provided by Stroink (1992) and Tavarozzi et al.

(2002a).

In addition to the developments in instrumentation, recently developed mathe-

matical techniques are now capable of combining the information from the MFMs

with the detailed anatomical information as obtained, for instance, with magnetic

resonance imaging (MRI), computed tomography (CT), or electron beam tomogra-

phy (EBT). With such combinations of techniques it is possible to calculate, for ex-

ample, the current distribution over the heart surface every 1 ms, and thus provide

a dynamic picture of cardiac electrical activity during the heart cycle. This fusion of

functional and anatomical information in order to visualize the cardiac activation

sequence, noninvasively, greatly enhances the capabilities of the multichannel

system as a research and clinical tool.

The first part of this section will describe, in general terms, the basic principles

that determine the cardiac magnetic field patterns and how such patterns can

be used to extract clinical information about heart function. In the second part,

some of the clinical investigations in magnetocardiology, and how MCGs can assist

in determining, for instance, risk factors for sudden cardiac death, will be summar-

ized. Reviews on magnetocardiography have been produced by Siltanen (1989),

Fenici et al. (1991), Nakaya and Mori (1992), and Tavarozzi et al. (2002b). Stroink

et al. (1996) reviewed both magnetocardiographic and the closely related and com-

plementary electrocardiographic body surface mapping. Some more fundamental

aspects of cardiomagnetism can be found in the review by Hobbie (1997).

2.3.1.2

Electrophysiology

The rhythmic contractions of the human heart are triggered by the electrical activa-

tion of cardiac muscle cells. In the resting state, the cardiac cells are ‘‘polarized’’;

the interior of the cells has a negative potential relative to the exterior. In response

to stimuli, ions move across the cell membrane, causing a rapid loss of the internal

negative potential. After this short depolarization stage the cell repolarizes, restor-

ing the internal potential of the cells to its original negative value. For cardiac cells
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this repolarization stage lasts about 200–300 ms and prepares the cell for another

excitation cycle. During the repolarization process the cells are refractory – that is,

they are unable to respond to an additional stimulus.

The muscle cells of the heart form a syncytium; that is, they are so joined as to

form a continuous medium enabling the electrical activity to spread from one cell

to the next throughout the myocardium. In a normal, healthy heart this activation

starts at the sinoatrial (SA) node, located in the upper part of the right atrium, and

spreads over the atria (Fig. 2.31). After a short delay at the atrioventricular (AV)

node, the wavefront propagates across the electrical insulating AV separation via

the His Purkinje conduction system (consisting of the bundle of His, left and right

bundle branches, and the Purkinje fibers), into the ventricles. During activation, a

distinct, propagating boundary is formed between the already activated and the

still-to-be-activated part of the myocardium. This depolarization wavefront is fol-

lowed by the repolarization wavefront some time later. These wavefronts can be

represented by many small current segments, more or less perpendicular to this

wavefront (Fig. 2.32). These active current segments (primary currents) generate a

passive current flow (volume currents) in the surrounding conductive thoracic tis-

sues. Because of the resistivity of these tissues, voltage leads on the body surface

will measure potential differences (Ohm’s law) that can be recorded as the ECG.

The magnetic fields generated by these primary and volume currents can be mea-

sured near the torso as MCGs.

The normal sequence of events described above, which serves to optimize car-

diac output, can be disturbed in many ways. Different pathologies lead to a large

variety of conduction abnormalities, represented by abnormal primary current dis-

tributions and volume currents, which show up as abnormal MCGs, ECGs, MFMs,

and BSPMs. Some of these pathologies will be described in more detail in the

second part of this section.

Fig. 2.31. Schematic representation of the heart, showing an activation

wavefront that starts at the sinoatrial (SA) node in the right atrium

(RA). After depolarizing the right and left atrium (LA), the wavefront

propagates through the atrioventricular (AV) node, bundle of His,

Left and Right bundle branches and Purkinje fibers to depolarize

the left and right ventricles (LV and RV).
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2.3.2

Forward Solutions

2.3.2.1

Introduction

In the forward solution, the magnetic field or potential distributions at the body

surface are calculated from the current distributions generated by the active cardiac

muscle cells. These primary currents are directly related to the depolarization and

repolarization processes within the myocardial cells. These processes vary to some

extent from cell to cell throughout the myocardium, and will change dramatically

when cells are damaged. The torso shape and the conductivities of the different

torso compartments influence the volume currents flowing throughout the body

in response to the primary currents. The accuracy with which the magnetic fields

and potentials at the body surface are calculated depends on the approximations

made in representing the cellular activities and the torso geometry. Thus, two mod-

els are required: (1) the source model, expressing cardiac activation in terms of cur-

rent sources; and (2) a volume conductor model, defining the conductive medium

in which the volume currents flow. Finally, it must be specified where the magnetic

fields and potentials are to be measured in relation to the sources and the volume

conductor, and which magnetic field component is desired. In what follows, some

of the more common source and volume conductor models will be described. For

more detail, the reviews of Stroink (1993) and Nenonen (1994), and the textbooks

of Malmivuo and Plonsey (1995) or Gulrajani (1998), may be consulted.

2.3.2.2

Single Current Dipole in an Infinite Homogeneous Conductive Medium

As a first approximation, the active, distributed cardiac sources can be grouped

into a single current dipole, representing the total ‘‘vector of electrical activity’’ or

Fig. 2.32. A wavefront of depolarization (the boundary between shaded

and nonshaded area) moving over the ventricles. This depolarization

wavefront can be represented by a uniform dipole layer. The sum of all

dipoles at a given moment results in the total current dipole vector,

shown at the bottom of each frame. This equivalent dipole is part of

a model that helps to visualize how this depolarization affects the

potentials and magnetic fields observed on the torso.
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‘‘heart vector’’ at a given moment. This total current dipole has been used exten-

sively in vector cardiology to understand the relationship between cardiac function

and the sign and magnitude of the different ECG complexes measured with the

different ECG leads. It is clear that a single current dipole vector, P, which is the

sum of the dipole moments of all cells active at the polarization wavefront, is an

extremely simplified model of cardiac activity. Focusing on the current segments

perpendicular to the action potential wavefronts, the direction and magnitude of

P, can be estimated at any given moment. The way in which the depolarization

wavefront moves over the ventricles is illustrated in Figure 2.32; below each frame

is shown the total equivalent current dipole vector, P, for that moment. It is as-

sumed that this macroscopic current dipole is located at the center of the heart.

The direction and magnitude of this vector during the cardiac cycle for a normal

heart is shown in Figure 2.33a. The x-axis points to the subject’s left, the y-axis to

the feet, and the z-axis from back to front. The small loop labeled P describes the

trajectory of the equivalent current dipole during atrial depolarization; the loop

QRS during ventricular depolarization. Ventricular repolarization is represented

by loop T. The x-, y-, and z-components of this total dipole vector, P, are shown in

Figure 2.33b.

It is this x-component that, to the first order, is represented by the ECG that mea-

sures the potential difference between the wrists. The magnetic field map (MFM)

due to a current dipole pointing in the negative x-direction (shown as a thick

arrow) located a distance, d, below and parallel to the displayed measuring plane,

Fig. 2.33. (a) Locus of the total current dipole vector, P, during

the cardiac cycle. (b) The x-, y-, z-components of the total

dipole vector as a function of time resembling the ECG.

(Adapted from Hobbie (1997), with permission.)
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is shown in Figure 2.34a. We first consider a dipole in an infinite conductive me-

dium. The magnetic field due to the volume currents generated by a dipole in such

a medium does not contribute to the magnetic field anywhere in space (Grynszpan

and Geselowitz, 1973). Only the current dipole itself contributes to the measured

magnetic field. The magnetic field of this dipole, acting like a current segment,

in an infinite homogeneous medium is straightforward and is given by the Biot–

Savart law. The magnetic field lines due to this current dipole follow circular paths

in a plane perpendicular to the direction of this dipole. They intercept the measur-

ing plane shown in Figure 2.34a such that the magnetic field lines emerge from

the plane on one side of the dipole and point into this x-y plane at the other side.

Their direction is determined by the right-hand rule. Also shown in the figure is

the distribution of the magnitude of the magnetic field component Bz, in the

plane. By convention, the magnetic field component pointing into the measuring

plane is positive.

For Bz, the dipole’s volume current contribution to the magnetic field is also zero

for a semi-infinite conductor, as was verified experimentally by Cohen and Hosaka

(1976) using a tank model. This semi-infinite volume conductor bounded by an in-

sulator, such as air, is the simplest description resembling the torso geometry. The

magnetic field map of Bz on this boundary plane due to the current dipole is iden-

tical to such a map if the plane were located in an infinite homogeneous volume.

This simplifies visualizing Bz-maps. Alternatively, given such a magnetic field map

(Fig. 2.34a), it is possible to determine all relevant information about this parallel

dipole. The direction of the dipole is given by the direction of the zero-field line

and the right-hand rule; the depth, d, of the dipole underneath the measuring

plane is related to the distance between the extrema, D, according to: d ¼ D=
ffiffiffi
2

p
.

Fig. 2.34. (a) Magnetic field distribution of

Bz in the x-y plane, due to a current dipole,

P (heavy arrow), pointing in the negative

x-direction, located a distance, d, below this

plane. It is assumed that this dipole is located

within an infinite or semi-infinite homogeneous

conducting volume. Solid lines indicate that

Bz is pointing into the plane; dotted lines that

the field is pointing out of the plane. D is the

distance between the extrema, whereas A is

a point in the x-y measuring plane.

(b) A magnetocardiogram (MCG) measured

at A, when the current dipole, P, follows the

locus of Fig. 2.33 (a) during a cardiac cycle.
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To obtain a sense of the general features of the time trace of the cardiac magnetic

field (the MCG) at a point A in the measuring plane, we can combine the field

pattern described above with the position and magnitude of the equivalent current

dipole in the x-y plane, as shown by the different loops in Figure 2.33a. When the

equivalent current dipole, representing cardiac activity, rotates and changes in

magnitude during the heart cycle, so will the MFM in the plane above it, and con-

sequently, so will the magnetic field at point A in Figure 2.34a. A typical MCG is

shown in Figure 2.34b; this shows features similar to the ECG (Fig. 2.33b), includ-

ing a P wave due to atrial depolarization, a R wave during the QRS interval, result-

ing from ventricular depolarization, and the T wave due to the ventricular repolari-

zation. The polarity and magnitude of the different complexes depend on where in

the x-y plane the measurement is obtained.

Some general observations can be made which help in the interpretation of

MFMs of the Bz component. These observations apply only for the unrealistic car-

diac model of a single current dipole in an infinite or semi-infinite homogeneous

conductive medium.

� No magnetic field is measured when the current dipole vector is perpendicular to

the measuring plane. That is, only the component of the current dipole vector

parallel to the measuring plane (the x-y plane) produces a magnetic field Bz.
� It follows that the magnitude of the extrema is directly proportional to the com-

ponent of the current dipole vector parallel to the measuring plane, and that
� The resulting magnetic field map (MFM) is symmetric along the zero field con-

tour line and has a dipolar character.
� No magnetic field is measured directly above the origin of the current dipole

vector.
� The zero field contour line and the sign of the extrema determine the direction

of the current dipole.
� The distance between the extrema determine the distance, d, of the dipole below

the measuring plane.

These properties can be used as guidelines to interpret Bz-maps measured near the

torso of subjects. They provide an estimate of the location and the strength of the

heart vector component in the x-y plane during the heart cycle. Any deviation of

the normal behavior of the heart vector during the heart cycle will result in abnor-

mal magnetic field maps.

2.3.2.3

Current Dipole in a Realistic Torso

Inhomogeneities in the volume conductor, the body, surrounding the current di-

pole will influence the current flow and consequently the measured voltages and

magnetic fields. The most important influence is the irregularly shaped outer

boundary of the torso where the conductivity drops to zero. To model the effect of

torso inhomogeneities on the magnetic fields of a current dipole, the dipole is
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placed in a geometrically well-defined and accurate myocardium filled with blood

and surrounded by lungs, all embedded in a simplified but realistically shaped

torso. Each compartment has its characteristic uniform conductivity. The effect of

the different regions with the different conductivities is taken into account by in-

troducing secondary current sources, which are distributed over the interface be-

tween the regions. The magnetic field at a point near the torso is then the super-

position of the magnetic field of the primary current source, representing cardiac

activity, and the magnetic field of all the secondary current sources at the inter-

faces. No analytical method exists to calculate the magnetic field near such a piece-

wise homogeneous torso model. Numerical techniques, such as the Boundary Ele-

ment Method (BEM) (Horacek, 1973; Peters et al., 1983; Purcell et al., 1988; Van

Oosterom et al., 1990; Ferguson and Stroink, 1997) or the Finite Element Method

(FEM) (Czapski et al., 1996), are required. Over the years, considerable efforts have

been made by many research groups to enhance the accuracy and speed of such

calculations (Gulrajani, 1998). Figure 2.35 shows the MFM calculated with the

BEM for a realistic torso model with a current source located at the septum be-

tween the ventricles. This is approximately where the Q wave is generated. The

maps demonstrate the effect of the torso boundary on Bz with the dipole oriented

in the negative x-direction (Fig. 2.35a) and in the z-direction (Fig. 2.35b). In a

realistic torso, the z-directed dipole shows a relatively small – but measurable –

magnetic field, whereas in the semi-infinite volume conductor it does not have a

magnetic field, Bz, in the measuring plane, as indicated previously.

Detailed studies with such torso models show that the influence of the volume

conductor on the MFM is smallest when the dipole is laying in the x-y plane, that

is parallel to the measuring plane, and is located near the anterior surface. MFMs

of dipoles pointing perpendicular to the measuring plane (in the z-direction) are to

a large extent determined by the details of the torso geometries. Of the three mag-

Fig. 2.35. The calculated magnetic field distribution Bz due to a

current dipole in a realistic torso volume pointing in the negative

x-direction (a) and the z-direction (b). The dipole is located at the

interventricular septum. The dipole has a strength of 1 mAm; the torso

has different conductivities for the blood-masses in the heart, the torso,

and lungs. Conductivity outside the torso is zero. The numbers below

the map give the extrema in pT. The measuring plane is near and

parallel to the anterior torso, covering an area of 28� 24 cm.
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netic components, the Bz component of the magnetic field is the least effected by

torso geometries (Hosaka et al., 1976; Purcell et al., 1988) and therefore reflects

most directly the cardiac activity. It is the component most often measured in mag-

netocardiology. As with the ECG, the most accurate forward solutions are obtained

using individualized torso models based on MRI or CT scans of a given subject

(Van Oosterom and Huiskamp, 1992). However, most of the effects of different

torso geometry on the observed maps features can be taken into account by using

scaling factors applied to a standard torso (Nenonen et al., 1991a; Tan et al., 1992;

Czapski et al., 1996).

2.3.2.4

Extended Source Models

Several earlier models related the surface ECG and MCG directly to the action po-

tentials at the heart surface. Horacek (1973) simulated the normal MCG by using

about 1800 current dipoles of time-varying orientation and amplitudes. These di-

poles were located at the epicardial surface and activated in sequence according

to experimentally measured activation sequences from isolated human hearts

(Durrer et al., 1970). In the Miller–Geselowitz model, the heart consisted of 4000

time-varying dipole sources (Miller and Geselowitz, 1978) which were grouped to-

gether to provide a multiple dipole model of the heart. For the myocardium, these

authors used the bidomain model in which the heart muscle is simplified by as-

suming that it consisted of two uniform regions, the intracellular space and the

space between the cells, the interstitial space. Each domain was a passive conduc-

tor separated by the cell membrane, while each region had its own conductivity

properties. The early forward model by Horacek, as well as the Miller–Geselowitz

and Cuffin–Selvester models (Hosaka et al., 1976), all used a realistic outer torso.

The results obtained were in fairly good agreement with actual measured ECGs

and MCGs for normal ventricular activation and repolarization and for myocardial

infarctions; a major achievement at that time. They also provided the mathematical

tools for more elaborate models, directly based on action potentials at the cellular

level. Van Oosterom and Huiskamp (1992) used the classical uniform double-layer

model of cardiac activation to simulate ventricular depolarization. In this source

model, the activation wavefront consisted of a surface of uniform current dipole

density at the depolarization wavefront. Its location in time could be calculated

from measured body surface potentials. Again, the calculated MCG during the

QRS resemble measured the MCGs on the torso surface. This model was based

on ECG subject data and since it appeared that ECG data could be used to predict

the general features of MCG signals, it was suggested that MCG data did not con-

tain substantial new information that could be obtained from the ECG (Van Oos-

terom et al., 1990). The development of magnetocardiology during the 1980s and

early 1990s was hampered because the earlier theoretically models could not pro-

vide a clear answer to the uniqueness of the data content in MCG, not obtainable

from ECG data. However, the above models ignored anisotropic electrical conduc-

tivity. Roth and Wikswo (1986), as well as Barach and Wikswo (1994), used the ani-
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sotropic bidomain model to predict magnetic field patterns from source configura-

tions that are electrically silent but produce characteristic magnetic fields. Such

configurations drew considerable attention because they exemplify the unique in-

formation content of the MCG. The swirl in the muscle structure near the apex of

the heart and the associated circular conductivity pattern is considered an example

of a location where magnetic fields are emphasized. Murdick and Roth (2004)

showed that models that do not include anisotropy can make incorrect predictions.

Magnetic field patterns predicted by models that take into account the anisotropic

conductivity in the intra- and extracellular spaces, have been measured with sub-

millimeter resolution using a MicroSQUID (Staton et al., 1993; Fong et al., 2004).

To include anisotropic conduction, Hren et al. (1995) constructed a detailed

model of the normal heart by filling an anatomically accurate myocardium with a

cubic lattice of 0.125 mm3 cells, each with a principal fiber direction assigned to it.

The propagation of electrical excitation within this ventricular myocardium with

anisotropic conductivity is based on realistic action potentials assigned to each

cell. The next cell is activated when the transmembrane potential exceeds the

threshold value. Conductivity along the fibers is about nine times larger than con-

ductivity perpendicular to the fibers. At a later stage, a realistic ventricular conduc-

tion system was added (Simelius et al., 2001). This sophisticated heart model,

when placed in a realistic torso, is used to calculate the magnetic field and poten-

tial maps at the torso surface when the endocardium or epicardium is stimulated

at a particular location (Hren, 1996). Similarly, the model predicts the BSPM and

MFM at the onset of ectopic beats or ventricular tachycardias (VT). Such potential

and magnetic field maps are often unique for each site of onset of cardiac activity,

and consequently map features can assist in locating this onset site. This site can

then be ablated to inhibit the onset of potentially lethal arrhythmias. The calculated

potential maps agree with those measured following endocardial pacing (Sippens-

Groenewegen et al., 1993), thus validating this detailed model of cardiac activation.

To date, few such pacing MFM, which could validate the magnetic maps predicted

by this model, have been recorded (Fenici and Melillo, 1993; Moshage et al., 1996)

(see also Section 2.3.9).

This detailed model was also used to calculate the potential and magnetic field

maps that can be observed in patients with Wolff–Parkinson–White (WPW) syn-

drome. These patients have an accessory conductive pathway between the atria

and the ventricles that allows the atrial activation to enter the ventricle somewhere

along the AV ring, bypassing the AV node and therefore the normal conduction

system. This extra pathway, together with the normal conduction system, results

in a circuitous path that can cause arrhythmias, which may in turn lead to ventric-

ular fibrillation and sudden cardiac death. Failing treatment with medication, this

extra pathway can be ablated using a catheter under fluoroscopic guidance (this is

discussed in more detail in the clinical studies using MFMs of WPW patients; see

Section 2.3.9.2).

When this accessory pathway activates the ventricles prematurely, a BSPM and

MFM characteristic for its location along the AV ring is observed near the end of

the PR interval. Using computer models, Nenonen et al. (1991b) and Hren et al.
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(1998a,b) calculated both the magnetic and potential maps every 2 ms after onset

of this abnormal ventricular pre-excitation at many sites. MFMs were calculated for

35 pre-excitation sites located along the AV ring. Example of such maps are shown

in Figure 2.36. Overall, the maps agree well with those measured for the same pre-

excitation sites in patients, thus validating this realistic model for this application.

Some discrepancy can be explained by volume conductor effects and/or inconsis-

tencies among maps reported by several authors for the same pre-excitation site.

The calculated maps are useful in a clinical setting as they provide an ‘‘atlas’’ of

MFMs, each characteristic for a particular location for the accessory pathway. As

such, they assist the clinician in noninvasively locating the pre-excitation site be-

fore starting the otherwise lengthy ablation procedure. The MFM pattern recogni-

tion technique to locate accessory pathways and the accuracy that can be achieved

has been discussed in detail by Hren et al. (1998a, 2001).

Fig. 2.36. (a) Isochromes of the simulated

activation sequence started at a right

posterior site on the atrioventricular ring.

Isochrones are displayed at 2-ms intervals.

(b) The potential map (V) at the body surface

calculated at 20 ms after the onset of the

activation sequence initiated at the right

posterior preexcitation site (shown in (a)).

The top border of the potential map

represents the neck and shoulders, and the

lower border the waist; the anterior chest is

depicted on the left half of the map, with the

left midaxillary line at the centre of the map.

Precordial leads V1 through V6 are shown as

black squares. The extrema are given in mV.

(c) The magnetic map at the same time

instance as (b). The map represents an area

of 28� 28 cm covering the anterior surface;

the extrema are given in pT. (After Hren et al.,

1998a).
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2.3.2.5

Summary

State-of-the-art simulations of body surface magnetic or potential maps (MFMs and

BSPMs) are based on models of cardiac activation that use anisotropic propagation

and modifiable action potentials assigned to cellular units of sub-millimeter resolu-

tion. These models, together with realistic torso models, are mathematically com-

plex but have reached a stage where the calculated maps generated during the

heart cycle closely resemble the measured magnetic and potential body surface

maps of normal subjects. Such models are extremely useful for our understanding

of the normal activation processes and to interpret measured maps that result from

an abnormal activation sequence in an otherwise normal heart, such as that ob-

served in endocardial pacing and in patients with WPW syndrome. Several models

have also attempted to simulate magnetic maps for the ischemic and infarcted

heart (e.g., Killmann et al., 1995). Although these maps mimic general features ob-

served in the measured maps, it is more difficult to validate these models for more

complex medical conditions.

2.3.3

Inverse Solutions

2.3.3.1

Introduction

In an inverse solution, the information contained in MFMs can be used to deter-

mine, mathematically, the location and strength of the electrophysiological sources

that generate the map. The process involves calculating repeatedly, with the for-

ward solution, the MFM for a particular source and volume model for the sensor

configuration used in the measurements. This calculated map is then compared

with the map measured. Source parameters (location, direction and magnitude)

are readjusted in a systematic manner so that the best fit between observed and

calculated maps is obtained. An inverse solution is not unique; that is, many differ-

ent source combinations can result in the same observed MFM. Consequently,

assumptions must be made about the nature and extent of the sources as well as

the volume conductor to arrive at a well-defined, sensible inverse solution. These

assumptions are based on our knowledge of the underlying physiology. As a first

approximation, the cardiac activity can be represented by a single-current dipole

embedded in an infinite or semi-infinite homogeneous conductive medium. The

resulting equivalent current dipole (ECD) inverse solution can be considered a

first-order estimate of the source parameters. This source model is adequate when

estimating, for instance, the location of the initial activation of the ventricle via an

accessory pathway in patients with WPW syndrome, or the onset of an ectopic beat

originating from an arrhythmogenic region of the heart in patients suffering from

periods of sustained ventricular tachycardia. However, for many cardiac patholo-
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gies such a single-current dipole is inadequate to describe the often complicated

underlying electrophysiological processes. More sophisticated source models

assume that the electrical activity of the heart can be represented by a multipole

series, a moving dipole, multiple dipoles, or multiple moving dipoles, including

that of a dipole layer representing the action potential wavefront. With each of

these source models several torso approximations can be used, for example a

semi-infinite medium, a spherical homogeneous torso, or a realistically shaped tor-

so with internal inhomogeneities representing the lungs and intraventricular blood

masses, as discussed earlier. As a general rule the inverse solutions become more

accurate, but also more unstable with increasing complexity of the source and

volume models. Mathematical safeguards must be incorporated to ensure that the

inverse solution converts to a single solution. When providing inverse solution re-

sults, some measure of confidence in that particular solution should be presented.

In a more advanced application of the inverse solution, one can solve for the po-

tentials on the epicardial surface. This type of inverse solution was originally intro-

duced by Barr and Spach (1978) and pursued in different form and presentation by

different, mainly BSPM, research groups (e.g., Cuppen and Van Oosterom, 1984;

Horacek and Clements, 1997; Oster and Rudy, 1997; Hren and Stroink, 2001).

The advantage of this presentation is that the spread of the epicardial and endo-

cardial action potential wavefronts can be measured directly during open-heart

surgery or in animal models, and the inverse solution so validated. An accurate dis-

play of the propagation of the wavefront in time over the cardiac surfaces, obtained

noninvasively, would be a powerful diagnostic tool in assessing cardiac function.

Areas of abnormal conduction can then be identified. For example, determining

noninvasively the location, size and electrical properties of the infarcted and sur-

rounding ischemic region would be clinically extremely useful.

There is a large body of literature available on the techniques involved in the

inverse problem. From a mathematical point of view, there are many similarities

with such techniques applied to functional brain imaging based on EEG and

MEG data (see Section 2.4). Although many of the basic concepts as it applies to

MCG have been developed in the inverse solution for body surface potential maps

(Oster and Rudy, 1997; Gulrajani, 1998), inverse solutions for cardiac MFMs con-

tain special challenges and solutions. MFM inverse solutions techniques have been

reviewed by Nenonen and Katila (1991), Nenonen (1994) and Stroink et al. (1996).

Some recent advances in MFM source localization and imaging are described in

more detail in the following section.

2.3.3.2

Model Data Using the Current Dipole as Source Model

Before using an inverse solution on patient data, inverse solutions must be vali-

dated with simulated data. For simulated ‘‘data’’, the MFMs are calculated from

the forward solutions discussed earlier. In such an approach, all the source param-

eters are known and the effects of instrumentation noise, source and volume con-
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ductor models as well as measuring parameters on the accuracy and stability of the

inverse solution can be investigated.

Oostendorp and Van Oosterom (1989), Purcell et al. (1987) and Purcell and

Stroink (1991) have all described an elegant inverse solution method using a cur-

rent dipole in a realistically shaped homogeneous torso using the Boundary Ele-

ment Method (BEM) (Ferguson and Stroink, 1997). This ‘‘fast forward solution’’ is

now commonly used as part of any inverse solution. Using this BEM, Hren et al.

(1996) calculated the MFMs due to a single-current dipole, located at many differ-

ent locations in the realistic heart mass. Ten of these locations were distributed

over the AV ring and mimic the accessory pathways found in patients suffering

from WPW syndrome. The Bz values were calculated at 56 locations in a plane

near the anterior surface covering the area typically measured with large multi-

channel systems. Moreover, to mimic realistic data, Gaussian noise of up to 10%

of the peak values of the magnetic fields was added. Next, the inverse solution

was applied to this realistic model data, using a variety of volume conductors.

It was found that substantial improvements in the accuracy of localization of the

current dipole are achieved by using realistic torsos, as opposed to the infinite or

semi-infinite homogeneous volume conductor. For deep sources, the average local-

ization errors are over 2 cm for the infinite homogeneous torso, but less than 1 cm

for the realistic torso model. Further improvements can be achieved by including

the lungs and blood masses in the torso model. With this detailed model, on aver-

age the localization error is about 0.5 cm when the current dipole is oriented paral-

lel to the measuring plane (in the x-y-plane) and located near the anterior surface.

This is comparable to what can be achieved under identical circumstances when

body surface potential data are used. The localization error is, on average, some-

what larger when using magnetic fields of z- (anterior-posterior) directed dipoles.

This reflects the sensitivity of this component to details of the volume conductor

model, as was pointed out earlier. Pesola et al. (2000) performed a systematic study

on the many variations in the torso models that could influence the localization

accuracy. The results of this study provided a detailed guide of the magnitude of

the localization errors that could be expected when the geometry and topology of

the torso compartments used in the BEM are not accurately known.

One weakness in these validation studies is that the forward as well as the in-

verse solution uses the same, rather simple source model – that of a current dipole.

In a more realistic approach, it is possible to use as a source model in the forward

solution the extensive computer model of the human ventricular myocardium de-

scribed earlier (Leon and Horácek, 1991; Hren et al., 1998a). This features an ana-

tomically accurate heart geometry, an intramural anisotropic structure, and an ex-

citation process based on the interactions among the 1.7 million cells. This source

model is situated in a realistic torso model and, as described earlier, was used to

calculate the onset of ventricular activation near each of 35 accessory pathways

that bridge the AV ring. By using this detailed cardiac model to calculate the

‘‘data’’ and the single-current dipole within a realistic torso in the inverse solution,

the accuracy in locating the accessory pathway was found to vary for both magnetic
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and potential maps when moving around the AV ring (Hren et al., 1998b). Assum-

ing that the electrical properties of the volume conductor as well as the lead posi-

tions are known precisely, and no noise is present, the results show that MFM can

locate the onset of pre-excitation, on average, with an accuracy of 0.7G 0.3 cm.

Given these ideal circumstances this result is probably the best that can be ex-

pected for any inverse solution applied to real data. Starting with potential maps

based on the same detailed cardiac model provides similar accuracies under these

optimal conditions.

The model calculations suggest that if the cardiac event can be modeled with

some confidence as a current dipole (such as the onset of arrhythmias) and realis-

tic torso geometry and measuring conditions are used, then such an event can be

located accurately. The uncertainty in determining the location with an inverse

solution will be larger if poor signal-to-noise levels and uncertainties in the torso

geometries and probe positions also need to be considered. The accuracy of 1 cm

typically obtained in these model calculations is considered adequate for most clin-

ical purposes, it being of sufficient accuracy to plan and thereby shorten ablation

procedures.

2.3.3.3

Model Data Using Distributed Sources as Source Model: Imaging

Only when electrical activation is confined to a small area, such as during the onset

of atrial and ventricular activity and for particular pathologies, is the current dipole

source model a realistic representation of cardiac activation. In order to visualize,

through an inverse solution, specific epicardial activity from BSPM or MCG data

over a longer time interval, more complex source models are required (Shahidi

et al., 1994; Oster et al., 1997). One particularly useful source model is the uniform

double layer (UDL), which describes the activity of the heart during ventricular de-

polarization by the activation times at the ventricular epicardial and endocardial

surfaces (Van Oosterom and Huiskamp, 1992). The strength of describing the in-

verse problem in terms of ventricular depolarization times is that this approach

implicitly poses time constraints on the permissible solutions. These constraints,

when based on reasonable physiological conditions, stabilize and enhance the ac-

curacy of the inverse solution. Determining the time sequences as a goal in the

inverse solution is less demanding for the inverse solution than calculating local

values of the potential at the epicardium. Such time sequences provide an ex-

tremely valuable tool in assessing conduction abnormalities. Oostendorp et al.

(1996) and Oostendorp and Pesola (2001) used this model to calculate from ECG

and MCG data on the body surface, the activation sequence on the epicardial sur-

face of the heart.

Cardiac activation can also be represented by a large number of current dipoles

distributed over and constrained to lie on the cardiac surfaces. The task is then to

determine which current dipoles must be active at a given moment to generate the

observed magnetic field map on the body surface. This current density estimation

(CDE) provides a powerful image of cardiac activity at a given moment, or as a se-
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quence of cardiac activity when a time sequence of MFMs is so analyzed. The sys-

tem of equations that connects the large amount of unknown current dipoles on

the epicardium with the many measuring points on the body surface is underdeter-

mined and has no unique solution, so that additional constraints are needed. New

developments in mathematical techniques have improved such inverse solutions.

In one class of solutions it is assumed that the total length of the vector that repre-

sents the best-fitting dipoles is minimized. This solution is termed the minimum

norm estimate (MNE) (see e.g., Nenonen, 1994). Additional knowledge about

the strength and location of the dipoles, based on physiology, as well as ‘‘precondi-

tioning’’ the matrix involved in the calculations help to stabilize the solution, par-

ticularly for deep sources and noisy data (Ferguson and Stroink, 1995; Pesola and

Nenonen, 2001).

The minimum norm method for MFMs has been explored for a variety of car-

diac conditions (e.g., Killmann et al., 1995; Pesola et al., 1997; Leder et al., 1998).

Pesola et al. (1997) used real MCG data, generated by placing a nonmagnetic cath-

eter in the heart, to assess different regularization techniques to calculate the loca-

tion of the catheter tip with MNE. Based on this assessment, these authors then

calculated CDE maps on the epicardial surface for both simulation data and MFM

data of patients with coronary artery disease (CAD) (Pesola et al., 1999a). CDE was

found (potentially) to be a good method for localizing both myocardial ischemia

in single-vessel CAD patients, as well as more complex chronic ischemia in three-

vessel CAD patients. Leder et al. (1998) calculated CDE in two myocardial infarc-

tion (MI) patients and two healthy subjects. Low current densities were found for

the MI patients in regions that corresponded to infarcted segments. The successes

described above suggest that the minimum norm can provide a powerful method

to image current densities and consequently cardiac activity on the epicardium.

In addition to high-quality MCG data, the imaging techniques described above

require a detailed knowledge of the torso boundaries as well as the location of the

epicardial surface and of the sensors in relation to the torso and heart. CAT and

MRI are most commonly used to obtain such detailed anatomical information.

Special care is required to link these anatomical imaging techniques with the

MCG measurements (Dössel et al., 1995) so that the results of the inverse solution

can be accurately superimposed on, for example, the image of the epicardial sur-

face. The resulting fusion of functional information from the inverse solution

with anatomical information provides a comprehensive picture to visualize cardiac

activity, as will be shown in the clinical part of this section (see Section 2.3.9).

2.3.3.4

Summary

The localization of particular pathologies responsible for arrhythmias with a single-

current dipole as source and the visualization of more extensive cardiac electrical

activity with current density images or activation maps promise to be useful tools

in the clinical environment. Requirements for success include the availability of

powerful mathematical techniques that can be validated on model and patient
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data. Much effort has been applied to both MFM and BSPM research fields focused

on obtaining the necessary mathematical tools for cardiac imaging. Fortunately,

the trend is clearly moving towards developing user-friendly software packages

that translate MFMs into reliable, myocardial activation images containing diag-

nostically useful information.

Also needed are multichannel systems that can sample, within a very short time

period, a large area near the torso. This is essential when mapping single or ar-

rhythmic cardiac events, or when studying large patient groups. Finally, for accu-

rate inverse solutions a detailed knowledge of the outer torso surface, the cardiac

surfaces and, to a lesser degree, the boundaries of other major inner body compart-

ments is needed. The technology needed to obtain this information, together with

computer programs to apply the information to inverse solutions, is presently com-

mercially available.

2.3.4

Validation

Model data obtained from a forward solution can validate the often complex in-

verse solution algorithms. In order to mimic measurements, noise and positioning

errors are added. Although extremely useful and essential for the initial testing,

theoretical studies can only test the theoretical limitations of inverse modeling. In-

verse solutions also need to be validated with actual measurements on phantom

models and subjects. Phantom studies involve detailed and accurate measure-

ments on well-defined sources with characteristics that are fully understood. Vali-

dation on subjects is extremely important to demonstrate possible applications and

the limits of the inverse approach under clinical conditions.

Some results on the localization accuracy of a single-current dipole in a plastic

phantom model of the thorax containing a conductive solution have been reported.

For example, Pesola et al. (1999b) used such a phantom model and digital torso

representation to test the accuracy of locating artificial dipole sources immerged

in this torso tank. Localization errors between 3 and 10 mm could be achieved, de-

pending on the depth of the sources and the signal-to-noise ratio. In the analysis of

these data, inaccuracies in positioning the dipole in the phantom model, as well as

the accuracy in representing the digitized torso and the many ways in which the

BEM can be applied, have also to be considered. Such phantom and similar tank

studies confirm the localization accuracies obtained from purely theoretical model

studies, as described in Section 2.3.3.2.

Both, Fenici et al. (1991) and Moshage et al. (1992) developed nonmagnetic cath-

eters for phantom and patient studies. In a recent study, Fenici et al. (2003a) evalu-

ated the accuracy of the three-dimensional source localization in an unshielded

clinical laboratory, using a phantom model containing this nonmagnetic catheter.

For their inverse solution they used a magnetic dipole in a semi-infinite space,

the current dipole in a realistic torso, and the distributed currents source model.

The results showed that with the current dipole model, on average, localization ac-
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curacies of about 9 mm could be obtained, thereby confirming the results obtained

earlier in a shielded room from a multicenter research effort (Pesola et al., 1999b).

These authors concluded that such dipole localization is accurate enough to

guarantee proper localization of cardiac dipolar sources in an unshielded clinical

environment.

The activated catheter tip, when introduced intravenously into the heart, not only

serves as a current dipole but also induces atrial or ventricular depolarization

where the tip touches the endocardial surface. These experiments provide an excel-

lent mechanism to verify, in a clinical setting, the validity of an inverse algorithm

for a current dipole in a real torso, as well as testing the validity of the current di-

pole model for the onset of ventricular or atrial depolarization. Moreover, whereas

inducing depolarization with a catheter in combination with measuring ECGs

or BSPMs (known as ‘‘pace mapping’’) is commonly used in a clinical setting to

locate and subsequently ablate the onset of arrhythmias, pace mapping with MFM

is not yet fully explored.

In a detailed study the nonmagnetic, stimulating catheter was introduced into

patients, and the MFMs (Fenici et al., 1999) and both MFMs and BSPMs (Pesola

et al., 1999c) were measured. The location of the pacing catheter tip and stimulated

depolarization was computed from the maps using a moving equivalent current di-

pole source in a patient-specific boundary element torso model. These data were

analyzed with inverse solutions, with the current dipole as source and individual

torsos as volume conductors, using BEM. The average MCG localization error was

7G 3 mm, whereas the average BSPM localization error was 25G 4 mm. These

uncertainties include problems of individual patient positioning, electrode posi-

tions and in the required coordinate transfer between MCG/BSPM inverse solu-

tions, and the anatomical X-ray and MR images. The better localization accuracy

achieved for MFM was also confirmed in a separate series of pacing studies in an

unshielded clinical environment by Fenici et al. (2003b).

The results described above, involving phantom models and cardiac pacing in

patients, provide a sense of the accuracy that can be achieved, under real measur-

ing conditions, in locating cardiac events that can be modeled with a single-current

dipole. The accuracy achieved, consistently less than 1 cm for MFM, is sufficient

for several clinical applications (as will be demonstrated in Section 2.3.9). More

complex heart conditions must be represented by more elaborate source models.

As mentioned earlier, the uniform double layer (UDL) is a source model that de-

scribes the local activation time at the ventricle surface. Mainly developed at the

University of Nijmegen (Huiskamp and Van Oosterom, 1988), the UDL has been

validated in a number of studies. In one study most relevant to MCG, Oostendorp

and Pesola (2001) used human data obtained from patients who underwent open-

chest surgery in order to treat ventricular arrhythmia. The authors calculated the

activation times from BSPMs, MFMs and combined MFM/BSPM data sets of four

patients with myocardial infarction. Based on the MRI images, individual torso

and heart shapes were constructed. The calculated ventricular activation times

(see Fig. 2.37) based on the MCG, ECG and combined MCG/ECG data were

then compared (validated) with the activation time of the epicardial potentials
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measured with 102 bipolar leads placed in a electrode sock system wrapped around

the heart.

The results supported the suggestion that, for the combined data set, the esti-

mated activation sequence corresponds better to the measured one than each of

the separate data sets. It was concluded from a comparison between the calculated

and measured activation maps that the UDL method correctly identifies most dom-

inant features of the ventricular activation time patterns. In a subsequent analysis

of some of these data, a further improved agreement was obtained (Oostendorp

and Nenonen, 2003). The authors also pointed out that these findings should

encourage the further development of MFM- and BSPM-based activation time

imaging (see also Wach et al., 2001) to provide clinically useful techniques for the

noninvasive localization of cardiac arrhythmic foci and many other pathologies

causing abnormal myocardial activation.

Validation studies as described above are extremely valuable in gaining confi-

dence in the somewhat involved inverse solution procedure. However, many more

such studies will be required to base the clinical diagnosis of abnormalities in the

heart’s conduction sequence on the source images calculated from MFM and/or

BSPM. Given the complexity of the heart’s electrophysiological system and the

many cardiac diseases originating from conduction abnormalities (or that might

be apparent from such abnormalities), the ability to assess the electrical activity of

the heart noninvasively will be of extreme value from human, clinical, and eco-

nomic points of view.

Fig. 2.37. Activation times for a patient who had suffered a myocardial

infarction and underwent open-chest surgery in order to treat ventri-

cular arrhythmias. Top row: anterior aspect; bottom row: posterior

aspect. From left to right: measured activation times, activation times

estimated from measured BSPMs, from measured MFMs, and from the

combined data set. Isochrones are drawn at 5-ms intervals. The circles

indicate the positions of the epicardial electrodes. (From Oostendorp

and Pesola, 2001).
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2.3.5

Clinical Applications of Magnetocardiography

As magnetocardiography provides unique access to the electrophysiological

processes of the heart, researchers have long considered its clinical application,

and many investigations of the technique have been conducted in cardiac disease

states. Here, a brief overview is provided of current experiences in the clinical ap-

plication of MCG for cardiovascular disorders. Each subsection provides a brief

description of the cardiac condition in question, followed by some pertinent pub-

lished reports.

2.3.6

Ischemic Heart Disease

Ischemic heart disease (IHD) is the leading cause of death in adults in industrial

countries, where the annual incidence is generally high. For diagnostic purposes,

coronary angiography is the current ‘‘gold standard’’, but due to a combination of

X-ray exposure, adverse side effects and high cost, the method is restricted to those

patients with very high pre-test likelihood of IHD. Despite the development of

novel noninvasive diagnostic tests, including new imaging technology, 12-lead

ECG and echocardiography at rest and under stress remain the most common

methods in routine clinical use. Although these are fast and simple diagnostic pro-

cedures, their predictive value remains limited. Hence, there is a need for cost-

effective diagnostic procedures for IHD that are easy and quick to perform and

which deliver a reliable basis for subsequent clinical action.

MCG provides a rapid, noninvasive means of registering cardiac electric activity.

Concurrent with the dependable registration of cardiac magnetic fields, a variety of

Fig. 2.38. Magnetocardiogram in a healthy subject.

(a) Signal-averaged traces from a 61-channel prethoracic acquisition.

(b) Magnetic field map at Q onset schematically superimposed on an

MR image.
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data analysis procedures have been developed to examine and quantify cardiac elec-

trophysiological changes. Signal analysis, mapping techniques and the ability to

study the three-dimensional localization of cardiac electrical activity have made

MCG a potentially useful tool in the early evaluation of the presence and localiza-

tion of changes related to myocardial ischemia, and have also permitted compari-

son to ECG procedures. The clinical potential of MCG in the context of IHD may

be examined from several aspects:

� Prevention: the ability to identify persons at risk.
� Diagnosis: the early detection of patients with hemodynamically relevant sten-

oses of the coronary arteries with and without myocardial infarction (MI).
� Follow-up: the post-interventional study of patients and the identification of

viable myocardium with the indication for further revascularization procedures.

In the following, an overview of the progress of cardiomagnetism made in the

above areas will be outlined with regard to approaches for evaluating magnetic sig-

nals recorded from the heart. The different measures are based primarily on the

morphology of the MCG signal, the time intervals which can be calculated from

it, the reconstruction and analysis of magnetic field maps, and the estimation of

current density and current source parameters (Fig. 2.38).

2.3.6.1

Analysis of MCG Signal Morphology

Myocardial ischemia induces changes in the electrophysiological properties of the

myocardium, resulting in a decrease in resting membrane potential and conduc-

tion velocity, with a dispersion of the activation wavefront. Although in terms of

field distribution MCG and ECG are complementary, the signal morphology is

comparable for both methods. By performing the first single-channel MCG in a

CAD patient after exercise testing, Saarinen et al. (1974) were able to show a de-

pression of the ST segment in the MCG signal. They also found that the ratio of

the ischemic ST segment depression to R wave amplitude after stress was even

greater in the MCG than in the ECG. Cohen et al. (1983) described TQ baseline

elevation and ST depression after a two-step exercise test of a patient with CAD,

demonstrating the noninvasive measurement of injury currents.

When analyzing ST segment and T-wave amplitude after exercise in both MCG

and BSPM in 24 CAD patients with specified ischemic regions and no previous

myocardial scar, Hänninen et al. (2001) identified optimal MCG locations sensitive

to ST depression and elevation as well as to the increase or decrease of the T-wave

amplitude. These authors noted that the locations were dependent on the stenosed

vessel region, that the T-wave changes could separate stenosed vessel regions as

well as ST segment changes, and that the most informative sites were outside the

12-lead standard ECG. In a later study in 44 patients with ischemia documented by

coronary angiography and exercise thallium scintigraphy, the same group was able

to show a decrease in MCG ST amplitude, ST slope and T-wave amplitude under
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exercise testing (Hänninen et al., 2002). The optimal sites for the measurement of

these parameters were over the abdomen, but a reciprocal increase was found over

the left parasternal area.

Using a nine-channel MCG system in an unshielded setting, Chen et al. (2004)

analyzed MCG time traces and waveform morphology parameters in healthy sub-

jects and 11 patients with documented exercise-induced ischemia. On the basis of

ST- and T-wave signal amplitudes determined under resting and stress conditions,

differences were found between the healthy subjects and patients, in particular

post exercise. With regard to these differences, the T-wave amplitude over the

upper left thorax was most effective, and changes persisted longer post exercise

than changes in the ST segment.

Myocardial viability in CAD was evaluated by Morguet et al. (2004), who exam-

ined several time and area MCG parameters using a 49-channel system. In 15 pa-

tients with single-vessel disease whose myocardial viability was determined on the

basis of single photon emission computed tomography (SPECT) as well as positron

emission tomography (PET), the amplitudes of the R and T waves were identified

as parameters with the highest selectivity in terms of myocardial viability.

Taken together, these results show that ischemia affects the MCG signal ampli-

tudes, in particular during the ST segment and at T-wave apex. The location of

these changes may also be associated with the affected vessels.

2.3.6.2

Determination of Time Intervals

Apart from quantifying changes in amplitude, the examination of signal morphol-

ogy also permits the calculation of time intervals which describe the de- and repo-

larization activities of the myocardium. ECG-determined QT interval prolongation

has been associated with an increased risk of malignant arrhythmias in patients af-

ter MI (Schwartz and Wolf, 1978). The predictive value could be improved by the

calculation of QT dispersion (QTd), measured as the difference between the maxi-

mum and minimum QT duration in the 12-lead ECG. QTd is assumed to reflect

inhomogeneity of ventricular repolarization in different regions of the myocar-

dium. The fact that ventricular arrhythmias may be due not only to myocardial

scar but also to ischemia indicates that the latter is an important factor influencing

electrophysiological processes (Higham et al., 1995). Thus, it was consistent to seek

further dependency between CAD and QTduration in the setting of acute coronary

syndromes and stable angina.

With regard to the determination of QTd, MCG has an advantage over 12-lead

ECG as generally more than 36 registration sites covering a large part of the pre-

cordial thorax are available for investigation; this permits a more detailed examina-

tion of the spatial aspects of QT duration disparity. Indeed, QTd has allowed better

separation between CAD patients without MI and healthy subjects on the basis of

multichannel MCG compared to 12-lead ECG (Hailer et al., 1999a,b; Shabalin et al.,

2002; Van Leeuwen et al., 2003a). However, consideration of the spatial distribution

of QTd improved its sensitivity in the detection of CAD. Increased QT variability
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between neighboring sites and an alteration in the global repolarization pattern

compared to healthy subjects could be displayed in CAD patients not only under

stress (Hailer et al., 1999a) but also in a resting condition (Hailer et al., 1999b;

Van Leeuwen et al., 2003a) (Fig. 2.39).

The spatial patterns involved have been quantified using two smoothness in-

dexes: SI, which quantifies the mean dispersion at each registration site; and SIn,

which normalizes SI by taking the overall spatial dispersion pattern into account

(Van Leeuwen et al., 1996). Local irregularity in QT duration as expressed by SI

was increased in patients with CAD but no wall motion irregularity at rest, indicat-

ing more regional heterogeneity of repolarization in contrast to healthy subjects.

Furthermore, SIn as a marker for the global pattern of QT dispersion was signifi-

cantly higher in patients with CAD, which indicates a greater deviation from the

pattern found in healthy subjects (Hailer et al., 1999b).

With regards to methodology, the manual determination of QT interval duration

is cumbersome, particularly in multichannel measurements. The computed auto-

matic calculation in MCG data has been shown to produce reliable results in sev-

eral studies (Oikarinen et al., 1998; Smith et al., 2003; Van Leeuwen et al., 2003b).

The effects of coverage area comparing precordial and prethoracic recordings have

also been examined (Klein et al., 2002). Furthermore, the MCG-derived QTd has

been shown to be robust with regard to rapid changes in autonomic tone, but it is

affected by respiration and left ventricular loading (Haapalahti et al., 2000).

2.3.6.3

Parameters of the Magnetic Field

As described in Section 2.3.1.1, acquiring signals at defined multiple locations over

a thoracic area permits the reconstruction of cardiac MFM. These maps can be

Fig. 2.39. Precordial spatial distribution of

QT interval duration based on acquisitions

using a 37-channel biomagnetometer in four

subjects. Healthy subject (N), patient with

coronary artery disease without myocardial

infarction (CAD); post-MI patient without

ventricular tachycardia (MI); and post-MI

patient with ventricular tachycardia (VT).

Isochron step ¼ 20 ms; Z-axis: minimum QT

value set to 0 ms, QTch ¼ QT values for the

channels. Note the progressively higher values,

changes in local variability and changes in

overall pattern in the patients. (From Van

Leeuwen et al., 2003a, with permission).
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characterized by different measures, and some have been shown to be helpful in

separating healthy subjects from patients with IHD, not only under stress but

also in a resting condition.

MCG reveals independent, complementary information compared to body sur-

face ECG (Lant et al., 1990; Hänninen et al., 2001). The magnetic field has been

analyzed in various studies during the course of the cardiac cycle using different

parameters for the quantification of MFM characteristics. One of the most com-

mon parameters used has been the MFM orientation. The rationale behind this

choice is that ischemia-induced changes in the distribution of magnetic field

strength over the precordial thorax will lead to a reorientation of the MFM. The

concept has led to various approaches in its quantification in which the spatial dis-

tribution of the positive and negative field values, the maximum MFM gradient, or

the characteristics of a calculated ECD have been used.

In the first approach, orientation is determined on the basis of the relative posi-

tions of two distinct points: one representing the positive field components; the

other the negative. These points can be established on the basis of the positive

and negative centers of gravity which take both the positions and magnetic field

strength values at the registration sites into account. This approach has been exam-

ined by Hailer, Van Leeuwen and coworkers, who first attempted to discriminate

between healthy subjects and patients who had suffered an acute MI. The course

of MFM orientation during the QRS complex was very similar in healthy subjects,

whereas those of all MI patients deviated from this course, notably at the R peak

(Hailer et al., 2000). In a further study which included 42 CAD patients with and

without prior MI, as well as 20 healthy subjects, the time course of orientation was

examined over the QT interval (Van Leeuwen et al., 1999a). With a specificity of

90% for the control group, MI patients could be identified with a sensitivity of

85%, and CAD patients without prior MI and with normal resting ECG with a sen-

sitivity of 68%. By examining the constituent X- and Y-axis components during the

T wave in the same subject groups, no single component was found to be primarily

responsible for the discriminatory power of orientation (Cremer et al., 1999). In

further studies examining the influence of the prethoracic area of coverage, a

higher sensitivity for CAD could be obtained by positioning sensors symmetrically

over a precordial region than by simply including more registration sites which lie

distally in the caudal and right-lateral directions (Van Leeuwen et al., 2003c). By

applying this approach to a group of 40 patients with suspected CAD, it was found

that MFM orientation deviated more clearly from control values in those patients

in whom CAD was confirmed on the basis of coronary angiography (Van Leeuwen

et al., 2004).

Analogous to the determination of MFM orientation on the basis of the positive

and negative centers of gravity, the position of maximum and minimum field

strength may be used. This approach, used by Park and Jung (2004) and Chen

et al. (2004), registers discontinuities in the course of orientation resulting from

the presence of relative extrema associated with MFM nondipolarity. When exam-

ining 86 patients with suspected CAD under resting conditions, Park and Jung

found that the 53 patients with angiographically confirmed CAD and elevated
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troponin levels demonstrated greater variation of MFM orientation during the as-

cending part of the T wave. By comparing 11 patients with ischemia to 51 healthy

controls, Chen and coworkers showed that, in the interval up to T-wave peak, the

post-exercise stability of MFM orientation was greater in the healthy subjects.

Spatial gradients may be measured or calculated at any point of the MFM, and

this forms the basis of an alternative definition of field orientation, namely the di-

rection of the maximum spatial gradient of the magnetic field. This approach has

been studied by Hänninen, Takala and coworkers, who examined orientation in the

ST segment and at T apex. Analogous to the development of the ST segment de-

pression and T-wave inversion in ECG during exercise as a parameter for myocar-

dial ischemia, these authors determined MFM orientation at rest and post exercise

in 17 healthy subjects and in 27 patients with single-vessel disease (Hänninen et al.,

2000). They were able to show alterations in the orientation of the field gradient

both during the ST segment and at T-wave apex after exercise in the CAD group

compared to the control group, whereby changes in ST segment orientation were

most profound immediately after cessation of stress, but those in the T wave oc-

curred later. In a second study, the same group included 44 CAD patients with

and without MI, and compared the results of various MCG-determined ST seg-

ment and T-wave parameters (including orientation) to results obtained in 26

healthy controls (Hänninen et al., 2002) (see also Section 2.3.6.1). The magnetic

field orientation at ST segment was found to perform equally well as the other ST

parameters, and this parameter helped to explain statistically the presence of ische-

mia. The application of the gradient method was taken a step further by examining

the heart rate dependency of orientation. In a study including 24 patients with

single-vessel disease and 17 healthy controls, orientation was determined continu-

ously for 10 minutes after cessation of exercise, and its relationship to heart rate

investigated (Takala et al., 2002) (Fig. 2.40). On the basis of regression analysis,

it was found that heart rate-adjusted MFM rotation over the ST segment and at

T-wave apex improved the detection of ischemia caused by b75% stenosis of the

coronary vessels.

Using the same approach, Fenici et al. (2002a) compared orientation at rest in 10

healthy subjects and 10 patients with single- or multivessel disease, collecting the

data in an unshielded setting. An abnormal orientation was found in the patient

group, particularly during the ST segment.

It is also possible to assess the orientation of cardiac electric activity on the basis

of estimating the source parameters (this is described in Section 2.2.6.4). Overall,

there appears to be a general agreement that ischemia may be documented by

MFM orientation, though direct comparison or the pooling of the results of various

studies is difficult due to differences in the approaches used.

Other aspects of the cardiac magnetic field investigated in the context of ische-

mia include the assessment of field strength and nondipolar content. For example,

Tsukada et al. (2000) reported a reduction in both de- and repolarization field

strength, based on isointegral QRS and ST-T values, in CAD patients with multi-

vessel disease with and without MI compared to healthy subjects. Assessment of

the reduction in the coherence of MFM structure is also possible on the basis of
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the examination of the dipolar and nondipolar content of the maps. The latter may

be calculated using the Karhunen–Loeve transformation (KLT). In a study of 15

CAD patients with and without relevant stenosis of the coronary arteries, KLT was

used to show that, under pharmacologically induced stress, the patient subgroups

could be distinguished on the basis on the nondipolar content of their QRST iso-

integral maps (Van Leeuwen et al., 1999b). Furthermore, using KLT analysis

Stroink et al. (1999) showed that the nondipolar content of MFM was significantly

higher in a group of 30 post-MI patients with and without VT compared to a cohort

of 76 healthy subjects.

Yamada and coworkers analyzed the tangential components of the cardiac mag-

netic field in 10 patients who had reversible myocardial ischemia and 10 patients

with old MI, documented by scintigraphy, as well as in 10 healthy subjects. The in-

tegral values of the tangential components during QRS and JT intervals were calcu-

lated. In particular, their quotient showed clearly reduced values not only for the

old MI patients but also in the patients with reversible ischemia when compared

to the values for healthy subjects (Yamada et al., 2001).

2.3.6.4

Source Parameters

One of the major advantages of MCG over 12-lead ECG is the ability to study the

three-dimensional localization of cardiac electrical activity. This makes MCG a po-

tentially useful tool in the determination of source parameters to evaluate the pres-

ence and localization of changes in myocardial de- and repolarization. As described

in Section 2.3.3.3, current density estimation (CDE) is one approach in the descrip-

tion of source parameters in order to identify differences between electrophysiolog-

Fig. 2.40. Orientation of the T-wave magnetic

field map of successive heart beats at rest and

during the recovery from exercise plotted

against time. (a) Healthy subject; (b) patient

with coronary artery disease (CAD). At rest,

the MFM angle has an approximately constant

value. After exercise, the MFM angle is tilted

more in the patient than in the control, and in

the control the angle returns faster to the

baseline value. The step between two isofield

lines in the MFMs shown is 2 pT. (Adapted

from Takala et al., 2002, with permission).
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ical properties in healthy subjects and patients in the state of myocardial ischemia.

On the basis of a computer simulation study, Killmann et al. (1995) investigated

the method of CDE to localize myocardial ischaemia. A computer model of the en-

tire human heart was used to simulate the excitation and repolarization process in

eight topographically different cases of myocardial ischemia. At the S point of the

cardiac cycle, myocardial ischemia could be localized on the basis of the current

density reconstruction method for the injury current, and the authors concluded

that magnetocardiography might be a suitable method for the noninvasive diagno-

sis of ischemia in daily clinical routine.

In the field of chronic ischemia and myocardial viability, current densities for the

endocardial surface of the left ventricle were calculated and applied to predefined

myocardial geometry acquired from MR images (Leder et al., 1998). The areas cor-

responding to the infarcted segments of the heart defined by the clinical reference

methods revealed markedly decreased regional current densities. CDE was also

tested in the localization of ischemia in patients with single- and three-vessel dis-

ease under stress. Areas of low CDE amplitude were found to match with the scar

regions, whereas a high CDE amplitude was found to correlate with areas of viable,

ischemic cardiac tissue (Pesola et al., 1999a).

Using a high-resolution DC SQUID gradiometer, Uchida et al. (2001) studied

changes of the current source distribution before and after coronary artery occlu-

sion in seven rats on the basis of minimum norm estimation. The current distribu-

tion increased significantly at the ischemic area within the ST segment, whereas in

the T wave the direction of the currents changed. These results supported the sim-

ulations of the infarction model by Killmann et al. (1995) and Czapski et al. (1996).

Clinically relevant results have also been obtained using a one-channel system in

an unshielded setting. On the basis of CDE within the ST-T interval at rest, differ-

ences could be shown between normals and a group of 52 CAD patients (Hailer et

al., 2003). The results were based on a classification system derived from quantifi-

cation of the symmetries or asymmetries of the current density vector (CDV) maps

in the phase of ventricular repolarization. During normal repolarization, the

underlying electrical activity should be coordinated and the current distributions

represented in the CDV maps should be primarily characterized by currents in a

left- and downward direction. Disturbances in repolarization ought to affect the

symmetry of the maps, and these asymmetries were quantified on the basis of the

weighted sums of the directions of the vectors. Normal CDV maps were classified

as 0 and with the classes 1–4 indicating an increasing deviation from the normal

direction and from a dipolar pattern. The results confirmed the initial hypothesis:

in healthy subjects most maps were classified as category 0, 1 or 2, whereas in

CAD patients the categories 3 and 4 (i.e., the asymmetrical map patterns) pre-

vailed. The same approach showed that, after successful coronary interventional

therapy in CAD patients, the classification tended toward normal maps (Hailer

et al., 2005a). Confirmation was provided by one of the largest MCG studies pub-

lished to date, which examined 177 patients with angiographically documented

CAD (stenoses b 50%), 123 symptomatic patients without hemodynamically rele-

vant stenosis, and 117 healthy subjects (Hailer et al., 2005b). Under resting condi-
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tions, CAD patients could be identified on the basis of CDV map classification with

a sensitivity of 73% and a specificity of 70%.

An alternative approach which makes no ECD assumptions is the visualization

of magnetic field gradients as so-called pseudo current density maps (Kosch et al.,

2001). Using this method, Sato and coworkers created vector arrow maps during

ventricular de- and repolarization in 25 patients with IHD and in 25 healthy sub-

jects (Sato et al., 2001). On that basis they were able to identify 88% of the patients

with severe coronary lesions during repolarization. A further correlation could be

found between certain map patterns (such as a rightward shift of current arrows,

a multipolar pattern and a decreased time integral value) and various heart dis-

eases, for example left ventricular overloading or prior MI. Kandori et al. (2001a)

recorded 64-channel MCG in eight patients with angina and four healthy subjects,

and analyzed the relationship between currents recorded before and after exercise

test as well as after interventional therapy. These authors calculated the exercise-

induced current for each channel as the ratio of current after exercise to that dur-

ing rest. CAD patients displayed three distinct patterns in current ratio maps, de-

pending on the affected coronary artery. After successful interventional therapy the

pattern returned to that of healthy subjects.

Although single ECDs in a homogenous medium are not necessarily accurate

enough for 3D localization of focal activity (see Section 2.3.3), their properties

might nonetheless aid in the differentiation of ischemia. It has been shown that

the orientation of ECDs calculated in a homogenous sphere model are similar in

healthy subjects at selected times during the QT interval, and that the orientation

in patients with CAD, with and without MI, deviated from the normal (sensitivity

80%, specificity 90%) (Van Leeuwen et al., 1999a). Particularly at T-wave apex, de-

pending on infarct localization, the ECD rotated away from the normal direction in

diverging directions.

2.3.6.5

Conclusion

A multitude of studies have been performed in the context of CAD, both in acute

states as well as in the phase of chronic disorders with stable symptoms. In order

to focus these efforts, the introduction of standardized procedures for data acquisi-

tion, processing and analysis is required. Consensus would allow prospective

multicenter studies to be conducted in a sufficient number of patients, and the po-

tential of MCG could be used to close the remaining gap in the noninvasive diag-

nosis of CAD.

2.3.7

Hypertensive Cardiovascular Disease

An elevated arterial pressure is probably the most important public health problem

in developed countries and, with an incidence of 5.8%, is one of the main causes of
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global mortality. Left ventricular hypertrophy (LVH) as a response to the increased

afterload is a powerful independent risk factor for cardiovascular morbidity, stroke,

heart failure, and even sudden cardiac death and other cardiovascular events. The

prognosis is related to left ventricular mass, whereby the initial changes associated

with cardiac remodeling may be difficult to detect as the left ventricular mass may

not be altered at that stage. Although electrocardiography is a good predictor of fu-

ture morbidity and mortality, it is a poor measure of left ventricular mass.

In clinical practice, echocardiography is the method of choice to evaluate cardiac

structural or functional changes. However, a major disadvantage of the method

relates to problems of reproducibility and its operator-intensive and operator-

dependent characteristics. Cardiac MRI has demonstrated a fourfold greater repro-

ducibility and accuracy when compared to echocardiography, but is expensive and

not generally available. As cardiac electrical activity is still commonly recorded as a

temporal spatially biplanar image on a surface electrocardiogram, there remains

the need for a three-dimensional spatial and temporal image of the electric activity.

Multichannel magnetocardiography could fulfill these criteria as it allows a spatial

and temporal analysis of the cardiac activity, and is also operator-independent.

In early MCG research investigations on hypertensive disease, Fujino et al.

(1984) described certain changes of the MCG signal that could be associated to

left ventricular overloading. In a group of 95 patients, these authors found in-

creases in the amplitude of the Q or S wave in the upper anterior part of the

thorax, and of the R wave in the left lower part of the thorax, indicating increased

leftward force due to left ventricular overloading. In examining 40 patients with es-

sential hypertension, Nomura et al. (1988) found changes in T-wave patterns com-

pared to the patterns in 50 healthy subjects. These changes included MFM shifts to

the upper right and a change from dipolar to multipolar patterns which were also

reflected in vector arrow maps. Furthermore, estimation of the direction (orienta-

tion) of the ECG and MCG vector at T maximum showed that the latter were al-

tered in the patient group.

Beside these descriptive parameters of MCG changes due to hypertension, the

hypothesis was tested that MCG can not only detect but also quantify the degree

of LVH in patients with overload-induced myocardial alteration (Karvonen et al.,

2002).

For that purpose, QRS and T-wave areas, as well as their difference, were calcu-

lated in 42 patients with hypertension and in 12 healthy subjects. Isointegrals were

calculated for de- and repolarization, and the shift in MFM orientation between

the QRS and T-wave integrals was determined. Concomitant with typical ECG

changes, these authors found that the MCG measures were altered in pressure

overload-induced hypertrophy, and that these measures correlated significantly to

left ventricular mass. A more recent study (Comani et al., 2004) dealt with the

same intention to evaluate the ability of MCG for the detection of early signs of

left ventricular remodeling in patients with mild to moderate arterial hypertension.

In contrast to the study of Karvonen and coworkers, these patients had a normal

ventricular mass index but a high wall thickness ratio (as documented by echocar-

diography) and no signs of LVH on 12-lead ECG. A number of MCG parameters
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were examined, including QRS and T isointegrals, the RS index (which correlates

MFM between R and S), and the orientation of an ECD at R and T. Comparing the

values in 25 male patients to those in a control group showed that, although a

trend to different values was notable for a number of the measures, only the QRS

integral values differed significantly. The authors noted, however, that they at-

tempted to detect electrophysiological abnormalities induced by early left ventricu-

lar remodeling due to hypertension, and were of the opinion that MCG might play

an overall role in the evaluation of this disease.

2.3.7.1

Conclusion

The potential of MCG in hypertensive disease is given by the ability of certain pa-

rameters to detect early signs of LVH (see also Section 2.3.8) and remodeling as an

independent risk factor for cardiovascular morbidity and mortality.

2.3.8

Cardiomyopathy

The cardiomyopathies constitute a group of diseases in which the dominant fea-

ture is the direct involvement of the heart muscle itself. They are distinctive be-

cause they are not the result of pericardial, hypertensive, congenital, valvular, or

ischemic diseases. A variety of schemes have been proposed for classifying the car-

diomyopathies. Three basic types of functional impairment have been described:

dilated cardiomyopathy (DCM); hypertrophic cardiomyopathy (HCM); and restric-

tive cardiomyopathy (RCM). In most cases the etiology is unknown or genetic, as

in familiar hypertrophic cardiomyopathy. In DCM it is likely that the condition rep-

resents a final common pathway that is the end result of myocardial damage pro-

duced by a variety of cytotoxic, metabolic, immunological, familial, and infectious

mechanisms.

The role of MCG is mainly the description and identification of certain risk fac-

tors, such as the probability of developing malignant arrhythmias. Selbig et al.

(1999) evaluated the diagnostic potential of MCG for the identification of sudden

cardiac death survivors and gene carriers in a genetically characterized HCM fam-

ily. On the basis of a residual map score of the QRST integral, these authors were

able to separate HCM patients from healthy family members, and concluded that

the clinical value of MCG in this context might represent an alternative approach

to identify borderline phenotypes at increased risk of sudden cardiac death as the

first manifestation of HCM. The risk of malignant arrhythmias was also evaluated

in patients with nonischemic DCM by Gödde et al. (2001), who analyzed spatio-

temporal beat-to-beat variability using the ECD model. On the basis of a parameter

termed ‘‘electrical T-wave circulation’’, the beat-to-beat variability of the tangential

component of the current dipole vectors within the T wave was described and

used to separate patients with DCM and CAD with a history of a malignant ar-
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rhythmia. Again, the authors proposed that this parameter might be used to pre-

dict arrhythmic events in CAD and DCM patients.

In addition to the group of Mori (see Section 2.3.7), some of the first investiga-

tions into cardiomyopathies were conducted by Schmitz et al. (1990). These au-

thors examined the coherence of MFM during the ST segment (on the basis of

the RS score) in 10 patients with varying forms of cardiomyopathy, and found

that RS scores to be substantially lower than those of 62 healthy volunteers, thus

indicating the presence of advanced electrophysiological disturbances in cardiomy-

opathy patients. Kandori et al. (2001b) and coworkers examined eight patients with

HCM, DCM and RCM and, on the basis of a combination of MCG parameters

based on current vectors calculated during the ST segment and T wave, were able

to distinguish them clearly from healthy subjects. The assessment of left ventric-

ular mass in HCM is possible using the same parameters as for LVH in hyper-

tensive disease (Takala et al., 2000; Karvonen et al., 2002). With regard to cardi-

omyopathies resulting from other myocardial diseases (mainly IHD), the value of

multichannel MCG is described in the corresponding sections.

2.3.8.1

Conclusion

The role of MCG in cardiomyopathies is mainly related to the structural changes

also seen in other myocardial changes due to, for example, ischemic, hypertensive,

or valvular heart disease. The common clinical relevance of all these disorders is

the increased risk of malignant arrhythmias. MCG might be of help in the risk

stratification of these patients (see corresponding sections).

2.3.9

Cardiac Arrhythmias

The mechanisms responsible for cardiac arrhythmias are generally divided into

categories of disorders of impulse formation, disorders of impulse conduction, or

combinations of the two. Although a variety of tools is available, ranging from non-

invasive procedures such as 12-lead ECG and 24-hour Holter monitoring to inva-

sive strategies such as electrophysiological studies, there remains a need for non-

invasive characterization of specific arrhythmias in order to determine the optimal

therapeutic approach. The value of magnetocardiography in the field of arrhyth-

mias is given by its ability to:

� identify and describe disorders of the electrophysiological properties of the myo-

cardium that predispose it to arrhythmias, thus permitting the protection of

these patients by specific therapeutic options such as the implantation of defib-

rillators or drug treatment; and
� localize the arrhythmic substrate prior to catheter ablation procedures.
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The potential of MCG in the above scheme, in the context of disease etiology and

therapy based on current experience, is described in the following sections.

2.3.9.1

Atrial Arrhythmias

Premature atrial complexes are among the most common causes of an irregular

pulse. They can precipitate or presage the occurrence of sustained supraventricular

tachyarrhythmias.

Atrial tachycardia has an atrial rate of generally 150 to 200 beats per minute, with

a P-wave morphology different from that of the sinus P wave. It occurs most com-

monly in patients with significant structural heart disease. In case of catheter abla-

tion, the localization of the origin of atrial tachycardias is indicated. Fenici et al.

(1989) were among the first to report on the localization of the source of focal atrial

tachycardia using MCG mapping. In contrast to ECG, where the origin of the ar-

rhythmia was only classifiable in one of the four patients studied, MCG mapping

provided reproducible three-dimensional localizations in all cases. Mäkijärvi et al.

(1993a) and coworkers were also able to localize the onset of the P wave in a pa-

tient with focal atrial tachycardia, and the localization result was related to heart

anatomy using MR images. Subsequent catheter mapping confirmed the high

right atrial location of the focus. Technical improvement permitted the 3D localiza-

tion of the position of an artificial dipole source generated at the tip of an amag-

netic catheter by multichannel magnetocardiographic mapping (see Section 2.3.4).

Atrial pacing and pacing-induced atrial arrhythmias could be visualized with a spa-

tial resolution of 3–4 mm2 using a system inside a shielded location (Fenici et al.,

1996), though the accuracy was reduced to 10 mm2 when the system was installed

in an unshielded laboratory (Fenici et al., 2002b).

Atrial flutter is less common than atrial fibrillation, and is now recognized as a

macro-reentrant atrial rhythm. Radiofrequency catheter ablation of typical flutter

is highly effective at curing atrial fibrillation, and has a long-term success rate of

90–100% (Fischer et al., 1996). Although few reports have been made to date on

MCG applications in atrial flutter, Yamada et al. (2003) examined seven patients

with atrial flutter using animated MFM constructed from the tangential compo-

nents. During atrial flutter, these MFM showed a circularly rotating pattern which

was distinguishable from disorganized patterns occurring during atrial fibrillation.

Atrial fibrillation (AF) is characterized by wavelets propagating in different direc-

tions and causing disorganized atrial depolarizations without effective atrial con-

traction. Electrical activity of the atrium can be detected as small irregular baseline

undulations of variable amplitude and morphology, at a rate of 350 to 600 beats per

minute. The maintenance of sinus rhythm is a clinical challenge in order to avoid

complications such as embolism or heart failure. Research investigations have

focused on the role of trigger factors of AF and different techniques, including

catheter ablation procedures in order to restore sinus rhythm.

As the studies of Yamada et al. (2003) have demonstrated, MCG offers the oppor-

tunity to evaluate the homogeneity of atrial excitation and refraction, especially in
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patients with paroxysmal AF. Mäkijärvi et al. (1993a) analyzed the capability of

MCG mapping in separating WPW patients with documented AF from those with-

out AF. Patients with AF attacks were found to have more dispersed atrial depolar-

ization distributions compared to patients without AF. The authors proposed the

use of MCG in the clinical context for the identification of WPW patients at risk

of AF and the need for ablation therapy in order to avoid a fast ventricular rate

during AF. In comparing MCG parameters in healthy volunteers to those of AF

patients after spontaneous or electrical conversion to sinus rhythm, Winklmaier

et al. (1998) documented significantly longer P-wave duration and a lower homoge-

neity of the magnetic field distributions during the P wave, while no significant

differences were found for ECG parameters. The inhomogeneity of atrial activity

with paroxysmal AF was further confirmed in 26 patients by Stadnyuk et al.

(2002), who performed MCG and echocardiography before and after transesopha-

geal electrophysiological testing. In contrast to healthy subjects, the patient group

revealed signs of inhomogeneity of atrial excitation, particularly after induction of

paroxysmal AF.

2.3.9.2

Ventricular Pre-Excitation

Pre-excitation occurs when the atrial impulse activates the whole or some part of

the ventricle earlier than would be expected if the impulse had traveled by way

of the normal specialized conduction system only. This premature activation is

caused by accessory AV pathways that are responsible for the most common variety

of pre-excitation. Due to technological improvements, radiofrequency catheter abla-

tion of the accessory pathway is increasingly advisable for patients with frequent

symptomatic arrhythmias (Miles and Zipes, 2000). The role of MCG in this dis-

order could be the precise localization of the accessory pathway prior to ablation

therapy in order to reduce X-ray exposure and to plan in detail the course of the

electrophysiological procedure.

Katila et al. (1987) were among the first to develop a current multipole model

with dipole and quadripole terms to localize the sources of bioelectrical activity in

the human heart in the context of WPW syndrome. The same group continued

this approach in a clinical setting, and combined magnetic mapping with 3D ana-

tomical models reconstructed from MR imaging (Mäkijärvi et al., 1992). These au-

thors were able to show that noninvasive MCG mapping could significantly con-

tribute to the invasive catheter mapping for optimal pre-procedure localization of

the pre-excitation site and AV accessory pathways in WPW syndrome. They tested

different source models for optimal localization compared to invasive electrophy-

siological study or intraoperative mapping in a group of 15 WPW patients, with

the best results (2–4 cm) being obtained using the magnetic dipole model. The

same group further characterized different magnetocardiographic QRS and delta

wave morphologies and corresponding map patterns for different pathway loca-

tions. A spatial difference of 1.8 cm on average was obtained by Weismüller et al.

(1991) in a group of nine patients with WPW syndrome. On the basis of phantom

studies and pacing in a number of patients requiring temporary ventricular stimu-
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lation, Moshage et al. (1996) demonstrated the spatial localization accuracy to be

better than 1.5 cm for a dipole-to-dewar distance up to 15 cm (Fig. 2.41a). These

authors also examined 32 patients with WPW syndrome, whereupon the MCG lo-

calization during the delta wave was in good agreement with, among other things,

the topological findings from invasive mapping.

The clinical value of MCG was further evaluated by Fenici et al. (2003b), who

tested its reliability in an unshielded electrophysiological catheterization laboratory.

While ECG allowed a certain localization of the accessory pathway (defined as

agreement among at least four of five different algorithms) in 68% of 28 patients

with WPW syndrome, MCG permitted identification of the anatomical course in

89.3% of the patients and performed especially well in patients with posteroseptal

pathways. Thus, the authors concluded that MCG might close the diagnostic gap

in patients with paraseptal and multiple accessory pathways.

2.3.9.3

Ventricular Arrhythmias

Premature ventricular complexes occur in association with a variety of stimuli, and

may precede VT or sudden cardiac death after MI. The diagnosis of VT is generally

defined as the occurrence of a series of three or more consecutive, abnormally

shaped premature ventricular complexes. Since the era of implanted defibrillators,

ablation is generally used as an adjunct therapy to reduce the frequency of VT and

defibrillator shocks.

The advent of multichannel MCG systems made the registration of spontaneous

events easily possible, and in turn made the noninvasive localization of the ar-

rhythmogenic area plausible, with the clinical advantage of reducing the time-

Fig. 2.41. Localized activity fused with anatomical data from

MR images. (a) Localization of the accessory pathway in a patient

with WPW syndrome (þ, MCG localization; O, catheter localization).

(b) Localization of the origin and propagation of VT in the

left apex (circle diameter shows the relative dipole strength).

(Images courtesy of W. Moshage).
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consuming process of endocardial mapping before catheter ablation. Moshage et

al. (1991), using a 37-multichannel MCG system, were among the first to evaluate

the magnetocardiographic localization in patients with premature ventricular con-

traction and VT. The localization results were assigned to anatomic structures by

application of MR imaging (see Fig. 2.41b). Furthermore, a nonmagnetic, MR

imaging-compatible pacing catheter was developed to verify MCG localization ac-

curacy. Localization of the origin of VT, spontaneous premature ventricular com-

plexes and also paced beats was possible with a high spatial accuracy and an error

of a few millimeters in case of paced beats (Moshage et al., 1996).

Fenici and Melillo (1993), using a one-channel system, were the first to localize

ventricular extrasystoles and sustained VT in several patients with cardiomyopathy

or IHD, but with the disadvantage of long recording times and nonsimultaneous

registration of the magnetic fields. In later studies, the magnetocardiographic local-

ization of the VT focus was also proven by successful catheter ablation during the

electrophysiological intervention with a difference of less than 10 mm (Oeff and

Müller, 2000). In a more recent study, Agren et al. (2002) examined ventricular ar-

rhythmias in 84 patients after surgical repair of tetralogy of Fallot, a cardiac dis-

order of nonischemic cardiomyopathy. Beside multichannel MCG registration,

MRIs were performed for anatomic correlation. This combination of methods

allowed a completely noninvasive localization of ventricular ectopic beats, mainly

in the right ventricular outflow tract or the right ventricular free wall.

2.3.9.4

Risk Stratification for Malignant Arrhythmias After MI

Coronary heart disease and its consequences account for at least 80% of sudden

cardiac deaths in Western cultures, and is therefore the major structural predispos-

ing factor. Beside ischemia, myocardial scarring as a result of prior MI is one of the

main pathophysiological reasons responsible for malignant arrhythmias. Although

defibrillators represent a very effective treatment option, they are costly and involve

invasive procedures; thus, reliable identification of patients who will benefit is

essential. In recent years, a variety of different markers have been developed for

noninvasive screening of high-risk patients. In the context of parameters based

on electrophysiological processes, MCG represents an important independent ap-

proach as it contains unique information content not present in ECG.

Parallel to electrical late potentials arising from arrhythmogenic ventricular tis-

sue, Mäkijärvi (1991) investigated the time domain of late fields in high-resolution

MCG in the identification of patients with a history of VT after MI. When compar-

ing 20 patients with and without VT after MI, these authors were able to detect

abnormal late ventricular electric activity in the VT group. In the signal-processed

QRS complexes of the latter group, QRS duration was longer, late field amplitudes

were higher, and the duration of the late low-amplitude signal was longer com-

pared to that in MI patients without VT. The sensitivity and specificity in identify-

ing those patients were both 80%, while the positive and negative predictive values

were 78% and 86%, respectively (Mäkijärvi et al., 1993b). Similar results were ob-
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tained by Weismüller et al. (1993) in eight patients with ventricular late potentials

in the signal-averaged ECG. The same group was also able to localize magnetic late

ventricular activity by examining the site of origin of the last dipole map. In six of

eight patients the origin was located within the border zone of the infarction.

Confirmation of the ability of MCG to identify a propensity to sustained VT in

a larger number of patients was achieved by Korhonen et al. (2000) in 38 post-

infarction patients with a history of VT, and in 62 without any history. Using late

field measures comparable to those used in previous studies, these authors found

that filtered QRS duration and RMS amplitude of the last 40 ms were significantly

changed in the VT group. Furthermore, the sensitivity and specificity of MCG mea-

sures were higher than those obtainable with signal-averaged ECG, in contrast to

earlier reports (Mäkijärvi, 1991). This difference was particularly clear in patients

with severe left ventricular dysfunction. Beside delayed electrical activity, increased

intra-QRS fragmentation seemed to correlate with regional inhomogeneous slow

conduction as substrate for ventricular arrhythmias in post-MI patients (Oeff and

Müller, 2000; Korhonen et al., 2001).

Korhonen et al. (2002) also showed that time domain and intra-QRS fragmenta-

tion parameters in MCG correlate with invasively registered electrograms. The

study included 22 patients with old MI undergoing map-guided subendocardial

resection to treat sustained VT. The correlations of intra-QRS fragmentation to

the end of ventricular excitation were higher in comparison to time domain param-

eters, especially in the anterior infarct location. After the therapeutic intervention,

MCG late fields and intra-QRS fragmentation reverted to more normal values, as

an indicator for the association between delayed ventricular conduction as sub-

strate for VT and the MCG arrhythmia risk parameters. In patients vulnerable to

recurrent sustained VT, inhomogeneities during the repolarization process could

also be identified on the basis of the trajectories of MFM minima and maxima

(Stroink et al., 1999). Comparing the ST-T trajectory plots of 15 MI and 15 VT pa-

tients enabled their separation with an accuracy of 83%.

A further ECG parameter – QT interval prolongation – has been associated with

an increased risk of ventricular fibrillation and sudden cardiac death in hereditary

long QT syndrome (Jervell and Lange-Nielsen, 1957), as well as in patients after MI

(Schwartz and Wolf, 1978). QT dispersion (QTd) has been proposed as a better non-

invasive method for detecting the inhomogeneity of ventricular recovery times and

delayed ventricular conduction which may increase the vulnerability to ventricular

re-entry and sustained tachycardia (Pye et al., 1994). However, by taking only the

two extreme values into account, QTd is very sensitive to outlier error, in particular

because the determination of Tend is problematic. QTd is thus a simple, strictly

temporal approach which does not take local heterogeneity of repolarization into

consideration (see also Section 2.3.6.2).

Here also, the spatial precordial or prethoracic coverage of multichannel MCG

registration offers advantages over conventional 12-lead ECG, not only because of

the inherent possibility of accessing electrophysiological processes not available in

ECG, but also because of the substantially higher number of registration sites and

their spatial distribution. Oikarinen et al. (1998) compared various MCG QTd mea-
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sures in 10 post-MI patients with a history of sustained VT, and in eight without

history. The acquisition of MCG signals at 42 sites formed the basis for the calcu-

lation of these measures. The results showed significant differences between the

patient groups for the dispersion of the QTend interval and more clearly for QTapex.

Not only did the data published by Hailer and coworkers agree with those of the

Finish group, but they could also show that the consideration of spatial aspects of

QT duration improved the capability of MCG to separate between patients after MI

with and without VT (Hailer et al., 1998). Local and global spatial regularity was

quantified using two smoothness indices, SI and SIn, which were previously de-

scribed by Van Leeuwen et al. (1996) (see Section 2.3.6.2). These indexes were

shown to permit statistically significant separation of the post-MI VT and nonVT

groups not only with respect to the QT but also for the QTapex and JTapex intervals.

In a further study including 31 post-MI patient without VT and 11 such patients

with VT, Van Leeuwen et al. (2003a) found a sensitivity of 100% and a specificity

of 77% with respect to the identification of VT patients on the basis of SIn.

2.3.9.5

Conclusion

In the era of new catheter mapping systems that allow rapid localization proce-

dures prior to ablation therapy, the priority of MCG as a tool for noninvasive local-

ization would seem to be low. The future role of MCG in the field of arrhythmias

will mainly focus on the identification and description of electrophysiological prop-

erties disposing to certain arrhythmias such as AF or VT. The noninvasive early

detection of these patients will not only help to prevent these arrhythmias but also

restrict expensive therapeutic options to those patients with the highest benefit.

2.3.10

Clinical Conclusions

In the clinical setting, a variety of approaches implementing MCG have been

explored in order to characterize different cardiac disorders. Their application in

clinical routine will depend both on the accessibility of such approaches and on

their capability to deliver diagnostic information.

With respect to rhythm disturbances, the picture is mixed. The noninvasive

localization of the origin of arrhythmic activity using MCG has been superseded

by the development of invasive strategies that allow fast and precise mapping pro-

cedures. On the other hand, the application of MCG in the identification of pa-

tients with an increased risk for malignant arrhythmias shows promise: late poten-

tials, QRS fragmentation and QT interval distribution enable the analysis of both

spatial and temporal signal characteristics. Also, the recent MCG studies per-

formed in the context of AF are encouraging. In principle, MCG offers insights

into pathophysiological mechanisms of the development of electrical disorders so

that further research should be supported and continued.
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The most promising application at present would seem to be in the context of

CAD. With increasing numbers of patients with unspecified chest pain, there

remains a need for noninvasive methods in order to facilitate clinical decision-

making with respect to initiating other invasive, elaborate, and/or costly tech-

niques. In CAD, numerous MCG reports have been published and the immediate

goal must be to consolidate the diverse positive results through standardization of

protocols and conduction of large-scale studies.

Other areas where the clinical potential of MCG has been demonstrated include

hypertensive cardiovascular diseases and cardiomyopathies, and efforts must con-

tinue to help delineate the most fruitful approach here. Mention should also be

made of applications in the area of prenatal MCG (see Chapter 2.5). Although the

establishment of MCG in clinical routine has been less rapid than for other new

technologies, the recent progress made – especially over the past few years – clearly

indicates that this method may have a role to play.
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Dössel, O., David, B., Fuchs, M., Krüger, J.,
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Mäkijarvi, M., and Fenici, P. (2002b).

Multimodal integration of MAP recordings

and MCG imaging in patients with

paroxysmal atrial arrhythmias, using the

MultiMAP amagnetic catheter. In: Nowak,

H., Haueisen, J., Giessler, F., and

Huonker, R. (Eds.), Biomag 2002,
Proceedings 13th International Conference

on Biomagnetism, VDE Verlag, Berlin,

Offenbach, pp. 518–520.

Fenici, R., Brisinda, D., Nenonen, J., and

Fenici, P. (2003a). Phantom validation of

multichannel magnetocardiographic source

localization. PACE, 26 (2), 426–430.

Fenici, R., Brisinda, D., Nenonen, J., and

Fenici, P. (2003b). Noninvasive Study of

ventricular preexcitation using multichannel

magnetocardiography. PACE, 26 (2),

431–435.

Ferguson, A.S. and Stroink, G. (1995).

Localization of epicardial sources using

magnetic and potential maps. In:

Baumgartner, C., Deecke, L., Stroink, G.,

and Williamson, S.J. (Eds.), Biomagnetism:
Fundamental research and clinical applica-
tions. IOS Press, Amsterdam, pp. 641–646.

Ferguson, A.S. and Stroink, G. (1997).

Factors affecting the accuracy of the

boundary element method in the forward

problem-I: Calculating surface potentials.

IEEE Trans. Biomed. Eng., BME-44 (11),

1139–1155.

Fischer, B., Jais, P., Shah, D., Chouairi, S.,

Haissaguerre, M., Garrigues, S., Poquet,

F., Gencel, L., Clementy, J., and Marcus,

F.I. (1996). Radiofrequency catheter ablation

of common atrial flutter in 200 patients.

J. Cardiovasc. Electrophysiol., 7, 1225–1233.
Fong, L.E., Holzer, J.R., McBride, K., Lima,

E.A., Baudenbacher, F., and Radparvar,

M. (2004). High-resolution imaging of

cardiac biomagnetic fields using a low-

transition-temperature superconducting

quantum interference device microscope.

Appl. Phys. Lett. 84, 3190–3192.
Fujino, K., Sumi, M., Saito, K., Murakami,

M., Higuchi, T., Nakaya, Y., and Mori, H.

(1984). Magnetocardiograms of patients

with left ventricular overloading recorded

with a second-derivate SQUID gradiometer.

J. Electrocardiol., 17, 219–228.
Gödde, P., Czerski, K., Agrawal, R., Sancar,

D., Robinson, D., Schultheiss, H.P., and

Behrens, S. (2001). Assessment of risk for

sudden cardiac death in patients with

dilative cardiomyopathy and coronary artery

disease by means of spatio-temporal

turbulence analysis. In: Nenonen, J.,

Ilmoniemi, R.J., and Katila, T. (Eds.),

Biomag 2000, Proceedings 12th International
Conference on Biomagnetism, Helsinki Univ.

Technology, Espoo, pp. 569–571.

202 2.3 Cardiomagnetism



Grynszpan, G. and Geselowitz, D.B. (1973).

Model studies of the magnetocardiogram.

Biophys. J., 13, 911–924.
Gulrajani, R.M. (1998). Bioelectricity and

Biomagnetism. John Wiley & Sons, Inc.,

New York.

Haapalahti, P., Makijärvi, M., Korhonen,

P., Takala, P., Montonen, J., Salorinne,

Y., Oikarinen, L., Viitasalo, M., and

Toivonen, L. (2000). Magnetocardiogra-

phic QT dispersion during cardiovascular

autonomic function tests. Basic Res. Cardiol.,
95, 424–430.

Hänninen, H., Takala, P., Mäkijärvi, M.,
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2.4

Neuromagnetism

Thomas R. Knösche, Nobukazu Nakasato, Michael Eiselt,

and Jens Haueisen

2.4.1

Introduction

The activity of the human brain involves a complex interplay of electrical, chemi-

cal, and mechanical processes, extending over both space and time. This vast diver-

sity of phenomena carrying information on brain functions naturally leads to a

great variety of possible means by which this information can be extracted. How-

ever, the application of such methods alone does not guarantee an understanding

of how the brain functions. Only clever experimental design and sound theoretical

reasoning can, together with reliable brain imaging, shed light onto the complex

processes that make us think.

Brain imaging techniques are characterized by the brain process that they moni-

tor, by their degree of invasiveness, and by their spatial and temporal resolutions.

Methods relying on metabolic and hemodynamic changes in the brain tissue indi-

rectly reflect neuronal activity, as for example positron emission tomography (PET)

and functional magnetic resonance imaging (fMRI). These represent different de-

grees of invasiveness (radioactive substances, large magnetic fields), and good spa-

tial and poor temporal resolution. A much more direct (and completely noninva-

sive) measure of the activity of nerve cells is delivered by electroencephalography

(EEG). However, the EEG signals are modified considerably by the electrical prop-

erties of the head tissues. Moreover, the synchronous activity of large populations

of cells is required to produce measurable extracranial signals. Consequently, EEG

yields excellent time (fractions of a millisecond), but poor spatial resolution.

Magnetoencephalography (MEG) monitors the same electrical brain activity as

EEG and shares many of its properties, but it is less disturbed by the complex con-

ductivity profile of the head tissues, and this leads to a higher spatial reconstruct-

ability of the brain processes. Another typical trait of the technique in comparison

to EEG is the different sensitivity profile, which largely excludes deep areas and

those currents that flow perpendicular to the cranial surface. MEG relies on the ex-

tremely weak magnetic fields caused by neuronal electrical activity (see Section

2.4.2). Typically, signals of some hundreds of femtoteslas (10�15 Tesla) in size
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must be separated from environmental noise, which are five to six orders of mag-

nitude stronger, and this requires techniques such as gradiometer schemes and

magnetically shielded chambers. For information on techniques used to measure

neuromagnetic fields, the reader is referred to Section 2.2.

In this section, we first address the neurophysiological mechanisms that lead to

the generation of EEG and MEG signals, after which the methodological frame-

work for the extraction of the spatial and temporal properties of neural activity

from the measured signals is introduced. In subsequent sections, the application

of MEG to the investigation of primary somatosensory systems, as well as to higher

cognitive functions, is described. Finally, some clinical applications of magneto-

encephalography are presented.

2.4.2

The Generation of Magnetic Signals by the Brain

2.4.2.1

Introduction

The directed flow of charged elements gives rise to a magnetic field. In most phys-

ical entities this flow is represented by electrons, but in living systems selective ion

movements form the basis of the magnetic field. Since different types of ions si-

multaneously take part in this flow, the resultant field is the sum of multiple small

magnetic fields. The contribution of ions to the magnetic field brings some pecu-

liarities. For example, positively and negatively charged ions moving in opposite

directions generate the same magnetic field. The aim of this section is to character-

ize the current present in the brain which generates the magnetic field distant

from the active tissues – that is, the field on the outside of the brain. This current

can be described by modeling of the current dipole.

2.4.2.2

Technical Development and Limits of Detection

The detection of a magnetic field depends heavily on the improvement of available

measuring sensors. In this regard, there are two main directions of development:

(1) increasing the spatial resolution; and (2) increasing the sensitivity.

In living systems the elements causing magnetic fields (sources) are small and

build up complex structures. Sensitivity and spatial resolution of the sensor sys-

tems cause limitations in detection. First, the distant fields of two sources, which

are very near to each other but of opposite directions (current flow), usually cancel

each other and may be not detected if sensor sensitivity is low. For example, the

depolarization of dendritic regions near the soma causes currents directed to the

apical parts of the dendrite and to the soma. Two current dipoles result with an op-

posite direction, forming a quadrupolar field. The field strength decreases rapidly

with increasing distance between the sources and the sensor, and thus the field is

2.4.2 The Generation of Magnetic Signals by the Brain 211



too weak to be detected on the outside of the brain. Second, the spatial pattern of

activation and inhibition of cortical regions is complex, causing in turn complex

magnetic fields. A precise description of these intricate fields is only possible with

sensors that provide high spatial resolution. Recent developments (see Section 2.2)

have moved the boundaries of detectable signals considerably, and today we are

able to observe functions that only a few years ago were impossible to record.

Using a microSQUID, the synchronized activity of about 10 000 pyramidal cells

can be detected, corresponding to an activated cerebral tissue volume as small as

1 mm3 (Okada et al., 1997).

2.4.2.3

Electrophysiology of Brain Cells

Resting Membrane Potential

The ion concentrations of the intracellular and extracellular spaces differ. Within

the extracellular space, concentrations of sodium, calcium and chloride ions are

much higher than in the intracellular space. In contrast, the potassium concentra-

tion is highest in the intracellular space. This unequal distribution is maintained

by the selective permeability of the plasma membrane, which in turn depends

on the electric potential, the intracellular calcium concentration, and the action of

neurotransmitters. During resting conditions the permeability of the plasma mem-

brane permits potassium to leave the cell via ion channels formed by special pro-

teins. This efflux causes negative potential within the cell and positive potential

in the extracellular space. The radial symmetry of the transmembrane currents

causes the magnetic fields to cancel each other. Moreover, the transmembrane

currents are very weak at resting potential. Therefore, it can be assumed that the

currents at resting membrane potential do not contribute to the external magnetic

field.

Conduction and Transmission of Cellular Activity

Neuronal excitation is conducted over great distances with high velocity by action

potentials. These are short-lasting and localized depolarizations of the plasma

membrane caused by rapid changes in membrane conductivity and resulting in

ion currents during depolarization, as well as during repolarization. The conduc-

tion velocity can be accelerated if the membrane resistance is increased, or if the

membrane capacity is decreased. Myelinization of the axon fibers contributes to

such an increase in conduction velocity. Two features are responsible for difficul-

ties in detecting a magnetic field of action potentials. First, current dipoles at

the region of the action potential generation are directed forward and backward,

the result being a quadrupolar magnetic field. The amplitude of this field is much

weaker at greater distances from the active tissue in comparison to a dipolar mag-

netic field. Second, because of the short duration of the action potential, temporal

summation is limited. However, the chance for summation increases if neurons in

a limited region are synchronously activated.
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The transmission of excitation and inhibition from one cell to another occurs in

the majority of cases by the release of neurotransmitters at synapses. To initiate the

release of a transmitter, the action potentials must depolarize the presynaptic

membrane. Although the generated magnetic fields are weak, recent findings

indicate that MEG is capable of detecting these magnetic fields produced by the

presynaptic thalamocortical axonal terminals if they are highly synchronized (Ikeda

et al., 2002).

Long-lasting potentials are generated postsynaptically, and two fundamental

types may be distinguished, namely excitatory and inhibitory. Excitation is mainly

initiated by the neurotransmitter glutamate, the binding of which at the postsynap-

tic receptor induces a long-lasting increase in sodium or calcium ion influx. The

type of ion entering the cell membrane depends on the activated receptor type; for

example, AMPA-receptors are mainly permeable for sodium, and NMDA-receptors

for calcium. The influx of sodium into the cell depolarizes the membrane as the

number of negatively charged ions outside the cell increases in relation to the pos-

itively charged ions. As a consequence a current sink appears in the extracellular

space, and this is accompanied by current sources distant from there (Mitzdorf,

1985). A capacitive current in the intracellular space is responsible for the spread

of depolarization which is directed away from the region of excitation, for example

from the apical dendrite to the soma. This depolarization influences the permeabil-

ity of voltage-dependent ion channels. Here, specific potassium channels are of

significance, since when they are activated a potassium ion efflux results and thus

the resting membrane potential reoccurs. Some of these ion channels show an

unequal distribution between parts of the neuron (Johnston et al., 2003). If ion

channels are more frequent at the dendrites, a current source is established there,

and a current sink is created near the soma. Thereby current dipoles appear, which

are inversely directed to the current dipoles at the beginning of the excitation

(Murakami et al., 2003). The generated magnetic field is inversely directed to that

at the beginning of excitation.

The main neurotransmitter causing inhibitory postsynaptic potential is gamma-

amino butyric acid (GABA). The action of GABAA receptors causes chloride chan-

nels to open, while the action of GABAB receptors opens potassium channels.

The functions of neurons are closely coupled with that of glia cells. As men-

tioned previously, the excitation of neurons causes an increase in extracellular po-

tassium concentration. A significant amount of potassium is taken up by the glia

cells, and thus the negative effects of high extracellular potassium concentration

on consecutive neuronal activity are avoided. Hence, the glia cells act as a buffer

to high levels of extracellular potassium (Gardner-Medwin, 1981). Since glia cells

are coupled via gap junctions and build up an extended compartment, an ion move-

ment across multiple cells is possible. This type of intracellular current may be im-

portant in the occurrence of a migraine, in focal epilepsy, and most likely after brain

tissue injury caused by ischemia (stroke) or head trauma. Recent findings in animal

investigations have suggested that this type of intracellular current might contrib-

ute to the appearance of slow magnetic field changes (Bowyer et al., 1999a,b).
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Excitatory Cells in the Brain

The shapes of neurons generally range between these two types:

� Type I: The ideal cell has a single dendrite and one long axon. This type is said

to have an ‘‘open-field’’ configuration, because field potential changes spread

throughout the conducting medium. When the current is axial, as would be the

case for a cell having the open-field configuration, the associated magnetic field

should be dipolar and thus could easily be detected if the cell axis is tangential to

the brain surface. The pyramidal cell has in part an open-field configuration,

made up by the main trunk of the apical dendrite and the axon (Fig. 2.42; Mor-

phology, Type I). In part it has also a closed-field configuration, made up by

the terminal branches of the apical and basal dendrites. Thus, depending on the

spatial pattern of excitation, this cell type may be the primary contributor to the

magnetic field recorded on the outside of the brain.
� Type II: At the other extreme is the cell of which the dendrites extend radially in

all directions (Fig. 2.42; Morphology, Type II). This type is said to have a ‘‘closed-

field’’ configuration, because field potential changes are limited to the length of

Fig. 2.42. Left: The human brain is gyrence-

phalic, characterized by gyri and sulci. Orienta-

tion of neurons changes with respect to the

brain surface caused by the folding of the gray

matter. The main axis of pyramidal cells is in

some cases tangential and in some cases

perpendicular to the surface.

Right: Pyramidal cells are a good example of

neurons with an open field structure (type I)

generating magnetic fields detectable on the

outside of the head. The type II cells have a

closed field structure and are less likely candi-

dates for generating magnetic fields on the

outside of the head.
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the dendrites. In a cell with a closed-field configuration with major activation

of its dendrites, the current is radially symmetric (spherical symmetry). No mag-

netic field can be detected. The stellate cell may be considered the ideal neuron

with a closed-field configuration. Brain regions consist of both major cell types in

variable frequency. They are arranged in complex spatial patterns. As cell compo-

sition in the hippocampus is not very complex, examination provides evidence

that type I cells are the major contributor to the magnetic field (Okada et al.,

1997).

Other cortical regions are organized in layers and columns, with their main axes

orthogonal to the cortical layers (Fig. 2.42; Gyrus postcentralis). The predominant

organization of the cellular axis within a column is perpendicular to the cortical

surface. Pyramidal neurons are found mainly in layers III and V. Since the pyrami-

dal neurons are cells with an open-field configuration, it is expected that they

mainly contribute to the magnetic field on the outside of the head and that the

orientation of these cells is important for the magnetic field. The primary source

of the magnetic field on the outside of the head is an ensemble of current dipoles

within columns. Since multiple cells form a column-like structure, it seems rea-

sonable to assume that multiple dipoles within a column exist. However, differen-

tiation between these dipoles is not yet possible through measurement of the

magnetic field on the outside of the head. Brain regions with a large number of

open-field neurons are the major contributors to a magnetic field; however, recent

results suggest that regions with fewer open-field neurons also contribute (Hashi-

moto et al., 1996). Thus, the transmission of somatosensory excitation to the cortex

may generate a magnetic field which possibly correlates with excitation of the tha-

lamic neurons.

In addition to the type of cell morphology, the orientation of the main cell axis in

relation to the skull is of great importance for the magnetic field on the outside of

the head. The magnetic field component radial to the skull is essentially due to the

component of the primary current dipoles tangential to the skull.

2.4.2.4

Extracellular Space

It is difficult to estimate to what extent the extracellular current (the volume cur-

rent) contributes to the magnetic field on the outside of the brain. This is in part

due to the complexity of the extracellular space. If this space is of infinite dimen-

sion and of uniform conductivity, the extracellular currents are symmetric in such

a way that the magnetic field generated by each extracellular current path is can-

celed by the magnetic field generated by other extracellular current elements. Devi-

ation from these conditions may cause the magnetic field of extracellular currents

to contribute to the magnetic field outside the head. However, mainly the intracel-

lular current may be considered as the source of the magnetic field on the outside

of the head related to brain activity.
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Electromagnetic Tissue Properties

Most important is the tissue conductivity, which differs depending on the tissue

type. The spread of extracellular currents caused by cellular electric activity is

mainly confined to the inside of the skull. The brain tissue inside the skull may

be compared to a compartment with similar conductivity within (gray matter ca.

0.3 S m�1, white matter 0.14 S m�1) surrounded by a compartment with high con-

ductivity such as liquor (ca. 1.54 S m�1). The symmetry of extracellular currents is

distorted by these conductivity barriers. Tissue permeability can be considered con-

stant in living tissue. Studies of the heads of piglets, which have a gyrencephalic

brain similar to the human brain, show that the bone is of almost no importance

in the distribution of the magnetic field. A detailed analysis provides evidence

that only small changes in the magnetic field occur if the current dipole is located

deep within the brain, causing weakening of the amplitude if the bone is removed

(Okada et al., 1999).

Anisotropy

Each intracellular current is accompanied by an extracellular current. As men-

tioned above, extracellular current in a uniform conducting medium is distributed

homogeneously over a large area. A more detailed analysis of tissue configuration

provides evidence that the extracellular space is far from being uniform (Rice et al.,

1993). For example, conductivity depends on the direction of the current, and thus

there is anisotropy of conductivity. This is caused by the arrangement of myeli-

nated and nonmyelinated neuronal fibers, reducing conductivity perpendicular to

the fibers in contrast to conductivity parallel to the fibers. Likewise, conductivity

in gray matter is influenced according to the parallel orientation of pyramidal cells,

and apical dendrites collected into bundles perpendicular to the cortical surface.

These structures cause a preferred direction of the extracellular ion current. Fur-

thermore, the amount of anisotropy varies between cortical regions. For example,

it is less significant in cortical regions with a high number of granular cells in

comparison to the regions with many pyramidal cells. The influence of anisotropy

on the magnetic field detected on the outside of the brain has been investigated

extensively (Haueisen et al., 2002).

2.4.2.5

Pathophysiology

Damage of neuronal tissue, for example in the case of brain infarction, is accom-

panied by numerous changes causing magnetic fields.

Anoxic Depolarization

Anoxic depolarization results from a dramatic reduction in oxygen supply, such

that the energetic cell metabolism is strongly reduced. This causes cessation of

Na-K-ATPase and the cells depolarize. The depolarization triggers the opening of

sodium channels, there following an influx of this ion and a near-simultaneous

efflux of potassium.
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These processes are the cause of magnetic field changes, and are in part

reversible with resupply of oxygen and if the cells are not irreversibly damaged.

These magnetic field shifts occur simultaneously with changes of the DC-

electrocorticogram (Takanashi et al., 1991). Because the electric changes occur si-

multaneously over the whole cortex, it is supposed that differences in the ampli-

tude of cell depolarization may cause ion movements responsible for the magnetic

field measured on the outside of the brain.

Periinfarct Depolarization

Changes in the electric potential similar to those after a localized KCl application

to the cortical surface can be detected after brain infarction. They propagate slowly

over great distance and involve almost all cortical areas of one hemisphere; they are

similar to spreading depression. Changes of long duration can be detected in the

magnetic field – sometimes longer than minutes (Chen et al., 1992).

The causes and detailed mechanisms of these long-lasting depolarizations

remain unclear. However, it has been shown that long-lasting increases in extracel-

lular potassium concentrations, which are buffered in part by glia cells, simultane-

ously depolarize neurons. The depolarization does not involve all structures of the

neurons simultaneously, and thus an intracellular current may result. A similar

phenomenon appears to be the basis for the development of a migraine, which

however does not result from cell damage (Bowyer et al., 2001).

Injury Currents

If the energy supply to cells decreases to below a critical threshold, then the cells

are unable to ensure the integrity of the cell structure. Similarly to anoxic depolar-

ization, this causes an influx of sodium and efflux of potassium, leading to a

dramatic increase in the extracellular potassium concentration. Irrespective of

whether this high extracellular potassium concentration initiates the depolarization

of neighboring neurons, there is a strong potassium ion gradient within the extra-

cellular space. A current emerges in the direction of this ion gradient. Since the

current is equal in all directions the resulting magnetic fields cancel each other;

however, if there is an asymmetry, the magnetic field can be measured on the out-

side of the tissue. This has been shown by elegant investigations of injuries in

muscle and nerve tissues (Carbon et al., 2004). It seems possible that damage

within the brain may also cause slow magnetic field changes.

2.4.2.6

Final Remarks

During recent years, knowledge of the complex mechanisms of magnetic field gen-

eration by the brain has improved dramatically. In fact, it may soon be possible to

not only exactly localize active brain regions, but also to characterize the basic func-

tional processes using MEG. However, the sensitivity and spatial resolution of sen-

sors require further improvement, and more systematic investigations are needed

of the relevance of cell functions in magnetic field generation on the outside of the

brain.
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2.4.3

Analysis of Neuromagnetic Fields

2.4.3.1

Signal Analysis

Electrophysiological brain signals as are employed in MEG or EEG reflect the

superposition of the magnetic or electric fields caused by a great number of simul-

taneous intracranial processes. Some of these are not related to any apparent exter-

nal event (such as the presentation of a stimulus or the execution of a movement),

giving rise to spontaneous activity. Others are related (time-locked) to such events,

causing event-related activity. Additionally, signals can be divided into transient (sin-
gular deflections) and oscillatory (repetitive deflections) activities. Spontaneous os-

cillatory activity was among the first recorded electrophysiological signals from

the brain (Berger, 1929). Brain oscillations are divided according to their frequency

into various bands, which are labeled with Greek letters following the history of

their discovery (e.g., a, b, g, d, and y waves), and cover the frequency range of about

2 to 100 Hz. [There are also very high frequencies (ca. 600 Hz) in MEG signals that

are probably due to coherent volleys of action potentials; e.g., Curio et al., 1997.]

Some of these rhythms seem to be associated with the inactivity (idling) of neuro-

nal populations in primary cortical areas. MEG has contributed much to the local-

ization of the sources of these oscillations. The a-rhythm (8–12 Hz) is most prom-

inent over parietal and occipital parts of the skull, and is reduced by opening the

eyes (the Berger effect) as well as by visual stimuli and visual imagery (see e.g.,

Klimesch, 1999). This is thought to reflect idling of the visual areas. The idling of

the somatomotor cortex seems to be the cause of the m-rhythm, which contains two

frequency components, one around 10 Hz and another around 20 Hz. Both com-

ponents differ in their exact origin and in the way they are suppressed by actual

and planned movements (Pfurtscheller, 1989; Salmelin and Hari, 1994; Salmelin

et al., 1995a). Finally, the t-rhythm (8–12 Hz) probably reflects the idling of the

auditory cortex (Hari and Salmelin, 1997).

Other brain rhythms do not seem to be associated to idling states, but rather to

active processes in the brain. They include the frontal b-rhythm, the y-rhythm and

the g-rhythm. The y-waves (4–8 Hz) appear to originate from the hippocampus and

reflect working memory processes (e.g., Klimesch, 1999). Oscillatory activity in the

g frequency band has received a great deal of attention in recent years. It seems

that neuronal assemblies representing different parts of the same object bind to-

gether by synchronous firing in the g frequency range, as has been shown in ani-

mal models (e.g., Gray et al., 1989) and in humans (e.g., Tallon-Baudry et al., 1996,

1997; Herrmann and Mecklinger, 2000). Hence, these oscillations most probably

play a fundamental role in important cognitive faculties such as perception and

memory. The above-mentioned fact that the so-called idling rhythms are sup-

pressed by primary sensory or motor activity leads to the possibility of measuring

cortical activity indirectly. Techniques such as event-related synchronization/

desynchronization (Pfurtscheller and Aranibar, 1977), temporal spectral evolution
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(Salmelin et al., 1995b), event-related spectral perturbation (Makeig, 1993), and

task-related power increase/decrease (Gerloff et al., 1998) offer the possibility of

measuring event-related activity without the need to define the precise time point

of the event.

All of these methods involve a time-frequency transformation and then use the

spectral power alone (without phase) for averaging. This has the effect that any

small time jitter between the oscillatory event and the related external event (e.g.,

stimulus) would not lead to cancellation of the average signal. Such activity, which

is grossly time-locked but not precisely phase-locked to the event, is called ‘‘in-

duced activity’’, in contrast to ‘‘evoked activity’’, which is strictly phase-locked. Pop-

ular time-frequency transformations used for the analysis of brain signals include

for example simple band pass filtering with subsequent rectification and smooth-

ing (Pfurtscheller and Aranibar, 1977), the wavelet transform, and computation of

the amplitude envelope using the Hilbert transform (Clochon et al., 1996; Knösche

and Bastiaansen, 2002). In many cases, a spatial transformation is also used in

order to more accurately reflect the spatial structure and the localizations of the

underlying neuronal populations. This can involve relatively simple procedures

working on the sensor space, such as the EEG surface Laplacian (Hjorth, 1975)

and the MEG tangential derivative (Bastiaansen and Knösche, 2000), as well as

more sophisticated techniques based on source reconstruction algorithms (see

next section). In Figure 2.43 it is demonstrated how ipsilateral and contralateral

motor activity due to self-paced finger movements can be dissociated by using the

MEG tangential derivative in conjunction with event-related desynchronization/

synchronization (ERD/ERS).

Fig. 2.43. Grand averages of pre-movement event-related

desynchronization (ERD) in the 8- to 12-Hz frequency band, on

untreated MEG and on MEG derivatives, elicited by self-paced finger

movements. Dark: ERD (power decrease), light: ERS (power increase).

(Adapted from Bastiaansen and Kno€sche, 2000).
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The great complexity of the neural system with its many feedforward and feed-

back loops imposes a large degree of nonlinearity onto its behavior and the result-

ing brain signals. Hence, it has been proposed to employ mathematical tools based

on chaos theory for the analysis of EEG and MEG signals (Elbert et al., 1994). Tech-

niques relying on the largest Lyapunov exponent or the fractal dimension of a signal

can be used to characterize the degree of complexity of the underlying brain

system. Such methods are especially promising for the assessment of (especially

pathological) brain states.

In brain science, transient changes in relation to externally observable events –

so-called event-related potentials or event-related fields – are probably amongst the

most widely used features of EEG and MEG. Since these signals are usually hidden

in a stream of spontaneous activity with similar or larger amplitude, they are ex-

tracted by averaging techniques. For this purpose, the event is repeated many

times and the signal is recorded during a fixed time window (epoch) around each

event. Averaging the epochs tends to preserve the event-related signal, while at

the same time it reduces the level of random background activity. The validity of

the method relies on two main assumptions: (1) that the event-related signal is sta-

tionary, and (2) that the noise is random and completely uncorrelated to the event.

Under these assumptions, the signal-to-noise ratio (variance of signal divided by

variance of noise) improves by the square root of the number of epochs. In reality,

both assumptions are not strictly true, leading to an imperfect extraction of the

event-related signal.

Before averaging, it is advisable to improve the quality of the signal as much as

possible. Artifacts, caused by electrical activity of the eyes, muscles or the heart,

must be identified and either be removed (by rejecting the contaminated epochs)

or corrected. Artifact correction procedures have been proposed based on dipole

modeling (Berg and Scherg, 1994) and linear regression (Croft and Barry, 2000).

However, since artifacts and signals cannot be assumed to be mutually orthogonal

neither in the temporal nor in the spatial dimension, it is always likely that not

only the artifact, but also the signal is affected by the correction procedure. Hence,

such techniques should be used only if the number of epochs is inherently limited

by the experiment and simple rejection of contaminated epochs would result in too

few epochs for an acceptable signal-to-noise ratio. Temporal and spatial filtering

techniques exploit the fact that the targeted event-related signals often contain (par-

tially) different temporal and spatial frequencies from the spontaneous background

activity. Digital temporal filters are usually employed to remove high-frequency

noise as well as irrelevant slow drifts from the EEG or MEG signal. Spatial filters

in the sensor space (not to be confused with spatial filters in the source space) nor-

mally suppress low spatial frequencies. For EEG, the surface Laplacian (Hjorth,

1975), based on the second derivative of the potential with respect to the scalp sur-

face, provides such a filter. However, since high spatial frequencies are emphasized

the method is quite sensitive to small errors (e.g., in electrode position) as well as

to noise in the data, and requires a relatively large number of electrodes (>100;

Junghöfer et al., 1997). For MEG measured with magnetometers or axial gradi-

ometers, the tangential derivative (computed as the magnitude of the tangential
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gradient vector) produces a signal that has its maxima near the actual sources

(Bastiaansen and Knösche, 2000).

Averaged EEG or MEG signals can be displayed as time courses and as maps.

Time courses highlight the temporal evolvement of the signal at each sensor (Fig.

2.44a), while maps show the distribution of the signal over the scalp surface (EEG)

or the sensor surface (MEG) at one particularly latency, usually by means of con-

tour lines and color shading (Fig. 2.44b).

As noted previously, EEG or MEG signals typically represent the superposition of

the effects of a number of brain processes, which we might call functional compo-

nents. It is therefore an important goal of EEG/MEG analysis to disentangle these

components. Ideally, a component forms a functional entity – that is, it reacts as a

whole to relevant experimental manipulations. It should be characterized by a de-

fined neuronal network (fixed topography) and a typical time course. Often, com-

ponents are identified by visual inspection as positive- or negative-going waves in

the signal that can be manipulated independently by experimental parameters.

Here, the computation of difference signals between experimental conditions

and the identification of peaks and zero-crossings plays an important role (see

Fig. 2.45).

Typical decomposition algorithms used in EEG/MEG analysis aim at compo-

nents, which are characterized by a spatial distribution (topography), which is in-

variant in time, and a time course, which is invariant in space (except for a scaling

factor). Such components are suited to represent the activity of a particular neuro-

Fig. 2.44. Display of MEG data. (a) Time courses of the 148 channels

of an auditory evoked field, arranged on the flattened geometry

of the helmet-shaped sensor array of a MAGNES WHS-2500

magnetometer system (4D Neuroimaging, San Diego, CA, USA).

(b) Three-dimensional color-contour map of a similar data set at the

peak of the P2m component (210 ms after tone onset).

Red denotes field lines directed away from the head surface.
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nal network with varying activity in time. The definition of the actual decomposi-

tion requires additional constraints on the shape of or the mutual relationships be-

tween the topographies and/or the time courses. Such constraints can be imposed

by model assumptions, for example in the spatio-temporal dipole model (Scherg

and Berg, 1991), or by spatial or temporal templates extracted from other experi-

ments or experimental conditions, where the respective component is (assumed

to be) present in relative isolation. Principal component analysis (PCA) decom-

poses spatio-temporal data sets into mutually orthogonal components (e.g.,

Mosher et al., 1992). Alternatively, independent component analysis (ICA) uses

statistical independence as criterion to separate functional components (e.g.,

Wübbeler et al., 2000).

2.4.3.2

Modeling and Source Reconstruction

It is clear that brain signals obtained with EEG and MEG contain information on

the spatial distribution of the underlying generators throughout the brain, though

this information is, as will be discussed below, incomplete. There is a great variety

Fig. 2.45. Schematic categorization of endogenous components of

event-related potentials/fields in response to a stimulus (left) and

prior to a response (right). The Nd depends on attention processes;

the MMN (mismatch negativity) appears, if some repetitive aspect

of the stimulus is violated. Relevant stimuli that interrupt ongoing

processing can give rise to a P300. Preparation for motor responses

is reflected by slow fluctuations (Bereitschaftspotential/field).
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of methods to extract this information by solving the so-called neuroelectromag-

netic inverse problem. This problem can be split into two relatively independent

sub-problems: the forward problem, and the actual inverse problem. The solution of

the neuroelectromagnetic forward problem predicts the recorded EEG or MEG

data, given a certain set of neuronal generators (sources) as well as certain physical

properties of the surrounding head tissue and the measurement apparatus. The

solution of the inverse problem is based on the forward solution and attempts to

reconstruct the sources from the actually measured signals.

The solution of the forward problem requires a great deal of modeling. First, a

model of the sources must be built. In reality, intracranial electrical activity is im-

mensely complex and would need a virtually infinite number of parameters for a

complete description. For mathematical treatment, especially with regard to the in-

verse problem, it is necessary to simplify this description and to reduce the num-

ber of free parameters. With few exceptions, all such models are based on a discre-

tization into current dipoles, which one could call the atoms of source modeling. A

current dipole adequately describes the current flow in a small volume element

(‘‘small’’ as compared to the distance between sources and sensors) and is charac-

terized by position (three parameters), direction (two angles) and strength (one pa-

rameter). Direction and strength are often combined to a three-dimensional mo-

ment vector. Typical strength values are around 20 nAm, accounting for about

one million single postsynaptic potentials (Hämäläinen et al., 1993). A characteris-

tic MEG pattern generated by a current dipole is shown in Figure 2.44. More com-

plex source configurations can be described as a linear combination of many dipo-

lar elements. Hence, it is sufficient to formulate solutions to the forward model for

such a dipolar source. By increasing the number of dipolar elements, one can in

principle reach any level of accuracy. It should, however, be mentioned that there

are alternatives based on multipole expansions of the scalar electrical or the mag-

netic vector potential (e.g., Katila, 1983; Nolte and Curio, 2000). With the current

dipole model as a basis, one can easily derive equations for the magnetic induction

and the electric potential in an infinitely extended, isotropic, and homogeneous

conductive medium from the set of Maxwell’s Equations.

~BByð~rrÞ ¼ m0
4p

XN
i¼1

~qqi � ð~rr �~rrqiÞ
j~rr �~rrqi j3

Vyð~rrÞ ¼ 1

4ps

XN
i¼1

~qqi � ð~rr �~rrqiÞ
j~rr �~rrqi j3

ð2:10Þ

where B is magnetic induction, V is electrical potential, m0 is magnetic permeabil-

ity (constant), s is the conductivity of the medium, N is the number of dipoles, qi is
the moment of the i th current dipole, r is the location of measurement, and rqi the
location of i th dipole.

These equations form the basis for most solutions of the forward problem. We

will now consider how to incorporate models for the measuring device and for the

head tissue into these equations. The transformation from the electrical potential

or the magnetic induction provided by Eqs. (2.10) to the actual output of the mea-

surement device can normally be realized by simple calculations – that is, subtrac-
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tion of potential at the reference electrode for EEG and integration over the coil

surface, as well as subtraction according to gradiometer scheme for MEG. More

elaborate modeling of the sensor properties is usually not necessary. The bulk of

the efforts regarding the forward solution goes into modeling the tissues of the

head, resulting in substantial alteration of the simple relationships described in

Eqs. (2.10). The head can be seen as an inhomogeneous and anisotropic volume

conductor surrounding the generators of EEG and MEG. This conductive medium

makes the measurement of EEG only possible in the first place by providing the

electrical connection between the active neurons and the head surface electrodes.

However, how the primary currents related to neuronal activity translate into volt-

age drops between the electrodes depends upon the precise conductivity profile of

the head in a complicated way. In particular, the low-conducting skull exercises a

major influence. For MEG, the impact of the head tissue is smaller, since magnetic

fields generated by the primary currents can be measured directly and undistorted

by the sensors. However, these signals are overlaid by the magnetic fields caused

by the Ohmic return currents. Hence, the three-dimensional distribution of cur-

rent flow in the head must be modeled on the basis of Maxwell’s Equations. Fortu-

nately, one can assume quasi-stationarity – that is, the inductive and capacitive ef-

fects can be neglected (Plonsey and Heppner, 1967), thereby simplifying the matter

substantially.

Head modeling crucially depends on two factors: (1) available information on the

conductivity profile of the head; and (2) numerical techniques (as well as the nec-

essary computer power) to use this information. The first factor is very often the

limiting one: if, for example, there is no reliable information on the conductivity

tensor at every point of the head, a sophisticated modeling technique, which could

use this fine-grained information, is no better (or even worse) than a simple model

assuming homogeneous conductivity.

Available techniques range from very simple to quite complex (for an overview,

see e.g. Zanow, 1997). The actual choice depends on the accuracy requirements of

the problem, the availability of anatomical information (e.g., individual MRI), cer-

tain practicability issues [e.g., the finite element method (FEM) is computationally

very costly and cannot always be used], and modeling peculiarities (e.g., patients

with holes in the skull or infants with open sutures). Generally, the modeling of

MEG signals can be solely based on the interior of the skull, while for EEG the

skull itself and the extracranial tissues must also be considered (Hämäläinen and

Sarvas, 1987).

In a first approximation, one could consider the human head as a sphere. In this

case, it is possible to formulate analytical solutions for the neuroelectromagnetic

forward problem. For the magnetic case, the solution has been given by Sarvas

(1987). Interestingly, it transpires that the radial conductivity profile – for example,

the exact size of the brain – does not matter at all in this simple model. For the

electrical case, a solution based on Legendre polynomials has been provided by de

Munck (1989).

Currently, the simple sphere models are increasingly replaced by numerical

models that are better capable of accounting for the actual shape of the main
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inter-tissue boundaries within the head, such as scalp surface, inside and outside

of the skull, and brain surface. Such models can be based on either standardized

or individual heads. The most widespread technique is the boundary element method
(BEM; Hämäläinen and Sarvas, 1987). Here, the head is divided into major com-

partments, each of which is assumed to be homogeneous and isotropic. The bound-

aries between the compartments are discretized into so-called boundary elements,

mostly triangles. The conductivities of the compartments are set to approximate

standard values. The shape information is usually won from magnetic resonance

images). The BEM describes the head tissues by a piece-wise linear and isotropic

model, thereby accounting for the major and most influential tissue features,

such as the boundaries of the skull. For a complete description of the conductivity

profile of the head, however, one would need a technique that can assign to every

point in the head not only a scalar conductivity value, but also a conductivity ten-

sor, which accounts for the direction-dependent properties of the material. The

FEM is just such a technique (e.g., Buchner et al., 1997; Haueisen et al., 1997),

but although it is very promising and will certainly dominate the future, there are

still some problems that limit its applicability. The gravest one of these is the gen-

eral lack of accurate conductivity information on a voxel basis. Diffusion-weighted

MRI techniques (diffusion tensor imaging, DTI) seem to promise some remedy to

this problem. This technique measures the direction-dependent water diffusivity,

which is of course related to electrical conductivity. Attempts to derive a conductiv-

ity tensor from DTI data have been made (Tuch et al., 2001). A second obstacle for

the more widespread use of FEM has been the relatively great computational effort.

This especially limits its usefulness in the framework of the inverse solution,

where the forward problem must normally be solved many times. Recently, tech-

niques have been developed to speed up the method to such an extent that it

becomes interesting for the solution of the inverse problem (Wolters et al., 2004).

Finally, the correct representation of current sources in FEM models has turned

out to be a substantial challenge (Schimpf et al., 2002).

The forward problem of neuroelectromagnetism has a unique solution. Provided

that we know the three-dimensional distributions of source current density and

conductivity (as tensors) with absolute precision, we also know the measured EEG

and MEG. For the inverse problem, the situation is less favorable. For any given set

of EEG or MEG measurements, there are an infinite number of possible source

configurations that could have given rise to these signals, no matter how many

sensors we use and how accurately we measure. So, which of these solutions

should be preferred? The answer to this question is difficult and should rely on

two fundamental principles of science – Occam’s razor and Bayes’ law on condi-

tional probabilities. The law of Bayes allows incorporating additional knowledge,

for example from other imaging modalities (e.g., fMRI) or from anatomical con-

straints, into the solution, thus reducing the degree of underdetermination of

the inverse problem. Occam’s razor, in contrast, is the preferred way to deal with

the remaining uncertainty. It states, that from all equally probable solutions the

simplest one should be preferred (William of Occam: pluralitas non est ponenda
sine necessitate [complexity should not be assumed unnecessarily]; see Wildner,
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1999). In common terms, this principle forbids filling the white spots on the map

with fantastic landscapes.

The techniques available to solve the inverse problem are both numerous and di-

verse (for some examples, see Fig. 2.46). The choice of a particular method de-

pends for example on the nature of the expected results (e.g., few focal sources or

extended widespread activity) and the availability of additional information (e.g., lo-

cations of activated areas from fMRI, shape of individual cortical sheet). In the fol-

lowing section we will discuss some families of inverse algorithms, especially with

respect to their implicit assumptions, their possibilities to incorporate additional

information, their stability in the presence of noise, and their particular suitedness

for certain types of MEG activity. Comparative evaluations of different methods can

be found elsewhere (e.g., Yao and Dewald, 2005; Stenbacka et al., 2002).

The spatio-temporal multiple dipole model (Scherg and Berg, 1991) is one of the

most popular approaches. It is based on rather strong assumptions: the generators

of the MEG or EEG are described by a small number of focal centers of activity,

which remain active for some time. If these assumptions are physiologically ade-

quate and if the signal-to-noise ratio is high, this model offers excellent data reduc-

tion: for example, the time courses of perhaps 148 MEG channels are reduced to

the time courses, positions, and orientations of two or three current dipoles. There

are three basic models for the temporal behavior of the dipole parameters. The

moving dipole model imposes no constraints – the strengths, orientations, and posi-

tions are independent between different latencies. The fixed dipole model assumes

that positions and orientations remain constant over the entire period of analysis,

while only the strengths may change. This model is based on the notion that the

neuronal populations, which are represented by the dipoles, do not move or rotate

Fig. 2.46. Some examples for inverse solutions based on MEG and

EEG data. Left: Source locations in the auditory cortex found by

spatio-temporal dipole modeling of MEG data from an auditory

mismatch paradigm (Kno€sche et al., 2002). Middle: MEG-based brain

surface current density (BSCD) reconstructions of motor activity in

musicians listening to piano music (Haueisen and Kno€sche, 2001).

Right: Multiple signal classification (MUSIC) reconstruction based on

an averaged epileptic spike in EEG (T.R. Kno€sche, unpublished data).
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after all. However, due to the limited spatial resolution, a dipole may represent sev-

eral different generators with almost the same positions, but separate orientations

(e.g., around a sulcus). This situation is accounted for by the rotating dipole model,
which assumes stationary dipole positions, but time-variant orientations. The mea-

sured MEG or EEG values are linearly dependent upon the dipole strengths, but

they depend nonlinearly on the positions (and, for the fixed model, also the orien-

tations) of the dipoles. This leads to two nested optimization problems: for any

given leadfield matrix L, the source strengths S can be determined from the

measured values M by linear inverse techniques. The leadfield matrix L, in turn,

depends on positions (and orientations) of the dipoles in a nonlinear manner [see

Eqs. (2.10)]. This requires a nonlinear iterative search procedure (e.g., using the

Simplex or the Marquardt algorithm), where each forward calculation involves the

solution of the embedded linear problem.

M ¼ LðrÞ � S ð2:11Þ

Here, M is the matrix containing measure values, with a row per channel and a

column per time sample, S is the matrix containing source strength, with a row

per dipole (or dipole direction for the rotating dipole model) and a column per

time sample, and L is the lead field matrix, containing the forward solution for

every combination of dipoles and measurement channels, depending on dipole po-

sitions r (and orientations for the fixed model).

An important problem associated with dipole solutions is that we must make a

choice on the number of sources in advance. This is not trivial, since overmodeling

(too many dipoles) may result in instable models, which are excessively influenced

by noise. Information criteria are one way to achieve an optimal compromise be-

tween model complexity (number of dipoles) and data explanation (Knösche et al.,

1998). The problem of noise distorting dipole solutions has been tackled by includ-

ing the noise into the model (e.g., de Munck et al., 2002).

Additional knowledge, for example from fMRI experiments, can be imposed as

constraints on the free dipole parameters. The limits and specific problems associ-

ated with the combination of MEG dipole fit and fMRI have been addressed (e.g.,

Fujimaki et al., 2002). The use of simultaneous recordings of EEG and MEG offers

another potential possibility of narrowing the information gap in the inverse prob-

lem (e.g., Fuchs et al., 1998). Finally, it should be emphasized that the point-like

nature of dipole fit solutions might pretend a degree of accuracy that is not real.

Fuchs et al. (2004) provide methods to attach confidence volumes to the dipole po-

sitions, thus drawing a more realistic picture of the solution.

There are a number of possible reasons, why the spatio-temporal dipole model

might not be appropriate. For example, the focality assumption could be violated

to an intolerable extent, or the signal-to-noise ratio could be too low. This is often

the case for brain activity associated with higher cognitive functions. In such cases,

methods that reconstruct a distributed current source density distribution can be

applied. They deliver blurred pictures of the brain activity throughout a certain

region of interest, which can be for example the entire brain volume, the brain
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surface, or the surface of the cortical sheet. They are usually based on the principle

of linear estimation. The predefined region of interest is discretized into suitably

small elements, each of which is characterized by a set of two or three current di-

poles. The positions of these dipoles are fixed to the element center, while their ori-

entations are chosen in such a way that they span the space of possible current

flow directions. (In the simplest case, three orthogonal dipoles allow for all current

directions. In other cases, only currents tangential to the brain surface (MEG) or

those perpendicular to the cortical sheet might be allowed.) The strengths of all

these dipoles relate linearly to the measured MEG (or EEG) values (see Eq. (2.11),

with L being fixed). Since Eq. (2.11) is generally underdetermined – that is, there

are more dipole strengths to reconstruct, than there are measured values – so-

called minimum norm least squares (MNLS; Hämäläinen and Ilmoniemi, 1994)

solutions are computed. These select, out of all possible solutions, the one with a

minimum L2 norm of some linear transformation of the solution vector. (If not the

L2 norm, but a different norm (e.g., L1) is minimized, the problem becomes non-

linear and no direct inversion can be formulated (see e.g., Fuchs et al., 1999). Such

norms can often deliver a less blurred picture of the brain activity. It is, however,

not clear, if this focalization yields any extra information.) The general form of the

solution is:

S ¼ WLTðLWLTÞþ �M ð2:12Þ

where W is the weighting matrix, weights the column space of L; ð�Þþ denotes the

regularized inverse.

There are several theoretical approaches that all lead in principle to the above

result (all following the idea of Occam’s razor):

1. The null space approach, requiring the projection of the solution onto the null

space of L to be zero.

2. The minimum norm approach, selecting the solution with the shortest Eucli-

dean norm.

3. The maximum likelihood approach, singling out the most likely of all possible

solutions. A rigid formulation of the maximum likelihood approach based on

the Bayesian formalism is the maximum a posteriori (MAP) estimator (Baillet

and Garnero, 1997). It allows the convenient incorporation of any a priori

knowledge.

The various realizations of the above algorithm differ in three ways:

a) the collection of dipoles the matrix L is based on,

b) the weighting matrix W,

c) the method to compute the inverse of the usually ill-posed matrix ðLWLTÞ.

In this scheme, point (a) serves the a priori limitation the space of possible solu-

tions, point (b) determines, how Occam’s razor works (dealing with the informa-
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tion deficit) and how additional information/assumptions are included, and point

(c) is concerned with numerical stability and depends on the noise.

A very useful concept for the assessment of the properties of an inverse estima-

tor is the resolution matrix R.

_

S ¼ E �M ¼ E � L � S ¼ R � S ð2:13Þ

This maps the hypothetical real source S to the solution ŜS of the inverse estimator

E [see Eq. (2.13)] – that is, each column of R contains the response of the estimator

to a point source at the respective location. The ideal resolution matrix would

be unity; the degree of deviation from this ideal quantifies the degree of blurring

associated with the estimator. Hence, one obvious approach for constructing the

inverse estimator is to minimize the deviation of the resolution matrix from unity

(Backus and Gilbert, 1968; Grave de Peralta-Menendez and Gonzalez-Andino,

1998).

In the following, we will briefly present some of the most widespread variations

of this general principle. A very informative treatment of the principal possibilities

and limitations of the linear inverse is provided by Hauk (2004). Since there has

been much debate on the best way to implement the linear inverse, it should be

pointed out that each solution that is compatible with both the EEG/MEG data

and all available constraints and additional information is equally valid, no matter

whether we like the results or not. There is no way to further distinguish between

‘‘better’’ and ‘‘worse’’ solutions.

The brain surface current density (BSCD; Knösche et al., 1996; see Fig. 2.46) re-

constructs a blurred picture of the brain activity, which is projected onto the brain

surface. The method is robust and does not need any individual anatomical infor-

mation. The depth information is sacrificed on purpose, because it is especially ill-

determined by the data alone, if no plausible assumption on the shape of the

sources (e.g., focality) is possible (see also Fuchs et al., 1999). Magnetic field to-

mography (MFT) is a technique based on MNLS estimates in three dimensions,

where the typical bias towards superficial sources is countered by a suitable weight-

ing function (Ioannides et al., 1995). Low-resolution electromagnetic tomography

(LORETA; Pascual-Marqui et al., 1994; Fig. 2.46) is based on the minimization of

the norm of the second spatial derivative of the solution, rather than of the solution

itself. In this way, the solutions with the lowest spatial curvature are selected.

Standardized low-resolution brain electromagnetic tomography (sLORETA) applies

location-wise inverse weighting with the estimated variance to a classical MNLS

solution (Pascual-Marqui, 2002; Wagner et al., 2004).

Another class of techniques comprises the so-called scanning methods, also re-

ferred to as spatial filters or beamformers. They are not true inverse algorithms, as

they do not reconstruct the brain activity underlying a particular measurement as

a whole (Vrba and Robinson, 2001). Instead, they consider each point or region

in the brain separately and assess the plausibility of this point/region being a con-

tributor to the measured activity. Instead of one possible generator distribution,

which can explain the measured data, one obtains a collection of possible con-
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tributors – that is, the description of an entire class of solutions. This allows the

extraction of sensible information on the localization of the generators, even if

true inverse methods fail. Scanning methods include for example the synthetic

aperture magnetometry (SAM; Vrba and Robinson, 2001) and the multiple signal

classification (MUSIC; Mosher et al., 1992).

2.4.4

The Investigation of the Primary Sensory and Motor Systems

2.4.4.1

Introduction

For a variety of reasons, primary sensory and motor systems were investigated long

before the advent of magnetic recordings. Perhaps the most important motivation

for such investigations has been the study of the normal function of these systems.

Once information is available about the normal function, dysfunctions can be as-

sessed much more easily and clinical applications devised (see Section 2.4.6).

Moreover, the analysis of primary systems can yield important information for the

investigation of higher cognitive functions. Even technical applications such as

robotics might benefit from knowledge about the function of primary systems in

man. One of the often-stated advantages of the primary systems as an object of

investigation is that it has assumedly a simpler structure and is therefore easier to

investigate than other systems. With the introduction of MEG, source localization

gained much more importance in the analysis of primary systems, and many new

aspects have been revealed through MEG studies.

2.4.4.2

Somatosensory System

Following the early somatosensory evoked field (SEF) studies (Brenner et al., 1978),

numerous aspects have been investigated (for reviews, see Hari and Forss, 1999;

Kakigi et al., 2000). Techniques to evoke somatosensory activity include electric,

tactile, and laser stimulation, this being applied primarily to the skin, or alterna-

tively inside the body, perhaps as electric tongue stimulation (Karhu et al., 1991).

The most often-applied stimulation technique (also used in neurological diagnos-

tics) is cutaneous electrical stimulation of peripheral nerves (e.g., the median nerve

at the wrist); the measured spatial-temporal magnetic data from such an experi-

ment is shown in Figure 2.47. One outstanding property of the first cortical com-

ponent (N20) is that it is completely exogenous (it is not influenced by subjective

factors such as attention), and it can therefore be used as a reference in more com-

plex paradigms.

Source localization with the help of equivalent current dipoles shows that the

activity in the contralateral primary somatosensory cortex SI arises mainly from

Brodmann areas 3b and 1 (Wood et al., 1985), with a clear somatotopical represen-
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Fig. 2.47. Somatosensory evoked field (SEF) time traces of

148 channels (top), magnetic fields maps at 26.1 and 91 ms after

stimulation (middle), and localized dipolar sources (in yellow, with

confidence ellipsoids) in the primary (SI, left column) and secondary

(SII, right column) somatosensory cortex and in a 3D view (bottom).

(Material provided by R. Huonker).
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tation of different body parts (Okada et al., 1984; Suk et al., 1991; Gallen et al.,

1994). Further processing is undertaken in the bilaterally activated secondary so-

matosensory cortex SII, the posterior parietal cortex, central mesial cortex, and the

frontal lobe (Mauguiere et al., 1997; Hari and Forss, 1999). An oscillatory brain

activity with a mean frequency of ca. 650 Hz is overlaying the initial low-frequency

(up to 250 Hz) cortical responses at latencies of 18 to 30 ms after stimulus (N20,

P25) (Curio et al., 1994). Although the fast oscillatory activity is located in the same

cortical areas (3b and 1), it is functionally different from the low-frequency compo-

nents (e.g., Curio, 2000; Hashimoto, 2000; Haueisen et al., 2001).

2.4.4.3

Auditory System

Since the initial studies during in the late 1970s (Reite et al., 1978), auditory

evoked fields (AEF) have been investigated intensively (for reviews, see Jacobson,

1994; Näätänen and Winkler, 1999; Yvert et al., 2001). The functional analysis of

the tonotopy of the human auditory cortex was investigated at an early stage by Ro-

mani et al. (1982), and later by Pantev et al. (1988). Both groups used sine-wave

tones of different frequencies as stimuli. Romani and colleagues analyzed the

steady-state responses, whereas Pantev’s group investigated the 100-ms component

of the responses to tone-bursts of 500-ms duration. The corresponding source

localization for the evoked magnetic fields showed the presumed tonotopic organi-

zation: for lower frequencies the equivalent current dipoles were found more su-

perficially than for higher frequencies.

Auditory evoked components are commonly divided into early (ELC: up to 10

ms), middle (MLC: 10–70 ms), and long latency components (LLC: 70–250 ms).

They can be evoked by clicks, tones, or tone bursts, as well as by compound

sounds. While the ELCs are assumed to be generated in subcortical areas of audi-

tory processing and thus less suitable for MEG investigations, the MLCs include

subcortical and cortical sources (e.g., Heschel’s gyri, supratemporal gyrus), and

the LLCs are mainly generated in cortical regions. The localization in the primary

auditory cortex for the N100 latency of a healthy volunteer is shown in Figure 2.48.

2.4.4.4

Visual System

The first magnetic field recordings after visual stimulation were reported as early

as the mid-1970s (Brenner et al., 1975; Cohen, 1975). Stimulation techniques in-

clude pattern reversal (e.g., checker-board stimulation) or pattern on/off, single or

multi-focal flashes, and more complex stimulation figures as well as moving stim-

uli. For the simple onset stimulations, it is assumed that the primary answers

(latency 40–80 ms) are mainly generated in Brodmann area 17 (V1), while the sec-

ondary answers (latency 90–240 ms) involve also V2. Repetitive flash stimulation

can lead to an entrainment of the alpha rhythm in MEG and EEG recordings.

This effect (called photic driving) is important in the investigation of epileptic pa-
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Fig. 2.48. Auditory evoked field time traces of 148 channels (top),

magnetic field map at 122.2 ms after stimulation in spherical projection

(middle left) and 3-D view (middle right), and localized dipolar sources

(in yellow, with confidence ellipsoids) in the primary auditory cortex and

in a coronal and axial MRI slice view (bottom). (Material provided by

B. Maess and R. Huonker).
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tients (for a recent review, see Parra et al., 2005), and the frequency entrainment

was found to be more pronounced in MEG as compared to EEG (Schwab et al.,

2006). The effect for 10 healthy volunteers is shown in Figure 2.49.

2.4.4.5

Olfactory and Gustatory System

Compared to the number of studies reporting on somatosensory, auditory, and vi-

sual evoked magnetic fields, the number of studies investigating the olfactory and

gustatory system by means of magnetic recordings is very low. The first studies

Fig. 2.49. Entrainment effects for two simul-

taneously recorded MEG (M18 and M10) and

EEG (O1 and O2) channels. The positions of

the electrodes (disks) and the pick-up coils

(circles) are given in side view (top) and back

view (bottom). The ratio of flicker to alpha at

rest is plotted against response (max. peak of

spectra) to alpha at rest producing horizontal

lines in case of entrainment. A diagonal line

would indicate no entrainment. The dots on

the horizontal gray line denote the 15 per-

formed stimulations (significance of entrain-

ment effect: * pa 0:05). (Material from

Schwab et al., 2006).
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were published only in the mid-1990s (olfactory: Kobal et al., 1995; gustatory: Mur-

ayama et al., 1996), but the interest in both fields has been growing (e.g., Hummel,

2000; Walla et al., 2002; Onoda et al., 2005).

2.4.4.6

Motor System

The first investigations on the movement-related magnetic field (Bereitschaftsfeld,

movement-evoked fields) date back to the early 1980s (Deecke et al., 1982; Hari and

Antervo, 1982; Okada et al., 1982; Weinberg et al., 1983). Paradigms include active

and passive movements, self-paced and externally paced movements, whereby fin-

ger movements are a common choice of the investigators (Kristeva et al., 1991).

Since the mid-1990s, one focus of interest has been the synchronization mecha-

nisms involved in the control of movements both under normal conditions and in

patients (for a review, see e.g. Schnitzler and Gross, 2005). Also of clinical interest

are passive movements, which make the investigation of the sensory-motor system

possible in patients, regardless of their degree of motor impairment. The spatio-

temporal magnetic field data after passive movement of the fingers, together with

typical source localization results, is shown in Figure 2.50. Activation started 27 ms

after the onset of movement and remained for about 100 ms. Four activation max-

ima occurred within this time range: PM1 at 27 ms, PM2 at 46 ms, PM3 at 85 ms,

and PM4 at 125 ms. Not all components were distinguishable in every subject

partly due to overlapping effects, but PM3 was present in all subjects. Dipolar

sources were located within 1 cm of the central sulcus for all four components

(Lange et al., 2001).

2.4.4.7

Perspectives

Although a plethora of literature is already available on the normal function of the

primary systems, it still seems that only a small fraction of all aspects of these

functions has been revealed. Here, MEG provides the possibility to image brain

activity on a millisecond time scale (e.g., Hari et al., 2000), and this permits the in-

vestigation of interactions within primary systems and with other systems (e.g.,

Haueisen and Knösche, 2001).

2.4.5

Neuromagnetic Fields and Brain Science: Cognitive Functions

The identification of brain networks underlying higher cognitive functions is a

substantial challenge to any brain-imaging technique, due to the very high spatial

and temporal complexity of these networks, and their great variability across

experiments and individuals. Some of the most popular methods used in

neuroscience, such as fMRI or PET, produce relatively precise – but almost static
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– pictures of the neural networks. Other techniques, such as EEG, yield a fine-

grained reflection of temporal relationships, but only very limited spatial informa-

tion. Magnetoencephalography, in combination with source localization methods

(see Section 2.4.2), provides at least a partial remedy to this dilemma: while the

Fig. 2.50. Evoked fields after passive movement at t ¼ 0: time traces of

31 channels (top), magnetic field maps measured over the contralateral

somatosensory region for three components (middle) and, and localized

dipolar sources (gray dots) close to the central sulcus visualized in a axial

and saggital MRI slice view (bottom). (Material from Lange et al., 2001).
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time resolution is (as with electroencephalography) only limited by the technical

sampling rate, a spatial resolution of up to a few millimeters can be achieved

under certain circumstances. In this section, we demonstrate how MEG can be

used to reveal the spatio-temporal characteristics of the neural networks underly-

ing higher cognitive functions. Here, we will focus exclusively on studies with nor-

mal subjects, while pathological cases will be discussed in Section 2.4.6. Due to

space limitations, the following account is essentially incomplete, and some topics

(e.g., decision-making, error-processing, and pain perception) were, by necessity,

excluded. Other topics such as attention, memory, and emotion will be treated

only briefly.

2.4.5.1

Brain Correlates of Cognition: Components and Localizations

Before describing how neuronal networks underlying higher cognitive function

were revealed by MEG, will the main characteristic parameters of such networks

will be briefly defined, and their significance to brain function illuminated.

An important concept in functional architecture of the brain has always been

localization – that is, the idea that certain regions, areas, or cell populations are

responsible for certain tasks. There is a great body of evidence, especially from

the fMRI and PET investigations, that this is certainly a valid concept; one such

example is the established role of the fusiform gyrus for the recognition of faces.

On the other hand, the concept of (macroscopic) localization alone seems insuffi-

cient to describe the functional organization of the brain. For example, the objects,

concepts, and events stored in memory seem to be defined by specific networks

formed by many neuronal populations. The question to be asked is how these net-

works are defined, both permanently (e.g., for long-term memory) and transiently

(e.g., for working memory or object representation during perception). Permanent

networks could be realized by increased connectivity, for example by heightened

synaptic strengths (Herrmann et al., 2004). The transient representation of objects

and activation of memory contents could be achieved by synchronized oscillations

(Singer, 2000). Hence, oscillation parameters such as frequency, phase, and phase
coupling are relevant for the characterization of brain function. Finally, the timing
of oscillatory as well as nonoscillatory events at the various locations is a crucial

dimension for the understanding of functional networks. Note that, in most cases,

it is possible to reveal only some aspects of these networks, and more universal

models of cognitive processes can only be obtained from the integration of many

different studies.

Magnetoencephalography can, in principle, yield information on all described as-

pects of functional networks. However, while timing and frequency can be resolved

with great accuracy, the identification of location is less perfect. The combination

with high spatial resolution methods (e.g., fMRI) provides some possibilities to im-

prove this, but there are limitations (see Section 2.4.3.2 and Fujimaki et al., 2002).

Additional anatomical and functional knowledge, both general and individual, can

also improve the uniqueness and interpretability of functional networks extracted
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from MEG data. In the following sections, examples are provided of how MEG has

contributed to the identification of such neuronal networks.

2.4.5.2

Human Communication

Spoken Language

Speech is the principal means of information exchange between humans. Our abil-

ity to live together in society depends crucially upon the fast and accurate process-

ing of speech signals (for a model of the processing of speech, see Friederici,

2002). MEG studies have made significant contributions to the revelation of brain

processes in this model. Initial acoustic processing, as reflected by early waves in

MEG and EEG (up to about 200 ms after stimulus onset), has been extensively

studied by means of MEG (see Section 2.4.4). As highlighted by Näätänen et al.

(2001), these early components already reflect a great deal of complex stimulus

processing. For example, attention modulation of MEG responses has been ob-

served as early as 20–40 ms after the onset of auditory stimuli (Hari et al., 1989).

The identification and segregation of phoneme and voice information was found to

be reflected by the magnetic mismatch negativity and localized in the planum tem-

porale (BA42) by means of MEG dipole localization (Knösche et al., 2002).

The construction of syntactic phrase structures is reflected by a specific electro-

physiological component, the early left anterior negativity (ELAN; Friederici et al.,

1993) and its MEG equivalent (ELANm; Gross et al., 1998), peaking about 150 ms

after the onset of a critical word. This process appears to involve Broca’s area and

its right hemisphere homologue as well as bilateral planum polare, as has been

suggested by a number of MEG source localization studies on the perception of

connected speech using magnetic field tomography (Gross et al., 1998), brain surface
current density mapping (Knösche et al., 1999), and dipole localization (Friederici

et al., 2000) (Fig. 2.51). Other MEG studies have identified contributions from the

Fig. 2.51. Equivalent current dipole localizations of MEG activity

related to syntactic violation in auditory speech. The dipoles cluster

in left and right inferior frontal cortex (red circles), left planum polare

(green circle), and in what possibly is right planum temporale

(blue circle). (Data taken from Friederici et al., 2000).
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superior temporal lobe to early syntactic processing (Kubota et al., 2003; Shtyrov

et al., 2003). The N400, peaking around 300–600 ms after the onset of a critical

word, is regarded as a correlate of lexical-semantic integration (Kutas and Hillyard,

1980). Several attempts to reveal its functional properties and neuronal substrate

using MEG have been made, suggesting a network involving bilateral posterior

superior temporal and inferior parietal lobe in both hemispheres (e.g., Helenius

et al., 2002; Kujala et al., 2004).

In contrast to speech perception, speech production poses a greater challenge to

the MEG investigator, as inevitable motor activity – both cerebral and muscular – is

likely to contaminate the measurements. A number of picture naming studies

have been performed, where the preparation phase before the actual utterance

was investigated (Levelt et al., 1998; Maess et al., 2002). The activity of the audi-

tory cortices during actual speech production was also targeted (e.g., Houde et al.,

2002).

Written Language

Reading can be studied more easily on both word and sentence levels by using

electrophysiological methods, as compared to connected speech. The material can

be presented word by word at precisely defined latencies. MEG has been used to

reveal the neural basis for the recognition of characters and words, as well as the

processing of syntactic and semantic information. In a silent reading and naming

task, Kober et al. (2001) could reliably localize several language-relevant areas in-

cluding Broca’s area, Wernicke s area, and superior temporal gyrus, thereby dem-

onstrating the potential usefulness of MEG for presurgical planning. Synchronized

oscillatory activity in the gamma band was associated to semantic processing by

Braeutigam et al. (2001).

Most character-recognition studies are concerned with the perception of Chinese

or Japanese letters, demonstrating activity in both dorsal and ventral visual path-

ways, as well as in superior temporal gyrus (Kuriki et al., 1996; Kamada et al.,

1998). Assadollahi and Pulvermüller (2001) used MEG to show that nonphysical

properties of words (e.g., word frequency) are processed in the occipital cortex

very early (from 120 ms) after stimulus onset. On the sentence level, semantic

processing of words has been investigated by manipulating the expectancy (con-

gruity) of sentence-final words, eliciting the magnetic equivalent of the N400

(N400m), which was attributed to multiple active areas including Broca’s area, Wer-

nicke’s area, and superior temporal gyrus (Helenius et al., 1998; Halgren et al.,

2002). Other studies on semantic processing have addressed the functional mean-

ing of the various subcomponents of the N400m (see Pylkkänen and Marantz,

2003).

Music

Music is a very old and uniquely human faculty. Though generally not directly

linked to the exchange of information, it plays an important role in human com-

munication as it expresses cultural and social identity as well as emotion and, to a

certain extent, also semantic contents. The degree of similarity between music and

speech has often been a matter of debate. There are fundamental parallels, but also
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important differences. For discussions, see for example Neuhaus et al. (2006) and

Koelsch et al. (2004).

The perception of pitch – perhaps the most important parameter of musical

tones – has been studied with MEG by Patel and Balaban (2001), leading to two

important conclusions:

� Pitch seems to be discriminated mainly in the right hemisphere. Zatorre et al.

(2002) proposed that the left hemisphere is more specialized in the fine-grained

processing of temporal aspects of auditory input, while the right hemisphere has

a better pitch or frequency resolution. This leads to left/right hemisphere domi-

nance for language/music processing.
� Perception of different pitches is reflected by different time courses, rather than

spatial localization of the related brain activity.

The processing of harmonic relations, which play a principal role in musical struc-

ture, has been investigated through the brain’s MEG response to harmonic viola-

tions. Kuriki et al. (2005) reported enhanced N100m and P200m components in

response to key violations, which localize near the primary auditory cortex (for

N100m), demonstrating quite early (and possibly automatic) detection of tonality

mismatch within the auditory cortex. Other, somewhat later, markers for harmonic

expectancy violations have been identified using EEG around 200 ms (Koelsch et

al., 2000; early right anterior negativity, ERAN) and 350 ms (Patel et al., 1998; right
anterior temporal negativity, RATN). The ERAN has been associated with generators

in bilateral BA44 (Broca’s area) by MEG source localization (Maess et al., 2001),

suggesting that the role of Broca’s area and its homologue in fast and automated

syntax parsing might be less language-specific than previously thought. Besides

the processing of tonality, also the processing of pitch contour, interval structure,

and rhythm has been shown to take place at very early latencies using MEG (Fu-

jioka et al., 2004; Vuust et al., 2005).

An important structural element in both speech and music is the subdivision of

the auditory stream into phrases. Steinhauer et al. (1999) have identified an EEG

marker for the perception of intonational phrase boundaries in speech (closure pos-
itive shift, CPS). A similar component was also found for phrase boundaries in mu-

sic and attributed to a network of active areas in the limbic system using MEG

source localization (Knösche et al., 2005; Neuhaus et al., 2006). This result is simi-

lar to Maess and colleagues’ localization of the ERAN in Broca’s area, in favor of a

certain degree of overlap between neuronal networks underlying the perception of

speech and music.

A number of MEG studies have dealt with short- and long-term plasticity of the

functional organization of the somatomotor and auditory cortices as a result of

musical training (e.g., Pantev et al., 1999). An enhanced coupling between auditory

and motor systems was demonstrated by Haueisen and Knösche (2001). These

authors used MEG to show that the hand area of the somatomotor cortex is invol-

untarily activated in pianists (but not in nonpianists) during the perception of well-

trained piano music, without any actual or imagined movement.
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Nonverbal Communication

Although language is certainly the principal means of human communication,

there are a number of very important nonverbal communication modes, including

behavior, facial expression, eye gaze, and gestures. The most basic way to obtain

information about others’ intentions is the observation of their actions (see also

next section). For the recognition of actions, it is postulated that the observed

action must be mapped onto the observer’s internal representations of the same

action. Such interaction between sensory and motor mechanisms is supported by

the mirror neuron system, which was first identified in monkeys (Rizzolatti et al.,

1996). Other aspects of nonverbal communication are more symbolic in nature.

Eye gaze, facial expression, certain types of behavior, and gestures convey informa-

tion on a person’s attitude towards something or somebody as well as about his/

her state of mind or intentions. Such signals are thought to be processed in the

social recognition system (Allison et al., 2000). In an MEG study, Nakamura et al.

(2004) reveal orchestrated multiple brain activity across different neuronal systems,

including object recognition system (ventral occipito-temporal; see e.g. Ungeleider

and Haxby, 1994), mirror neuron system, and social recognition system during

the recognition of hand signs.

Several MEG studies have dealt with the recognition of facial expressions and

eye gaze (Streit et al., 1999; Lewis et al., 2003; Ioannides et al., 2004; Kimura et al.,

2004; Watanabe et al., 2005). The recognition of faces, including their emotional

content, was mainly reflected by early activity (<200 ms) in the fusiform gyrus

and the amygdala. The recognition of eye movements (gaze) was also found to

take place very early (140–225 ms after stimulus onset) in the MT/V5 area at the

occipito-temporal border.

2.4.5.3

Recognition of Objects: Perceptual Binding

Our sensory organs constantly receive information from the environment, for ex-

ample the pitch, volume, timbre, and spatial location of sounds or the color and

intensity of light at a certain angle of our visual field. One of the most fundamental

questions in neuroscience is how the brain groups these sensory inputs together in

order to form recognizable objects. This process is often referred to as binding. As
a more in-depth treatment of this topic cannot be provided here, the interested

reader is referred to reviews by Singer (2000) and Herrmann et al. (2004).

Synchronized oscillations, especially in the g-range (@40 Hz; see Section 2.4.3.1),

are thought to play a major role in the binding processes. MEG has made substan-

tial contributions to the investigation of the role of such oscillations in both tempo-

ral and spatial binding. In the visual domain, paradigms using illusory figures

(e.g., Kanizsa triangles) were used by a number of authors in order to demonstrate

the role of synchronization in the g-band for perceptual binding (Tallon-Baudry

et al., 1997; Herrmann and Mecklinger, 2000). Others employed the coherent

motion of stimuli (Sokolov et al., 1999). In the auditory domain, several studies iden-

tified g-oscillations as a neurophysiological correlate for temporal binding and recog-
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nition of auditory objects (Joliot et al., 1994; Palva et al., 2002). On the other hand,

nonoscillatory magnetic brain responses have been investigated with regard to their

significance for object recognition and feature binding (e.g., Okusa et al., 2000).

2.4.5.4

Actions: Planning, Execution, Perception, and Imagery

Motor actions are of fundamental importance for our survival in any environment.

They need to be planned and controlled with speed and precision. Moreover, men-

tal imagery of actions enables us to predict their possible outcome without actual

movements. Finally, the perception and recognition of actions of others is an im-

portant prerequisite for our ability to predict their behavior and intentions.

Preparation, control, and execution of movements are very closely related. They

involve transient, slow, and oscillatory magnetic activity in both primary sensory-

motor (see Section 2.4.4) and higher cognitive areas. The role of magnetic m-

rhythms for the preparation and execution of movements was investigated by

means of event-related spectral power changes (see Section 2.4.3.1; Feige et al.,

1996; Salmelin and Sams, 2002). Distinct networks of coupled oscillators in the

8-Hz range were identified, for example, by Schnitzler et al. (2004). Slow magnetic

fields in the preparatory phase before a movement (readiness field) have been

discovered and their generators localized. A detailed picture of this was drawn by

Pedersen et al. (1998), who combined the use of MEG and PET to identify a succes-

sion of different generators of the readiness field between 900 and 100 ms prior to

the onset of voluntary finger movements: middle frontal gyrus, supplementary mo-

tor area, pre-motor cortex, and M1. The contingent magnetic variation (CMV), which

is elicited during the anticipation of an action-relevant cue, has been attributed to a

network comprising both action and perception related areas (Gomez et al., 2004).

Internal simulation of one’s own actions and the recognition of another person’s

actions seem to be very closely related. The neural basis for such a close interaction

between motor actions and the visual observation of the same actions has been

identified as the mirror neuron system in both nonhuman and human primates

by Rizzolatti and colleagues (e.g., Rizzolatti et al., 1996; Iacoboni et al., 1999). MEG

has been used to identify such mirror neuron systems in humans for the perception

of gestures (Nakamura et al., 2004), grasping movements (Rossi et al., 2002),

mouth movements (Mottonen et al., 2005), tool use (Jarvelainen et al., 2004), and

music (Haueisen and Knösche, 2001; Popescu et al., 2004). These systems seem to

consist of a number of frontal, parietal and temporal areas, including bilateral in-

ferior parietal and posterior superior temporal sites, as well as primary sensory-

motor cortices. Similar networks were discovered to be active during the mere im-

agery (rather than observation) of actions (Lang et al., 1996; Schnitzler et al., 1997).

2.4.5.5

Attention

Attention is involved in virtually every cognitive task. It is the process of selectively

allocating resources to a percept, a thought, or a task. Attention is limited and can
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be divided. It lets the mind focus on relevant stimuli or tasks at the expense of ir-

relevant ones. We can concentrate on one voice in the cacophony of a cocktail party,

on a single person in a large crowd, or on the actions that will be necessary to get

the car moving as soon as the traffic light turns green.

One way to isolate the effects of attention in the auditory domain is the dichotic

listening task, where one presents different stimuli to both ears and focuses the at-

tention to one ear (e.g., by a suitable task). (For a review on auditory selective atten-

tion including all evidence, not only MEG, see Giard et al., 2000.) This paradigm

was used in combination with an MEG-based dipole fit to localize the earliest at-

tention modulated sources near the generators of the N100m in primary auditory

cortex (see Section 2.4.4) with an activity latency of 100–150 ms post-stimulus on-

set (e.g., Fujiwara et al., 1998). Other authors have reported attention-modulated

magnetic activity as early as 20 ms post stimulus in a similar paradigm, thus sup-

porting the theory that attention regulates auditory input before or at the initial

stages of cortical processing (Woldorff et al., 1993). In a series of pharmacological

MEG studies, Kakhonen and colleagues (see e.g., Kahkonen and Ahveninen, 2002)

investigated the role of different neurotransmitters (dopamine, serotonin) in

auditory-selective attention.

Attention effects in the somatosensory domain (for a general review, see

Johansen-Berg and Lloyd, 2000) could be located in the secondary somatosensory

cortex (SII) at latencies around 55 ms, while there were no such effects in the pri-

mary somatosensory cortex (SI) (e.g., Hoechstetter et al., 2000).

Visual spatial attention was investigated by several research groups using MEG

(e.g., Hopf et al., 2000). Modulating the attention to stimuli in one domain by dis-

tracters in another domain represents an alternative way in which to study atten-

tional effects. Sokolov et al. (1999), for example, showed that g-activity elicited by

coherent motion of two bars (see also Section 2.4.5.3) was eliminated, if attention

was captured by auditory distracters.

2.4.5.6

Memory

Just like attention, memory is a fundamental cognitive faculty. Whenever informa-

tion from the past contributes to current cognitive processes, some kind of mem-

ory must be involved. Consequently, there are many different types of memory,

which to discuss in detail would be beyond the scope of this text. According to its

content, implicit (priming, skills, habits, etc.) and explicit (facts and events) mem-

ory can be distinguished; according to its time range, we know ultra-short (sensory,

echoic, or iconic memory), short-, and long-term memory. The working memory

comprises contents of short-term and long-term memory. Memory contents must

be encoded, maintained, and retrieved. The vastness of the topic forces us to report

selectively some aspects of memory that have been investigated with MEG.

Sensory memory is associated with the respective sensory domain (e.g., auditory,

visual). In the auditory domain, it can be investigated by the auditory mismatch re-

sponse (in EEG mismatch negativity, MMN; see e.g., Näätänen et al., 2001), which

occurs at about 150 ms after the onset of a physically deviating stimulus and is not
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bound to attention. MEG studies have contributed to the revelation of the neural

substrate of this response, which lies in the supratemporal plane near the auditory

cortex, for simple tones (Alho et al., 1993), words (Pulvermüller et al., 2001; Knö-

sche et al., 2002), and music (Fujioka et al., 2004). McEvoy et al. (1997) discovered a

cortical area sensitive to auditory sensory memory just anterior of the sources of

the auditory N100m (see Section 2.4.4). Moreover, oscillatory neuromagnetic activ-

ity in the a, y, and g frequency bands was reported as a correlate of working mem-

ory (see e.g., Lutzenberger et al., 2002, for gamma-band activity during an audio-

spatial working memory task). Extensive MEG investigations have focused on the

neural networks underlying various types of memory, including spatial working

memory in the visual domain (e.g., Croize et al., 2004) and working memory for

words (e.g., Breier et al., 1998).

2.4.5.7

Emotions

The role of emotions in human behavior can hardly be overestimated, with each and

every one of our actions being influenced by emotions to some degree. Hence, it is

no wonder that this has also become a topic for MEG research. One of the most

important sources for emotions is the human face, and there have been a number

of studies investigating the perception of emotional facial expressions, identifying

activity in, for example the amygdala, inferior frontal cortex, temporal cortex, as

well as midline occipital cortex (e.g., Streit et al., 1999; Halgren et al., 2000).

2.4.6

Clinical Applications

2.4.6.1

Introduction

Magnetoencephalography has clinical applications for the evaluation of normal

and abnormal brain functions, and the localization of cortical sources. Currently,

the localization of epileptic discharges and presurgical brain mapping represent

the most common clinical applications (Nakasato and Yoshimoto, 2000; Knowlton

and Shih, 2004; Wheless et al., 2004), while other diagnostic applications remain

in the research stage. In this section, the current status of clinical MEG is reviewed

in the order of simplicity of cortical source configuration, on which the source esti-

mation accuracy of MEG depends so heavily.

2.4.6.2

Somatosensory Evoked Fields (SEFs)

The first cortical response of the SEFs can be assumed as a single cortical source

concentrated in a small area along the central sulcus. Together with the excellent

244 2.4 Neuromagnetism



reproducibility of the response, source estimation by a single dipole model can pro-

vide an accuracy of a few millimeters.

Localization of the Primary Sensory (SI) Cortex Facing the Central Sulcus

Identification of the central sulcus – the borderline between the frontal and parietal

lobes – is the first step of functional brain mapping. The SI cortex is located in the

posterior bank of the central sulcus facing the primary motor (MI) cortex of the

opposite bank. The central sulcus may be recognized by the sulcal and gyral pat-

tern on anatomic MR images (Ebeling et al., 1989; Berger et al., 1990; Sobel et al.,

1993). However, anatomical identification of the central sulcus is not always possi-

ble in a patient with anatomical anomaly, structural lesions, or brain edema. SEF

can provide critical information in such patients (Fig. 2.52). Identification of the

central sulcus by SEFs due to electrical stimulation of the median nerve at the

wrist is the most established clinical application of MEG (Sobel et al., 1993; Kawa-

mura et al., 1996; Nakasato et al., 1996b; Inoue et al., 1999; Nakasato and Yoshi-

moto, 2000). The first cortical component of the median nerve SEF is called

N20m, as the magnetic counterpart of the N20 of the somatosensory evoked potentials
(SEPs). N20 is caused by a negative potential over the parietal scalp, with a peak

latency of around 20 ms. The equivalent current dipole (ECD) of the N20m is local-

ized on the middle part of the central sulcus, corresponding to the contralateral SI

cortex of the hand (Fig. 2.52). Similarly, the first cortical component of the poste-

rior tibial nerve at the ankle is termed P38m, as the magnetic counterpart of the

P38 of the SEPs. P38 is caused by a positive potential over the vertex with a peak

latency of around 38 ms. The ECD of the P38m is localized on the highest part of

the central sulcus, corresponding to the contralateral foot SI cortex (Fig. 2.52) (Na-

kasato et al., 1996b). The first cortical component of the lip stimulation was identi-

fied as N15m (Nagamatsu et al., 2001), occurring earlier than the P20m, which

previously had been believed to be the initial peak (Hoshiyama et al., 1996). The

ECDs of N15m and P23m are localized on the lower part of the central sulcus,

corresponding to the contralateral face SI cortex.

Somatotopic Organization of the Primary Somatosensory Cortex

Combination of multiple stimulation points is practically useful for the clinical

application of SEFs. Identification of the central sulcus can be verified by multi-

ple SEF sources, and the central sulcus can be anatomically traced on three-

dimensional MR imaging (see Fig. 2.52) (Suk et al., 1991; Yang et al., 1993; Oh-

tomo et al., 1996). Knowledge of the somatotopic organization of the SI cortex is

also important before presurgical decision-making, especially if maximum brain

resection is required such as for malignant gliomas and medically intractable epi-

lepsy (Nakasato et al., 1996b; Kumabe et al., 2000; Nakasato and Yoshimoto, 2000).

Neurological deficits are minimum and transient after unilateral resection of the

orofacial SI and MI areas, because the contralateral cortex can compensate for the

loss of function. In contrast, resection of the hand SI or MI cortex causes perma-

nent deficit of the skilled activity of the contralateral side. Noninvasive detection of

SEFs can provide the critical information of somatotopy before surgery.
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Fig. 2.52. Somatosensory evoked fields in a

patient with a right frontal lobe tumor.

Top left: The latitudinal and longitudinal

derivatives of the magnetic field (upper and

lower curves in each pair, respectively) for left

median (blue) and posterior tibial (red) nerve

stimulation are shown. Top right: Maximum

signals of the first peak appeared over the

lateral central area for the median nerve

stimulus (N20m) and the medial central area

for the posterior tibial nerve stimulus (P38m).

Isofield maps indicate single dipole patterns.

Bottom: Position (circles) and orientation

(bars) of the equivalent current dipoles of

the N20m and the P38m for bilateral stimuli

superimposed on the magnetic resonance

image. Note that the central sulcus (arrow-

heads) is shifted towards the posterior direc-

tion due to the mass effect of the tumor (T).
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Abnormal SEFs in Neurological Diseases

SEFs can be used for the quantitative evaluation of abnormal SI function. Ishitobi

et al. (2005) found that abnormal SI function could be demonstrated by SEFs in

patients with unilateral polymicrogyria. Latencies of the median nerve N20m and

the tibial nerve P38m were all within the normal range in both normal and dys-

plastic hemispheres. However, the amplitudes of the N20m and P38m in the

dysplastic hemispheres were smaller in one patient and larger in two patients com-

pared to the normal hemispheres. Orientation of the equivalent current dipoles
(ECDs) of N20m and P38m was abnormal in the dysplastic hemisphere, although

the somatotopic arrangement of the median and tibial nerve responses was nor-

mal. These findings suggest residual SI function with abnormal amplitude and

orientation of neuronal current within the dysplastic cortex.

Iwasaki et al. (2001) measured SEFs for median nerve stimulus in patients with

severe traumatic brain injury followed by persistent consciousness disturbance. La-

tency of the first peak (N20m) was longer, and those of the second (P30m) and

third (N45m) peaks were shorter, in the patients compared to normal adults. More-

over, the ECD moments of N20m and P30m were smaller and those of N45m and

P60m larger in patients than in normal adults. Most of these patients had large

skull and/or brain defects due to primary damage and/or surgical procedures,

such as decompressive craniectomy and hematoma evacuation. In contrast to the

SEFs, amplitude evaluation of scalp SEPs is difficult in such patients, because of

the inhomogeneous head conductivity.

2.4.6.3

Auditory Evoked Fields (AEFs)

The middle- to long-latency responses in the AEFs are generated from slightly

larger cortical areas than the short-latency SEFs. Although the auditory cortex is

located in the bilateral temporal lobes, reliable source estimation is still possible

using a two-dipole model for whole-head data or a single-dipole model for hemi-

spheric data.

Localization of Auditory Cortex in the Temporal Lobe

Bilateral auditory cortex responses are obtained by both monaural and binaural

stimulus. Auditory evoked potentials (AEPs) show a single potential peak in the

mid-frontal and mid-vertex areas due to overlaps of the bilateral signals. In

contrast, the bilateral AEFs can be clearly separated (Nakasato et al., 1995; Kanno

et al., 1996). The most prominent peak of the AEFs is N100m, the magnetic coun-

terpart of the N100 in AEPs. The ECD of the N100m is localized on the upper sur-

face of the bilateral posterior temporal lobes (Fig. 2.53). The source of the auditory

field can be used as a useful landmark for surgical intervention in temporal lobe

diseases, as it originates from the posterior part of the temporal plane adjacent to

the posterior language area (Ohtomo et al., 2002).
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Fig. 2.53. Auditory evoked fields in a patient

with a right temporal lobe tumor.

Top: Magnetic fields from �100 to 300 ms

after the left ear stimulus with 2000-Hz tone

burst are shown. Maximum signals appeared

over the bilateral temporal area at a latency

of around 100 ms (N100m). Middle: Isofield

maps indicate single dipole patterns over the

left and right temporal areas.

Bottom: Position (circles) and orientation

(bars) of the equivalent current dipoles of

the N100m superimposed on the magnetic

resonance image. Note that the right auditory

cortex is elevated upwards due to the mass

effect of the tumor (T).
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Abnormal AEFs in Neurological Diseases

Unilateral temporal lobe lesions may diminish the ipsilateral AEFs, although the

patient may not complain of any hearing disturbance. Nakasato et al. (1997) eval-

uated N100m latency in 14 patients with temporal lobe tumors with no hearing

disturbance. Before surgery, seven patients had normal N100m latency in both

normal and lesion hemispheres, and MR imaging indicated no tumor invasion or

edema in the posterior one-third of the superior temporal planes. In the other

seven patients, the N100m latency was prolonged in the lesion hemisphere, and

the posterior portion of the superior temporal plane was affected by the tumor or

perifocal edema. Prolonged N100m latency recovered to the normal range after

tumor removal in two of four patients investigated postoperatively. Functional eval-

uation of such specific cortical areas will become more important in the era of

minimally invasive surgery.

2.4.6.4

Visually Evoked Magnetic Fields (VEFs)

VEFs are generated from the bilateral cortices if the full visual field is stimulated.

Source estimation by a two-dipole model may be less reliable for full-field VEFs,

because the distance between the bilateral visual cortices in the medial occipital

lobes is less than that of the bilateral auditory cortices in the temporal lobes. There-

fore, left or right hemi-field stimulus is usually used clinically, to evoke the unilat-

eral response from the right or left occipital lobe, respectively, which can be accu-

rately localized by a single-dipole model.

Localization of the Visual Cortex in the Occipital Lobe

Pattern reversal stimuli are one of the most reliable and reproducible stimuli for

visual evoked potentials (VEPs) as well as for VEFs (Seki et al., 1996). Three major

components – N75m, P100m, and N145m – are known to be located on the lateral

bottom of the calcarine fissure contralateral to the stimulated visual hemi-field

(Seki et al., 1996; Hatanaka et al., 1997, 1998; Shigeto et al., 1998) (Fig. 2.54). The

separation of bilateral activities is much clearer for VEFs than for VEPs. The pat-

tern reversal stimulus for the full visual field elicits a double-dipole pattern in the

isofield map of P100m (Nakasato et al., 1996a; Seki et al., 1996), but only a single

positive peak in the isopotential map of P100. Therefore, VEFs can be used to eval-

uate differences in amplitude and peak latency in bilateral responses. Stimulus of

the full visual field is clinically useful because visual fixation cannot be so strict.

Abnormal VEFs in Neurological Diseases

Nakasato et al. (1996a) investigated the VEFs for full visual field stimuli by pattern

reversal in patients with visual field deficits. Patients with homonymous hemia-

nopsia due to unilateral occipital lesion showed only a single-dipole pattern of the

P100m over the normal occipital area. Patients with bitemporal hemianopsia due

to pituitary tumors had only a single-dipole pattern of the P100m over the occipital

area ipsilateral to the stimulated eye. All P100m sources were located at the lateral
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Fig. 2.54. Visually evoked fields for the pattern

reversal stimulus in a patient with a left

occipital lobe tumor. Top left: Magnetic fields

from �100 to 300 ms with stimulation of the

left and right visual fields (LF: blue line;

RF: red line) are shown. Maximum signals

appeared over the occipital area at a latency of

around 120 ms (P100m) in the normal right

hemisphere (RH) and around 165 ms in the

lesion left hemisphere (LH). Middle:

Isofield maps at the bilateral peaks indicate

single-dipole patterns over the left and right

occipital areas. Bottom: Position (circles) and

orientation (bars) of the equivalent current

dipoles of the bilateral peaks superimposed

on the magnetic resonance image. Note that

the left visual cortex is located just beneath

the tumor (T).
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end of the calcarine fissures, corresponding to the findings in normal subjects

(Seki et al., 1996; Hatanaka et al., 1997). Kanno et al. (1997) found prolonged

P100m latency of the pattern reversal VEFs only in the lesion hemisphere of

patients with occipital meningioma. Recently, Inoue et al. (2004) reported that the

combination of VEFs and three-dimensional anisotropic contrast MR imaging was

useful to preserve visual function in a patient with an occipital lobe tumor.

2.4.6.5

Language-Related Fields (LRFs)

When language stimuli are presented acoustically or visually, early responses from

the primary auditory and visual areas may be followed by late responses from the

language areas (Simos et al., 1998; Papanicolaou et al., 1999; Suzuki et al., 2001;

Halgren et al., 2002). Amplitude asymmetry of the late magnetic fields can predict

the language-dominant hemisphere (Fig. 2.55). Although the single dipole model

can be used for the averaged data of LRFs, source estimation accuracy can only be

estimated at the laterality or lobar level, but not to an accuracy of a few millimeters.

The LRFs are useful for surgical planning of epilepsy and brain tumors. The

language-dominant hemisphere may be lateralized by task-dependent desynchroni-

zation of synchronized brain activity. Hirata et al. (2004) used synthetic aperture

magnetometry to analyze MEG activity during a silent reading task in 20 consecu-

tive preoperative neurosurgical patients. Beta (13–25 Hz) and gamma (25–50 Hz)

band desynchronization was found in the inferior frontal gyrus or middle frontal

gyrus in the unilateral hemisphere congruent with the results of the Wada test.

For further information on the cognitive relevance of language-related fields, see

also Section 2.4.5.2.

2.4.6.6

Spontaneous Brain Activity in Epilepsy

Interictal Epileptic Discharge

MEG studies of interictal epileptic discharge were first reported during the early

1980s (Barth et al., 1982; Modena et al., 1982), followed by landmark reports which

emphasized the clinical utility of MEG for epilepsy (Rose et al., 1987; Sutherling

et al., 1987; Stefan et al., 1990). Epilepsy is characterized by recurrent episodes of

paroxysmal brain dysfunction due to sudden, disorderly, and excessive neuronal

discharges.

Antiepileptic drugs are not completely effective in almost half of the patients.

Thus, resection surgery may be indicated for patients with medically intractable

localization-related epilepsy if the epileptic area is located outside the functionally

eloquent area. Anatomical information, such as MR imaging, is useful to visualize

the organic lesion in epilepsy patients. However, the epileptic focus may be located

separately from any visible lesions, or even in the absence of abnormal findings.

Scalp EEG is the most powerful tool to detect functional abnormality and demon-

strate epileptic activity. As the localization accuracy of scalp EEG is not sufficiently
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high for presurgical decision-making, intracranial EEG studies are often recom-

mended. MEG provides a practical intermediate between scalp and intracranial

EEG studies for the presurgical evaluation of epilepsy because MEG is noninvasive,

as is scalp EEG. Moreover, MEG has a higher localization accuracy than scalp EEG

though lower than intracranial EEG, and MEG may also detect abnormal dis-

charges overlooked by scalp EEG.

Fig. 2.55. Language-related magnetic fields in two patients with

epilepsy in whom the Wada test and cortical stimulation confirmed

left (Case 1, top) and right hemispheric (Case 1, lower) language

dominancy, respectively. Maximum signals appeared at a latency

of around 250 to 1250 ms, indicating significant asymmetry of the

amplitude.
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The higher localization accuracy of MEG can directly detect neocortical epilepsy

located in the convexity area. Localization of the interictal spike zone and function-

ally eloquent areas may allow resection surgery without invasive intracranial mon-

itoring. Even in the presence of more complicated pathophysiology of epilepsy,

MEG may encourage subsequent intracranial invasive EEG. Any skull defect is

known to produce serious errors in source estimation based on scalp EEG, whereas

MEG maintains its accuracy for patients with skull defects (Figs. 2.56 and 2.57).

Limbic epilepsy originates from deep foci such as the hippocampus or amygdala

in mesial temporal lobe epilepsy. MEG and scalp EEG may not directly detect the

primary activity in the deep mesial foci. MEG spike localization in the lateral neo-

cortex probably demonstrates the secondary activity propagated from the mesial

Fig. 2.56. Simultaneous EEG and MEG of interictal and ictal

discharges in a patient with medically intractable epilepsy.

Note concurrent peaks in both EEG and MEG for interictal solitary

spikes as well as ictal spike bursts. Isofield map and source

localization during periods of bars are shown in Figure 2.57.
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structure. In patients with temporal lobe epilepsy without neocortical lesions,

favorable seizure outcome can be expected after the standard anterior temporal

lobectomy with amygdalohippocampectomy based on the localization of anterior-

temporal (AT) spikes in MEG. In contrast, non-AT localization indicates either

nonmedial temporal lobe epilepsy or spike propagation to the posterior and extra-

temporal neocortex. Patients with non-AT spike localization should undergo inten-

sive evaluations, such as intracranial EEG (Iwasaki et al., 2002).

The higher spatial resolution of MEG is especially useful in patients with bi-

laterally synchronized spikes. In patients with ‘‘secondary’’ bilateral synchronized

Fig. 2.57. Top: Waveform of the left fronto-temporal MEG sensors.

Middle: The isofield maps. Bottom: The equivalent current dipoles of

the interictal solitary spike and the ictal spike burst shown in Figure

2.56. This 23-year-old male patient underwent craniectomy surgery for

resection of a left frontal lobe tumor at age 6 years. His medically

intractable epilepsy consisted of simple partial seizures with aphasia

and generalized seizures during sleep. Surgery was not indicated due

to seizure onset from the left frontal language area.
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spikes, spatio-temporal analysis clearly demonstrates the primary spike zone in

one hemisphere followed by the secondary spike zone in the contralateral hemi-

sphere with a time lag of around 20 ms (Yu et al., 2004), which corresponds to

the interhemispheric transfer time via the corpus callosum.

Ictal Epileptic Discharge

Although MEG is less suitable for long-term seizure monitoring than EEG, ictal

activity is occasionally recorded during interictal study by chance (Figs. 2.56 and

2.57) (Iwasaki et al., 2003). Previous reports have confirmed that the ictal MEG lo-

calization was concordant with intracranial ictal localization (Eliashiv et al., 2002;

Assaf et al., 2003).

Comparison with Scalp EEG

In theory, both radial and tangential currents to the scalp can be measured by EEG

as well as by MEG due to the effect of inhomogeneous head conductivity. However,

when considering the effects of noise, EEG is more sensitive for radial current than

for tangential current, and vice versa for MEG. In practice, more epileptic dis-

charges (i.e., spikes) are recognized by MEG without concurrent EEG discharges

than discharges detected by both MEG and EEG or by EEG only (Lin et al., 2003;

Park et al., 2004; Iwasaki et al., 2005). As the unique MEG spikes have smaller

ECD moment than the concurrent EEG and MEG spikes, Park et al. (2004) specu-

lated that scalp EEG overlooks small tangential spikes because it is far more in-

fluenced by background brain activity due to the effect of inhomogeneous head

conductivity. Simultaneous observation of EEG and MEG also influences spike

identification in each modality, and use of information from both modalities in-

creases the sensitivity and specificity of spikes.

2.4.6.7

Spontaneous Brain Activity in Structural Brain Lesions and Ischemia

Normal spontaneous brain activity of EEG and MEG consists of various frequency

bands. Alpha waves (8–13 Hz) are dominant in the occipital area when the subject

is awake and relaxed with eyes closed. Beta waves with frequency greater than 13

Hz are seen during wakefulness and light sleep. Theta rhythm (4–7 Hz) and delta

rhythm with frequency lower than 4 Hz are usually observed in the light and deep

sleep stages. In addition, theta and delta waves may appear in various types of

pathological conditions such as brain tumors and ischemia. The source of the

spontaneous activity, both normal and abnormal, spreads over the bilateral cerebral

cortices, so that separation of each generator is not easy in scalp EEG. The higher

spatial resolution of MEG may help to highlight and localize abnormal slow waves

(Vieth et al., 1992; Kamada et al., 1997; Qiao et al., 2003). Seki et al. (2005) revealed

that some patients with stenotic lesions of the internal carotid artery system have

upper theta band (6–8 Hz) activity originating from the temporo-parietal area of

the lesion hemisphere. Neither MEG nor EEG detected this theta rhythm in age-

matched elderly subjects who had no ischemic foci based on T2-weighted MR

imaging or vascular stenosis based on MR angiography of the head and neck. Ab-
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normal theta rhythm in the temporo-parietal area may indicate mild or subclinical

abnormalities due to ischemia in the internal carotid artery system.

2.4.6.8

Perspectives

During the past two decades, new measurement systems of MEG have been the

focus of intense competition, and the newer models must have more sensor chan-

nels, higher sampling rate, wider dynamic range, and more sophisticated noise

cancellation systems. Today, interest is shifting from hardware to software, namely

the source estimation algorithm. There is no unique solution for the electromag-

netic inverse problem. Moreover, the target signal as well as background brain

activity has multiple and extended current sources. For example, there is a need

to measure small epileptic discharges with bigger background brain activity. As

the averaging technique cannot be applied to spontaneous activity, the signal-to-

noise ratio must be lower than that of the evoked magnetic fields. The problem

that we face is how to establish the reliability level of the source estimation, and

comparison with other modalities is essential for clinical research in order to vali-

date the source estimation accuracy of MEG. In the near future, collaboration with

clinical users will be more important in the development of algorithms for MEG

source estimation.
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and Müller-Gärtner, H.W. (1999).

Neurophysiological correlates of the

recognition of facial expressions of emotion

as revealed by magnetoencephalography.

Cogn. Brain Res., 7, 481–491.
Suk, J., Ribary, U., Cappell, J., Yamamoto,

T., and Llinas, R. (1991). Anatomical

localization revealed by MEG recordings

of the human somatosensory system.

Electroencephalogr. Clin. Neurophysiol., 78,
185–196.

Sutherling, W.W., Crandall, P.H., Engel,

J., Jr., Darcey, T.M., Cahan, L.D., and

Barth, D.S. (1987). The magnetic field of

complex partial seizures agrees with

intracranial localizations. Ann. Neurol., 21,
548–558.

Suzuki, K., Okuda, J., Otsuka, Y., Sugawara,

A., Hatanaka, K., Nakasato, N., Kanno,

A., Yoshimoto, T., Fujii, T., and

Yamadori, A. (2001). Judging semantic and

episodic incongruity – a magnetoencephalo-

graphic study. NeuroReport, 12, 195–199.
Takanashi, Y., Chopp, M., Levine, S.R., Kim,

J., Moran, J.E., Tepley, N., Chen, Q.,

Barkley, G.L., and Welch, K.M. (1991).

Magnetic fields associated with anoxic

depolarization in anesthetized rats. Brain
Res., 562, 13–16.

Tallon-Baudry, C., Bertrand, O.,

Delpuech, C., and Pernier, J. (1996).

Stimulus specificity of phase-locked and

non-phase-locked 40 Hz visual responses in

human. J. Neurosci., 16, 4240–4249.

266 2.4 Neuromagnetism



Tallon-Baudry, C., Bertrand, O.,

Wienbruch, C., Ross, B., and Pantev, C.

(1997). Combined EEG and MEG

recordings of visual 40 Hz responses to

illusory triangles in human. NeuroReport, 8,
1103–1107.

Tuch, D.S., Wedeen, V.J., Dale, A.M.,

George, J.S., and Belliveau, J.W. (2001).

Conductivity tensor mapping of the human

brain using diffusion tensor MRI. Proc.
Natl. Acad. Sci. USA, 98, 11697–11701.

Ungerleider, L.G. and Haxby, J.V. (1994).

‘What’ and ‘where’ in the human brain.

Curr. Opin. Neurobiol., 4, 157–165.
Vieth, J., Kober, H., Weise, E., Daun, A.,

Moeger, A., Friedrich, S., and Pongratz,

H. (1992). Functional 3D localization of

cerebrovascular accidents by magneto-

encephalography (MEG). Neurol. Res., 14,
132–134.

Vrba, J. and Robinson, S.E. (2001). Signal

processing in magnetoencephalography.

Methods, 25, 249–271.
Vuust, P., Pallesen, K.J., Bailey, C., van

Zuijen, T.L., Gjedde, A., Roepstorff, A.,

and Ostergaard, L. (2005). To musicians,

the message is in the meter – Pre-attentive

neuronal responses to incongruent rhythm

are left-lateralized in musicians. Neuro-
Image, 24, 560–564.

Wagner, M., Fuchs, M., and Kastner, J.

(2004). Evaluation of sLORETA in the

presence of noise and multiple sources.

Brain Topogr., 16, 277–280.
Walla, P., Hufnagl, B., Lehrner, J., Mayer,

D., Lindinger, G., Deecke, L., and Lang,

W. (2002). Evidence of conscious and

subconscious olfactory information

processing during word encoding: a

magnetoencephalographic (MEG) study.

Cogn. Brain Res., 14 (3), 309–316.

Watanabe, S., Miki, K., and Kakigi, R.

(2005). Mechanisms of face perception in

humans: A magneto- and electro-

encephalographic study. Neuropathology, 25,
8–20.

Weinberg, H., Deecke, L., Brickett, P., and

Boschert, J. (1983). Slow magnetic fields

of the Brain preceding movements and

speech. Il Nuovo Cimento, 2D (2), 495–503.

Wheless, J.W., Castillo, E., Maggio, V.,

Kim, H.L., Breier, J.I., Simos, P.G., and

Papanicolaou, A.C. (2004). Magnetoence-

phalography (MEG) and magnetic source

imaging (MSI). Neurologist, 10, 138–153.

Wildner, M. (1999). In memory of William of

Occam. Lancet, 354, 2172.
Woldorff, M.G., Gallen, C.C., Hampson,

S.A., Hillyard, S.A., Pantev, C., Sobel, D.,

and Bloom, F.E. (1993). Modulation of early

sensory processing in human auditory-

cortex during auditory selective attention.

Proc. Natl. Acad. Sci. USA, 90, 8722–8726.
Wolters, C.H., Grasedyck, L., and

Hackbusch, W. (2004). Efficient compu-

tation of lead field bases and influence

matrix for the FEM-based EEG and MEG

inverse problem. Inverse Problems, 20,
1099–1116.

Wood, C.C., Cohen, D., Cuffin, B.N.,

Yarita, M., and Allison, T. (1985).

Electrical sources in human somatosensory

cortex – identification by combined

magnetic and potential recordings. Science,
227 (4690), 1051–1053.
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2.5

Fetal Magnetography

Uwe Schneider and Ekkehard Schleussner

2.5.1

Fetal Magnetocardiography

2.5.1.1

General

Fetal magnetocardiography (fMCG), which was first described by Kariniemi et al.

in 1974, provides the opportunity to derive the magnetic field that parallels the fe-

tal cardiac activity cycle noninvasively and is detectable above the maternal abdo-

men. During the past 15 years, with the spread of available measurement systems

worldwide, an increasing number of international publications and conference

contributions have documented and pursued the clinical and scientific value of

this technique. The major stronghold of this very elegant means of deriving a bio-

logical signal of exploitable strength from the fetus is the absolute noninvasive-

ness, since measurements are carried out entirely without delivering any form of

energy to the precious unborn. The only unfortunate setback to use of the tech-

nique is the high cost of the equipment required (Peters et al., 2001). The aim of

this section is to highlight the details of the current methods, and to compare and

complement them with alternative means of monitoring fetal cardiac function.

Prospects for the future development of the method are also discussed.

2.5.1.2

Fetal Cardiac Physiology

Rhythmic myocardial action and pump function can be observed on day 22 post

conception (p.c.). Primarily, the myocardial cells generate the action potential

which is transmitted via intercellular nexus (gap junctions). Differentiation of

the conduction pathways follows the craniocaudal direction. Depolarization occurs

within each region of the heart by a different rate, the highest rate constituting the

pacemaker. Pacemaker function swaps from the so-called atrioventricular to the si-

noatrial ring around the eighth week of gestational age (GA). Concurrently, acces-

sory pathways are a transient physiological feature of the fetal heart, and these de-
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generate from about 18 weeks GA onwards (Knierim and Mecking, 1983). At day

52 p.c. the ECG is formed by an atrial and a ventricular depolarization and repola-

rization. At 16 weeks, GA functional maturation of the conducting system can be

appreciated (Shenker, 1979).

Sympathetic and parasympathetic nerve fibers were identified at days 42–44 p.c.;

these form webs during the next 14 to 16 days. The fetal heart rate increases from

around 125 beats per minute (bpm) to 175 bpm between six and nine weeks GA,

and thereafter decreases to about 160 bpm by 14 weeks GA.

2.5.1.3

Methodical Approaches

The conventional multi-channel fMCG contains three entities of information con-

cerning the fetal heart (Fig. 2.58). From the raw trace, the ‘‘rhythm strip’’, the train

of QRS complexes usually is visible that allows an estimation to be made of the

overall fetal heart rate, permits analysis of the beat-to-beat information, and pro-

vides an additional impression of QRS configuration or gross abnormalities sug-

gestive of abnormal conduction. The P wave may be visible, but visibility of the T

wave is highly unlikely from the raw trace (Menendez et al., 1997). The cardiac

time intervals can be measured in the averaged signal (Fig. 2.58c). In addition,

the array of a multichannel recording system facilitates spatial information on the

magnetic field distribution (Fig. 2.58b) (Wakai et al., 1994).

Analysis of Cardiac Time Intervals (CTI)

The earliest successful fMCG was performed at 13 weeks’ GA with signals in the

order of noise (Dunjaiski and Peters, 1995). Below 20 weeks of GA, detection rates

are low (Menendez et al., 1998). Within a well-established and standardized (see

Section 2.5.1.4) experimental setting using an up-to-date multichannel system, the

train of R peaks can reliably be derived from about 20 weeks onwards, with in-

creasing amplitudes throughout the second half of the pregnancy (van Leeuwen

et al., 2004a).

With regard to the majority of previously published studies, CTI are analyzed af-

ter averaging the P-QRS-T complex (Horigome et al., 2000; Kähler et al., 2002a; van

Leeuwen et al., 2004b), with 15–20 averages being considered minimum (Quinn

et al., 1994), and 100–400 averages practicable (Menendez et al., 1998).

In order to characterize their behavior in fMCG, the different components of the

P-QRS-T complex should be categorized in two different ways:

� The P wave and QRS complex are the expression of the spread of excitation with-

in the myocardium. The PQ segment is considered as the time of propagation

via the AV node and the conducting system, while ST segment and T wave repre-

sent the repolarization time.
� Clinically, the P wave and PQ segment is sub-summarized in the PR interval.

QRS complex, ST segment and T wave comprise the QT time, if corrected for

heart rate QTc (Bazett’s formula).
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Fig. 2.58. (a) Raw trace of a single magnetic

channel from a multichannel system showing

maternal (m) and fetal (f ) QRS complexes

and a ventricular extrasystole (marked with an

arrow). (b) 31-channel-array (Philips) showing

the spatial distribution of the averaged PQRST

complex and ventricular extrasystole.

(c) Averaged fetal magnetocardiogram

without additional filtering showing the

cardiac time intervals according to the

standards as described in Section 2.5.1.4.

(Adapted from Grimm et al., 2003a).
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The duration of the P wave significantly increases with advancing GA as an expres-

sion of the increase of atrial myocardial mass (for normal values, refer to Fig. 2.59).

The P wave may be of variant shape or biphasic, and its beginning is difficult to

determine (Leuthold et al., 1999). The durations of PR and the QT interval depend

on the fetal heart rate (van Leeuwen et al., 2004b).

The QRS complex is the most prominent component in the fMCG signal, and

its duration increases throughout the second half of gestation on average by a fac-

tor of 1.4 (Fig. 2.59). An observed difference between males and females beyond 30

weeks’ GA is the likely expression of lower biometric data and birth weight in

females towards term (van Leeuwen et al., 2004a). Detection of the QRS complex

reaches 100% with current multichannel systems, and P-wave detection has been

described as between 47% and 90þ% during the early stages of pregnancy. The de-

tection rates of the T wave are considerably lower, ranging from 22% (Quinn et al.,

1994) to 90% (van Leeuwen et al., 2004a), and the unequivocal determination of its

Fig. 2.59. Distribution of normal values obtained by pooling data from

different centers into a database. (Image modified from Stinstra et al.,

2002, with permission of the Royal College of Obstetricians and

Gynaecologists).
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beginning and end are more obscure. However, in cases of QT prolongation, QT

interval determination has consistently been described as distinctive (see Section

2.5.1.6).

Van Leeuwen et al. (2004b) were able to show an increase of wave durations

(P and QRS) with an increasing number of recording channels. The effect was

more pronounced comparing one to seven channels rather than two different mul-

tichannel systems (39 versus 61 channels). These results confirmed the observa-

tions from a multi-center study comparing systems of varying channel numbers

(Fig. 2.59). Seven channels is the recommended minimum for reliable CTI deter-

mination, especially prior to 30 weeks’ GA. Interobserver variability is minimal for

QRS onset and end and, expectedly, highest for T-wave determination.

Analysis of Fetal Heart Rate Variability

The variability in beat-to-beat intervals (normal-to-normal, NN-intervals) of the

heart is the common terminus of a variety of neurovegetative and humoral regula-

tory processes that integrate numerous variables (Dalton et al., 1983). This creates

an expression of complex interactions that has often been approached either by

breaking these complex interactions down into linear algebra, or by modeling non-

linear, complex explanations in order to exploit their informational content.

International standards have been defined in adult cardiology to characterize

heart rate variability (HRV), and these standards could be adapted in fMCG to the

analysis of fetal heart rate variability (FHRV) (Grimm et al., 2003a). FHRV is al-

tered both physiologically in association with advancing gestation and the develop-

ment of neurovegetative behavioral states. Changes also occur in case of patho-

logical intrauterine conditions related to restricted placental oxygen transmission

(intrauterine growth restriction, fetal hypoxia, fetal acidosis) (Maulik et al., 1983;

van Leeuwen et al., 1999b).

The results are technically influenced by the sample time and quality of the re-

cording (the rate of missing beats). In the antenatal setting, FMCG has proved to

be as adequate in the study of FHRV as was the fetal scalp electrode ECG intra par-

tum (Kariniemi and Hukkinen, 1977).

The parameters of the time domain are the expression of the statistical distribu-

tion of NN-intervals and their beat-to-beat differences. They may be subcategorized

into those expressing overall variability (i.e., standard deviation of normal-to-

normal beats; SDNN) or particularly short-term variability (i.e., root mean square

of successive differences; RMSSD). Van Leeuwen et al. (1999b) observed the

known decrease in mean fetal heart rate and demonstrated an overall increase

in the parameters of the time domain as an expression of increasing FHRV with

advancing GA.

By applying fast Fourier transformation to the temporally modulated fetal heart

rate trace, Wakai et al. (1993) and Hartmann et al. (1997) reported that almost all

spectral power is contained below 0.2 Hz. With advancing GA, a decrease in the

low-frequency (0.04–0.15 Hz)/high-frequency (0.15–0.4 Hz) ratio has been ob-

served (Zhuravlev et al., 2002). Additionally, respiratory sinus arrhythmia is repre-
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sented in the spectrum beyond 0.4 Hz as a developmental feature during the third

trimester of gestation (see Fig. 2.60).

Van Leeuwen et al. (1999b) and Lange et al. (2001) focused on the approximate

entropy in fMCG data as a complexity measure, and have described an overall de-

crease but diversion of signal predictability with GA.

Analysis of Signal Morphology

The analysis of signal appearance has previously been performed from a practical

point of view. In order to visualize the whole of the cardiac complex, those parts

that could be traced in the raw signal were averaged, and clearly allowances had

therefore to be made on the acuity of the signal. Independent component analysis

has been applied to fetal data both in order to separate different sources (i.e., in

twins; Burghoff and van Leeuwen, 2004), and to study beat-to-beat variability of the

CTI without averaging (Comani et al., 2004). Additional filtering must be applied.

ICA involves an alternative mathematical manipulation of the original signal com-

pared to standard signal averaging (Grimm, 2003; Comani, 2004). Therefore, corre-

spondence to existing normal values has yet to be demonstrated.

2.5.1.4

Standards and International Reference Values

The effort to bring forward internationally applicable current performance stan-

dards for fMCG was triggered when a common database for the parameter was

created at the University of Twente, The Netherlands (Stinstra et al., 2002). The re-

sults from 582 normal subjects were pooled, and although these confirmed the de-

velopmental changes of the CTI as described, they revealed systematic differences

between various centers (see Fig. 2.59) (http://bct.tn.utwente.nl/database).

The standards are proposed with two intentions: (1) To achieve comparability

of data obtained on different equipment or to attribute differences to technical

specificities; and (2) to facilitate matters of discussing the differences and to help

reviewers and scientists to asses the quality of presented results (Grimm et al.,

2003a). The accompanying clinical data were subcategorized into three levels of

priority according to their importance and availability. If ever available, ultrasound

is recommended to localize the fetal heart immediately prior to investigation, espe-

cially if small-size devices are in use. Sturm et al. (2004) have reported an impres-

sive improvement in detection, from 50 to 100%, simply by introducing ultrasound

prior to fMCG recording with a multichannel system covering an area of 23 cm.

The recording time should be a minimum of 2 minutes, and 5 minutes is required

for analysis of the FHRV. The sampling rate for fMCG was generally suggested as

1000 Hz in order to achieve temporal acuity of 1 ms, and filters should be used as

sparsely as possible, and declared. Determination of the CTI should be performed

from the first to last event in any of the channels available after averaging of the

PQRST complex, selectively where appropriate. An accompanying maternal ECG

trace is recommended (http://www.biomag.uni-jena.de/fMCG).
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2.5.1.5

Monitoring Fetal Cardiac Function: A Brief Comparison of Methods

Four methods are available to monitor fetal cardiac function during pregnancy:

cardiotocography; echocardiography; direct intrapartual and transabdominal fetal

ECG; and fMCG.

The most widespread method is ultrasound-based cardio-(toco)-graphy applying

a 1.5-MHz Doppler ultrasound beam to detect periodic changes in fetal cardiac

wall movements. The method is in wide use to assess fetal well-being according

to semi-quantitative visual criteria, both during pregnancy from about 24 weeks’

GA onwards and during labor, with high specificity. Due to poor temporal resolu-

tion and the need to perform auto-correlation for heart rate determination, the

method lacks the temporal acuity for FHRV analysis (Peters et al., 2001).

Fetal ultrasound echocardiography is the recognized clinical specialist standard to

diagnose both congenital heart defects (CHD) and fetal arrhythmia. The method

delivers information on cardiac morphology and disturbances of the temporal se-

quence of cardiac action. The temporal resolution is crude, and no information on

waveforms is retrievable. In addition, the method is restricted to highly specialized

investigators and is remarkably influenced by fetal movement and position.

The intrapartual fetal ECG from a scalp electrode after rupture of the membranes

is a recognized complementary tool to assess fetal distress, and analyses of T/QRS

ratio and ST segment have been introduced into clinical practice (Johannson et al.,

1992). Deriving the fetal ECG transabdominally is reasonably reliable between 22

and 27 weeks’ GA (Lewis, 2003). The R peak can be distinguished from the noise

and used for further signal processing. The method is free of risk for mother and

fetus, and relatively easy to apply; it therefore qualifies for long-term ambulatory

application. To date, two major constraints have prevented the method from be-

coming standard. First, the overlay from the maternal ECG is much more pro-

nounced than for instance in fMCG due to the direct volume conduction of both

signals. Second, from 27 to about 35 weeks’ GA the fetal ECG, in contrast to the

fMCG, is severely attenuated by the vernix caseosa, which has a conductivity of

10�5 to 10�6 S m�1 (comparative values: amniotic fluid @1.5 S m�1, soft tissue

@0.15 S m�1) (Wakai et al., 2000; Stinstra and Peters, 2002).

2.5.1.6

Complementary Role in Clinical Diagnosis

Fetal Arrhythmia

The overall incidence of fetal arrhythmias has been determined at between 0.2

and 2%. Immaturity of the cardiac conducting system has been proposed as the

major cause of those cases who remain uncomplicated although if, as usual, the

case is identified by chance on cardiotocography or ultrasound examination, CHD,

intrauterine infection, maternal systemic disease or maternal diabetes should be

ruled out. A classification based on ultrasound has been suggested by Chaoui et al.

(1991). In more than 70% of the cases an irregular rhythm occurs in the form of
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supraventricular or ventricular extrasystoles, bigemini or trigemini (van Leeuwen

et al., 1999a; Menendez et al., 2001). An underlying cause may be found in 1–2%

of the cases, while 1–2% also progress to supraventricular re-entry tachycardia (re-

entry SVT) that may lead to cardiac decompensation and nonimmunological fetal

hydrops.

Paroxysmal SVT, atrial flutter (AF) and atrial fibrillation are associated with CHD

in 7% of cases, and in particular with those presenting with atrial dilatation, such

as atrial septal defect (ASD) or mitral valve regurgitation (Hosono et al., 2002a).

SVT are subdivided into focal SVT and reentry SVT, the latter with involvement

[i.e., Wolff–Parkinson–White (WPW) syndrome], or without involvement of the

AV node (i.e., AF) (see also Section 2.5.1.2). Kandori et al. (2003) proposed a classi-

fication of WPW syndrome by estimating the position of the accessory pathway

from the phase angle between the modeled single dipoles of the D-wave and the R

peak. Differential diagnosis is important, since transplacental therapy is guided by

the form of SVT: in the case of WPW syndrome flecainide is more likely to induce

cardioversion than digoxin, which has in the past been the drug of first choice for a

‘‘trial of transplacental cardioversion’’ (Hosono et al., 2001; Kähler et al., 2001).

fMCG has proven viable for classifying fetal arrhythmias from the second tri-

mester onwards. Interestingly, among a study group of 69 subjects with docu-

mented rhythm abnormalities on fMCG, 37 were previously classified as normal

and in only eight cases had arrhythmia been suspected by other methods (van

Leeuwen et al., 1999a). Several authors have reported apparent V-shaped deceler-

ations in fetal heart rate prior to 25 weeks’ GA due to sinus bradycardia, but

this observed phenomenon has been attributed to physiological immaturity of the

pacemaker.

Fetal bradycardia may hint at severe underlying disturbances. Several reports ex-

ist regarding the diagnosis of fetal QT prolongation along with an increased risk for

ventricular tachycardia and sudden cardiac death at an early stage in life (Hamada

et al., 1999; Hosono et al., 2002b; Schneider et al., 2005). Systemic maternal dis-

ease, and in particular those associated with Anti-Ro-autoantibodies, carry the par-

ticular risk to irreversibly damage the fetal cardiac conducting system (Wakai et al.,

1998). fMCG monitoring provides an opportunity to exclude abnormalities of the

AV conduction in such patients.

Congenital Heart Defects (CHDs)

CHDs are the domain of ultrasound diagnosis, and are described with an inci-

dence of four to nine per 1000 births. On routine ultrasound scanning between

16 and 22 weeks’ GA, between 25 and 60% of the major CHDs are identified

when using the four-chamber view only (Tegnander et al., 1995). Detailed echocar-

diography is indicated in those cases where CHD is suspected. While postnatal

ECG changes do not correspond to the severity of the malformation, the conduc-

tive system might be involved.

In the past, the description of fMCG changes in association with CHDs has

remained occasional and restricted to case reports. The observed changes find

their explanation in cardiac pathophysiology. Atrial septal defects (ASDs) were as-
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sociated with a qualitative increase of P-wave amplitude (Kähler et al., 2002b). The

functional stress to the right ventricle, as in ASD and hypoplastic left heart, was

associated with an RsR’ appearance and prolongation of the QRS complex sugges-

tive of functional right bundle block (Quartero et al., 2002). On the other hand, an

association of QRS prolongation in some cases combined with a prolonged P wave

has been observed with right ventricular hypoplasia, atrioventricular septal defects

and complex combined malformations. Malformation such as transposition of the

great arteries may also show no apparent abnormality in P-QRS-T configuration of

the fMCG. Horigome et al. (2001) applied the model of the approximation of a cur-

rent dipole to the study of fetal cardiomegaly, and observed an increase in dipolar

strength in the study group. Hosono et al. (2004) studied 14 fetuses with different

cardiac malformations and observed prolongation of the QTc in half of these. Six of

these seven fetuses died during the neonatal period, despite intensive neonatal and

pediatric cardiology care. These authors suggested a prognostic value of QTc pro-

longation in the case of congenital cardiac malformation.

2.5.1.7

Clinical Research

Fetal MCG in Complicated Pregnancies

Fetal arrhythmia and CHD are of major clinical importance for the individual case,

but their overall prevalence is low in comparison to the major issues in perinatal

medicine. Two centers have applied fMCG to study intrauterine growth-restriction

(IUGR) of fetuses in comparison to matched normals. In the group of normal sub-

jects, both studies reproduced the increase in duration of the P wave and QRS

complex with increasing GA. In the group of IUGR fetuses, both intervals were

significantly shorter and, in contrast, did not correlate significantly with GA (van

Leeuwen et al., 2001; Grimm et al., 2003b). Inconsistencies among these findings

that eventually prevented discriminative group differences were attributed to vari-

ability in the levels of nutritional impairment and the needs and capabilities of the

fetuses to counteract by compensatory mechanisms.

Modeling and Source Localization

The fetus in the uterus surrounded by vernix caseosa and amniotic fluid is, in a

technical sense, a complex multicompartment system, that requires differential ap-

proaches for modeling. The appearance of the vernix caseosa at the start of the

third trimester represents first, an increase in phospholipid concentration in the

amniotic fluid around 32 weeks’ GA, and a second, a turning point for cardiac

source modeling (Stinstra and Peters, 2002). The conductivity of the vernix is fre-

quency dependent on a high-pass filtering effect; its resistance rises by a factor of

20 between 1 kHz (10�5 S m�1) and 10 Hz (10�7 S m�1). Prior to 28 weeks, the

currents are mainly contained within the amniotic fluid, but beyond 28 weeks the

Z-component along the fetal axis is dominant in the maternal body surface poten-

tial. Depending on whether holes are considered in the vernix (the mouth and bot-

tom of the fetus) or not, the signal attenuation by the vernix reaches a factor of 10
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or 100. Therefore, the low-frequency regions of the fetal ECG are unlikely to be vi-

sualized (T wave). The influences of the volume conductor on the fMCG are not

zero, but are considerably lower than those on the fECG. It has been suggested,

that the fetal ECG from the maternal abdomen during the third trimester is best

derived between the right lower and left upper quadrant when the fetus is in left

cephalic presentation.

2.5.1.8

Perspectives

Derivation of the fMCG provides a signal that is reliably detectable before, or at

the latest around 20 weeks of gestation. The unique signal quality qualifies the

fMCG as the only applicable method to study cardiac electrophysiology in the fetus

throughout the second half of pregnancy.

fMCG is noninvasive, generally easy to use, and is suggested for all cases

where an ECG might be indicated. This usually involves transporting the pregnant

woman to the fMCG unit, where facilities for acute obstetric intervention are often

minimal. In situations where acute fetal compromise may be life-threatening and

continuous obstetric observation is required, fMCG is not recommended.

To date, the only appreciable absolute clinical indication is the observation, or the

apparent risk of fetal or perinatal compromise in association with suspected fetal

arrhythmia. However, as the number of these clinical cases is rare, the use of this

method is unlikely to propagate beyond a few centers. Nevertheless, only electro-

physiological investigation will secure the correct diagnosis and hence guide thera-

peutic options.

The situation with regard to CHDs is less clear, as recently emerging data have

suggested a prognostic value for repolarization disturbances. Since CHDs are di-

rectly related to cardiac function, an fMCG investigation is highly recommended.

In order to enhance knowledge about fMCG under clinical conditions such as fetal

arrhythmia or CHD, the results must be placed in context with postnatal findings

from standard procedures such as neonatal ECG and echocardiography.

For major health issues in perinatal medicine, such as preterm labor, intrauter-

ine growth restriction, placental dysfunction associated with pregnancy-induced

hypertension, HELLP syndrome or pre-eclampsia, a particular therapeutic or prog-

nostic value of fMCG has yet to be elaborated.

In an extension to the above-mentioned ‘‘classical’’ parameters of fMCG analysis,

the signal contains a considerable additional amount of information yet to be ex-

plored (Fig. 2.60) (Wakai, 2004). The series of time instants that determine fetal

heart actions is accompanied by information on trunk movements and breathing

activity of the fetus. Both of these features are components of the ‘‘biophysical pro-

file’’ and undergo a maturation process that parallels the maturation of vegetative

regulation processes.

The applied systems range from single-channel, second-order gradiometer de-

vices operated in an unshielded environment to multichannel gradiometer or mag-

netometer apparatus suspended in a magnetically shielded room. In order to re-
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solve the well-defined temporal properties of the signal for the analysis of heart

rate variability or diagnosis of fetal arrhythmia, smaller systems offer great prom-

ise and may in the longer term even be cost-effective. The exploitation of spatial

properties and the use of signal space projection or independent component anal-

ysis requires multiple channels which, unavoidably, involves magnetic shielding.

Consequently, the use of these systems will be constrained within an experimental

setting in the foreseeable future.

However, if current research can demonstrate the superiority of these systems

over current clinical diagnostic procedures, it might lead to further use of these de-

vices, with consequent reductions in cost, increases in procedure efficacy and au-

tomatization, handling by trained nonacademic staff, and overall to an exponential

increase in clinical expertise.

Fig. 2.60. Fetal actocardiogram showing fetal heart rate trace

(lower graph) and amplitude of the matched QRS signals (upper graph).

Amplitude variations indicate fetal body movements that are associated

with heart rate accelerations. Note the small oscillation period of

respiratory sinus arrhythmia. (Data with courtesy from R.T. Wakai,

University of Wisconsin, Madison, USA).
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2.5.2

Fetal Magnetoencephalography

2.5.2.1

General Aspects

Investigations into the development of the fetal brain are of the utmost scientific

and clinical interest. Moreover, they are vitally important not only from a method-

ological standpoint but also with regard to their ethical consequences.

Ultrasound is the method of choice for assessing the morphological integrity of

the fetal brain, as it is easy to use, relatively cheap and widely available. To date,

MRI has been burdened with the questionable amounts of energy delivered to the

fetus, and until recently was only used under strict experimental conditions or if

clinical consequences permitted. Functional tests of the fetal brain’s integrity are

of a global character. More recently, functional MRI studies described increases

in the metabolic activity of brain regions after activation by auditory stimuli (Hykin

et al., 1999).

Although the concept of recording fetal cerebral activity by biomagnetic means

dates back more than 20 years, very few reports have been made on fetal magneto-

encephalography (fMEG). There is evidence that MEG and EEG are to some extent

complementary in terms of the information they provide, notably with regard to

the electrical isolation of the fetus by vernix and the diversity of multiple tissues

of different electrical conductivity. EEG does not apply here.

The use of SQUID-based technology in a magnetically shielded room appears to

be a prerequisite to recording fetal cerebral activity. To date, reports on spontane-

ous activity have remained anecdotal (Rose and Eswaran, 2004), and consequently

the following section will focus on evoked responses recorded by fMEG.

The method carries the burden of a complex variety of influencing factors, all of

which depend upon the signal-to-noise ratio as the central parameter for data qual-

ity (Schneider et al., 2001). For systematic analysis, these have been classified into

three major categories:

� The strength of the cortical signal is an individual parameter that depends on

stimulus physics.
� The major constraint to signal amplitude is the distance between sensor and

source, and its stable position during the time when the necessary number of

stimuli is applied for signal averaging.
� There is major biomagnetic activity from other surrounding tissues that over-

whelms the expected biomagnetic fields from the fetal brain.

The practical factors influencing fMEG are summarized in Table 2.7.

Fetal and maternal cardiac activity that is unavoidably recorded coincidentally

with the fMEG represents the major source of ‘‘noise’’ (Schneider et al., 2001).

The amplitudes of the cardiac magnetic fields are in the order of 100-fold higher

than the expected fetal cortical responses (Wakai et al., 1996; Lengle et al., 2001).
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Although the pioneering fMEG studies were performed without additional car-

diac artifact reduction, more recently a variety of approaches have been applied to

overcome the disturbances, including selective subtraction algorithms, signal space

projection or adaptive beam-forming from multi-channel, high spatially resolving

devices.

Smaller devices have been used on occasion to reduce the distance between sen-

sor and source, but they do not provide the spatial resolution and positioning ap-

pears to be more difficult. No advantages to multichannel systems could be elabo-

rated by one group (Schneider et al., 2005).

Table 2.7. Influencing factors on data quality in fetal magnetocardiography.

Intervention impossible

or (currently/generally)

not acceptable

Conditions to be

controlled in the

session protocol

Specific

post-recording

reduction

possible

Approximation

sensor-source

Comfortable position of

the pregnant woman

Gestational age (GA)

Anatomical limits of

positioning the dewar

Distance from the

dewar to the

abdominal surface

Position of fetal head Localization of the

fetal head and the

temporo-parietal

cortex area in

particular

Distance between

fetal head and

abdominal surface

Spatial consistency Fetal movements during

recording session

Fetal resting phase

Sufficient averaging

signal-to-noise ratio

Recording time

Additional

biomagnetic activity

Maternal breathing

movements

Fetal heart

signal

Maternal abdominal

wall muscle activity

Maternal heart

signal

Activity of the uterine

smooth muscle

Stimulus parameters Parameters of stimulus

transmission

Stimulus parameters

Adaptation

processes
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2.5.2.2

Development of Senses

Development of the Auditory System: A Brief Outline

The sensory modalities in humans mature in the sequence: tactile, vestibular, au-

ditory, and visual. This sequence is comparable to that found in other vertebrates

(Courchesne, 1990).

The hearing organ develops from the auditory placode of the ectoderm, begin-

ning during the third week p.c. It forms the auditory pit, later the vesicle, that mi-

grates into the deep, divides into the hearing and the vestibular organs of the inner

ear from the fifth week p.c. onwards, and eventually finds contact with the first

pharyngeal pouch and the first branchial groove that form the Eustachian tube

and the external acoustic meatus (Peck, 1994). The development of receptor cells

in the organ of Corti has been observed between the second and fifth gesta-

tional months from the base to the tip of the cochlea. During that time, a shift

of the response to low frequencies occurs towards more apical receptor cells

(Peck, 1994).

The developmental stages of the central hearing system are less clear. The gan-

glia of the cochlear nerve begin to develop during the fourth week p.c., their matu-

ration paralleling that of the membranous labyrinth. The central auditory tract be-

gins to develop far prior to the initiation of cochlear function. The gyration of the

auditory cortex has been observed beginning in the second gestational month, and

leading to the typical six-layer cortical appearance during the seventh month, at

about the same time that the synapses are formed (Dooling et al., 1983). Myeliniza-

tion begins at about 20 weeks, is still incomplete at term, and continues until the

fourth year of life (Querleu et al., 1989; Peck, 1994).

Cortical auditory evoked responses (CAER) were described in a premature form

from 23 (Rotteveel et al., 1987) and 25 (Pasman et al., 1991) developmental weeks

onwards in very early preterm neonates. They are described as following a matura-

tional sequence with increasing gestational age from an early stage via a transi-

tional stage to a post-transitional stage in which a primary complex (Na-Pb/P1-

N1) can be distinguished from a secondary complex (P2-N2- (P3, N3, P4) from

around 34 weeks post menstruation (p.m.). The negative latency development

with increasing conceptional age was directly correlated to the grade of myeliniza-

tion and the length of the neurons (Eggermont, 1995). This correlation could be

shown logarithmically for P1, P2 and N2 negative for age versus latency, and posi-

tive for age versus amplitude, up to the age of three years in auditory evoked poten-

tials (AEPs) of the EEG.

In addition to stimuli resulting in time-locked auditory evoked responses, cere-

bral processing of deviant stimuli in a train of ‘‘standards’’ was observed to cause

distinct electrophysiological differences in the response to both stimuli; this is re-

ferred to as mismatch negativity (MMN) (Näätänen, 1995).

MMN renders a few favorable characteristics for the application during the peri-

natal period. It has a magnetic counterpart referred to as MMNm, is an automatic

response without requirement of a task, and is independent of the level of atten-

tion (Huotilainen et al., 2003). MMN was identified in newborns at term as well
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as in preterm neonates as the earliest discriminative response to sound (Cheour et

al., 1996). MMN in newborns is more pronounced using deviants in tone length

rather than tone frequency, with the optimum stimulus onset asynchrony being

described at about 800 ms (Cheour et al., 2002a,b).

The Visual System

The different parts that form the orbita originate from different source tissues:

neuroectodermal (retina, iris, optic nerve); ectodermal (lens, cornea); and mesoder-

mal. Photoreceptor cells differentiate and are synaptically linked from after 18

weeks (Baerts and Fetter, 1998). Myelinization of the optic nerve commences at be-

tween six and eight months, and of the posterior visual pathway just before term

(Fielder et al., 1998).

The traveling external light to the uterus has been described as being even

more attenuated than sound, a matter that has led to the impairment of profound

studies about behavioral responses to light in utero. Prenatal responses to light

were reported from 25 weeks onwards (Arabin et al., 1999).

Visual evoked potentials, however, were elicited from very early preterm neo-

nates from 23 developmental weeks onwards. With increasing age the latency of

the responses decrease, and its morphology becomes more complex, indicating vi-

sual pathway maturation (Fielder et al., 1998).

2.5.2.3

Applications of fMEG

Cortical Auditory Evoked Responses (CAER)

Successful fMEG applying CAER can be expected as early as at transition from

the second to third trimester of gestation, when the central auditory pathways ap-

pear to be functioning (see Section 2.5.2.2). In fact, the earliest successful record-

ing of a fetal CAER was described after 27 weeks’ GA by Holst et al. (2005) and

Schleussner and Schneider (2004). Other authors have described CAER from

around 29 weeks’ GA onwards. Mobility of the fetuses and a disadvantageous

fetus-to-amniotic fluid ratio make earlier detection rather unlikely.

With their first single case report, Blum et al. (1985) pioneered the efforts on

fMEG. The recordings were made with a single-channel device, and the positive

detection of a N1 component at 140 ms was followed up in the newborn baby. In

addition, in the neonate a second complex was detected between 250 and 350 ms of

latency. Wakai et al. (1996) described an auditory evoked fetal component in four

recordings from 14 subjects with latencies close to 200 ms. Detection rates in-

creased with advancing methodical knowledge and repetitive recordings from the

same fetuses (Eswaran et al., 2000, 2002a, 2005).

While initial reports described CAER amplitudes of 75 to 100 fT, more recent

studies have shown in a larger number of recordings that the amplitudes must be

expected in a much lower range. The low signal-to-noise ratio requires some type

of positive signal reproduction (Lengle et al., 2001). By the early 2000s, the detec-

tion rates had reached beyond 50%, with the most prominent components of less
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than 200 ms or between 200 and 300 ms. More recently, success rates of more than

90% were reported (Eswaran et al., 2005).

Mismatch Negativity (MMN)

The application of MMNm in fMEG represents the most recent approach, and has

delivered promising results. Based on previous information from newborns, Huo-

tilainen et al. (2003) performed a study in term neonates using an oddball para-

digm with deviants in tone frequency: a standard of 500 Hz (with two upper har-

monics at 1000 Hz and 1500 Hz and attenuation by 3 and 6 dB) was in 12% of

cases replaced by a deviant of 750 Hz (1500 Hz, 2250 Hz). The protocol elicited a

response to the standard with a mean latency of 208G 52 ms. The described la-

tency relates to the 250-ms response described previously by Blum et al. (1985)

and Lengle et al. (2001) in neonates, and the ‘‘N2pm’’ component as described by

Schleussner and Schneider (2004a,b) in fetuses (see Section 2.5.2.4). The MMNm

was observed in 11 of the 12 neonates. Modeling of an equivalent current dipole

was possible in 10 out of 12 neonates with a mean latency of 247G 25 ms. The al-

most identical study paradigm was applied in two fetal studies by Huotilainen et al.

(2005) and Draganova et al. (2005), based at two different fMEG centers with differ-

ent technical setup and different cardiac artifact rejection procedures. Detection

rates to the standard sound were seven of 17 fetuses (mean latency 230 ms, ampli-

tude 13 fT) and 15 out of 25 fetal data sets (mean latency 260 ms, mean amplitude

<10 fT), respectively. In summarizing the results of both studies, the MMNm

could be found in more than 90% of those fetal data sets where a response to the

standard tone was discernible. Mean latency of the MMN was described beyond

300 ms (307G 39 ms and 332 ms). Notably, the response amplitudes to the deviant

stimulus were considerably higher than to the standards, reaching up to 30 fT in

both studies.

Visual Evoked Cortical Responses

The primary approach to fetal cortical evoked responses in fMEG was auditory for

the reasons mentioned previously (see Section 2.5.2.2). It was not until 2002 that

the first report on visual evoked responses (VER) from the human fetus recorded

by fMEG were reported by Eswaran et al. (2002b). In four out of 10 fetuses a dis-

cernible response could be elicited by a flash of 33 ms duration, 625 nm wave-

length, 8800 lux and an inter-stimulus interval of 2 s andG250 ms of randomiza-

tion. Latency of the responses was described between 180 and 350 ms. This pilot

study was followed up by the same authors documenting VER from 28 weeks on-

wards, with latencies between 147 ms and 384 ms (see Fig. 2.61) (Eswaran et al.,

2004, 2005). The average amplitude of the signals was 26 fT, and detection rates

reached 68%.

2.5.2.4

Developmental Aspects of Fetal Evoked Responses

Single components at different latency ranges were described in the earlier reports

on fMEG, and the interpretation tended to be inconsistent to some extent, though
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with an increasing number of recordings the most likely detected components

were round 200 ms and between 200 and 300 ms (Fig. 2.62) (Schleussner and

Schneider, 2004). In a preliminary study conducted by the same authors, the com-

ponent of less than 200 ms latency was found to occur with significantly lower la-

tencies when derived from the right in comparison to the left cerebral hemisphere

(Schleussner et al., 2004a). The first clinical study in the field investigated the acute

effect of maternal steroid administration for fetal premature lung maturation on

fetal CAER. Latency delay of auditory responses both in the mothers and the fe-

Fig. 2.61. Visual evoked response from a fetus at 31 weeks’ gestation

at a latency of 263.4 ms (top) and auditory evoked response from

a fetus at 33 weeks’ gestation at a latency of 289.4 ms (bottom).

A color-coded map shows the location of the corresponding magnetic

activity over the 151-sensor layout. (Reprinted from Eswaran et al.,

2005, p. 60, Copyright 82005, with permission from Elsevier).
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tuses was observed combined with an amplitude increase of the maternal N1 and

P2 components of the AEP (Schleussner et al., 2004b).

2.5.2.5

Perspectives

In contrast to fMCG, fetal magnetoencephalography is burdened by low signal

amplitudes that have led to difficulties in persuading the scientific community of

Fig. 2.62. (a) Cortical auditory evoked response from human fetal brain.

Note the ‘‘P2pm – N2pm’’ complex with inverse polarity in two

different channels of the 31-channel array (PhilipsTM). (b) Latency

development of the CAER components with gestational age with

significant correlations (r ¼ �0:51; p ¼ 0.022 and r ¼ �0:43;

p ¼ 0.026) (Schleussner and Schneider, 2004). Detection rates 23.1

(12 of 52 recordings) and 34.6% (18 of 52 recordings), respectively.
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its benefits ever since its development over 20 years ago. However, even more than

fMCG, fMEG serves as a window to the fetus that, if ongoing methodical problems

can be overcome, will surely provide an unrivalled technique for use in fetal medi-

cine.

References

Arabin, B., van Lingen, R., Baerts, W., and

van Eijck, J. (1999). The development of

senses. In: Chervenak, A.F. and Kurjak,

A. (Eds.), Fetal Medicine: the clinical care of
the fetus as a patient. Parthenon Publishers

London, New York, pp. 171–180.

Baerts, W. and Fetter, W.P. (1998).

Retinopathy of prematurity. In: Kurjak, A.

(Ed.), Textbook of perinatal medicine.
Parthenon London, New York, pp. 129–140.

Blum, T., Saling, E., and Bauer, R. (1985).

First magnetoencephalographic recordings

of the brain activity of the human fetus.

Br. J. Obstet. Gynaecol., 92, 1224–1229.
Burghoff, M. and van Leeuwen, P. (2004).

Separation of fetal and maternal

magnetocardiographic signals in twin

pregnancy using independent component

analysis (ICA). In: Nowak, H., Haueisen,

J., Giessler, F., and Huonker, R. (Eds.),

Biomag 2002, Proceedings 13th International
Conference on Biomagnetism, VDE Verlag,

Berlin, Offenbach, pp. 311–312.

Chaoui, R., Bollmann, R., Hoffmann, H.,
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R., Fellman, V., and Näätänen, R. (2002a).

Electric brain responses obtained from

newborn infants to changes in duration in

complex harmonic tones. Dev. Neuropsychol.,
22, 471–479.

Cheour, M., Ceponiene, R., Leppänen, P.,

Alho, K., Kujala, T., Renlund, M.,
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Magnetic Resonance





3.1

Introduction

Werner A. Kaiser

Since its introduction into clinical practice during the early 1980s, magnetic reso-

nance (MR) has undergone dramatic development and is currently the best and

most precise imaging procedure used in medicine. Indeed, such progress has

been continued with the development of exciting new applications for all fields of

medicine. Although it was widely believed that the new millennium might slow

the use of MR procedures, progress has continued during the past few years and

appears very unlikely to halt in the foreseeable future.

New applications, such as data acquisition using parallel imaging techniques,

new reconstruction algorithms and dramatic improvements in image reconstruc-

tion will form the basis of this progress. The use of local sensitivity profiles of re-

ceiver coils in parallel imaging techniques [sensitivity encoding (SENSE) and si-

multaneous acquisition of spatial harmonics (SMASH)] allows increased speed

and/or spatial resolution. In addition, magnets of increasingly higher field strength

are being used, with 3-Tesla units ready to enter clinical use, and 7-Tesla and

higher units under investigation in the laboratory. Whole-body MR imaging that

can be performed in minutes and with high spatial resolution, whole-body MR

angiography, and the routine use of diffusion, perfusion or blood oxygen level-

dependent (BOLD) techniques and MR spectroscopy are just some examples of

this exciting progress.

In Section 3.2, Arnulf Oppelt—a pioneer of the first Siemens MR department—

underlines and explains the physical principles of MR, as well as new develop-

ments in parallel imaging, diffusion imaging, and MR angiography.

Functional imaging represents a major tool for investigating the complex actions

of the brain based on BOLD effects. Thus, in Section 3.3.2 Speck and colleagues

explain the principle of the BOLD effect and outline the accompanying changes

in vascular perfusion. BOLD effects are usually very small, and sophisticated data

analysis, motion correction, statistical analysis and control of artifacts are necessary

in order to guarantee reliable, reproducible results. Functional brain imaging is

also important to understand the ‘‘normal’’ physiological and functional processes

in the brain (i.e., the visual system, language system, interactions of different parts

of the brain, emotional effects), and this may impact heavily pre-surgical planning
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for the optimized therapy of brain tumors, thus preserving vital functions and en-

suring a good quality of life. Together, these techniques can add the ‘‘human

touch’’ to medical understanding.

Striking progress has also been made in cardiovascular imaging by utilizing new

improvements in MR imaging (MRI). These new techniques and sequences, when

combined, permit the acquisition of high-resolution images in a single heartbeat,

providing new insights into cardiac morphology, function and perfusion, as well as

vessel analysis. These advances are outlined by Li and Larson in Section 3.3.1.

Today, segmented cine images, real-time cine images, myocardial tagging and

routine perfusion and stress testing form part of the daily routine in the cardiology

clinic. Indeed, the ability to predict the ‘‘heart at risk’’ allows the prospective selec-

tion of patients for subsequent interventional procedures. Likewise, the precise

delineation of necrotic tissue after myocardial infarction, as well as differentiation

between necrotic and viable tissues, may impact on the planning of stent place-

ment and/or balloon angioplasty. Coronary MR angiography allows the reliable

detection of any relevant narrowing in the proximal two-thirds of the coronary

artery, and thus offers non-invasive, risk-free analysis of life-threatening stenoses.

The future precise differentiation of the coronary wall and plaque analysis is also

envisaged. Clearly, MR imaging of the heart represents the perfect example of a

‘‘one-stop-shop’’ modality where, in a single examination, all questions relating to

cardiac morphology, function, perfusion and biochemistry can be answered.

Another major area of progress for MRI techniques has been the precise and

early depiction of cerebral ischemia and stroke, and their differential diagnosis

(see Section 3.3.3). Long-term improvements, ranging from the early studies of

Stejskal and Tanner in the mid-1960s, through those of Le Bihan in the late

1980s, until the present day have culminated in the development of diffusion-

weighted images, diffusion tensor images and apparent diffusion coefficient

(ADC) maps that now form a fundamental part of routine brain investigations in

ischemic patients. Perhaps the most important point is that these images provide

very early proof of ischemia, with ADC values being reduced only minutes after a

stroke, and long before T2-weighted scans can demonstrate any pathological

changes. Bearing in mind that, during the early stages of an ischemic attack,

‘‘time is brain’’, this information is vital. More recently, diffusion tensor imaging

has also been shown to provide valuable information about cerebral fiber tracks,

and has begun to emerge as an important tool for non-invasive brain analyses pre-

viously considered unachievable.

The fascinating progress of the past few years has encouraged the development

of ultra-high field MRI (between 7 and 9.4 T), and these machines show great

promise not only for improved and better depiction of brain tumors, multiple scle-

rosis, cerebral vascular disease, but also for the precise delineation of deep venous

and arterial structures (see Section 3.3.4). Improvements in signal-to-noise ratios

and chemical shift spectral dispersion should also lead to improved imaging and

spectral analyses for the depiction of diseases. Unfortunately, the road towards

these goals is littered with obstacles such as inhomogeneity artifacts, safety con-

cerns and high costs, all of which must be overcome by the dedication and ingenu-
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ity of research groups. Indeed, intensive investigations to overcome such problems,

including gradient compensation, tailored radiofrequency (RF) pulses, active and

passive shimming and post-processing, are currently under way.

Since the early development of in-vivo MR procedures, the area of MR spectros-

copy (see Section 3.3.7) has been one of great expectation, largely because it per-

mits the non-invasive detection and quantification of biomolecules in vivo. With

continuous technical progress having been made during recent years, including

the optimization of field strength and field homogeneity and the development of

broadband RF systems to detect protons and other nuclei such as 13C, 19F and
31P, combined with improved software for the rapid acquisition of MR spectros-

copy (MRS) data, spectroscopy has now entered the clinical arena as a valuable,

even indispensable, tool. The possibility of monitoring metabolite concentrations

and developing metabolic maps each represent vital progress in the differential di-

agnosis of diseases. In this respect, the acquisition of proton spectra in the brain to

determine levels of metabolites such as N-acetyl-l-aspartate, creatine, phosphocrea-
tine, trimethylamines, myoinositol and amino acids, allows the loss of neuronal tis-

sue to be monitored in cases of dementia, multiple sclerosis and brain tumors. It

also allows tumors to be differentiated based on increased choline peaks, and for

specific metabolic enzyme differences [e.g., guanidinoacetate methyltransferase

(GAMT) deficiency] to be detected. The differentiation between ischemic regions

based on increased lactate production by tumors and abscesses is only one example

of new MRS applications, and in the future the use of external tests with specific

isotopes carrying 13C or 19F nuclei will most likely become routine, as will the non-

invasive measurement of intracellular pH. Ultimately, MRS will undoubtedly find

broad clinical application, simply because it can provide vital additional informa-

tion that is not available by imaging alone, and this will prove invaluable in the re-

liable diagnosis of brain, prostatic or breast cancers.

Another much-improved area of MR has been the development and implemen-

tation of interventional procedures, and these are now ready for routine applica-

tion. Rapid pulse sequences, MR-compatible, trackable interventional devices and

new designs of magnets now allow active image guidance and monitoring of inter-

ventional procedures, using the well-known advantages of MR imaging (soft tissue

contrast, no X-ray, multiplanar capabilities, etc.). Interventional MR procedures

will become routine not only for the biopsy and aspiration of tissues but also for

percutaneous therapies, including laser therapy, cryotherapy, RF therapy, and the

injection of alcohol or drugs into the liver, brain, heart and other regions of the

human body. Likewise, the complete spectrum of endovascular interventional pro-

cedures will be applied under MR guidance and/or MR monitoring in the future,

and an excellent overview and outlook into this exciting field is provided in Section

3.3.5.

MR mammography has undergone major development during the past 20 years,

and today is used to detect small breast cancers, to differentiate between scar and

tumor recurrence, and to demonstrate multifocal manifestations of breast lesions.

However, many technical, biological and pathophysiological problems associated

with breast cancer remain unresolved (see Section 3.3.6), and the high incidence
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and mortality of breast cancer continues to represent an important challenge for

medical science. In future, breast cancer detection will undoubtedly be improved

by the use of MR mammography, with its associated advantages of soft tissue con-

trast, lack of radiation, imaging of thin slices, and use of tumor-specific features

such as ‘‘tumor angiogenesis’’. Likewise, digital image processing, parallel imag-

ing, motion correction, and diffusion-weighted imaging will improve diagnosis.

An important application in this field will be the combined MR-guided imaging

biopsy and interventional therapy of breast lesions conducted in a single, ambulant

outpatient procedure, using either RF, cryotherapy, laser therapy or highly focused

ultrasound. Further improvements in diagnosis might also be provided by using

MR spectroscopy and molecular imaging.

Today, MR is involved in many different fields, including cardiac and neuro ap-

plications, interventional guidance, surgical planning or navigation, and diffusion

and perfusion imaging, these benefits being due to the unique ability of MR to col-

lect anatomical, functional, and biochemical data. Clearly, the future of MR tech-

niques is exciting, with patients not only undergoing diagnosis but also receiving

successful treatment in a minimally invasive manner to provide them with a better

quality of life.
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3.2

Physical Principles and Technology of Magnetic

Resonance Imaging

Arnulf Oppelt

3.2.1

Historical Overview

Magnetic resonance imaging (MRI) was introduced to clinical routine during the

early 1980s, since when its unparalleled soft tissue contrast, combined with high

spatial resolution and its capability to generate images of slices in arbitrary orienta-

tion and even of entire volumes, has made it a preferred imaging modality in many

diagnostic situations. Furthermore, the possibility of displaying blood vessels with

and without contrast agent, to map brain functions, and to analyze metabolism is

widely valued.

Magnetic resonance (MR) is the phenomenon according to which particles with

an angular and a magnetic moment precess in a magnetic field, thereby absorbing

or emitting electromagnetic energy. This effect is called electron spin resonance

(ESR) for unpaired electrons in atoms, molecules and crystals, and nuclear mag-

netic resonance (NMR) for nuclei. ESR was discovered in 1944 by the Russian sci-

entist Zavoiskij (1945), but until now has not yet gained any real significance

for clinical or medical applications. NMR was observed independently in 1945 by

Bloch et al. (1946a) at Stanford University, in California, and Purcell et al. (1946)

in Cambridge, Massachusetts. The Nobel Prize for physics was awarded in 1952

to these two American groups.

The interaction of atoms and nuclei with magnetic fields has been investigated,

however, for a much longer time. In 1897, the Dutch scientist Pieter Zeeman re-

ported that the optical spectrum of sodium could be affected by a strong magnetic

field (Zeeman, 1897); a classical interpretation of the so-called Zeeman effect was

given by the Irish physicist Joseph Larmor (1897). Some 25 years later, Walter Ger-

lach and Otto Stern (1924) found that silver atoms could align themselves only par-

allel and antiparallel to an external magnetic field – one of the fundamental experi-

ments in quantum physics proving the quantization of the angular momentum. In

1937, Isidor Rabi (1937) determined precisely the magnetic moment of nuclei by

investigating the interaction of a gas beam of atoms in a homogeneous magnetic

field with a radiofrequency (RF) magnetic field. In 1936, and again in 1942, Gorter
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and Broer (1936, 1942) reported on the failure to detect NMR in solids due to the

short relaxation times.

NMR has proved to be an invaluable tool in physics, chemistry and biology

for studying the structure of matter. Richard Ernst at Eidgenössische Technische

Hochschule, in Zürich was awarded the Nobel Prize for chemistry in 1991 for

progress in developing the method and demonstrating its applications. In 2002,

Kurt Wüthrich, also from ETH Zürich, was awarded with the Nobel Prize in chem-

istry for determining the three-dimensional (3D) structure of biomolecules in

aqueous solution with NMR spectroscopy.

The first attempts to use NMR for medical purposes were made 10 years after its

detection by Odeblad and Lindström (1955) of the Karolinska Hospital, Stockholm,

who analyzed the line widths of protons in biological samples. Singer (1959) re-

ported on blood flow measurements with NMR, while the effect of flow on the

NMR signal had been observed earlier by Suryan (1951). Based on the observation

that the relaxation times in tumorous tissue tend to be prolonged, in 1971 Dama-

dian (1971) claimed that NMR could be used for the detection of cancer. However,

it was not until 1973, when Paul Lauterbur (1973) described how magnetic field

gradients could be employed to obtain images similar to those recently generated

with X-ray computed tomography, that interest in NMR for clinical applications

increased dramatically. Paul Lauterbur was rewarded with the Nobel Prize in med-

icine in 2003 together with Peter Mansfield, another pioneer in magnetic reso-

nance imaging.

The limits placed on spatial resolution by the wavelength in the imaging process

with waves are circumvented in MRI by superposing two fields. With aid of an RF-

field in the MHz range and a locally variable static magnetic field, the sharp reso-

nance absorption of magnetic nuclei in biological tissue is used to obtain the spa-

tial distribution of the nuclear magnetization. Thus, even spatial dimensions on

the order of a single biological cell, can be resolved (Aguayo et al., 1986). In partic-

ular, hydrogen atoms, which occur naturally in large numbers, allow medically

meaningful images to be produced. It is however possible to detect magnetic nu-

clei other than protons, such as 13C, 19F, 23Na, 31P or even hyperpolarized 3He or
119Xe in biological tissue, which are either naturally abundant or administered ex-

ternally. Nevertheless, the value of information thus gained does not approach that

obtained through the resonance of hydrogen nuclei.

3.2.2

Basic Physical Principles of NMR

All atomic nuclei with an odd number of protons or neutrons – that is, approx-

imately two-thirds of all stable atomic nuclei – possess an intrinsic angular

momentum and a magnetic dipole moment, which is proportional to the angular

momentum. As the angular momentum is quantized – a fact that is described

by the nuclear spin – an atomic nucleus can only assume discrete energy states in
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a magnetic field; for example, a proton with spin I ¼ 1
2 can only align parallel or

antiparallel.

In matter, atomic nuclei do not occur singly but always as an ensemble. For ex-

ample, 1 mm3 water contains 6:7� 1019 hydrogen nuclei. Population of the energy

levels in an external magnetic field B0 is described by Boltzmann statistics giving a

surplus of nuclear magnetic moments aligned parallel to the magnetic field (for

the same reason air density decreases with increasing height). With water in a

magnetic field of 1 T at room temperature, this surplus amounts to 3:2� 10�6 of

the protons. Thus, a small but measurable macroscopic angular momentum JV per

unit volume results associated with the nuclear magnetization

M0 ¼ gJV ¼ NV
IðI þ 1Þg2�h2B0

3kT
ð3:1Þ

where g is the gyromagnetic ratio (e.g., for the hydrogen nucleus g=2p ¼ 42:577

MHz/T); �h is Planck’s constant (�h ¼ 1:05510�34 Js); k is Boltzmann’s constant

(k ¼ 1:3810�23 Ws/K); I is nuclear spin (e.g., for the proton I ¼ 1
2); NV is the num-

ber of nuclei per unit volume; and T is temperature.

The nuclear magnetization of a sample with hydrogen atoms or protons aligns

itself parallel to an applied magnetic field B0. However, if this parallel alignment

is disturbed, for example by suddenly changing the direction of B0, a torque acts

on the magnetic moment of the sample. According to the law of conservation of

angular momentum, this torque causes a temporal change of the angular momen-

tum of the sample, resulting in a precession of the magnetization with the (circu-

lar) Larmor frequency

oL ¼ �gB0 ð3:2Þ

The rotation direction of the precessing nuclear magnetization depends on the

sign of g, for hydrogen nuclei, which are the most frequently occurring nuclei in

nature, the gyromagnetic ratio is positive so that a clockwise rotation results. Pro-

tons yield a nuclear magnetic resonance frequency of 42.577 MHz in a magnetic

field of 1 T. The precession can be detected by measuring the alternating voltage

induced in a coil wound around the sample (Fig. 3.1).

In an NMR experiment, the precession of the nuclear magnetization is often

stimulated by disturbing the alignment of the nuclear magnetization parallel to

the B0-field by a RF field B1 having a frequency similar to the Larmor frequency.

It is provided by a coil wound around the sample with its field axis orthogonal to

the static magnetic field. Often, this coil is also used for signal detection. The line-

arly polarized RF-field in this coil can be thought of as the superposition of two

circularly polarized fields rotating in opposite directions. Thus, there is always the

same direction of rotation as the Larmor precession, and in this reference frame

(the rotating frame) B1 is constant. The resulting torque causes the nuclear magne-

tization to precess around the axis of the B1-field in the rotating frame in the same

way as around the B0-field in the laboratory frame. The combined precession
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movement around the basic static and the rotating RF-field causes the tip of the

nuclear magnetization vector to execute a spiral path on the surface of a sphere

(Fig. 3.2). The contrarotating RF-field, having twice the Larmor frequency in the

rotating frame, acts as a perturbation and effectively averages out.

Fig. 3.1. Principle of the NMR experiment. The precession of nuclear

spins in a magnetic field is detected with an induction coil after the

equilibrium of the nuclear magnetization has been distorted

with an RF-pulse.

Fig. 3.2. Motion of the nuclear magnetization vector M0 under the

influence of a static magnetic field B0 and a circularly polarized RF-field

B1 with Larmor frequency �gB0. The initial position of M0 is parallel to

B0; after time t M0 is oriented with an angle a ¼ �gB1t along the

direction of B0. (The direction of precession depends on whether the

angular and the magnetic moment of the nuclei are parallel or

antiparallel. For protons, a clockwise rotation follows).
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Under the influence of the B1-field an angle a between the static magnetic field

B0 and the nuclear magnetic moment emerges, which is proportional to the dura-

tion t of the RF-field:

a ¼ �g

ð t
0

B1ðtÞ dt ¼ �gB1t ð3:3Þ

With a B1-field that confines an angle j with the x-axis of the rotating frame, the

nuclear magnetization attains the components (Fig. 3.3)

Mx ¼ �M0 sin a sin j; My ¼ M0 sin a cos j; Mz ¼ M0 cos a ð3:4Þ

Switching off the RF-pulse after the nuclear magnetization is aligned orthogo-

nally to the B0-field (a ¼ 90�, hence a 90� pulse), induces the maximum signal in

the sample coil.

3.2.3

The NMR Signal

Experience shows that the amplitude of the precessing nuclear magnetization de-

cays with time, and the original state of equilibrium with the magnetization aligned

parallel to the B0-field is reestablished. This effect is described phenomenologically

by two separate relaxation time constants, T1 and T2, in which the equilibrium

states, M0 and zero respectively, of the nuclear magnetization Mz parallel and M?
perpendicular to B0 are reached; T1 is alwaysbT2. Longitudinal relaxation is asso-

ciated with the dissipation of energy to the surroundings – that is, the lattice in

which the nuclei are embedded – and is therefore also referred to as spin-lattice

Fig. 3.3. Angular relations between a B1 field acting on the nuclear

magnetization M0 in the rotating frame.
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relaxation. The sample heating due to this effect, however, is hardly measurable.

Transverse relaxation is caused by interactions between the nuclear spins and

thus often referred to as spin-spin relaxation. Since in the latter case the longitudi-

nal component of the magnetization remains unchanged, the energy of the nu-

clear ensemble does not change; only the relationship of the phases between the

individual spins is lost.

The behavior of the nuclear magnetization in an external magnetic field B0

undergoing relaxation was described by Bloch et al. (1946b) by adding empirical

terms to the classical law of motion conservation:

dM?
dt

¼ gð~MM �~BBÞ? �M?
T2

and
dMz

dt
¼ gð~MM �~BBÞZ þ ðM0 �MzÞ

T1
ð3:5Þ

It follows from Bloch’s equations (Eq. 3.5) that after a 90� pulse around the x-axis
the transverse component of the nuclear magnetization is given in the rotating

frame as

M?ðtÞ ¼ iM0e
�t=T2 ð3:6Þ

(and M?ðtÞeioLt in the laboratory frame respectively). The longitudinal component

follows as

MzðtÞ ¼ M0ð1� e�t=T1Þ ð3:7Þ

The x- and y-components of the transverse magnetization, which are combined

here into the complex quantity M? ¼ Mx þ iMy ði ¼
ffiffiffiffiffiffiffi�1

p Þ, can be measured with

an induction coil and two phase-sensitive detectors in quadrature. The NMR signal

is mixed with two local signals of Larmor frequency, one being in and the other

being 90� out of phase; the mixing products represent Mx and My in the rotating

frame. Alternatively, two induction coils oriented perpendicular to each other can

be employed providing for a
ffiffiffi
2

p
times better signal-to-noise (S/N) ratio. The time

course of the transverse magnetization after a 90� pulse is often called free induc-
tion decay (FID).
The frequency dependence of the transverse magnetization is given by Fourier

transformation of the FID (Fig. 3.4). The imaginary part of the Fourier transforma-

tion describes the so-called absorption line

MyðoÞ ¼ M0
T2

1þ ðo� oLÞ2T2
2

ð3:8aÞ

and the real part the dispersion line

MxðoÞ ¼ M0
�ðo� oLÞT2

2

1þ ðo� oLÞ2T2
2

ð3:8bÞ
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Instead of taking the Fourier transformation of the FID, it is also possible

to measure the absorption and dispersion directly by recording the change of re-

sistance and inductance of the signal coil surrounding the sample as a function of

frequency (or as a function of the B0-field). Such continuous-wave (CW) methods,

however, are much slower than pulse methods and are therefore hardly used

anymore.

The full width at half maximum (FWHM) of the absorption and the distance be-

tween the extreme points of the dispersion line are given by the transversal relax-

ation time

Do1=2 ¼ 2

T2
ð3:9Þ

Protons in distilled water exhibit a transversal relaxation time T2A1 s. The mea-

surement of T2 through the free induction decay, however, is only possible in very

homogenous magnetic fields. In practice, the B0-field varies in space, resulting in

different precession frequencies of the nuclear magnetization. Because of destruc-

tive interference a shortened FID is observed, resulting in an inhomogeneously

broadened resonance line. The line shape depends on the spatial distribution DB0

of the B0-field over the entire sample. Reference is often made to an effective trans-

versal relaxation time

1

T2
� ¼

1

T2
þ gDB0

2
ð3:10Þ

Fig. 3.4. Free induction decay (FID) after a 90� pulse with its Fourier

transform, representing the NMR absorption and dispersion line.
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which, however, can only coarsely describe the effect of magnetic field inhomoge-

neities since the signal clearly no longer decays exponentially.

The signal loss in an inhomogeneous B0-field can be recovered by means of a

refocusing or 180� RF-pulse (Hahn, 1950). The diverging transverse magnetization

after a 90� pulse due to B0-field inhomogeneities converges again after a 180� pulse,
since the 180� pulse reverses the order of the spins (Fig. 3.5). Thus, slowly precess-
ing spins which have lagged behind now move ahead and realign themselves with

the faster-precessing spins after a time according with the interval between the two

RF-pulses. A spin echo is observed, the amplitude of which is determined by trans-

verse relaxation.

In this context we will mention another type of echo, the so-called stimulated
echo. When applying two 90� pulses instead of a 90�/180� pair, an echo also occurs,

but only with half the amplitude resulting from using a 180� pulse. The other half

of the magnetization is stored along the z-axis, thereby undergoing longitudinal re-

laxation. It can be tilted again into the transverse plane with a third 90� pulse, and
manifests itself as a stimulated echo with a distance from the third 90� pulse

corresponding to that of the first two 90� pulses (Fig. 3.6). The amplitude of the

Fig. 3.5. The dephasing by an angle gDB0t of transverse

nuclear magnetization due to B0-field inhomogeneities DB0 is

reversed with a 180� RF-pulse.

Fig. 3.6. Sequence with three 90� pulses, yielding a primary spin

echo and a stimulated echo. In case of a deviation from the 90�

condition additional secondary echoes appear.
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stimulated echo is determined by the longitudinal relaxation. At deviations from

the exact 90� condition further echoes are observed that can be explained from in-

teraction of the third RF-pulse with primary echo and with the FIDs from the first

and second RF-pulse.

Relaxation is not the only mechanism which affects the amplitudes of the echoes.

In particular, the molecules of liquids move stochastically (diffuse) during the time

between excitation and observation of the echo from one position in the inhomoge-

neous B0-field to another; in accordance with the field difference, the nuclei pre-

cess there with a different Larmor frequencies and thus no longer contribute fully

to the echo amplitude (Carr and Purcell, 1954). The influence of spin diffusion can

be enhanced by applying a strong magnetic field gradient pulse symmetrically

before and after a refocusing RF-pulse (Stejskal and Tanner, 1965) (Fig. 3.7). In

order not to lose too much signal due to transverse relaxation between the two gra-

dient pulses, the refocusing 180� pulse can also be partitioned into two 90� pulses

so that diffusion is probed with the stimulated echo. In magnetic resonance imag-

ing, such types of experiments are of interest, because diffusion is strongly influ-

enced by tissue microstructure. For example, anisotropic diffusion offers the possi-

bility to obtain information about the fiber structure of a tissue. Diffusion depends

on sample temperature and therefore may offer a possibility for a noninvasive

measurement of temperature in vivo.
The gyromagnetic ratio determining the Larmor frequency of nuclei in the B0-

field is a fixed constant for each nuclear species. In NMR experiments with nuclei

embedded in different molecules, however, slightly different resonance frequencies

are observed. This effect is caused by the molecular electrons responsible for chem-

ical bonding. These screen the external magnetic field, with the result that the

atomic nucleus ‘‘sees’’ different magnetic fields (chemical shift) depending on the

nature of the chemical bond.

Besides the chemical shift, a fine splitting of the magnetic resonance lines is

also frequently observed. This is caused by the magnetic interaction (spin-spin

Fig. 3.7. Pulsed gradient spin echo (PGSE) sequence to obtain

a diffusion-weighted NMR signal.
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coupling) between the nuclei, which again acts indirectly via the valence electrons.

Therefore, in chemistry molecular structure is often investigated with NMR

spectroscopy.

3.2.4

Nuclear Relaxation

Within an ensemble of spins each single spin is exposed not only to the external

magnetic field but also to the magnetic fields arising from the surrounding neigh-

bor spins. As the neighbor spins may be aligned differently to the B0-field (e.g., for

I ¼ 1
2 parallel or antiparallel), these fields will differ from position to position.

Therefore, a spread of Larmor frequencies results that corresponds to an NMR

line width given by the quadratic average of all possible neighbor contributions:

Do2
0 ¼ 2

T2

� �2
¼ g2hb2z ðrÞi ¼ g2hb2z ðtÞi ð3:11Þ

One can assume that the quadratic average of all spatial field configurations

bzðrÞ is the same as for all field configurations bzðtÞ evolving over time, a hypothe-

sis termed ergodic. As the position of all spins is assumed to be fixed, Do0 is often

called the rigid lattice line width. Compared to spins in a rigid lattice, mobile spins

in fluids show a much narrower line width (or longer transversal relaxation time).

This is a consequence of movement and collisions between the spins and water

molecules, respectively.

The temporal behavior of fluctuating magnetic neighbor fields is described by

the autocorrelation function

hbzðtÞbzðtþ tÞi ¼ lim
T!y

1

T

ðy
�y

bzðtÞbzðtþ tÞ dt ¼ hb2z ðtÞiGðtÞ ð3:12Þ

Here, GðtÞ indicates that the autocorrelation function normalized to Gð0Þ ¼ 1.

The spectral distribution of the fluctuating field is given by the Fourier transfor-

mation of the autocorrelation function (Fig. 3.8, upper part):

JðoÞ ¼
ðy
�y

GðtÞe�ot dt ð3:13Þ

A magnetic field with spectral components that deviate only slightly from fre-

quency zero exists over a long time (the correlation time). Motion between the spins

causes rapidly changing neighbor fields with a distribution of spectral components

over a much larger frequency range (short correlation time) than in a rigid lattice.

Only the spectral components within the interval of the NMR line width Do have

an influence on the NMR signal. So, the identity Gð0Þ ¼ 1
2p

Ðy
�y JðoÞ do ¼ 1 that

306 3.2 Physical Principles and Technology of Magnetic Resonance Imaging



can be derived from Eq. (3.13) must be replaced with 1
2p

Ð Do
�Do

JðoÞ doAJð0ÞDo,
leading to the quadratic line width Do2ADo2

0 Jð0ÞDo. It follows that at rapid spin

fluctuations a narrowed NMR line width is observed:

DoADo2
0 Jð0Þ ð3:14Þ

Given stochastic motion, one can assume an exponential decay for the auto-

correlation function

GðtÞ ¼ e�jtj=tc ð3:15Þ

with correlation time tc as the average time between two spin collisions.

From the Fourier transform of Eq. (3.15) the spectral density of the fluctuations

follows as

JðoÞ ¼ 2tc
1þ t2o2

ð3:16Þ

Fig. 3.8. The NMR relaxation rates 1=T1 and 1=T2 are determined

by the spectral distribution JðoÞ (upper plot). JðoÞ describes the
dependence of 1=T1 on the magnetic field B0. Jð0Þ is a measure for the

linewidth Do, which depends on the width 1=tC of JðoÞ (lower plot).
The correlation time tC is proportional to the ratio of viscosity h and

temperature T in viscous fluids. 1=T1 reaches a maximum on tC , when

1=tC ¼ gB0. (A logarithmic scale has been adopted in the schematics).
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so that the line width at rapid spin fluctuations results in

Do ¼ 2

T2
¼ o2

0 Jð0ÞA2o2
0tC tC f

1

Do0

� �
ð3:17Þ

An increase of the line width Do upon correlation time tc (or a decrease on col-

lision frequency 1=tC) is yielded (Fig. 3.8, upper part). However, when the correla-

tion time becomes comparable with the precession time of a spin in the rigid lat-

tice field, Do is no longer determined by motions and approaches the rigid lattice

line width Do0 (Fig. 3.8, lower part). It should also be mentioned that already the

finite lifetime of the nuclear energy levels leads to an intrinsic line width 1=T1 in

accordance with Heisenberg’s uncertainty relationship. This term, therefore, must

be added to Eq. (3.17), but it does not alter the general dependence of Do on the

correlation time (see next section).

The longitudinal relaxation rate 1=T1 is a measure of the probability of transi-

tions between the energy levels that a magnetic nucleus may assume in a static

magnetic field B0. Transitions are caused by magnetic RF-field components at Lar-

mor frequency occurring during collisions between molecules that are perpendicu-

lar to the B0-field. The frequency dependence of the transition rate again can be

derived from the power spectrum JðoÞ of the fluctuating field due to the molecular

motion:

1

T1
¼ g2ðhb2xiþ hb2y iÞJðoLÞ ð3:18Þ

In water molecules the two protons are coupled via magnetic dipole–dipole

interactions. Since the dipolar interaction depends on the mutual orientation of

the spins, transitions between spin levels emerge when a water molecule tumbles.

Random RF-fields causing relaxation occur with frequency components at Larmor

frequency and twice the Larmor frequency. The magnetic field at 2oL can be con-

sidered as having a circular polarized component that is constant in the reference

frame rotating with oL. Thus, Eqs. (3.17) and (3.18) must be supplemented by a

spectral density term with an argument 2oL. The general tendencies described per-

sist, however.

1=T1 passes through a maximum, when the correlation time is equal to the

reciprocal of the Larmor frequency, tC ¼ 1=oL (Fig. 3.8, lower part). In pure water,

tCA3 ps. The dependency of T1, T2 on tc has been verified by Bloembergen et al.

(1948) with NMR measurements on viscous liquids, where the correlation time is a

function of the ratio of viscosity over temperature. In 1981, Bloembergen received

the Nobel Prize in physics for his contribution to the development of laser spec-

troscopy. The temperature dependence of T1 of tissue can be used in magnetic res-

onance imaging as a means to follow noninvasively temperature changes, for ex-

ample during thermal treatment.

In biological tissue the mechanism for relaxation is more complex than in vis-

cous fluids. In general, mobile water and more immobile water molecules bound
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to macromolecules exist in tissue. The two systems are coupled with each other by

intermolecular dipole–dipole interaction, so that in addition to the direct spin-

lattice relaxation an additional relaxation path between the more solid and the mo-

bile protons exists (Bryant et al., 1991).

It is the wide range of relaxation times in biological tissue that makes NMR so

interesting in medical diagnostics. T1 is of the order of magnitude of several hun-

dred milliseconds, while T2 is in the range 30–100 ms. Displaying the nuclear

magnetization of a biological object as a function of spatial coordinates (i.e., as an

image), high contrast levels are produced and diseased areas can be visualized as a

result of their different relaxation mechanisms.

Transfer of longitudinal magnetization from the bound water protons to the mo-

bile water protons can be influenced externally. The FID of bound water decays so

rapidly that it is normally not seen. However, when its broad resonance line is irra-

diated with a narrow bandwidth RF-pulse off-resonance from the narrow free water

line, the two energy levels of the immobile protons reach an equal population with-

out transverse magnetization being generated. Such an effect is called saturation.
During collisions, saturation is transferred to the mobile water protons. After a

subsequent 90� pulse, therefore, the intensity of the free water FID is reduced.

Thus, in MRI magnetization transfer contrast (MTC) furnishes as the basis for an-

other contrast option (Wolff and Balaban, 1989) besides relaxation, diffusion, and

flow.

3.2.5

Signal-to-Noise Ratio

NMR in living beings, with the aim of obtaining biological or medical information,

is only meaningful when the recorded nuclear magnetization can be correlated

with the site of its origin. Before discussing methods of spatial resolution, however,

we will define the fundamental restriction for such measurements. The signal in-

duced by the precessing nuclear magnetization in the pick-up coil around the sam-

ple must compete with the noise generated by the thermal motion of the electrons

in the coil and the Brownian molecular motion in the object under investigation –

that is, the human body. When smaller volume elements (voxels) are to be re-

solved, a worse S/N ratio is observed, often requiring a longer time of measure-

ment in order to average out the noise. Since the nuclear magnetization increases

with the B0-field, the S/N ratio improves with increasing Larmor frequency.

The voltage that is induced in the signal coil by the precessing magnetic mo-

ment of one voxel after a 90� pulse is given by

USignal ¼ BioLM?Dv ð3:19Þ

where Bi is the geometry factor of the signal coil (‘‘field per unit current’’), Dv is

the voxel volume, and M? zB0=T is the transverse nuclear magnetization.
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The noise voltage according to Nyquist is then:

UNoise ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

p
kðRCoilTCoil þ RSampleTSampleÞDo

r
ð3:20Þ

where Do is the detection bandwidth for the signal; RCoil is the resistance of signal

coil without sample; RSample is the contribution of the sample to the resistance of

the signal coil; TCoil is the temperature of the signal coil; and TSample is the temper-

ature of the sample.

Whilst with small samples of a few mm3 (as are commonly investigated in the

laboratory) the noise contribution RCoilTCoil dominates, this is no longer true for

samples as large as the human body. With a conductive sample, RSample can be ac-

counted from the power absorption PLoss in the sample caused by a (fictive) alter-

nating current i in the coil (Hoult and Lauterbur, 1979):

RSample ¼ PLoss

i2
¼ 1

4
sBi

2o2

ð
r? 2 dv ð3:21Þ

where r? is the radius coordinate orthogonal to the field axis of the signal coil; s is

the electrical conductivity of the sample; and o is the signal frequency (i.e., Larmor

frequency).

Replacing the field per unit current Bi in Eq. (3.21) with a mean magnetic alternat-

ing field B1 would give the power distributed in the sample by that flux density.

Introducing the filling factor h, which is a measure of the ratio of the sample vol-

ume to the signal coil volume, and the coil quality factor Q , which gives the ratio of

the energy stored in the coil to the energy loss per oscillation cycle, following a suc-

cession of steps omitted here then leads us to the relationship:

USignal

UNoise
¼ aIðI þ 1ÞgNV

oL

TSample

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b
TCoilVCoil

hQoL
þ TSamples

ð
r? 2 dv

s Dvffiffiffiffiffiffiffi
Do

p ð3:22Þ

where I is the nuclear spin; NV is the nuclear spin density; and a, b are constants

of proportionality.

For small values of the ‘‘moment of inertia’’
Ð
r? 2 dv (i.e., small samples), and for

small coil quality factors, the S/N ratio is proportional to o3=2; for a high coil qual-

ity factor or a low coil temperature, it is directly proportional to the Larmor fre-

quency (i.e., the B0-field). B0 is an important parameter in an NMR experiment,

not only because of the S/N ratio but also because it determines the spectral reso-

lution for distinguishing chemical compounds, and because the longitudinal relax-

ation times T1 of biological tissue depend on this value.

Since the temperature cannot be lowered with living samples, once the NMR ap-

paratus is set up (i.e., the magnet and antennae are chosen), the S/N ratio can still

be influenced by the voxel size and bandwidth. Repeating the NMR experiment n
times and adding the single signals together results in a S/N ratio improvement by
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a factor of
ffiffiffi
n

p
. However, since a reduction in spatial resolution is as undesirable as

a longer time of measurement, these two choices are normally avoided.

The S/N ratio can be significantly improved applying small surface or local

receiver coils. A local coil ‘‘sees’’ only a small part of the object under investigation

that contributes with less noise (i.e.,
Ð
r? 2 dv in Eq. 3.22).

3.2.6

Magnetic Resonance Imaging

In order to correlate the signal to its spatial origin, at least one of the two fields

(i.e., the B0- and B1-fields) required for the NMR measurement must vary over

space. If it were possible to generate a sharp maximum or minimum in space for

these fields, one would obtain signals only from that region (Abe et al., 1974).

However, along with the technical difficulties of generating sufficiently sharp field

extrema, all information from the other regions of the object is not accessed.

For simplicity, we will restrict ourselves for the moment to a two-dimensional

(2D) object. The utilization of the signal from the entire object rather than only

from a single volume element (voxel) is achieved with the use of magnetic field

gradients G, for which the NMR precession frequency (in the rotating frame)

varies linearly along one direction in space:

o ¼ �gGr ð3:23Þ

The amplitude of the NMR signal as a function of frequency then corresponds to

the sum of all spins along lines orthogonal to the direction of the magnetic field

gradient (Lauterbur, 1973) – that is, the projection of the nuclear magnetization

(Fig. 3.9):

Pðr; jÞ ¼
ð
M?ðx; yÞ ds ð3:24Þ

Normally the NMR signal is measured as a function of time rather than as a

function of frequency; then, the projection can be obtained from the Fourier trans-

formation of the time-dependent NMR signal.

Lauterbur’s original suggestion was to collect a set of projections onto different

gradient directions j and to reconstruct an image of the nuclear magnetization

with the same methods as used in X-ray computed tomography (Cormack, 1963,

1964; Hounsfield et al., 1973). It emerges, however, that a modification of this pro-

posal by Kumar et al. (1975) offers greater flexibility and simpler image reconstruc-

tion, and this method is now used routinely in MRI.

The sample may be excited with a 90� pulse so that transverse nuclear magneti-

zation M0ðx; yÞ is generated. The phase of the magnetization is then made to vary

along the y-direction with a gradient Gy switched on for a time Ty:

M?ðx; y;GyTyÞ ¼ M0ðx; yÞe�igGyyTy ð3:25Þ
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A gradient in x-direction Gx is then applied and the NMR signal, which is the

sum of magnetizations individually precessing at their locus, is recorded as a func-

tion of the time t (Fig. 3.10, upper part):

M?ðGy; tÞ ¼
ð ð

dx dy½M0ðx; yÞe�igGyyTy �e�igGxxt ð3:26Þ

By repeating the encoding procedure with many different gradient strengths

Gy, a 2D-set of signals as a function of Gy and the recording time t is obtained.

As one can consider this signal set as an interferogram, it is usual to view it as

being acquired in Fourier or k-space (Fig. 3.10, lower part) with spatial frequency

coordinates

kxðtÞ ¼ �g

ð t
0

GxðtÞ dt ¼ �gGxt and kyðtÞ ¼ �g

ð Ty

0

GyðtÞ dt ¼ �gTyGy ð3:27Þ

A 2D-Fourier transformation yields the distribution of the local transverse nu-

clear magnetization:

M?ðx; yÞ ¼ 1

ð2pÞ2
ð kmax

y

�kmax
y

ð kmax
x

�kmax
x

M?ðkx; kyÞe�iðkxxþkyyÞ dkx dky ð3:28Þ

The Fourier transformation of the amplitudes (real and imaginary part) along

a line through the center of the Fourier space results in the projection (Eq. 3.24)

of the investigated object onto the direction of this line; this is known as the central
slice theorem.

Fig. 3.9. The NMR signal amplitude as a function of frequency for

a 2D-object in a linear magnetic field gradient, representing the

line integral of the transverse magnetization (number of spins)

along stripes orthogonal to the field gradient (projection).
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In imaging, an object is sampled with image elements (pixels) of size Dx, Dy, the
size of which follows from the sampling theorem as

Dx; y ¼ p

kmax
x; y

ð3:29aÞ

The spatial frequency interval must be chosen according to the size of the object

(i.e., the field of view)

Dkx; y ¼ p

x; ymax
ð3:29bÞ

Hence, in order to image an object with diameter 2ymax in y-direction (and

of 2xmax in x-direction, respectively) with the required spatial resolution Dy,

Fig. 3.10. Encoding the transverse nuclear magnetization with a

gradient Gy and reading out the signal in a gradient Gx (upper part)

is equivalent to scanning 2D-Fourier space (lower part): the nuclear

magnetization is recorded along the spatial frequency direction kx
after preparation in ky-direction (only the real part Mx is shown).
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Ny ¼ 2ymax=Dy phase encoding steps are necessary, during which the gradient

�Gy
max aGY aGy

max is stepped through, whereby each time Nx ¼ 2xmax=Dx
samples must be taken of the NMR signal. Usually, Ny and Nx are chosen to be a

power of two in order to employ the fast Fourier transform algorithm for image

reconstruction (Cooley and Tukey, 1965).

Spatial resolution depends on the magnetic field gradient strength. In order to

derive a condition for the gradient Gx in readout direction, we assume two spins

separated by the distance dx. In order to distinguish the two points, the frequency

difference due to the gradient must be greater than that due to the natural line

width and B0-field inhomogeneities:

gGxdx b
2

T2
þ gDB0 ð3:30Þ

This condition is equivalent to Tx < T �
2 .

In order to display details separated by d, a pixel size of d=2 would be necessary.

In MRI normally, much larger pixels (i.e., stronger gradients and shorter readout

times) are used because of reasons of acquisition time and signal-to-noise.

An additional restriction for spatial resolution in MRI is given by self-diffusion.

The phase variation over a pixel due to diffusion of the water molecules must be

smaller than that already caused by the imaging gradients, leading to the con-

straint

dx; y >

ffiffiffiffiffiffiffiffiffiffiffi
D

gGx; y

3
s

ð3:31Þ

where D is the diffusion coefficient (e.g., in tissue DA10�5 to 10�6 cm�2 s�1).

Although this restriction can be neglected in normal imaging experiments, it is of

importance for MR microscopy.

The imaging principle described can be easily extended to three dimensions by

adding and stepping through a gradient Gz during the encoding phase, though

this requires a longer time of measurement. Since the information for the com-

plete 3D-object is not always required, a 2D-object is often generated from the 3D-

object by applying the gradient Gz during excitation with the RF-pulse (selective

excitation). In this way, the spins are only excited in the slice where the precession

frequency is identical with the pulse frequency.

3.2.7

Selective Excitation

Let us assume that the spin system with nuclear magnetization M0 is exposed to a

magnetic field gradient Gz and to a ‘‘long’’ amplitude-modulated RF-pulse B1ðtÞ of
duration 2Tz. The RF-pulse tilts longitudinal magnetization around the x-axis into
the transversal plane according to Eq. (3.4), where it precesses during the time 2Tz
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in the gradient Gz. The distribution of the transverse magnetization along the z-
direction is approximately calculated in the rotating frame as

M?ðz; 2TZÞ ¼ iM0 sinjaðoÞjeijðoÞeio2Tz

o ¼ �gGzz ð3:32Þ

The flip angle jaðoÞj is determined by the spectral amplitude of the RF-pulse

B1ðtÞ, as given by its Fourier transformation:

jaðoÞj ¼ g

ð
B1ðtÞe iot dt

����
���� ð3:33aÞ

and the azimuth jðoÞ of the axis around which the magnetization is tilted (Fig.

3.4) follows from:

tg jðoÞ ¼ ImðaðoÞÞ
ReðaðoÞÞ ð3:33bÞ

In order to obtain a rectangular distribution of the transverse magnetiza-

tion along the slice thickness d at position z0, the shape of the RF-pulse must

be selected so as to give a rectangular frequency distribution with spectral width

Do ¼ gGZd and a center frequency o0 ¼ �gGzz0 (recalling that we are looking at

the spins from the frame rotating with Larmor frequency oL, so that in the labora-

tory system a pulse with frequency o0 þ oL must be applied to the coil surround-

ing the sample). Since an RF-pulse with the shape of a sinc (i.e., sin px
px )-function has

such a rectangular spectrum, B1ðtÞ is chosen to be a sinc-function modulated with

the center frequency o0:

B1ðtÞ ¼ B1ðTzÞ sin c
Do

2p
ðt� TzÞ

� �
eio0ðt�TzÞ

Do ¼ gGzd ð3:34Þ
o0 ¼ �gGzz0

0a ta 2Tz

where 2TZ > 2p=gGzd is the pulse duration.

The sinc-pulse is restricted here to a duration of 2Tz in order to obtain a selective

RF-pulse of finite length, and shifted by the interval Tz in order also to expose the

spins to the signal part left of the pulse maximum; it should be adjusted to extend

over several sinc oscillations in order to approximate a rectangular slice profile.

With the phase of the RF-pulse chosen to be aligned along the x-axis in the rotat-

ing frame, for the transverse magnetization, it follows that
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M?ðz; 2TzÞ ¼ iM0 sin g

ð
B1ðtÞeiot dt

����
����

� �
e�iTZo

¼ iM0 sin ao rect
z� z0

d

� �
e�igGZzTZ

ð3:35Þ

rectðxÞ ¼ 1 for � 1

2
< x <

1

2
; rectðxÞ ¼ 0 for jxj > 1

2

aoA2pB1ðTzÞ=Gzd

An oscillating function of the transverse nuclear magnetization along the slice

thickness then results (Fig. 3.11). The selective RF-pulse has flipped each spin in

the slice addressed into the transverse plane, but in its own rotating frame. Since

Fig. 3.11. x- and y-components of the transverse nuclear magnet-

ization in the rotating frame after excitation with an RF-pulse of

duration 2Tz in a magnetic field gradient Gz that is applied along

the z-axis. The twisted transverse magnetization resulting immediately

after the selective pulse realigns in a refocusing interval of duration Tz
with a reversed gradient. The remaining oscillations at the edges of the

refocused magnetization originate from the truncation of the sinc-pulse.
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the resonance frequency changes over the slice width due to the applied gradient,

the transverse nuclear magnetization is twisted in z-direction. The following free

induction decay displays almost no signal, since the spiral-shaped nuclear magne-

tization cancels itself out. Reversing the polarity of the field gradient during a pe-

riod Tz following the RF-pulse (Hoult, 1977) refocuses all those spins, resulting in

a free induction decay corresponding to the full transverse magnetization in the

excited slice (Fig. 3.11).

It should be mentioned that Eq. (3.32) is only an approximation, as Eq. (3.4) is

only valid for those nuclei for which the frequency of the RF-pulse equals the Lar-

mor frequency. Taking exactly into account the Bloch equations requires numerical

methods. It can be seen that a residual nuclear magnetization MyðzÞ remains even

after refocusing, which can be minimized, however, by tuning the refocusing inter-

val and by modified RF-pulse shapes.

3.2.8

Partial Acquisition Techniques

As mentioned in Section 3.2.5, the S/N ratio of an NMR experiment can be

improved by using a local receiver coil. In MRI, coil arrays are applied in order

to augment the field of view. The signals from the single array elements are pro-

cessed independently and eventually assembled to the final image. In order to re-

duce scan time without sacrificing on spatial resolution, the different spatial infor-

mation contained in the sensitivity profiles siðx; yÞ of the single coils can be used.

As the MR signal of each coil is modulated with a spatially varying function

Miðkx; kyÞ ¼
ð
siðx; yÞM?ðx; yÞeiðkxxþkyyÞ dx dy ð3:36Þ

two different possibilities to improve the spatial resolution arise. SMASH (simulta-

neous acquisition of spatial harmonics; Sodickson and Manning, 1997) operates on

the MR signals before, and SENSE (sensitivity encoding; Pruessmann et al., 1999)

after image reconstruction. With SMASH, the single signals from the coil array are

combined with weighting factors ci chosen according to

Ximax

i¼1

cisiðx; yÞ ¼ eimDkyy; 1am < imax ð3:37Þ

where ci is the weighting factor for coil i; and imax is the number of coil elements,

giving

X
i

ciMiðkx; kyÞ ¼
ð
M?ðx; yÞeiðkxxþðkyþmDkyÞ yÞ dx dy ¼ M?ðkx; ky þmDkyÞ ð3:38Þ
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Hence, up to ðimax � 1Þ additional phase encoding steps can be achieved for each

gradient encoding step ky, if the sensitivity profiles can be combined to form har-

monically varying functions in space with a period 2pm=imaxymax. Vice versa, up to

ðimax � 1Þ phase encoding steps can be saved without loss of spatial resolution, en-

abling a reduction in acquisition time by just this factor.

With the SENSE method an image is reconstructed from each single receiver

coil. When less gradient phase-encoding steps are applied than are required due

to the sampling theorem, the field of view is reduced and parts of the imaged ob-

ject fold back (Fig. 3.12). Thus, accelerated data acquisition in parallel imaging re-

quires unfolding in the image domain. The overfolded image parts with different

intensity in every single coil image can be determined and removed by solving a

system of linear equations containing the coil sensitivities as coefficients.

Partial acquisition techniques (PAT) such as SMASH and SENSE are based

on the local sensitivity profiles of the receiving coils. Coil calibration, therefore, is

a crucial part of image reconstruction. It has transpired that it is insufficient to

work with a precalibrated, time-invariant set of coil sensitivity maps, and coil cali-

bration must be performed for every image acquisition. One method is rapidly to

scan a volume with reduced resolution immediately prior to the examination and

to extract the coil profiles from it (this is the prescan method). Another possibility

is to incorporate the acquisition of calibration data into each examination scan (the

autocalibration method). Hereby, some of the Fourier lines to be reconstructed

from the coil sensitivities are also measured directly by applying the necessary gra-

dient steps. In this way, the weighting factors for combining the coil signals can be

obtained without explicit knowledge of the coil sensitivities.

3.2.9

Pulse Sequence and Contrast

As has been shown, in order to obtain signals from which an image can be recon-

structed the nuclear magnetization must be exposed to a sequence of RF and gra-

dient pulses. Many modifications of these pulse sequences have been designed to

Fig. 3.12. Partial acquisition technique (PAT) for faster image

acquisition. When every second Fourier line is left out, the field

of view is reduced by a factor of two. Image parts outside the field

of view fold back. When two images are acquired with different

sensitivity profiles an undistorted image can be reconstructed.
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optimize the experiment with respect to special problems such as tissue contrast,

display of flow, diffusion, susceptibility, or data acquisition time.

The simplest imaging sequence is the gradient echo sequence (Fig. 3.13).

The nuclear magnetization of a slice is flipped by a selective RF-pulse (i.e., in

the presence of the slice selecting gradient Gz) with flip angle a, into the trans-

verse plane; reversing Gz for half the duration of the RF-pulse then compensates

the phase variation of the transverse magnetization along the z-axis. During this

time, the phase-encoding gradient Gy and a reversed gradient �Gx are also ap-

plied. Subsequently, the signal is recorded in þGx for twice the duration of the re-

versed gradient. Due to the previous signal conditioning of the spin magnetization

with �Gx , during signal readout both positive and negative spatial frequencies are

recorded; signal maximum occurs when the phases that the spins have accumu-

lated during the duration of �Gz have been compensated. Consequently, this sig-

nal maximum is called a gradient echo. The pulse sequence is repeated with differ-

ent phase-encoding gradients �Gy
max aGy aGy

max until the Fourier space is

filled with data. A 2D-Fourier transformation reconstructs the image of the trans-

verse magnetization.

This pulse scheme can be rapidly repeated with a repetition time that is short

with respect to the longitudinal relaxation time. The effective transverse magneti-

zation is determined by the flip angle a and the longitudinal magnetization that

reestablishes itself during the repetition interval TR:

M?ðx; yÞ ¼ M0ðx; yÞ ð1� e�TR=T1ðx; yÞÞ sin a

1� e�TR=T1ðx; yÞ cos a
ð3:39Þ

For a given repetition time and flip angle, the image intensity is determined by

the local longitudinal relaxation time T1ðx; yÞ. Since at short repetition times with

small flip angles a large signal can still be obtained, this pulse sequence is often

Fig. 3.13. Gradient echo sequence. For short repetition times

(FLASH), the remaining transverse magnetization must be

destroyed, for example with a spoiler gradient.
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referred to as FLASH (fast low angle shot; Haase et al., 1986). With FLASH imag-

ing it is assumed that the phase memory of the transverse nuclear magnetization

has been lost at the end of the repetition interval; since this is not true when the

repetition interval is smaller than the transversal relaxation time, spoiling gradient

pulses must be applied at the end of each interval in order to prevent the emer-

gence of coherent image artifacts. An alternative is to add a stochastically varying

jitter to the repetition interval.

In order to obtain an imaging sequence that actually uses the phase memory of

the spins in order to yield a stronger signal at rapid repetition, and also to obtain

information on the local transversal relaxation time, instead of applying a spoiler

gradient the encoding gradient Gy can be reversed at the end of the repetition in-

terval (Fig. 3.14). Thus, the spin phase before the RF-pulses is always the same,

establishing a steady-state magnetization. Such a sequence is referred to as FISP

( fast imaging with steady precession) or GRASS (gradient recalled acquisition in the
steady state).
In steady-state sequences such as FISP or GRASS, the phase variation of the

transverse magnetization is always the same between the RF-pulses. Without prep-

aration gradients (i.e., the gradient pulses applied before the data are sampled) in

x- and z-directions, one would observe a focused magnetization before and after

the RF-pulse (Freeman and Hill, 1971). Graphically, one can consider the signal

after the RF-pulse as an FID, and that before as one-half of an echo with an ampli-

tude reduced by the factor e�2TR=T2 compared to the FID. In FISP, the steady-state

FID is used to obtain an image, but the steady-state half-echo signal can also be

used to obtain a FISP-like image with additional T2 weighting (though this is not

a strong effect at the short repetition times applied in steady-state sequences.) In

this case the time course of the imaging sequence must be reversed, therefore,

and is termed PSIF (Fig. 3.14). It is even possible to combine FISP and PSIF in a

single sequence to give two images differing in T2 contrast (DESS, double echo in
the steady state). In very homogeneous B0-fields and with very short repetition

Fig. 3.14. DESS steady-state sequence employing a combination of FISP and PSIF.
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times, it is also possible to set up a sequence that superposes the FISP and the

PSIF signal to give a better S/N ratio. This sequence, originally proposed as FISP

(Oppelt et al., 1986), is now termed ‘‘trueFISP’’.

The signal intensity of trueFISP is determined by the ratio T1=T2

M?ðx; yÞAM0ðx; yÞ sin a

1þ T1ðx; yÞ
T2ðx; yÞ þ 1� T1ðx; yÞ

T2ðx; yÞ
� �

cos a

ð3:40Þ

for example, for fluids such as water, where T1AT2, a signal equivalent to half of

the maximum nuclear magnetization can be obtained using 90� pulses with rapid

pulse repetition.

With gradient echo sequences, rapid image acquisition in less than 1 s is possi-

ble, but the contrast between different tissues is normally low. This can be en-

hanced by inverting the nuclear equilibrium magnetization using a 180� RF-pulse

before the imaging sequence is started (Haase et al., 1989). Thus, during the fast

imaging experiment the longitudinal magnetization undergoes relaxation back to

its equilibrium state, producing image contrast with respect to tissues having dif-

ferent longitudinal relaxation times T1ðx; yÞ.
Because gradient echo sequences are so fast, they are very well-suited for 3D-data

acquisition. Either the RF-pulses are applied nonselectively (i.e., without a slice

selection gradient), or a very thick slice is excited. Spatial resolution is then

achieved by successively encoding the nuclear magnetization with the gradients

Gz and Gy in the y- and z-directions and reading out the signal in the gradient

Gx. Since each volume element is repeatedly measured according to the number

of phase-encoding steps, the S/N ratio is improved considerably. Image reconstruc-

tion is performed with a fast 3D-Fourier transformation, resulting in a block of im-

ages that can be displayed as slices through the three main coordinate axes. Image

postprocessing also allows the display of images of arbitrary planes (multiplanar

reformatting ¼ MPR).

Gradient echo sequences require homogeneous B0-fields in order to avoid signal

loss due to dephasing of the transverse nuclear magnetization; the contrast with

respect to tissues differing in T2 is generally low. With so-called spin echo se-

quences utilizing an additional 180� pulse, there is greater flexibility with respect

to the manipulation of image contrast, though generally at the expense of acquisi-

tion time. Spin echo sequences are also much more stable against inhomogene-

ities of the B0-field, since inhomogeneities in the direction of the phase-encoding

gradient have no effect.

In the standard spin echo imaging sequence, slice-selective 90� and 180� RF-

pulses are used with phase-encoding gradients between them (Fig. 3.15); the echo

signal is readout in the frequency-encoding (or projection) gradient. Two parame-

ters are available for signal manipulation, the sequence repetition time TR and the

echo time TE . The use of a long echo time allows transverse relaxation of the spin

system before signal acquisition, whereas rapidly repeating the pulse sequence

prevents longitudinal magnetization from being re-established. This effect is
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called saturation (see also Section 3.2.4). The signal intensity in a pixel is given

by

M?ðx; yÞ ¼ M0ðx; yÞð1� e�TR=T1ðx; yÞÞe�TE=T2ðx; yÞ ð3:41Þ

The repetition time and the echo time can be adjusted so that the image contrast

due to different types of tissue is determined by either M0, T1 or T2. Short values of

TE and TR give T1-weighted images, while a long TE and a short TR give spin den-

sity or M0-weighted images, and long values of both TE and TR give T2-weighted

images. For imaging of the heart, no fixed TR is chosen, but the sequence is trig-

gered by the R-wave of the ECG.

Contrast between adjacent anatomic structures can be further enhanced by

means of contrast agents. Since the addition of other magnetic moments increases

magnetic interactions during the collisions between molecules in a fluid, a para-

magnetic agent dispersed in the tissue accelerates the relaxation of excited spins,

longitudinally as well as transversely. One commonly used contrast agent is Gd-

DTPA (gadolinium diethylenetriaminepentaacetic acid) (Weinmann et al., 1984).

When administered into the bloodstream, this contrast agent will accumulate at

various levels in tissue due to the different microvascular structures.

The standard spin echo imaging sequence can be modified in several ways. At

long repetition times, images of several different slices are acquired in no longer

an acquisition time than for a single slice, when the different slices are addressed

during the waiting interval. In order to obtain information on transverse relax-

ation, the NMR signal can be recovered several times by repeating the 180� pulses.
Thus, several images are reconstructed with varying T2 weighting for a single slice;

Fig. 3.15. Standard spin echo imaging sequence. The

compensation of the twisted transversal magnetization caused

by the selective 90� pulse is achieved here with the prolonged

slice selecting gradient pulse after the selective 180� pulse.
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the transversal relaxation time can be calculated in each pixel and even displayed as

an image.

When each echo of a multi-echo sequence is encoded in the y-direction with

a different gradient pulse, several lines in Fourier-space are recorded during one

pulse sequence, significantly reducing the time of measurement (TSE ¼ Turbo

Spin Echo); it is even sufficient to scan only half of the Fourier space (HASTE ¼
Half Fourier Acquired Single Shot Turbo Spin echo). When the 180� pulses are

omitted and the polarity of the projection gradient is alternately reversed (Mans-

field, 1977), a complete image can be acquired in less than 100 ms. Such a se-

quence (termed echo planar imaging; EPI) is the quickest way to obtain an MR im-

age. Sir Peter Mansfield, the eminent NMR scientist and Nobel Prize winner in

2003, had proposed the principle as early as 1978, but it lasted until the 1990s

that standard MR system hardware was capable of generating and switching the

strong gradients required for execution. A pulse diagram together with the result-

ing trajectory in Fourier space is shown in Figure 3.16.

The sensitivity of gradient echo sequences (especially of echo planar imaging) to

magnetic field inhomogeneities can be exploited to image effects in the human

body which respond sensitively to changes in magnetic susceptibility. An example

of this is perfusion of the human brain cortex, which varies according to certain

actuating or perceptive tasks. If a certain region of the brain is activated (e.g., the

visual cortex) when a subject under study sees light flashes, the local oxygen re-

quirement increases. The circulatory system reacts by increasing the local blood

supply even more than necessary. Consequently, the activation process results in

an increased oxygen content of the venous blood flow. Oxygen is transported by he-

moglobin that is confined to the red blood cells. Oxygenated hemoglobin (HbO2)

Fig. 3.16. Echo planar imaging (EPI) sequence employing a

blipped phase encoding gradient (upper plot) and the according

trajectory in Fourier space (lower plot).
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is diamagnetic, while deoxygenated hemoglobin (Hb) is paramagnetic due to

the presence of four unpaired electrons. These different magnetic susceptibilities

lead to different signal intensities in susceptibility-sensitive (i.e. T2
�-weighted se-

quences as EPI). Blood oxygen level-dependent (BOLD) contrast serves as the foun-

dation of functional MRI (Ogawa et al., 1992).

3.2.10

Imaging of Flow

If the imaging object (or parts of it) move during image acquisition, then artifacts

will occur, as a moving volume element acquires another phase in the applied gra-

dient field than if it were resting. Image reconstruction then attributes the position

of that voxel to other origins, giving rise to typical mirror images. With additional

gradient pulses it is possible, however (at least partly) to compensate phase shifts

due to movement. Those sequences are applied for images with less movement

artifacts and especially, for imaging of flow.

Flow-related effects are used in magnetic resonance angiography (MRA), whereby

vascular structures can be investigated without the use of contrast agents. Two ef-

fects are utilized, namely time of flight and phase changes.

By applying an imaging sequence with a rather large flip angle a at a short repe-

tition time TR, stationary tissue saturates, yielding only a minimal signal. The im-

age intensity of nuclei flowing into the excited slice, however, is enhanced (Crooks

et al., 1982). The increase in intensity is explained by the in-flow of nuclei into the

imaged slice, which are not saturated from previous excitations. At gradient echo

sequences signal intensity increases linearly with velocity until it reaches a plateau,

at which all the spins within the excited slice are replaced after each RF-pulse (Fig.

3.17). For flow orthogonal to the imaging slice, the transit velocity vt, at which no

further signal increase is observed, amounts to vt ¼ d=TR. For a given pulse repeti-

Fig. 3.17. Signal enhancement as a function of blood flow.

The signal intensity of blood flowing with constant velocity v

perpendicular to the imaging slice increases proportional to the

flow velocity as more spins are replaced with unsaturated spins at

higher velocities. Signal enhancement ends at the transit velocity vt,

when all spins within the slice are replaced during one TR interval.
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tion time TR, total replenishment of spins occurs at lower transit velocities vt for a
thin slice d than a thick one (Wehrli, 1990).

Time of flight (TOF) effects can be utilized to create images that are similar in

their appearance to those produced by X-ray angiography. With nonselective excita-

tion pulses or pulses exciting a thick slice, a rapidly repeating 3D gradient echo se-

quence is set up, which produces a weak signal. Flow introduces fully relaxed spins

to the imaged volume, giving rise to a stronger signal. In order to visualize the vas-

cular structure, the method of maximum intensity projection (MIP) is often used

(Koenig and Laub, 1988). In image postprocessing, the acquired 3D-image volume

can be regarded as illuminated with parallel rays. Along each ray, the image ele-

ment with the highest signal intensity is searched and displayed in the projection

plane.

TOF MRA cannot be applied for the rapid imaging of large volumes as there is

no reservoir of unsaturated spins left. In such cases, blood contrast agents contain-

ing for example Gd-chelates are administered intravenously. The bolus of blood

with shortened T1 produces a very strong signal so that it can be tracked with a

rapid 3D-gradient echo sequence.

Phase-sensitive MRA makes use of the fact that moving spins acquire different

transverse phases, according to their velocity in magnetic field gradients, than sta-

tionary spins. When the volume element is sufficiently small, so that it contains

only spins with similar flow velocities, the flow can be quantitatively measured

by analyzing the signal phase (phase-contrast angiography; Dumoulin et al., 1989).

In comparison with TOF, phase-contrast angiography is well suited to slow flow

velocities.

When, on the other hand, a volume element large enough to contain spins with

a variety of velocities is chosen, this will give only a weak signal, because the indi-

vidual contributions of the different spins cancel.

Given that the actual position rðtÞ of a moving spin is

rðtÞ ¼ r0 þ vtþ 1

2
at2 þ � � � ð3:42Þ

its phase angle f follows from

fðtÞ ¼ g

ð t
0

GðtÞrðtÞ dt

¼ g r0

ð t
0

GðtÞ dtþ v

ð t
0

tGðtÞ dtþ a

2

ð t
0

t2GðtÞ dtþ � � �
� �

ð3:43Þ

Thus, the phase of stationary spins is determined by the 0th moment
Ð
GðtÞ dt,

the phase of spins with uniform velocity v by the 1st moment
Ð
tGðtÞ dt, and the

phase of accelerated spins by the 2nd moment
Ð
t2GðTÞ dt of the applied gradient

sequence. A bipolar gradient has no influence on the phase of stationary spins,

while in two bipolar gradient pulses back to back the phase of uniform flow is re-
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stored. So, at least three gradient lobes are needed to have velocity compensation

(this is also known as first-order flow compensation; Fig. 3.18). Higher-order motions,

such as acceleration, are not refocused in first-order flow compensation and are

best dealt with by using a short echo time. The subtraction of an image not being

flow compensated from an image with flow compensation cancels out the signal

from the stationary tissue, leaving only the vascular structure (Laub and Kaiser,

1988).

3.2.11

Diffusion Imaging

As outlined in Section 3.2.3, molecules in liquids or tissue move stochastically (dif-

fuse) due to their thermal energy (Brownian motion). In a spin echo experiment

with strong gradients before and after the refocusing RF-pulse (one 180� or two

90� pulses), therefore, spins accumulate different phases leading to destructive in-

terference (see Fig. 3.7). In order to obtain a diffusion-weighted image, the spatial

distribution of the magnetization during the echo can be measured with an echo

planar (EPI) gradient readout sequence (Turner et al., 1990). The image formation

part of the sequence is completely decoupled from the diffusion encoding part. In

diffusion-weighted EPI (DW-EPI), the imaging ‘‘readout’’-module typically takes

less than 0.1 s, thus ‘‘freezing’’ patient motion.

Fig. 3.18. Upper: Gradient pulses for phase

and motion compensation and time depen-

dence of the phase of stationary and moving

spins. Applying a bipolar gradient pulse before

the data readout phase minimizes the influ-

ence of uniform flow. Lower: Development

of the phase of stationary and moving spins

during the application of gradient pulses.

The phase of stationary spins is proportional

to the area (0th order moment) under the

gradient, the phase of uniformly flowing spins

is proportional to the 1st order moment (the

area under the function tGðtÞ). After a bipolar

gradient stationary spins have no phase accu-

mulated, while for the same effect at uniform

flow two bipolar gradients are required.
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The diffusion-weighted signal obtained is given by:

Mð~qq;DÞ ¼ M0e
�bD

~qq ¼ g~GGDd ð3:44Þ
b ¼ q2ðD� d=3Þ

where d is the duration of the diffusion encoding gradient GD; and D is the dis-

tance between the two diffusion-encoding gradient pulses.

Experiments have shown that diffusion in biological tissue (e.g., in fibers) is often

not isotropic. Apparently in such materials, it is restricted differently in direction

due to the microstructure. The quantity D in Eq. (3.44) can no longer be consid-

ered as a scalar, but is often characterized as the apparent diffusion tensor. In order

to access anisotropic diffusion (e.g., in regions of brain white matter, where bun-

dles of fibers run in parallel), at least six diffusion-encoding gradient directions

must be applied (termed diffusion tensor imaging or DTI).
Diffusion-weighted (DW) imaging has emerged as an immediate, quick, and

robust means of visualizing pathological processes such as acute brain ischemia.

A high signal in DW images indicates restricted diffusion, which is associated

with cell swelling (cytotoxic edema). DW-EPI is an important step in a comprehen-

sive approach to diagnosing and treating acute stroke.

3.2.12

MR Spectroscopy

The tissues of the human body contain mostly water and fat, and consequently the

signal displayed in magnetic resonance images derives principally from the hydro-

gen nuclei in these compounds. Because the chemical shift of fat differs from that

of water, different slices are excited with a selective RF-pulse. Also, fat and water

appear shifted with respect to each other in the direction of the readout gradient.

Although these effects can be masked using stronger slice selection and read-

out gradients, this requires a greater RF-power and a larger bandwidth, in turn

leading to an increase in thermal noise. Various pulse sequences have therefore

been developed to obtain pure fat or pure water images. Such sequences are

employed, when the strong signal of one compound obscures the weak signal of

the other.

One possibility here is to suppress the fat or the water signal with a saturation

pulse before beginning the actual imaging sequence. This employs a 90� pulse

which has exactly the frequency of the undesired compound and subsequently

dephases (spoils) the generated transverse magnetization with a strong gradient

pulse. The imaging sequence that follows then acts only on the desired compound

(Haase et al., 1985).

In some cases, pure fat and water images are generated using two pulse se-

quences with different readout delays. The difference is chosen so that the magne-

tization of fat and water is parallel in one case and antiparallel in the other case
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(Dixon, 1986). Adding and subtracting the signals from the two sequences yields

either a pure fat or a pure water image. The technique of identifying metabo-

lites by employing echo times that generate defined in-phase or opposite-phase

alignment of the transverse nuclear magnetization is called spectral editing. This

approach can be used, for example, to separate lactate from lipid resonances in

proton spectroscopy.

Of special interest here is the detection of metabolites, either by the NMR of hy-

drogen 1H or of other nuclei, such as phosphorus 31P. Due to the very low concen-

trations of metabolites, their NMR signal is much weaker than that of water and

fat. In order to obtain a sufficient S/N ratio, it is therefore necessary to work with

lower spatial resolution and longer acquisition times than with normal imaging.

Measuring chemical shifts requires a B0-field with a high field flux density

(>1 T) and very good homogeneity. Either the spectrum of a single volume ele-

ment can be measured (single voxel spectroscopy) or the spatial distribution of spec-

tra in the object can be acquired (chemical shift imaging). Furthermore, the slight

temperature-dependence of the chemical shift of water (ca. �0.01 ppm K�1) offers

another possibility for temperature measurement with MRI (besides longitudinal

relaxation and diffusion).

In the human brain, metabolites such as choline, glutamic acid and N-acetyl as-
partate can be identified using proton spectroscopy. Likewise, alcohol consumed by

the individual under investigation can also be detected. A B0-field homogeneity

necessary to resolve the chemical shifts of these compounds is usually not achiev-

able over the entire sensitive volume of the RF-coils. A common procedure, there-

fore, is first to acquire a 2D or 3D-image and then to select the region from which

the spectrum is to be obtained. This region is then excited with three selective RF-

pulses. By observing the free induction decay (with all gradients switched off ), the

B0-field is shimmed. The best magnetic field homogeneity is obtained in the se-

lected volume when the area under the FID is a maximum.

Since the intensity of the water signal can be several orders of magnitude greater

than that of the signals from metabolites, it must be suppressed, for example with

a saturation pulse. The subsequent volume selection sequence – for example a se-

lective 90� pulse with a gradient in the x-direction and two selective 90� or 180�

pulses with a gradient in the y- and z-directions – then acts only on the metabo-

lites, the spectral lines of which result from a Fourier transformation of the FID

(Bottomley, 1987).

For diagnostic purposes, a quantitative determination of the concentration of the

metabolites in the localization volume is desirable. However, due to the many un-

known calibration factors, one is usually restricted to the analysis of relative peak

heights. Among the disorders studied with 1H-NMR spectroscopy are included tu-

mors in adults and children, epilepsy, stroke, neurodegenerative diseases, psychiat-

ric disorders, and inborn genetic disorders.

It has also been shown that complementing an MR imaging procedure with

spectroscopy significantly increases the diagnostic value of prostate examination.

Additional spatially and spectral selective saturation pulses suppress lipid contam-

inations. In healthy prostate tissue the signal of citrate with a chemical shift of 2.6
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ppm dominates, while the signal of choline-containing compounds at 3.2 ppm is

relatively low. Since these signal levels appear to be significantly altered in cancer-

ous tissue, the choline over citrate signal ratio has been suggested as a pathologic

marker.

The chemical shifts of 31P lines are larger than those of protons, so that the field

homogeneity requirements are less stringent. The reduced sensitivity of 31P due to

its small magnetic moment and natural abundance requires the S/N ratio to be im-

proved by repeating the measurement several times; this permits the acquisition of

a complete spectroscopic image, rather than a 31P spectrum from only a single

voxel.

In spectroscopic imaging, spatial resolution is achieved either solely by 3D-

encoding or by selective excitation and 2D-encoding. The signal is observed as

free induction decay in the absence of any gradients. A 3D or 4D-Fourier transfor-

mation results in a data set consisting of the voxels for the investigated region,

with a spectrum for each voxel (Brown et al., 1982). In 31P spectra from living tis-

sue, adenosine triphosphate, phosphocreatine and inorganic phosphate can usually

be recognized. Instead of viewing the spectrum in each single volume element, the

spatial distribution of the single metabolites can also be displayed as an image.

Phosphocreatine (PCr) serves as an energy store to provide adenosine triphosphate

(ATP) by the action of creatinine kinase, and acts as a fuel for energy-consuming

processes in cells (e.g., muscular activity). This leads to the formation of inorganic

phosphate (Pi,), for which the chemical shift depends on the pH value of the sur-

roundings, thereby permitting quantification of the intracellular pH value.

Although at first NMR spectroscopy in living beings appears attractive because

it should permit immediate insight into cell metabolism, its clinical importance

has remained limited until now. Compared to nuclear medicine, where radioactive

tracers can be detected at very low concentrations, NMR is a very insensitive

method. This restricts its application with regard to components other than fat

and water to detecting volume elements that are several cm3 in size, and to metab-

olites of limited biological or medical value.

In addition to 1H and 31P, other nuclei (e.g., 13C and 23Na) have been investi-

gated in vivo, but have not yet proved to be of clinical importance. 19F has been

detected in vivo from drugs used to treat cancer, while hyperpolarized 3He or
119Xe have been investigated as gaseous contrast agents for imaging the lungs. Al-

though in vivo NMR spectroscopy or imaging with nuclei other than hydrogen re-

mains an interesting field of research, it has not yet achieved clinical importance,

as for example imaging with hydrogen nuclei.

3.2.13

System Design Considerations

A magnetic resonance imaging system closely resembles the type of processor-

based Fourier NMR spectrometers used routinely in analytical chemistry. However,

the system is adapted to the size of a human patient, and the components and soft-
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ware are structured to meet imaging requirements. A block diagram of an MR

imager is shown in Figure 3.19. Of particular importance is the system or host

computer, which controls all components of the system often applying digital pro-

cessors themselves, and acts as the interface to the user. The software used must

control the system, run the imaging sequences, perform image reconstruction and

interact with the user, as well as perform archiving and increasing numbers of

post-processing tasks.

The magnet is by far the most important (and expensive) component of the

equipment. Although high magnetic fields are often employed in order to obtain

a better S/N ratio, the use of fields above 1 Tmay encounter problems concerning

the RF-field. RF-power absorption increases with the Larmor frequency squared

(Eq. 3.21), and so must be restricted in order not to exceed a value according

to the metabolic turnover of 1 W kg�1. Furthermore, at Larmor frequencies above

60 MHz the penetration depth of the RF-field due to the skin effect can lead to

shadowing in the image for large objects (Bottomley and Andrew, 1978). As the

wavelength of the RF-field approaches dimensions in the human body, dielectric

resonances can occur, causing image artifacts. In spite of these problems, the

advantages of high magnetic fields with respect to S/N ratio and to enable good

differentiation of metabolites prevail, such that 3 T magnets are currently on the

verge of routine clinical use.

The gradient strength is another important factor which affects the performance

of an MR imaging system. A minimum condition for gradient strength, namely to

take into account the line broadening across one pixel, was mentioned previously

(Eq. 3.30). In general, however, the gradient strength is chosen to be still larger, for

Fig. 3.19. Block diagram of an MRI system. ADC ¼ analog-to-digital

converter; DAC ¼ digital-to-analog converter.
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example in order to reduce signal decay during the encoding phase preceding the

readout phase or to acquire several lines in Fourier space, as in TSE or EPI. Strong

gradients are also necessary for sequences sensitive to flow, perfusion, or diffusion.

The switching time for the gradients must always be as short as possible, since un-

desired signal decay occurs during switching intervals.

Switching the large currents of the gradients in the field of the magnet causes

Lorentz forces that act on the gradient coils. As a consequence, the mechanical os-

cillations are excited, giving rise to acoustic noise that in fields of 1.5 T can easily

exceed 100 dBA. Although constructive measures are applied and special pulse se-

quences designed for noise dampening, the wearing of ear protection by patients is

mandatory in most cases in order to avoid damage to the hearing.

The gradient strength and switching time are ultimately limited by the electro-

physiology of the patient, who will eventually experience stimulation of the periph-

eral nerves. During the early 20th century, the French physicist and physician

Georges Weiss found that the threshold for electrical stimulation of nerves de-

pended on the duration of the stimulating pulse (Weiss, 1901). According to the

law of induction, an electric field can be generated with a time-varying magnetic

field. By adopting Weiss’ findings, the stimulation threshold of a train of magnetic

field pulses dB=dt of duration t can be estimated by the relationship:

dB

dt
ðtÞ ¼ _BBRheo 1þ TChron

t

� �
ð3:45Þ

The so called rheobase _BBRheo is the asymptotic threshold for t ! y. The influ-

ence of shorter pulses is described by the chronaxie TChron, which can be consid-

ered as the pulse length at which the actual threshold is twice the rheobase. As the

induced electric field strength also depends on both object size and magnetic field

distribution (at MRI, a gradient), the rheobase can vary. Test series with human

volunteers indicate values of ca. 20 T s�1 for _BBRheo and 370 ms for TChron (Schaefer

et al., 2000), though these may show inter-individual differences. Reliable models

(e.g., SAFE; stimulated approximation by filtering and evaluation; Hebrank and

Gebhardt, 2000) have been developed that describe all dependencies of the stimu-

lation threshold. These are implemented in clinical scanners so that nerve stimula-

tion can be predicted. Nerve stimulations by switched magnetic field gradients,

though painful, are harmless as they occur at much lower values than would cause

any serious adverse effects, for example on the cardiac system (Budinger et al.,

1991). Nevertheless they must be avoided during routine scans.

3.2.14

Magnets

Today, magnets with B0-fields of up to 7 T with a bore designed for whole-body

applications are used in research investigations. Such high magnetic fields are

explored for high-resolution imaging and spectroscopy, including nuclei other
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than protons (Barfuss et al., 1988). No severe biological effects are known to have

been caused by static magnetic fields, other than some individuals who have re-

ported nausea and a metallic taste when moving within the instrument. This ef-

fect, as well as a reduced mating rate in mice (Zimermann and Hentschel, 1987),

is most probably due to eddy currents induced in conductive tissue.

B0-fields between 0.2 and 1.5 T are applied routinely in the clinical situation, and

are generated using different magnet designs (Fig. 3.20). Magnetic fields above

0.5 T in a volume suitable for patient investigations can only be obtained with

superconducting magnets (supercons). Here, stringent design constraints must

be considered, as superconductive wire is limited in its current-carrying capacity

(superconductivity quenches at a critical magnetic field strength). One suitable ma-

terial here is multifilament wire; this typically consists of 30 niobium-titanium

strands each of 0.1 mm diameter, embedded in a copper matrix of approximate

diameter 2 mm. The copper matrix must carry the current in case the supercon-

ducting filaments become resistive. These wires can carry currents of up to 500 A

when cooled by liquid helium (4.2 K).

The desired flux density of the magnet then determines the number of windings

on a core of given length. For an average bore diameter of 1 m at 1 T, this results

Fig. 3.20. Examples of MR imaging magnets (Siemens Medical

Solutions). Upper left: Permanent 0.3-T magnet. Upper right:

Superconducting open 1-T magnet. Lower: Superconducting 1.5-T

magnet with a length of 1.20 m and an inner bore of 70 cm.
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in a wire length of several tens of kilometers. The winding is divided into several

subcoils, the number of turns of each being optimized in order to obtain the best

magnetic field homogeneity. Without having to consider external interference or

assembly tolerances, such a field would typically exhibit a variation of less than

5 ppm within a spherical volume of 50 cm. In practice, this figure is only on the

order of several 100 ppm, making additional shimming procedures necessary.

In order to use wire with even higher critical current and/or to reduce the re-

quirements for cooling, alloys other than NbTi have been investigated. Among cur-

rently available alloys, only Nb3Sn can be operated at 10 K and allows conduction

cooling, thereby avoiding the need for a liquid helium bath. However, this com-

pound is brittle and difficult to process. In future, new high-temperature supercon-

ducting (HTSC) ceramic alloys may be used; these are able to carry more current

than low-temperature superconductors at the temperature of liquid helium, but

they are even more complicated to manufacture in sufficient length.

Cooling of the superconducting magnet coils can be achieved either by forcing a

cooling agent, such as a liquefied gaseous mixture, through special cooling chan-

nels, or by placing the coils into a bath of liquid helium; the latter approach is by

far the most common, but care must be taken to minimize evaporation of the ex-

pensive helium. Hence, the liquid helium vessel is suspended on thin fiberglass

rods in a vacuum in order to minimize thermal convection. Thermal radiation

is reduced by filling the vacuum space with many layers of superinsulating foils

and the use of cooled radiation shields around the helium vessel. These shields

or cooled by refrigeration. State-of-the-art technology also recondenses evaporating

helium internally, allowing ‘‘zero boil off ’’ systems.

Once charged, superconductive magnets keep their field permanently, thereby

storing a considerable amount of energy. For a 1-T magnet with an inner bore of

1 m diameter, this energy is about 1.75 MJ. In case of an emergency, the magnet

can be discharged rapidly by electrically heating the flux coil to above the critical

temperature for superconductivity. The energy is then dissipated through resistors

connected in parallel to the windings, thereby evaporating the liquid helium.

The fringe field of superconducting MR magnets presents a major source of risk,

since in its gradient ferromagnetic parts are exposed to strong forces. On occasion,

iron fragments may be accelerated into the magnet bore, causing major damage

and even lethal accidents if persons are hit. When patients are close to a super-

conducting MRI magnet, their pacemakers can be influenced, hearing aids dam-

aged, and credit cards erased. MR imaging magnets, therefore, must be placed in

a controlled zone that is inaccessible to the public. In order to reduce the extension

of the fringe field, superconducting coils with an oppositely directed current

around the field coils (Mansfield and Chapman, 1986) are now employed. At such

actively shielded magnets the dipole field vanishes almost entirely and only an

octupole field remains, which decreases with the 5th power of distance.

B0-fields below 0.5 T are generated with iron yoke magnets driven by permanent

magnetic material such as NdFeB. The large amount of iron necessary leads to

weights that can easily exceed that of a supercon by a factor of two. In order to

form the flux return path (e.g., C-shaped), appropriately dedicated open magnet de-
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signs are possible, and these lend themselves very well to investigations of adipose

and claustrophobic patients (Fig. 3.20). Likewise, interventional procedures can be

performed and children can be attended during the investigation.

3.2.15

Shimming

Due to the influence of the surroundings and to manufacturing inaccuracies, addi-

tional means are required to ensure the homogeneity of the magnet. Since a mag-

netic field in vacuum obeys the Laplace equation, its spatial distribution can be de-

scribed with a spherical harmonic expansion:

B0ðr; Q; jÞ ¼
XN
n¼0

XMaN

m¼0

r

R

� �n
Pm
n ðcos QÞ½Am

n cos mjþ Bm
n sin mj� ð3:46Þ

From a field measurement across the surface of a sphere with radius R, the co-

efficients of the expansion can be determined and the total magnetic field distribu-

tion within this sphere calculated.

In order to shim a supercon, current-carrying resistive windings are arranged

on a cylindrical tube inside the magnet bore, and configured so that the field of

each partial winding corresponds to one coefficient of the harmonic expansion

(Figs. 3.21 and 3.22). The orthogonality of the spherical harmonics corresponds to

Fig. 3.21. Basic winding schemes for the zonal magnetic field

terms used for shimming and the related field patterns (lines of

constant flux density B0). The configuration for Z1 is basically

also used to generate the magnetic field gradient Gz

(Zn G Pn(cos Q, r
2 ¼ x 2 þ y2)).
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coils, which are almost completely decoupled both from the superconducting coil

and from each other. The higher the degree and order, the more complex the shim

coil set becomes; typically, 12 coils are used for compensating zonal aberrations to

the 4th degree and tesseral to the 2nd order.

Frequently, field inhomogeneities are compensated by mounting iron plates in

the magnet bore, or outside the cryostat. For each standard plate position, one can

determine the field expansion generated. In this case, however, the expansion con-

tains more than one coefficient. At a field strength such as generated with super-

cons, the iron plates are magnetically saturated so that the effect of several plates

gives rise to linear superpositioning. By varying the linear combination of the dif-

ferent field expansions, corresponding to various positions of the iron plates, the

magnet can then be shimmed.

3.2.16

Gradient System

To improve the spatial resolution, reduce the measurement time, perform diffu-

sion measurements and allow increasingly complex pulse sequences, fast-

switching magnetic field gradients qBz=qx, y, z of high strength are required.

However, as the magnetic field within the imaging volume has no vortexes (i.e.,

‘�~BB ¼ 0), a gradient in the x- or y-direction of the B0-field must also always lead

to a gradient of a Bx or By component. These so-called Maxwell gradients can cause

image distortions when working with weak magnetic fields.

Fig. 3.22. Basic winding schemes for the tesseral field terms used

for shimming (XG P11 cos j, ZXG P21 cos j, X
2 � Y 2 G P22 cos j,

Z2XGP31 cos j). The configuration for X is basically also used

to generate the magnetic field gradients Gx and Gy, respectively.
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In principle, gradient coils are designed with the same geometry as the first-

order shimming coils. The dimensions of the windings, on the other hand, are

adapted to much larger currents and to short switching times. As has been men-

tioned in Section 3.2.13, the pulsed current flowing through the gradient coils

leads to mechanical vibrations, which translate into movements of the air mole-

cules around the gradient coils, and in this way considerable noise is generated.

The noise can be significantly amplified by the mechanical resonance of the coil

system and acoustic resonance of the cavities between the windings. Possible

countermeasures include a rigid construction with small sound-emitting surfaces,

a design avoiding mechanical and acoustic resonance frequencies within the band

of excitation, and acoustic insulation.

The switched gradient creates eddy currents in the conducting surfaces of

the surrounding gradient coil, mainly in the cryo-shields of the superconducting

magnets, which counteract the magnetic field changes. The effect of this is equiva-

lent to a low-pass filtering of the time variation of the gradient shape, but in prac-

tice this can be compensated by appropriate high-pass filtering of the gradient driv-

ing pulse. However, since the eddy current distribution – especially in the radial

direction – differs from the coil current distribution, the spatial dependence of the

magnetic field due to the eddy currents can differ from that of the gradient coils.

A spatial gradient field distortion varying in time then results, which cannot be

compensated with a shaped driving pulse. This must be taken into consideration

when designing the gradient coils. These effects can be minimized with the use

of actively shielded gradient coils.

Gradient strengths up to 45 mTm�1 (or even 72 mTm1 when all three gradient

axes are energized simultaneously) with a rise time of 50 ms m mT�1 are now in

clinical use. In order to generate current pulses of suitable duration and amplitude,

including eddy current compensation, special high-precision gradient power sup-

plies with low ripple and noise are necessary. The switching of electric power of

1 MW within <0.5 ms is a formidable technical challenge.

3.2.17

RF-System

The transmitter and receiver coils (antennas), the provision of shaped RF-pulses

for excitation of the magnetic resonance, and the detection of signals in phase and

amplitude are implemented in the RF-system. Although in principle the same coil

can be used for transmitting and receiving, the two tasks are mostly covered by

separate coils. A large transmit coil provides for the best RF-field homogeneity,

while the S/N ratio is optimized with local receiver coils.

As discussed in Section 3.2.2, the NMR phenomenon requires circularly polar-

ized RF-fields. The RF-power required for spin excitation places limitations on im-

age sequences in order not to generate excessive heat in the patient. A reduction of

power absorption by a factor of 2 can be achieved using circularly rather than line-

arly polarized transmitter coils. Circularly polarized receiver coils lead to an im-

provement of the S/N ratio by a factor of
ffiffiffi
2

p
.
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MR antennas make use of only the near field. With body antennas, the geomet-

ric dimensions are already comparable with the wavelength, especially at Larmor

frequencies larger than 20 MHz. Therefore, coils with concentrated inductances

can no longer be constructed, and resonators (so-called birdcages; Tropp, 1989) are

used instead. These employ circularly arranged rods parallel to the B0-field that are

driven by currents with sinusoidally varying amplitudes along the circumference

(Fig. 3.23).

For receiving, as mentioned above, much reliance is placed on local coils. These

are, in the simplest case, single loops placed directly above the organ to be investi-

gated, such that the direction of the RF-field is perpendicular to the coil surface.

Two loops side-by-side but with opposite winding directions (a so-called butterfly)

generate an RF-field parallel to the coil surface. With a combination of the two coil

designs, the full circular RF-field of the precessing magnetization can be retrieved.

The decreasing signal with distance leads to an intensity variation in the MR-

image, which can be compensated during image processing. The field of view can

be increased without loss in sensitivity when several decoupled local coils are used,

each with its own signal acquisition path (phased array; Roemer et al., 1990) (Fig.

3.24). In this way, several independent images are acquired at the same time, and

these are combined into a single image in the system computer. For dedicated ap-

plications special coils are applied; an example is endo-cavitary investigations for

imaging the prostate gland. For imaging of the extremities, flexible coils have

been developed, with solenoids applied at the mamma.

The signal from the NMR detection coils are amplified in preamplifiers with a

very low noise figure, and then demodulated. Today, mostly digital demodulators

are employed to avoid stability problems. As the clock rates of current analog-to-

digital converters (ADCs) cannot yet directly convert the RF-signals of high-field

MR scanners, they are first mixed down from the Larmor frequency to an interme-

diate frequency by analog mixers. The intermediate frequency signals are then

Fig. 3.23. Design principle of a bird cage resonator; the rods are connected by capacitors.
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digitized and digitally multiplied with an in-phase and a 90� out-of-phase local sine
wave to directly obtain the real and imaginary parts of the nuclear magnetization

in the rotating frame. After suppressing frequency components above the Nyquist

frequency with a low-pass filter, the signals are further processed in the system

computer for image reconstruction.

A single side band modulator is used to generate the transmitter pulses. The am-

plitude and frequency of the required pulse in the rotating frame are provided by

the MRI system computer as complex digital information. Real and imaginary

parts are multiplied each with a digitally generated harmonic signal with a phase

shift of 90�. The two modulated waves are added and mixed upwards to obtain the

Larmor frequency in order to be fed to the RF-amplifier, which drives the transmit-

ter coil.

At B0-fields of 1.5 T, RF-pulse powers of up to 15 kW are required. For certain

pulse sequences, the average power transmitted to the patient (specific absorption
rate, SAR) would already exceed international safety standards (EN/IEC, 2002).

Clinical MR imaging systems must therefore determine for each patient, which

RF-power is needed for a certain pulse angle (e.g., a 90� pulse), so that pulse se-

quences leading to too-high an energy loading can be avoided. For example, at field

strengths of 1.5 T the repetition time with spin echo sequences is no longer limited

by the performance of the MR imaging system, but by the SAR.

MR imaging systems must be effectively shielded because, on the one hand, the

transmit pulses could lead to external interference with communication systems,

while on the other hand the pick-up of external RF-signals would severely interfere

with the NMR signal and result in image distortions. A shielding factor greater

than 100 dB is normally required, and consequently the magnet is usually installed

in a room having walls covered with copper foil, while the electronics and operat-

Fig. 3.24. Total imaging matrix (TIM) enabling whole-body

imaging without patient repositioning. The field of view is

selected with the table position and the coil channel selector.

TIM is very well suited to partial acquisition techniques (PAT).
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ing console are outside. RF-shielded doors are used, and all connections leading

into the magnet room are carefully filtered. Special RF-shielded windows allow

the operating personnel to observe the patient during an examination. A commu-

nication link with television-monitoring and an intercom are also provided.

3.2.18

Conclusions

Since the early 1980s, when the first commercial instruments became available,

clinical MR has expanded rapidly in terms of both medical applications and the

number of units installed. Although initially considered to be an expensive method

to create images of inferior quality, MRI has since established itself as a clinical di-

agnostic tool in previously inconceivable applications, and the potential of the

method remains unexhausted. In fact, MRI has led to the first large-scale indus-

trial application of superconductivity and has brought about a far greater public

awareness of a physical phenomenon previously known only to a handful of

scientists.

Until now, the growth and spectrum of applications of MR have exceeded all

predictions. Today, a total analysis of the morphology and function of the heart,

including the coronary arteries, seems realistic, while diffusion-weighted imaging

can show infarcted regions in the brain and diffusion tensor imaging enables the

display of nerve fiber bundles. The BOLD effect provides for an intrinsic contrast

agent allowing functional imaging. Clearly, MRI is entering the domain of nuclear

medicine (and is even competing with biomagnetism).

Current technological trends are directed to still faster acquisition times and bet-

ter image quality. Since further increases in magnetic gradient strength are limited

due to the stimulation of peripheral nerves, partial acquisition techniques such as

SMASH, SENSE and their derivatives will lead to increasingly advanced RF-coil

configurations. In modern MR scanners, up to 76 different coil elements can be

combined with 32 independent RF-channels, allowing patients to be scanned from

head to foot within a few minutes, simply by moving them through the magnet

bore (Magnetom Flash, 2004). This offers the possibility of screening with MR for

cancer or circulatory deficiencies. Moreover, image quality is increased by applying

stronger magnetic fields. Indeed, 3-Tmagnets are today being introduced into clin-

ical routine, while whole-body magnets of 7 T or more are the subject of intense

research.

In order to allow better patient access, more open magnets are required. Al-

though in the past this has been the domain of low-field systems with their limited

image quality, short high-field magnets with a large inner bore are now available,

the dimensions of which approach those of an X-ray CT scanner. An alternative de-

sign, though more complex and expensive, employs magnets with a vertical field

that is generated by two superconducting coil systems (see Fig. 3.20).

Open magnets facilitate the use of MRI as an imaging modality during mini-

mally invasive procedures, for example in stereotactic brain surgery, tumor abla-
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tion, or vascular procedures. Dedicated nonmagnetic tools are required for this

purpose. Though still at the research stage, interventional MR has shown great

promise due to its high soft tissue contrast and the possibility of measuring tissue

temperatures noninvasively.
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3.3

Modern Applications of MRI in Medical Sciences

3.3.1

New MRI Techniques for Cardiovascular Imaging

Debiao Li and Andrew C. Larson

3.3.1.1

Introduction

Although over 20 million cardiovascular imaging examinations are performed an-

nually using X-ray angiography, echocardiography, or nuclear medicine, the rapidly

evolving techniques of cardiovascular magnetic resonance imaging (CMRI) offer

many advantages which may ultimately position MRI as the modality of choice

for cardiovascular imaging. MRI offers a host of contrast mechanisms which can

be readily adapted to delineate tissues and physiological phenomena of particular

diagnostic importance. This flexibility has led to the promise of a ‘‘one-stop shop’’

comprehensive CMRI examination using only a single modality for diagnostic

cardiovascular imaging (Pettigrew et al., 1999). In this section, CMRI techniques

for the interrogation of cardiovascular morphology, cardiac function and flow, myo-

cardial perfusion, myocardial viability, and coronary MR angiography will be

described.

3.3.1.2

Cardiovascular Morphology

Static anatomical imaging of the cardiovascular system has been performed using

spin echo-based MRI techniques for a number of years. With the introduction of

multi-echo spin echo techniques – known as turbo spin echo (TSE) or fast spin echo
(FSE) – the possibility of acquiring high-resolution images of the heart and blood

vessels within a breath-hold (Simonetti et al., 1996), or even in a single heartbeat

(Laub et al., 1995), have become a reality (Fig. 3.25). Signal from moving blood is

typically suppressed using black blood inversion recovery preparation techniques.

The primary application of black blood TSE is for morphological imaging of the
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myocardium, valves (Arai et al., 1999), and thoracic blood vessels. More recently,

high-resolution variations of black blood TSE have been applied to imaging of the

vessel walls and atherosclerotic plaque in the aorta (Fayad et al., 2000a) and coro-

nary arteries (Fayad et al., 2000b).

3.3.1.3

Cardiac Function and Flow

MR cineangiography (‘‘cine’’) involves acquiring a series of images depicting tissue

position throughout the cardiac cycle, allowing not only an interrogation of cardio-

vascular morphology and motion but also an assessment of cardiac function (At-

kinson and Edelman, 1991). MR cine techniques allow the measurement of myo-

cardial mass, ejection fraction, and wall thickness. Cinematic viewing of these

image series allows detection of hypokinetic or hyperkinetic wall motion abnormal-

ities. MR flow imaging techniques allow the measurement of blood flow velocity

for functional measurements and the detection of hemodynamic abnormalities.

Segmented Cine

MR cineangiography is generally performed with segmented acquisition strategies

during a breath-hold using a steady-state free precession (SSFP) technique. Electro-

cardiographic triggering is generally required. Detection of the R wave triggers re-

peated acquisition of a k-space segment during each cardiac cycle. Imaging data is

Fig. 3.25. Short-axis (a) and long-axis (b) black-blood cardiac

images. Each complete image was acquired in about 300 ms,

a sufficiently short acquisition duration to avoid most respiratory

motion artifacts.

344 3.3 Modern Applications of MRI in Medical Sciences



synchronized by simply combining those segments acquired at the same cardiac

phase to produce an image. Ideally, chosen cine acquisition parameters should

allow reconstruction of 15 to 20 cardiac phases depending upon a patient’s heart-

rate.

Temporal resolution for cineangiography can be increased by using ‘‘sliding-

window’’ echo-sharing techniques (Riederer et al., 1988). Rather than simply re-

constructing images at the cardiac cycle positions of the acquired phases, interme-

diate images can be reconstructed by ‘‘sharing’’ sub-sets of the phase-encoding

lines acquired during adjacent phases to reconstruct intermediate images and

thereby provide a greater temporal resolution. The following set of imaging param-

eters are typical of those commonly utilized for SSFP segmented cine imaging

with state-of-the art 1.5-T clinical scanners for an eight heartbeat breath-held acqui-

sition: 6 mm slice thickness, 300� 250 mm2 field of view (FOV), repetition time

(TR)/echo time (TE) ¼ 3.0/1.5 ms, 60� flip-angle, 15 lines per segment, 256� 120

matrix, 1:2� 2:1 mm2 in-plane voxel size.

For the assessment of myocardial function, cine image series are typically ac-

quired in four-chamber, three-chamber, two-chamber, and short-axis orientations.

Short-axis images are typically acquired as a stack of eight to ten parallel slices

evenly spaced to cover the left ventricle from base to apex. Examples of these four

imaging orientations are shown in Figure 3.26.

Real-Time Cine

Real-time (RT) cine imaging techniques can be utilized when either breath-holding

or electrocardiographic (ECG) gating are not possible. For these techniques,

k-space data for the reconstruction of each cardiac image are acquired within tem-

porally distinct acquisition windows rather than multiple acquisition windows

from multiple cardiac cycles. Real-time techniques inherently eliminate the issues

associated with cardiac gating, but inevitably increase the difficulty of achieving a

temporal resolution, spatial resolution, signal-to-noise ratio (SNR), and overall

image quality sufficient for clinical utility.

The utilization of efficient acquisition strategies is critical for effective RT cin-

eangiography. Recently, the most effective strategies for RT cine MRI involved the

combination of SSFP pulse sequences with either the GRAPPA (Griswold et al.,

2002) or TSENSE (Kellman et al., 2001) parallel imaging techniques. Whereas RT

SSFP sequences alone can provide temporal resolution on the order of 55 ms

with echo-sharing while achieving in-plane spatial resolution of 2:3� 4:5 mm2

(300� 225 mm2 FOV; TR/TE ¼ 2.2/1.1 ms; 128� 50 matrix), SSFP combined

with parallel imaging techniques with up to fourfold acceleration can either in-

crease the temporal resolution to 27.5 ms (with no echo-sharing) or alternatively

increase the spatial resolution to 2:3� 2:25 mm2. Radial (Shankaranarayanan

et al., 2001) and spiral (Kerr et al., 1997) k-space sampling techniques have also

been shown to provide improved efficiency for RT cineangiography. The RT cine

images in Figure 3.27 were acquired using GRAPPA SSFP with a factor-of-2 accel-

eration to provide a temporal resolution of 55 ms (without echo-sharing) with spa-

tial resolution of 2:3� 3:8� 7:0 mm3.
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Myocardial Tagging

Myocardial tagging combined with cineangiography can permit tracking of discrete

tissue points within the myocardium, and therefore more accurate evaluation of re-

gional myocardial deformation (McVeigh and Zerhouni, 1991). Myocardial tagging

is performed by saturating thin parallel sections of tissue early in the cardiac cycle,

ideally immediately following ECG R-wave detection. The tags deform along with

the myocardium during contraction and relaxation. The saturation tags are most

commonly applied using spatial modulation of magnetization (SPAMM) tech-

niques (Axel and Dougherty, 1989). Grid tags can be generated by the application

of two sets of SPAMM tags in perpendicular orientations, as shown in the short-

axis images in Figure 3.28 with 400� 320 mm2 FOV, 256� 144 matrix, and

8 mm SPAM tag spacing. Tag spacing is generally limited to no less than 5 mm.

Fig. 3.26. Conventional imaging orientations for the assessment

of cardiac function include (a) four-chamber, (b) three-chamber,

(c) two-chamber, and (d) short-axis (typically base-to-apex stack,

only mid-ventricle slice shown).
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Fig. 3.27. Short-axis images at diastole (a) and systole (b)

Fig. 3.28. SPAMM cardiac cine images in the mid short-axis

orientation shortly after tag saturation following R-wave trigger

(a), end-systole (b), and late diastole (c). Note the fading of tag

lines during diastole resulting from T1 relaxation.
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Cinematic viewing of the resulting tagged image series can be very informative

to trained observers when attempting to locate regions of myocardial wall motion

abnormalities. Advanced image processing utilities also permit the automated

tracking of these tag lines during myocardial contraction and relaxation, allowing

quantitative measurement of the shortening and elongation of myocardium along

with the computation of stress–strain relationships (Moore et al., 1999).

Flow

Spins moving parallel to a magnetic field gradient accumulate phase proportional

to velocity and the first-order moment of the applied magnetic field gradients

(Moran, 1982). While generally only magnitude images are reconstructed for most

CMRI applications, the reconstruction of phase images can be very useful for the

measurement of blood flow velocity (Axel and Morton, 1987). Assuming adequate

velocity compensation along two spatial dimensions, the spins can be velocity en-

coded along the third dimension such that voxel phase in the resulting images cor-

responds to flow velocity along the axis of velocity encoding. The maximum flow

velocity for which a given velocity encoding sequence can avoid aliasing is known

as the ‘‘VENC’’ of the sequence.

Most MR velocity mapping techniques involve acquiring two cine image series,

each synchronized with the cardiac cycle while reversing the polarity of the velocity

encoding gradients between the two acquisitions. A single cine image series can

then be generated by subtracting the phase of the negative polarity series from

the phase of the positive polarity series. The intensity of the resulting images can

then be converted to a velocity measurement based upon the known first-order gra-

dient moment at TE. Measurements with opposite polarity-encoding gradients are

necessary in order to eliminate phase artifacts unrelated to flow. Each set of two

measurements will ultimately produce a single image series with velocity encoding

in a single dimension. Acquisition of two additional data sets along each dimen-

sion is necessary in order to provide velocity information along all axes. The result-

ing velocity map images are displayed with gray-scale values such that dark pixels

represent negative velocities (black ¼ maximum negative velocity) whereas bright

pixels represent positive velocities (white ¼ maximum positive velocity), with gray

mid-range pixels representative of static tissue. Examples of through-plane velocity-

encoded images in a transverse slice orientation perpendicular to the great thoracic

vessels are shown in Figure 3.29.

The most clinically relevant flow imaging orientations include cross-sections

through the mitral valve, tricuspid valve, aorta, and pulmonary artery. While flow

imaging techniques must use a sufficiently narrow slice thickness to avoid intra-

voxel dephasing effects, reduction of slice thickness is ultimately limited by the

SNR.

Post-processing tools can be utilized to convert flow velocity measures (cm s�1)

to flow volume measures (mL s�1) based on voxel size. Typically, a polygonal

region-of-interest (ROI) is drawn encompassing the lumen of a vessel in order to

generate a time curve representative of the mean flow volume within a particular

vessel.
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3.3.1.4

Perfusion

CMRI perfusion imaging techniques attempt to identify regions of restricted coro-

nary artery blood flow resulting in reduced perfusion of the myocardial capillary

beds. The only clinically validated CMRI perfusion measurement technique in-

volves monitoring the first pass of gadolinium-based contrast agent into the myo-

cardium (Manning et al., 1991). A delay in uptake of the contrast agent is an indi-

cation of a perfusion deficit potentially resulting from coronary artery occlusion.

First-pass contrast-enhanced perfusion imaging involves acquiring a series of

single-shot images immediately following intravenous injection of Gd-DTPA in

order to monitor myocardial uptake of the contrast agent. The contrast agent is ad-

ministered by peripheral injection into the antecubital vein at injection rates from

3 to 5 mL s�1, typically using a full dose of 0.1 mmol kg�1. Single-shot images are

acquired at multiple slice positions during each cardiac cycle, usually over a period

of 30–40 s. Saturation recovery (SR) magnetization preparation is applied prior to

the sampling of images at each slice position. Because Gd-DTPA is a T1-shortening

contrast agent, saturation enhances the conspicuity of tissue containing the con-

trast agent relative to the surrounding tissues. While SR techniques provide

weaker T1-weighting than competing inversion recovery (IR) preparation tech-

niques, IR strategies are difficult to combine with a multislice acquisition and are

quite sensitive to variations in cardiac cycle length. For these reasons, IR prepara-

tion approaches are less commonly utilized for first-pass perfusion imaging.

Perfusion defects are more readily detected under stress conditions. First-pass

imaging is therefore commonly performed during pharmacological stimulation to

artificially increase blood flow to the myocardium. Stimulation can generally be ac-

Fig. 3.29. (a) Systolic and (b) diastolic through-plane velocity-

encoded images in a transverse slice orientation crossing the

great thoracic vessels. Note the opposing directions of flow in

the ascending and descending aorta during systole (a) and the

expected relative lack of flow during diastases (b).
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complished with dipyridamole or adenosine, causing dilation of the coronary ar-

teries. Stenotic vessels are unable to respond to the same degree as normal vessels,

giving rise to regional differences in myocardial blood flow.

Relatively long myocardium contrast agent wash-out times generally allow only a

single first-pass measurement during an examination, and therefore adequate

heart coverage must be achieved by the slice positions sampled during each heart-

beat of the first-pass scan. Sufficient spatial resolution (@2� 2� 8 mm3) is neces-

sary to detect clinically significant ischemic regions. However, the acquisition win-

dow for each single-shot image should not exceed@120–150 ms in order to avoid

artifacts at the left ventricular blood pool to endocardium interface caused by mo-

tion artifacts. Depending upon patient heart rate, a trade-off must be made be-

tween overall coverage and spatial resolution. With state-of-the-art hardware and

software, typically three to five short-axis slices are sampled during each heartbeat.

Ideally, a first-pass imaging sequence should result in images with signal intensity

directly proportional to Gd-DTPA contrast agent concentration in order to allow ac-

curate perfusion measurements.

The series of short-axis images in Figure 3.30 was acquired after 0.1 mmol kg�1

injection of Gd-DTPA using first-pass SR SSFP imaging with the following param-

eters: TR/TE ¼ 2.2/1.1; 300� 225 mm2 FOV; 128� 60 matrix; 8-mm slice thick-

ness; TI ¼ 60 ms.

Trained observers can qualitatively assess first-pass image series for the presence

of perfusion deficits. Alternatively, specialized software can be used to extract infor-

Fig. 3.30. Six consecutive images at a single short-axis slice

position from a first-pass perfusion series acquired using the

SR SSFP technique. Note that the contrast agent bolus first

enters the right ventricle, then the left ventricle, before

perfusing into the myocardium.
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mation from dynamic perfusion studies and present it in useful forms. Contours

are drawn to segment the myocardium into localized regions. The mean signal

within these regions are used to generate time-intensity curves which provide the

semi-quantitative perfusion measures (Wilke et al., 1993) of up-slope, peak signal,

and area under up-slope, as shown for a single example region in Figure 3.31. Re-

gions with a perfusion deficit tend to exhibit a delayed up-slope and decreased

maximum signal intensity relative to normally perfused myocardium. These mea-

sures can be compared to clinical indexes of normal versus abnormal perfusion.

Fully quantitative assessments of myocardial perfusion are possible using first-

pass MRI with excellent correlation to microsphere measures in animal models

(Wilke et al., 1997). However, the complex strategies necessary for fully qualitative

measurements are somewhat time consuming currently limiting clinical applica-

tion.

3.3.1.5

Delayed-Enhancement Imaging

Differentiation between necrotic and stunned myocardium is critical when consid-

ering potential reperfusion therapies. Recently developed CMRI techniques are

rapidly gaining acceptance as an important clinical tool for the assessment of

myocardial viability. While T2-weighted spin-echo imaging (Ratner et al., 1985),

MR spectroscopic imaging (Yabe et al., 1995) as well as 23Na (Kim et al., 1999) and
39K (Parrish et al., 1997) MR imaging techniques have demonstrated utility for the

in-vivo assessment of myocardial tissue viability, delayed-hyperenhancement strat-

egies are the most commonly utilized MRI method for visualizing myocardial in-

farction in clinical practice (Kim et al., 2000). Injected Gd-DTPA contrast agents

diffuse into the interstitial spaces of both infarcted and viable myocardial tissues.

Fig. 3.31. First-pass time-intensity curve showing computation

of the semi-quantitative perfusion measures of up-slope, peak

signal, and area under up-slope.
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After about 15–30 minutes the contrast agent is reabsorbed from viable myocardial

tissues for excretion, but the reabsorption rate is significantly reduced in regions of

acute or chronic myocardial necrosis. When imaged using T1-weighted MRI, ne-

crotic tissues appear as regions of high signal intensity. A descriptive example of

myocardial signal in normal, ischemic, and infarcted myocardium is shown in

Figure 3.32. A combination of first-pass imaging with delayed-hyperenhancement

imaging can allow discrimination to be made between regions of myocardial ische-

mia and necrosis.

Segmented T1-weighted FLASH sequences are most commonly utilized for

delayed-hyperenhancement MRI (Simonetti et al., 2001). Inversion recovery mag-

netization preparation is applied to null viable myocardium prior to the acquisition

of each segment of phase-encoding lines. Delayed-hyperenhancement images are

acquired at 10–30 minutes after Gd-DTPA contrast injection. Often, a portion of

the contrast dose is administered during a first-pass perfusion examination (@0.1

mmol kg�1) with any final portion (additional@0.1 mmol kg�1) being adminis-

tered immediately following the first-pass examination.

Typical imaging parameters for a breath-held IR prepared FLASH acquisition for

delayed-hyperenhancement MRI include: TI ¼ 200–300 ms; 140 Hz per pixel BW;

138� 256 matrix; 23 lines per segment; TR/TE ¼ 8.0/4.0 ms, and flip-angle ¼ 20–

30� for an overall acquisition time of 12 heartbeats. Several images acquired with

this type of acquisition scheme are shown in Figure 3.33 (note the high signal in-

tensity of infarcted tissue regions relative to the normal myocardium).

3.3.1.6

Coronary MR Angiography

Despite the availability of various screening tests, including echocardiographic, ra-

dionuclide, and ultrasound approaches, a substantial minority of patients referred

for coronary angiography have no significant coronary artery disease (Manning and

Fig. 3.32. Descriptive example of myocardial signal following

Gd-DTPA contrast injection in normal, ischemic, and infarcted

tissues. Combination of first-pass imaging with delayed-hyper-

enhancement imaging can allow discrimination between regions

of infarction and ischemia.
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Edelman, 1993). There is a clear need for a noninvasive, cost-effective, and reliable

method of directly detecting functionally significant coronary artery disease (de-

fined as a reduction in the luminal diameter of at least 50%) in the high-prevalence

population.

The MR techniques used to evaluate the vascular anatomy – collectively known

as magnetic resonance angiography (MRA) – have become routine clinical tests in the

head and neck, abdomen, and extremities. However, MRA of the coronary arteries

is a more challenging task, and a number of factors have hindered its progress.

These include the motion of the heart during cardiac and respiratory cycles, the

highly tortuous course and small size of the coronary arteries, and the adjacency

of coronary arteries to epicardial fatty tissues, atrial appendages, coronary veins,

and major blood pools which have little natural image contrast with the coronary

arteries. The spatial displacement of coronary arteries during each heartbeat and

respiratory cycle is on the order of several centimeters. The proximal coronary ar-

teries have calibers in the range of 2 to 4 mm, and rarely exceed 5 mm in normal

humans (Hofman et al., 1995), while distal portions of the coronary arteries and

branch vessels are of even smaller sizes. The major challenge has been to over-

come the limitations of coronary artery motion during cardiac and respiratory

cycles. In order to eliminate cardiac motion effects, ECG-triggering has been used

to ensure that data are acquired during mid-diastole, whereas to eliminate respira-

tory motion effects, breath-holding or navigator-echo-guided respiratory gating and

slice following has been used.

Basic Imaging Scheme

A variety of protocols have been used for coronary artery imaging. A common fea-

ture of most methods is the basic sequence structure and the need to determine

Fig. 3.33. Delayed-hyperenhancement images in (a) short-axis

and (b) long-axis orientations, acquired using the IR FLASH

technique. Note the high signal intensity of infarcted tissue

regions relative to the nulled normal myocardium.
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optimal planes for imaging the coronary arteries. In this section, attention will be

focused on two major coronary artery imaging approaches that have undergone

preliminary clinical testing: volume-targeted breath-hold imaging; and free-

breathing imaging with navigator-echo-based motion correction. The basic tech-

nique for coronary artery imaging is an ECG-triggered, segmented 3D approach.

A certain delay time from the trigger signal is allowed to ensure that data are col-

lected during mid-diastole. This effectively freezes the heart motion, provided that

the heart returns to the same position for each heartbeat, and the data acquisition

window is short compared to the duration of diastole.

Contrast-Enhanced FLASH (fast low angle shot)

In volume-targeted imaging, a breath-hold scan with a thin slab is acquired to

cover a major coronary artery branch. Repeated scans are collected to cover differ-

ent parts of the coronary artery system, including the left main (LM), left anterior

descending (LAD), left circumflex (LCX), and right coronary artery (RCA).

For breath-hold coronary MRA, a short TR is required in order to acquire ade-

quate spatial resolution within the limited imaging time. T1-shortening contrast

agents have been used to improve the SNR and contrast-to-noise ratio (CNR) of

coronary MRA (Li et al., 2001). During each heartbeat, 25 or 31 in-plane phase-

encoding steps were acquired depending on the heart rate of the subject. With a

TR of 3.8 s, the data acquisition duration per heartbeat was 95 or 118 s, respec-

tively. Three heartbeats were required to cover each kx-ky plane of the 3D k-space
in an interleaved manner. Other imaging parameters included: TE ¼ 1.9 ms; flip

angle ¼ 22�; in-plane resolution ¼ (1.4–2.0)� (1.0–1.2) mm2; slab thickness ¼
24–32 mm; number of partitions ¼ 8; slice thickness ¼ 3–4 mm; and imaging

time ¼ 24 heartbeats. An inversion recovery time (TI) of 250–300 ms was used to

suppress myocardial tissue while allowing almost full recovery of the blood signal.

Two separate 20-mL contrast injections were administered, and each injection

was followed by a targeted scan. The two scans covered the left and right coronary

arteries, respectively. 3D images can be reformatted to provide a more complete

view of the coronary arteries (Fig. 3.34).

Fig. 3.34. Reformatting of post-contrast 3D breath-hold images.

LAD ¼ left anterior descending; RCA ¼ right coronary artery.

(Reproduced from Li et al., 2001, with permission).
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3D Breath-hold Volume Targeted SSFP

Since the implementation of advanced MR imaging systems during late 1990s al-

lowed the use of short TR (e.g., <4 ms) and improved static field homogeneity,

SSFP has become the method of choice for cardiac cine imaging (Carr et al.,

2001). In general, it can generate much higher SNR and CNR than FLASH with

the same imaging time.

For coronary MRA, the basic SSFP sequence was modified to allow ECG-

triggered data acquisition and fat saturation for coronary artery imaging (Desh-

pande et al., 2001). Examples of 3D breath-hold TrueFISP coronary images are

shown in Figure 3.35. Imaging parameters were: TR/TE ¼ 3.5/1.4 ms; flip

angle ¼ 70�; FOV ¼ (180–250)� (380–400) mm2; acquisition matrix size ¼ (160–

175)� 512; slab thickness ¼ 18 mm; number of partitions ¼ 6 (12 interpolated);

in-plane resolution ¼ (1.0–1.6)� (0.74–0.78) mm2; scan time ¼ 24–30 heartbeats

during suspended inspiration. The MRI examinations were performed on a 1.5-T

whole-body scanner with a high-performance gradient sub-system (maximum gra-

dient strength 40 mTm�1; maximum gradient slew rate 200 mTm�1 ms�1).

Coronary Artery Imaging with Free Breathing and Real-Time Slice Correction

The major problem with breath-hold coronary artery imaging is the limited SNR

and spatial resolution due to the constraint of imaging time. One method to allevi-

ate this limitation is to acquire data during free breathing. The position shifts due

to respiration during data acquisition of different parts of k-space are corrected by

changing the slice position in real-time such that the entire k-space is acquired at

the same slice position, despite the motion of coronary arteries during respiration

(Oshinski et al., 1998). To obtain a reference of position shifts of coronary arteries

Fig. 3.35. Coronary artery images acquired with 3D breath-hold

SSFP depicting (a) the left anterior descending artery (LAD) and

(b) the right coronary artery (RCA) in healthy volunteers.

LCx ¼ left circumflex artery. (Reproduced from Deshpande et al.,

2002, with permission).
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Fig. 3.36. Position of navigator echo excitation column (a) and

series of navigator echo measurements over multiple respiratory

cycles (b).

Fig 3.37. Reformatted images of 3D coronary

MRA data acquired with real-time navigator

technology during free breathing.

(a) A video-inverted black-blood coronary

MRA is displayed adjacent to a spin-tagged

acquisition of (b) the left coronary arterial

system. (c) An RCA together with a left

coronary arterial system, including the LM,

LAD, LCX, and some smaller-caliber branching

segments (using a T2Prep segmented k-space

gradient-echo acquisition). (d) An anomalous

RCA (dashed arrow) from the left coronary

cusp (L) acquired with a T2Prep SSFP

sequence is shown (R ¼ right coronary cusp;

RV ¼ right ventricle; LA ¼ left atrium).

(e, f ) Right and left coronary arterial systems

acquired with an interleaved spiral imaging

sequence. (Reproduced from Etienne et al.,

2002, with permission).
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during data acquisition, navigator echoes are collected along the cranial-caudal di-

rection at the dome of the diaphragm (Fig. 3.36). Example coronary artery images

using this technique are shown in Figure 3.37.

Whole-heart coronary MRA was implemented based on a free-breathing True-

FISP technique with magnetization preparation and a SENSE factor of 2 (Weber

et al., 2003). Example images are shown in Figure 3.38. Current limitations on

the SNR and spatial resolution of coronary MRA at 1.5 T can be improved by imag-

ing at higher field strengths (Stuber et al., 2003).

3.3.1.7

Coronary Artery Wall Imaging

The purpose of coronary MR angiography is to detect clinically significant lumen

stenosis. Since acute ischemic coronary syndromes are often caused by the rupture

of a mildly to moderately stenotic coronary artery plaque, leading to the formation

of thrombi, it is important to detect the presence of vulnerable plaques before they

cause serious consequences. Substantial progress has been made in using MRI to

visualize arterial wall and assess plaque composition. While the early studies fo-

cused on the carotid arteries (Yuan et al., 2002a) and the aorta. more recently

proton-density-weighted, T1-weighted, and T2-weighted images must be acquired

for the accurate characterization of various plaque components (Rogers et al.,

2000). Examples of a thin fibrous cap are shown in Figure 3.39. Recently, MRI

Fig. 3.38. The coronary arteries of a volunteer.

Note that contrast to the background is im-

proved, especially in the more distal segments

of the LAD and LCX. In the LADþLCX visual-

ization of the whole-heart approach, the length

of vessels is only partly shown, as vessels

orthogonal to the visualization plane are

poorly visualized in this type of reconstruction.

This problem did not occur in the transverse-

targeted volume, because the imaged volume

did not cover the critical part of the vessels.

Alternative orientations provided better

visualization of the LAD and LCX in both

approaches. (Reproduced from Weber et al.,

2003, with permission).
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Fig. 3.39. Example of a thin intact fibrous cap

as seen on MRI along with the corresponding

matched histological cross-section. A distinct

hypointense band (red arrowheads) is clearly

visible on a segment of the luminal boundary

of an atherosclerotic common carotid artery

on the TOF image, but is missing on the sur-

face of the bulk of the plaque (black arrow).

PD-weighted (PDW), T1-weighted (T1W), and

T2-weighted (T2W) images from the same

location show a smooth surface, suggesting

an absence of rupture. A Mallory’s Trichrome-

stained histology section of the area confirms

the presence of a large necrotic core covered

by a thin fibrous cap (arrow) (scale bar ¼
1 mm). (Reproduced from Yuan et al., 2002b,

with permission).

Fig. 3.40. In-vivo MR black-blood cross-

sectional images of human coronary arteries,

showing (A) a plaque, presumably with

deposition of fat (arrow); (B) a concentric

fibrotic lesion in the left anterior descending

artery; and (C) an ectatic, but atherosclerotic,

right coronary artery. LV ¼ left ventricle;

RV ¼ right ventricle. (Reproduced from Fayad

et al., 2000b, with permission).
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has been used MRI to detect the presence of coronary plaques, though the major

challenge is again to overcome cardiac and respiratory motion effects. The main

technique for coronary artery wall imaging is the 2D ECG-triggered black-blood

turbo-SE sequence. The groups of Fayad et al. (2000b) and Botnar et al. (2000)

were first to demonstrate the feasibility of using MRI to visualize coronary artery

wall and to detect coronary plaques, with breath-hold or navigator-echo being

used to eliminate respiratory motion effects. The typical in-plane resolution was

0.5–1.0 mm, and the slice thickness was 2–5 mm. Some patient study examples

are shown in Figure 3.40.

Most vessel wall imaging studies acquire cross-sectional images. A 3D technique

utilizing local inversion and spiral data acquisition was used to obtain both cross-

sectional and in-plane vessel wall images (Botnar et al., 2001), and achieved near-

isotropic spatial resolution (0:7� 0:7� 1:0 mm3). The real-time respiratory gating

and slice correction scheme with navigator echo was used.
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3.3.2

Functional Magnetic Resonance Imaging (fMRI)

Oliver Speck, Axel Schreiber, Clemens Janz, and Jürgen Hennig

Since the early 1990s, when Ogawa and colleagues first introduced the concept of

blood oxygenation level dependent (BOLD)-contrast (Ogawa et al., 1990), functional

magnetic resonance imaging (fMRI) has found widespread interest and applica-

tion in a vast number of neurocognitive and neurophysiological studies. While

MR imaging of anatomical structures has long been established, this new MRI

technique for localizing brain activity is currently under investigation for clinical

applications. In the future, due to its easy integration into the clinical routine,

fMRI will clearly become an important tool for neurologists, neuroradiologists,

and neurosurgeons.

3.3.2.1

Physiological and Physical Basis

There is a close relationship between neuronal activity and cerebral perfusion in

most situations: typically, at 4–6 s after neuronal activation the local cerebral blood

flow rises by approximately 30%, and the blood volume by 7%, whereas the local

cerebral metabolic rate of oxygen rises only by about 5% (Fox and Raichle, 1986).

The increase in blood flow can be measured by employing flow-sensitive pulse se-

quences, or by the application of exogenous contrast agents (Belliveau et al., 1991).

Another more subtle mechanism of functional contrast is based on the different

magnetic properties of deoxygenated (paramagnetic) and oxygenated (diamagnetic)

hemoglobin. The paramagnetic deoxyhemoglobin distorts the local magnetic field

on a microscopic scale, leading to a signal decrease in close range to vessels. The

proton spins within a voxel experience a different magnetic field and thus have dif-

ferent Larmor frequencies. For this reason, they lose their phase coherence, and

this results in a shortening of T2 and T2
� relaxation times (intravoxel dephasing).

In 1990, Ogawa denoted this contrast mechanism by blood oxygenation level-

dependent (BOLD) contrast, because the amount of deoxyhemoglobin depends on

the oxygen saturation of the blood (Ogawa et al., 1990).

At rest, approximately 40% of the cortical blood volume is deoxygenated. The

small rise in total oxygen extraction following neuronal activation is overcompen-

sated by oxygen delivery due to the rise in blood flow (Fig. 3.41). Therefore, the

level of deoxyhemoglobin is reduced to approximately 20–25%, and this reduction

leads to a signal rise during neuronal activation.

At 150–300 ms after the onset of neuronal activation, localized oxygen delivery

occurs, reducing the amount of oxyhemoglobin. Some 200–400 ms later, an in-

crease in blood volume is observed, followed by an increase in the amount of oxy-

hemoglobin within the next 1000 ms (Frostig et al., 1990). Most fMRI experiments,

however, are only designed for mapping brain activation and therefore only make
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use of the dominant signal rise. In this case, a blocked task paradigm is to be pre-

ferred to make use of the dominant positive BOLD-contrast.

Single trial experiments showed a tri-phasic signal time course after the onset of

a brief visual stimulus. Within the first 2 s after onset of the stimulus, a small sig-

nal reduction is reported (Ernst and Hennig, 1994). Although this signal change

coincides with the increase of the deoxygenation level, a direct relationship is not

proven. During the second phase, which starts after 2–3 s and lasts for 7–10 s, a

positive BOLD-effect can be observed. Finally, a BOLD undershoot occurs, which

returns to baseline only after about 40 s. This undershoot can be attributed to ei-

ther a metabolic or a nonmetabolic (increase of the blood volume) BOLD effect,

and is currently the subject of much discussion (Janz et al., 1997; Buxton et al.,

1998) (Fig. 3.42).

3.3.2.2

Methods for fMRI

The vast majority of fMRI examinations employs the BOLD-contrast, using tech-

niques sensitive to local distortions in the magnetic field (susceptibility sensitive

Fig. 3.41. Scheme of the BOLD contrast mechanism. The paramag-

netic deoxyhemoglobin distorts the local magnetic field in the vicinity

of vessels and capillaries. During rest (left), more cortical blood (red)

is deoxygenated than during cortical activation (right), which leads to

less perturbation of the magnetic field and hence to a signal rise.

Fig. 3.42. Typical signal time-course within the visual cortex

after a brief visual stimulus (gray bar).
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techniques). These are T2-weighted spin echo pulse sequences or T2
�-weighted gra-

dient echo pulse sequences, with the latter being preferred in most circumstances

due to their higher sensitivity.

Echo planar imaging (EPI) (Mansfield and Maudsley, 1977), a very rapid gradient

echo pulse sequence, requires very strong and fast gradient systems, which are

now available on a broad basis in routine scanners. EPI allows the acquisition of

one image in less than 100 ms. Hence, a whole-brain study can be performed in a

few seconds. The high sensitivity of EPI to local magnetic field inhomogeneities

also emerges as a disadvantage, as the magnetic field distortions due to susceptibil-

ity changes at borders between brain tissue and air (e.g., in the sphenoidal sinus)

lead to severe image deformations or even signal loss, especially in the temporal

brain and close to the skull base.

Other gradient echo techniques with long echo times (e.g., FLASH; Haase et al.,

1986) do not impose severe demands on the gradient hardware. Gradient echo

techniques also have many more benign imaging properties compared to EPI,

and allow the achievement of spatial resolution well below 1 mm. Their main dis-

advantage is the long acquisition time of many seconds per slice. The possibility of

performing whole-brain studies is therefore a distinct advantage of EPI for the clin-

ical applications under discussion, and as a consequence EPI currently tends to be

the ‘‘workhorse’’ of fMRI.

Techniques for fMRI using nonBOLD contrast mechanisms are mainly used in

scientific studies. A variety of approaches has been proposed to measure activation-

related changes in tissue perfusion, but all of these techniques – including FAIR

(Kim, 1995) and EPISTAR (Edelman et al., 1994) – require direct observation of

the MR signal from blood, and changes therein (Detre et al., 1992). Due to the

small partial volume of blood with respect to the total tissue, such perfusion-based

techniques show lower effects (1–2%) compared to BOLD techniques (typically 2–

5%). Nevertheless, perfusion-based techniques offer at least potentially the advan-

tage of being less complex than the BOLD approach. If perfusion measurement

sequences with sufficient sensitivity could be developed, this approach would po-

tentially lead to more stable and quantifiable results. One benefit of perfusion

measurements is that they can be compared more easily with the existing positron

emission tomography data, as PET also uses perfusion as a parameter for localiza-

tion studies.

3.3.2.3

The fMRI Experiment

fMRI employs rapid imaging techniques that yield a low signal-to-noise ratio

(SNR). The functional effects are of the order of the signal stability in the human

brain (1.5 to 5% at 1.5 T), and therefore the functional effects cannot be recognized

on a single volume. For this reason, an fMRI experiment acquires many volumes

during at least two different experimental conditions. Usually, the effects are de-

tected by an analysis of the corresponding voxel on all volumes. Therefore, it is

necessary that the subject’s brain remains in the same position during the entire
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experiment. Details of data analysis and head motion correction are discussed in

Section 3.3.2.4.

Task Paradigm

The simplest type of task paradigm is a blocked design that presents many trials of

one category in immediate succession, such that blocks with different experimen-

tal conditions are alternated (e.g., task1, rest, task2, rest, . . .). However, with faster

pulse sequences and modern scanners, single trial task paradigms become feasi-

ble. During a train of measurements single trials are presented with varying inter-

stimulus intervals (Fig. 3.43). The time course of the MR signal during single trials

is analyzed with respect to the stimulus timing and the cortical hemodynamic

response to a single trial can then be estimated. This allows full advantage to be

taken of the high temporal resolution of fMRI. These paradigms have been used

for elucidation of the tri-phasic time course of the BOLD response to short visual

stimuli (see Section 3.3.2.1). The major applications of single trial paradigms (also

referred to as event-related fMRI) are cognitive tasks (Buckner et al., 1996).

The art of developing a paradigm can partly be derived from PET-paradigms but,

as in PET studies, it is important to define an adequate baseline condition. Al-

though in some cases rest is a sufficient condition in primary sensory or motor

paradigms, it is important that care be taken. Cognitive tasks pose a more difficult

problem, however. In general, fMRI allows for a wide range of task paradigms, and

only a few constraints to the choice of paradigms are feasible with fMRI. It is im-

portant to note that only differential measures are taken, and therefore only the dif-

ference in cortical activation between conditions can be detected.

3.3.2.4

Data Analysis

For post-processing of fMRI, not only freeware but also commercial software pack-

ages are available, and modern MR systems generally possess integrated fMRI

Fig. 3.43. Comparison of blocked and single trial task paradigms.
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processing systems within the operating console. Although fMRI experiments pro-

duce vast quantities of data (hundreds of megabytes per session), modern com-

puter hardware is more than capable of processing the data in acceptable time.

Before any analysis of the voxel time course is conducted, the sequentially ac-

quired functional volumes should be corrected for head motion, after which op-

tional filtering in temporal and spatial domains can be carried out. The central

point here is the statistical evaluation of signal changes due to the task or para-

digm. If the statistical significance of the signal change exceeds an appropriate

threshold, the corresponding voxel will be treated as activated. In order to interpret

the data it is necessary to map the resulting activated areas to an anatomical image.

Usually, T1-weighted images are acquired for this purpose. Functional maps are

constructed as pseudo-color overlays of the significant activation onto the corre-

sponding T1-weighted anatomical data.

In the case of a localization study, the results of investigations in a group of sub-

jects must be matched. In order to map the activated areas onto a particular ana-

tomical region of the cortex, these areas are registered to a standard atlas of the

human brain (e.g., the Talairach atlas; Talairach and Tournoux, 1988), or onto the

3D data set of the individual brain. In this way the results of different studies of

the same or distinct modalities can be compared (Apicella et al., 1989; Pellizari

et al., 1989). A more sophisticated display method uses flat maps (Dale and Sereno,

1993; Carman et al., 1995), whereby the creased surface of the cortex is unfolded

onto a flat 2D plane onto which the functional results are then mapped. This

method is especially useful for visualizing a retinotopy when investigating the vi-

sual cortex.

Motion Correction

A functional investigation consists of a series of volumes which are acquired over

periods lasting up to several minutes, and consequently small displacements of the

subject’s head during the measurements are unavoidable. In many cases the signal

difference between two neighboring voxels is larger than the expected signal

change due to the BOLD effect. If the intensities of neighboring voxels vary, for ex-

ample by 10%, and the shift is about 0.5 mm (which would normally correspond

to 25% of a single voxel), the intensity change would be 2.5%. This small displace-

ment is comparable to the size of the BOLD effect, and could therefore mask it

completely. In addition, stimulus-correlated movements of the subject may lead to

false activation (see Fig. 3.44). Therefore, in order to conduct a statistical analysis it

is essential that the head movements are not only detected but also corrected

(Hajnal et al., 1994).

A variety of motion-correction algorithms have been developed (Woods et al.,

1992; Friston et al., 1995), the majority of which are voxel-based matching algo-

rithms, performed either iteratively or directly. Methods that register images by

aligning specific landmarks are impractical for fMRI data sets, as trained person-

nel would have manually to identify the landmarks in each of hundreds of images.

In order to rate the quality of the matching of two volumes, a similarity measure-

ment must be defined. Normally, the similarity of two volumes is maximized by an
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optimization algorithm that varies the orientation of one of the two volumes. Stan-

dard registration methods are based either on the minimization of the variance of

the voxel-wise ratio, least squares minimization, the maximization of the cross-

correlation, or on the use of the minimum entropy method (MEM).

Statistical Analysis

The first and simplest analysis that was performed on functional data sets was a

difference image. Here, all images during stimulation and all images at the rest

phase are summed up, and subtraction of the two images yields the difference

image. If the intensity of a voxel exceeds a given threshold, it will be treated as an

activated voxel. However, because there is no evidence on the statistical signifi-

cance of the results, statistical methods comparing the time course of each voxel

with appropriate reference functions must be applied. These model-driven ap-

proaches rely on the correct choice of reference or model functions to describe the

signal changes. Commonly, the paradigm timing is convolved with an empirical

hemodynamic response function, which resembles the single event time course

(see Fig. 3.42). The measured time course is then described as a linear combina-

tion of the model functions and a residual error term. Finally, statistical tests are

applied (e.g., Student’s t-test, z-score or ANOVA) to estimate the probability of

the signal change being caused by the paradigm. In short, the amplitude of a

paradigm-related signal change is compared to the unexplained noise in the data.

The determination of a statistical threshold for acceptance of an activation-

related signal change is not trivial. In a common experiment, the matrix size of

one slice is 128� 128 voxels, so that one slice contains 16 384 voxels. If the thresh-

old is too low, the possibility that a voxel is accidentally regarded as activated due to

noise is very high, and this may lead to false activation outside the brain. On the

other hand, if the threshold was chosen too high, a real activation could be re-

Fig. 3.44. Stimulus-correlated subject motion. (a) False-positive

activation detected without motion correction. (b) True activation

detected after motion correction (red and yellow color). The slice is

acquired at a functional perfusion study with contrast agent during

a visual stimulus and laid through the visual cortex.
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jected. Proper methods to correct the statistical threshold (e.g., simple Bonferoni

correction) can adjust for the number of multiple tests performed within a data set.

In contrast to the model-driven analysis described above, data-driven analyses

have been developed to obtain the BOLD-effect correlated signal changes in the

data set. These approaches use no prior assumption on the BOLD time course;

rather, the time courses of each voxel are categorized into different classes of

similar courses. The aim of these data-driven methods is to obtain a group of voxel

that represents the time course of the stimulus protocol. Methods proposed for this

are cluster algorithms, for example the K-means algorithm (Ding et al., 1994), the

Fuzzy C-means (Scarth et al., 1995), or an analysis based on a neuronal network

using self-organizing maps (Fischer et al., 1997). Other data-driven methods utilize

independent component analysis, principle component analysis, or factor analysis

(McKeown et al., 2003).

Presentation

Once the activation is evaluated, the results must be presented in an appropriate

manner, in order to allow an interpretation. Voxels with activation probabilities

greater than an appropriate threshold are color-coded and used for the overlay.

EPI images are not suitable for this purpose because they are very sensitive to sus-

ceptibility changes and imperfect shims, which leads to distortions and artifacts

(Sumanaweera et al., 1994). Therefore, T1-weighted images, acquired in the same

session but with a better spatial resolution, higher contrast and more anatomical

details, are preferred as background for the overlay. In order to combine the two

different images, an elastic registration is necessary, as corresponding voxels may

differ by a few millimeters due to distortion of the EPI images. Additionally, an

inter-subject registration is indispensable for group analyses (Friston et al., 1991;

Otte et al., 1997).

In the literature, cortical areas are often referred to in units of the Talairach bi-

commissural coordinate system, and consequently in order to compare the results

it is necessary to match the images to the Talairach atlas (Collins et al., 1994).

Here, an often-used attractive representation is a rendered 3D volume data set of

the head, where the interesting regions are segmented and the activated voxels

are drawn in the corresponding structures (Fig. 3.45b). Flat maps also provide a

good overview of a cortical activation (Fig. 3.45a).

3.3.2.5

Current Results in fMRI

fMRI, as a noninvasive tool used in neuroimaging, yields high spatial resolution

(<1 mm) and considerable temporal resolution (<0.5 s). During the first few years

of its development, however, fMRI was validated by reproducing results from PET

studies and by comparison between intraoperative electrical stimulation mapping

and presurgical fMRI mapping in patients with intracerebral tumors (Puce, 1995;

Yousry et al., 1995). To date, the field of fMRI has grown immensely, and currently

over 5000 publications utilizing the procedure have been produced. In order to pro-
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vide an impression of the possibilities of fMRI, a small (albeit personal and by no

means representative) selection of results is presented in the following section.

When possible, reference to one of the countless reviews in the field is provided.

fMRI Resolution in the Visual Cortex

Studies on the tonotopy of the auditory cortex or on columnar organization of

the visual cortex (e.g., ocular dominance; Menon et al., 1997) require very high-

resolution functional imaging methods. The question of resolution in fMRI, how-

ever, is not only a technical issue; rather, it depends also on the physiology of the

cortical blood supply. A rise in image resolution will not provide better functional

resolution if the voxel size is already small in comparison with the cortical volume

that has a jointly regulated blood supply.

In 1997, De Weerd and colleagues investigated the functional resolution of fMRI

in the primary visual cortex (V1) of man with three elegant paradigms (De Weerd

et al., 1997). The resolution in the polar direction was shown to be 22.5�.
In a second experiment, the extent of cortical activation at an eccentricity of 7.5�

was observed experimentally to exceed the prediction from theoretical calculations

based on the cortical magnification factor in humans (Sereno et al., 1995).

In a third experiment, a large patch of texture was presented. An eccentric

square at 7.5� only showed a functional response for an extent larger than 6� 6�.
De Weerd et al. concluded that these results indicated a resolution for traditional

fMRI experiments at 1.5 T of approximately 5 mm in the visual cortex (De Weerd

et al., 1997). Of course, experiments with different design and stimuli may lead to

different estimates of spatial resolution.

Nevertheless, a value of 5 mm was in concordance with results from another

study conducted by Engel et al. (1997), and from optical imaging of the visual cor-

tex by Malonek and Grinvald (1996). These authors showed that the area of hyper-

perfusion as a result of visual stimulation exceeded the area of increased oxygen

extraction (the area of cortical activation) by 3–5 mm.

Fig. 3.45. (a) Flat map representation of the activation in the

human motion-sensitive area V5/V5a during a visual motion

perception (moving concentric rings, right above).

(b) A rendered head volume during a visual stimulus.
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Functional Brain Mapping

Visual system As the stimulus-evoked change in the fMRI signal in the primary

visual cortex was seen to be very large and robust, a number of methodological

studies were instigated to investigate the visual cortex. For example, the first two

fMRI studies using BOLD-contrast were conducted on the visual cortex (Kwong

et al., 1992; Ogawa et al., 1992). Human vision is a complex neurocognitive brain

function; hence, many aspects of the visual scene are analyzed separately and then

combined to provide a uniform impression of the world. This multitude of aspects

is represented on multiple cortical areas, and more than ten human cortical

visual areas have now been differentiated (Engel et al., 1994; Sereno et al., 1995;

O’Craven et al., 1997; for reviews, see Tootell et al., 1996; Wandell and Wade,

2003; Grill-Spector and Malach, 2004; and Kollias, 2004).

The display of the cortical representation of the visual field is termed retinotopic
mapping. By using a visual stimulus that periodically varies either in polar angle or

in its eccentricity, retinotopic maps can be generated with fMRI. In these maps,

the cortical area that corresponds to a certain part of the visual field is encoded in

color (Fig. 3.46).

Fig. 3.46. Retinotopic maps of the visual cortex in a human subject.

The visual field is encoded in the color shown and displayed as

overlay on anatomical images or as cortical flat maps of the

occipital lobe. (Illustration courtesy of M. Hoffmann, University

of Magdeburg).
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Attention The cerebellum was considered to be dedicated to motor control (there

is much fMRI-based evidence for this; e.g. Ellermann et al., 1994; Nitschke et al.,

1996). In 1997, Allen and colleagues reported the involvement of the cerebellum in

cognitive neurobehavioral systems (Allen et al., 1997). These authors showed that

attention and motor performance independently activated distinct cerebella re-

gions. For the attention task, the subjects were presented with circles, squares, or

triangles in red, green, or blue, and had to attend selectively to targets (squares or

red shapes) within the visual dimension (form or color). In the motor task, the

subjects were instructed repeatedly to execute a self-paced movement of the right

hand in the absence of a visual stimulus. Two volumes of interest (VOI) within

the cerebellum were defined and differentially analyzed. The attention VOI com-

prised the left posterior quadrangular lobule and the left superior semilunar lo-

bule. The motor ROI included the right anterior vermis, the right central lobule

and the right anterior quadrangular lobule. Activation in the attention VOI was

tenfold greater during the attention task than during the motor task, whereas in

contrast activation in the motor VOI was 2.5-fold greater during the motor task

than during the attention task (Fig. 3.47).

Taken together, these results reflect a double dissociation between these two

areas of the cerebellum with respect to their involvement in visual selective atten-

tion and movement. The authors suggested that the human cerebellum might

Fig. 3.47. Upper panel: Definition of volumes of interest (VOIs),

shown on an anatomical MR image. Lower panel: Functional maps

demonstrating the most common sites of activation across subjects

overlaid on an average coronal anatomical image. Yellow: overlap of

three or more subjects (out of six), blue: any two subjects. The motor

activation hotspot lies 12 mm (¼ two slices) anterior to the attention

hotspot. (Reprinted from Allen et al., 1997, 8 Copyright 1990, with

permission from American Association for the Advancement of Science).
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modulate attention and sensory responsiveness, as well as movements that reposi-

tion sensory receptors or track the trajectories of sensory information. The cerebel-

lum seems not to be a device for motor control; rather, its prime function may be

to learn to predict and prepare for imminent information acquisition, analysis or

action.

Language This is a complex mental ability which includes sensomotor, mnestic

and higher cognitive processes. Brain mapping studies can provide some hints as

to which of the different theoretical concepts of language organization is realized

in the cerebral cortex. The first suggestions were made by McCarthy et al. (1993)

and Rueckert et al. (1994).

In 1997, Spreer presented a study comparing different stimulation paradigms

for the localization of language-relevant cortical areas (Spreer et al., 1997); an ex-

ample of a patient examination is shown in Figure 3.48. A language task that con-

sisted of semantic decisions on simultaneously presented words was performed,

while during the control condition decisions on the color of objects had to be

made. The patient showed lateralized task-related cortical activation in the ‘‘clas-

sical’’ Broca (Brodman areas (BA) 44, 45) and Wernicke areas (BA 21, 22) on the

left hemisphere.

Fig. 3.48. Cortical areas activated during semantic decision-

making (yellow to red color). Broca and Wernicke areas of the

left hemisphere are the main areas for language processing and

generation. (Illustration courtesy of J. Spreer, University of

Freiburg).
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Knowledge of language lateralization is important prior to epilepsy surgery. The

possibility of replacing the invasive diagnostic procedure of the Wada test (intracar-

otid amobarbital test) with an fMRI measurement has been investigated (Desmond

et al., 1995; Binder et al., 1996; Balsamo and Gaillard, 2002; Detre, 2004; Powell et

al., 2004).

Presurgical mapping Several authors have proposed the introduction of fMRI into

the preoperative evaluation of patients with intracranial tumors and vascular mal-

formations, albeit for different reasons (e.g., Atlas et al., 1996; Steinmeier et al.,

2002; Bogomolny et al., 2004; Keles and Bergerm, 2004; Vlieger et al., 2004).

fMRI conducted in patients with lesions near eloquent cortical areas may help in

the risk assessment, as well as assist in planning the surgical approach. In patients

with displacement due to mass lesions it is sometimes difficult – or even

impossible – to identify anatomical landmarks or eloquent cortical areas, which

are thought to locate in the vicinity of the pathological focus. In the worst case the

eloquent area lies within the pathologically altered tissue. Here, fMRI can fill the

information void, though the intention to use such information in planning and

executing surgical interventions pushes the method to its limits. Consequently it

is essential that the fMRI-based data are very reliable and valid. Several method-

ological studies on fMRI functional localization (Jaeger et al., 1997; Yetkin et al.,

1996) have shown a test-retest-reliability within the range of the physiological reso-

lution of BOLD-contrast fMRI. The following example (Schreiber et al., 1997) de-

scribes a patient with a glioma (anaplastic ependymoma, WHO grade III) in the

temporo-parieto-occipital region of the left hemisphere. With anatomical MRI, the

central sulcus could not be identified on the left hemisphere, but two simple

motor-paradigms (bilateral fist-clenching and pursing of the lips) (Fig. 3.49)

showed that the distance between tumor and the sensory-motor cortex was suffi-

cient to allow safe excision of the tumor. Postoperatively, the patient did not show

any motor or sensory deficit.

Fig. 3.49. 3D-dataset of the patient’s brain cut in transverse

and sagittal planes. The functional activation from the bilateral

first clenching paradigm is superimposed in color onto the

anatomic brain cuts.
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3.3.2.6

Perspectives

Today, fMRI has evolved into a valuable tool in neurophysiologic research. Its tem-

poral and spatial resolution allows mapping of the brain’s localized but distributed

functional networks, and it is completely noninvasive. Moreover, fMRI can replace

the more expensive and invasive functional PET studies used to monitor regional

cerebral blood flow.

In its ability to image processes on a time scale of a few seconds, fMRI has

closed the gap in temporal resolution between PET and electrophysiological meth-

ods such as electroencephalography and magnetoencephalography. Furthermore,

the partial overlap with PET in temporal and spatial resolution allows the use of

the vast quantities of PET-based data not only as a cross-validation but also as a

starting point for more sophisticated experiments, elucidating human neurophysi-

ology on sub-second and millimeter scales. This intermodal fusion of fMRI and

electrophysiological methods is possible due to their overlap, especially in single

trial experiments.

Although as yet the theory of BOLD-contrast mechanisms is incomplete, our cur-

rent knowledge is sufficient to develop safe and reliable clinical applications. Para-

digms for the presurgical mapping of primary sensory and motor areas have been

tested reliably. Likewise, those for mapping complex mental processes such as lan-

guage have also been identified, the aim being to replace invasive diagnostic proce-

dures in epilepsy, such as intracarotid amobarbital testing. Clearly, fMRI is ready to

be established as an effective diagnostic tool in clinical routine.
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3.3.3

New MRI Techniques for the Detection of Acute Cerebral Ischemia

Michael E. Moseley, Roland Bammer, and Joachim Röther

3.3.3.1

Introduction

During the past 15 years, diffusion- and perfusion-weighted MRI, which provide

quantitative measures of the molecular motion and hemodynamics of cerebral per-

fusion in three-dimensional (3D) space, have evolved into two of the most powerful

methods for mapping experimental as well as clinical cerebral ischemia.

Diffusion is the basis for one of the most useful contrast mechanisms in the

imaging of stroke. Diffusion-weighted imaging (DWI) and more general methods,

such as diffusion tensor imaging (DTI), have advanced from an experimental tool

to a frequently used method for the clinical work-up of patients, and for a better

understanding of the pathophysiology of cerebral diseases. In most scanning cen-

ters, diffusion-weighted MRI now belongs to the standard arsenal of MR pulse

sequences. The impact that DWI has made for the early diagnosis of acute stroke

requires it to be performed for every neuroimaging patient as a screening sequence

for stroke in general. The possibility of diagnosing stroke within a reasonable

window of opportunity to treat patients while brain tissue is still salvageable, and

to triage patients with different etiology of a stroke, is of major importance for

treatment decisions in critically ill patients.

Apparent diffusion coefficient (ADC) behavior derived from DWI can uniquely

monitor the clinical evolution of tissue injury from acute ischemia to chronic in-

farction, and provides a rapid, noninvasive means for monitoring cellular energy

failure, brain edema, and cellular necrosis. The hemodynamic patterns of tissue

perfusion derived from perfusion-weighted imaging (PWI) delineate tissue with

critical brain perfusion, and in combination with DWI may predict evolving ADC

behavior and help classify ischemic lesions and predict their outcome. The

mismatch of areas with reduced ADC and hypoperfusion – the so-called DWI/

PWI mismatch – defines ‘‘tissue-at-risk-of-infarction’’ as viable and salvageable

tissue, regardless of a restricted time window for stroke therapy.

This section provides an introduction and update into the clinical applications

of DWI and PWI. Special emphasis is laid on more advanced diffusion and perfu-

sion measurement techniques, such as motion correction and navigation, eddy

current effects and corrections, as well as on the impact of parallel imaging on

DWI and PWI. Much of the improvement in DWI and PWI image quality has oc-

curred as a result of the quantum-leaps in scanner hardware and modern MR

pulse sequences.
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3.3.3.2

Evolution of DWI Changes in Stroke

DWI provides a technique for the mapping of proton contrast derived from the mi-

crovascular water environment (Le Bihan, 2003). In that way, the procedure is sen-

sitive to the translation of water molecules over short distances (diffusion), and can

detect ischemia-induced changes in water protons within minutes after an insult

(Moseley et al., 1990a,b). During typical periods of observation (D ¼ 40 ms), these

distances are on the order of 5 to 20 mm. DWI utilizes a pair of magnetic field gra-

dient pulses placed symmetrically around the 180� refocusing radiofrequency (RF)

pulse to dephase and rephase stationary water protons (Stejskal and Tanner, 1965).

Diffusive dephasing processes as occurs in the normal extracellular space results

in a signal loss, whereas hindrances or slowing of extracellular diffusion leads to

signal hyperintensity. Alteration in the time and amplitude of the gradient pulses

(the b-value) alters the sensitivity of the image to diffusion with measurements at

differing b-values. Incorporation of the matched pulsed gradient pair into an echo-

planar imaging (EPI) sequence to measure the apparent diffusion coefficient

(ADC) and to produce the ADC map is illustrated in Figure 3.50. A typical example

is shown in Figure 3.51.

Images with rising b-values are the basis on which maps of the ADC are calcu-

lated (Le Bihan et al., 1992). The physiological background of the ADC was studied

in many experimental investigations to show that it closely mirrors the metabolic

state of the tissue, and is an indicator of cytotoxic cell edema. The ADC does not

decrease until cerebral blood flow falls below a perfusion threshold of 15–20 mL

per 100 g min�1 (Roberts et al., 1993; Hossmann, 1994). Hoehn-Berlage and col-

leagues combined DWI and multiparametrical mapping of ATP, pH, lactate and

glucose to show that 2 h after focal ischemia an ADC decrease to 90% of baseline

correlated with the area of tissue acidosis, whereas the area of ATP depletion corre-

sponded with an ADC decrease to 70% (Hoehn-Berlage et al., 1995).

The evolution of cerebral ischemia to tissue infarction is characterized by a typi-

cal sequence of MRI signal changes. This scenario of ADC changes may be charac-

terized as follows:

1. At very early time points following ischemia (minutes to hours), with regional

perfusion lying below a threshold, ADC values are decreased in regions where

T2 values are still normal. A low ADC is considered to be an indicator of tissue

in metabolic jeopardy, as successful reperfusion can re-establish the ADC to

normal values, as seen in numerous animal studies. At these early time points,

a low ADC would suggest membrane depolarization with water shift from the

extra- to intracellular space (cytotoxic edema) (Moseley et al., 1990c; Röther

et al., 1996). Without reperfusion, regions with low ADC will most likely go on

to exhibit elevated T2 values, and progress to necrosis unless the underlying per-

fusion deficit is corrected either on its own or with therapy.
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2. In the later stages (days), low ADC values are still seen in regions exhibiting

elevated T2 (Knight et al., 1994). This can occur when cytotoxic cellular swelling

(within intact cells) exists in regions of increased water content. Comparison of

T2- and diffusion-weighted images shows a distinct difference in the regional

hyperintensities. While elevated T2 may be seen over a large diffuse region (re-

flecting distributions of extracellular vasogenic water), diffusion-weighted hyper-

intensity is confined to sharply defined areas of cytotoxically edematous tissue,

since diffusional (ADC) slowing occurs on a cell-by-cell basis. This seemingly

paradoxical occurrence in which both vasogenic and cytotoxic water exists,

causes both T2- and diffusion-weighted images to be hyperintense. Nonetheless,

the diffusion-weighted image is a weighted average of how fast the bulk water

signal diffuses; if the majority of the water is hindered or slowed, then the

diffusion-weighted images will be hyperintense and the ADC will be lower

than normal.

Fig. 3.50. The Stejskal–Tanner (ST) diffu-

sion-weighted spin-echo echo-planar (EPI)

MR pulse sequence timing diagram. The ST

technique modifies any single- or multi-shot

spin-echo sequence with a pair of diffusion-

sensitizing gradient ‘‘pulses’’ of strength G

(mT�m�1), duration d and separation D.

By changing the gradient pulse parameters,

the amount of diffusion sensitivity can

be controlled and the apparent diffusion

coefficient (ADC) measured. This amount

is often referred to as the b-value, where

b ¼ g2d2G2ðD� d=3Þ. To use this method in

clinical stroke: (a) images with increasing

diffusion weighting (over a range of b-values,

0–800 s mm�2) are acquired sequentially;

(b) after which the signal change due to

diffusion is fitted to a single exponential of

signal intensities against the b-value, the slope

of the change being the ADC. (c) The resulting

computed ADC map is composed of the slopes

for all pixels in the original images. Note that

differences in fast and slow diffusion rates

(for example between CSF and gray matter)

are best visualized at higher b-values, given

sufficient SNR. The DWI ‘‘exam’’ must contain

both a low and a series of higher b-values of

at least 400–500 s mm�2 to visualize diffusion

effects in stroke. As the b-value is increased,

the ischemic lesion is made more conspicuous

by virtue of the lower ADC of ischemic brain

compared to faster proton apparent diffusion

in normally perfused brain.
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3. In regions of complete infarction, both T2 and ADC are observed to be higher

than normal within similar regional distributions. The corresponding histo-

pathology of these regions indicates cellular necrosis, in which cell lysis breaks

down water diffusion barriers leading to an increase in ADC.

This situation can last for up to 10 days, until the ADC values return to ‘‘pseudo-

normal’’. However, as the diffusion-weighted images are also T2-weighted, regional

hyperintensity may be seen on DWI, even though the ADC is now above normal.

This regional hyperintensity is of course due to the elevated T2, and is not a sign

of acute ischemia but rather of cerebral infarction. Because of this ‘‘T2 shine

through’’, every DWI examination must also include the ADC map, for these very

reasons.

From the behavior of ADC and T2 described above, the potential exists to deter-

mine the age of lesions, a clinical tool of enormous relevance in daily routine.

Fig. 3.51. A series of diffusion-weighted

images of human brain at 4 h after onset of

cerebral ischemia. EPI T2-weighted (in which

no diffusion-weighting is applied, b ¼ 0), the

corresponding diffusion-weighted images

(b ¼ 881 s mm�2), and the calculated ADC

maps for four slices of 16 images acquired

from a patient at 4 h after onset of hemi-

spheric aphasia. This is then compared to

the T2-weighted images acquired at 5 days.

Note that the DWI depiction of lesion volume

does not significantly decrease over the first

5 days, and is similar in volume to the

corresponding relative cerebral blood volume

maps (not shown).

3.3.3 New MRI Techniques for the Detection of Acute Cerebral Ischemia 381



3.3.3.3

DWI in Clinical Practice

The detection of infarcted tissue and the delineation of hypoperfused tissue in a

penumbral state that is at risk of infarction, is of paramount importance to guide

the treatment of acute stroke. Computed tomography (CT) remains the most fre-

quently applied image modality because of its broader availability. However, CT is

mainly useful for the exclusion of intracerebral hemorrhage and rather insensitive

for the detection of acute cerebral ischemia (Fiebach et al., 2002; Saur et al., 2003).

CT detects net water increases, whereas DWI is sensitive to extra- to intracellular

water shifts (Kucinski et al., 2002). Net water increases follow a slower time course

(Schuier and Hossmann, 1980), while diffusion slowing is a process that occurs

immediately after ischemic cell depolarization and is detected at about 60 s after

cardiac arrest in a rat model (Huang et al., 1997; de Crespigny et al., 1999, 2001).

DWI in acute stroke has therefore become popular, since changes in proton self-

diffusion are an early indicator of alterations in cellular homeostasis (Moseley et al.,

1990a). Early experimental studies show, that DWI detects both the core and the

penumbra of the evolving infarction, but is not able to differentiate between the

two (Kohno et al., 1995). This is in line with further animal studies which showed

that ischemic areas with ADC decreases may normalize, if the duration of the is-

chemia is not too long (Li et al., 2000), although ADC normalization does not nec-

essarily indicate salvaged tissue (Neumann-Haefelin et al., 2000; Ringer et al., 2001).

Recent clinical studies have shown that ADC normalization occurs frequently in

acute stroke patients with rapid recanalization, and that ischemic brain tissue with

initially decreased ADC, especially within 3 h after stroke onset, may include ‘‘tis-

sue at risk’’ (Fiehler et al., 2004). These observations of ADC normalizations have

influenced the simplistic concept of the DWI/PWI mismatch as an indicator of

irreversibly damaged tissue (DWI lesion) and the tissue-at-risk-of-infarction, the

penumbral tissue. Additionally, the idea that the severity of the ADC decrease

might be linearly linked to the likelihood of tissue recovery was refuted by studies

which showed that even severely decreased ADC values may normalize in human

stroke (Fiehler et al., 2002). Clearly, ADC normalization depends on the duration

and severity of ischemia rather than the absolute value, as has been shown in pre-

vious experimental studies (Hoehn-Berlage et al., 1995; Kohno et al., 1995).

Although an ADC decrease in cerebral ischemia is not an absolute indicator of

irreversible tissue damage, the DWI/PWI mismatch concept earns merit as an

easy-to-apply method for the delineation of tissue-at-risk in acute ischemic stroke

patients. Early detection of these alterations can dramatically impact treatment

decisions and the therapeutic outcome for stroke victims (Lansberg et al., 2000;

Thomalla et al., 2003). This is mainly because DWI is able to detect acute ischemic

lesions within the ‘‘window of opportunity’’ for advanced stroke therapies, and

promises to help reduce the extent and severity of ischemic damage in acute stroke

victims (Röther, 2001; Röther et al., 2002). The clinical application has recently

been described in a review of centers that routinely perform MRI screening of

acute stroke patients before thrombolytic therapy (Hjort et al., 2005). An important
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step towards the future application of MRI in acute stroke management is the use

of the DWI/PWI mismatch concept to select patients in an extended time window

at 3 to 9 h after stroke onset in order to apply a new thrombolytic agent (Hacke

et al., 2005).

The selection of stroke patients eligible for thrombolysis in an extended time

window, and in patients with unknown stroke onset, is an emerging application

of stroke MRI (Schellinger et al., 2003). The combination of DWI, PWI and MR

angiography (MRA) – termed ‘‘stroke MRI’’ – has developed towards a clinical

tool that is utilized by many stroke centers to define ‘‘tissue at risk of infarction’’

where there is a high likelihood of surviving the ischemic insult in case of timely

reperfusion. Two typical examples of stroke MRI in acute stroke patients are illus-

trated in Figure 3.52.

3.3.3.4

Improvements and Pulse Sequences for DWI and DTI

Much of the recent progress in DWI, DTI, and PWI has been due to ‘‘high-speed’’

imaging capabilities, and steady improvements within an overall theme that en-

hanced gradient strengths can be used to produce images in one or a few ‘‘shots’’

or echo-trains. Echo-planar and spiral imaging are two variations of such high-

speed gradient-echo MRI techniques to be discussed, whereas spin-echo variations

of high-speed imaging fall into the class of ‘‘fast spin-echo’’ MRI. High-speed MRI

Fig. 3.52. Two acute stroke patients (upper

and lower rows, respectively) with onset of

symptoms as early as 1.5 and 2 h before MR

imaging. Both patients show a normal T2-

weighted image, a diffusion slowing in DWI

and ADC, a perfusion deficit in the territory of

the middle cerebral artery (MCA), and a vessel

occlusion in magnetic resonance angiography

(MRA). While the first patient has a huge

mismatch territory (PWI-DWI) and responds

favorably to thrombolytic recanalization of the

occluded MCA, the second patient shows a

large diffusion lesion with negligible mismatch

volume due to a carotid artery occlusion.

The first patient recovered completely and

had only a small striato-capsular infarction

on follow-up MRI after 24 h, but the second

patient developed malignant MCA infarction.
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suggests that images are acquired in a few seconds or less, providing the means to

produce motion-free images or a series of rapidly acquired images. In addition to

the improvements in gradients and pulse sequence design and implementation

(Haselgrove and Moore, 1996; Bammer et al., 2003; Reese et al., 2003), the entire

field of MR is today in the midst of a revolution where multiple RF coils can be

used in various ‘‘parallel imaging’’ combinations to provide vast improvements in

resolution, signal-to-noise ratio (SNR) and scan time, and all trade-offs imaginable.

Together, hardware improvements and software pulse sequences are changing the

face of MR techniques in stroke.

Beyond Routine DWI and DTI for Stroke

In addition to providing important clinical information, DWI, DTI and PWI have

made valuable contributions in basic neuroscience and improved the understand-

ing of pathophysiologic processes such as cerebral ischemia. Whereas DWI has

largely limited itself to averaging out white matter directional effects, DTI enables

investigation of the 3D orientation of major white matter fiber tracts and gross an-

atomic brain connectivity in a repeatable and nondestructive manner. It also offers,

to some extent, a quantitative measure for not only the cognitive performance

within individuals (Klingberg et al., 2000; Basser et al., 1994; Basser, 1995; Mori

et al., 1999) but also the loss of structural coherence and eventually the alteration

of myelin sheaths that may occur in diseases such as stroke (Verheul et al., 1994;

Thomalla et al., 2004).

Diffusion Tensor Imaging

Although DTI has not yet been able to match the impact that DWI has had in

stroke, it has proven to be a sensitive tool for detecting subtle abnormalities in the

white matter of patients with diseases such as multiple sclerosis (Filippi et al.,

2001; Bammer and Fazekas, 2002) or amyotropic lateral sclerosis (ALS) (Sach

et al., 2004). DTI studies in the acute phase of stroke have shown that Wallerian

degeneration of the axons of the pyramidal tract occurs as early as a few days after

ischemic damage to the distant neuronal soma (Thomalla et al., 2004, 2005).

Despite DTI’s sensitivity to white matter abnormalities shown in group compar-

isons, further investigations in this area are warranted to demonstrate its value for

diagnosing individual patients. The anisotropic nature of water diffusion in white

matter has led yet to another exciting modality that allows investigators to follow

different fiber systems in white matter using a method to post-process DTI tensor

maps. The method of ‘‘tracking’’ the preferred proton direction of displacement –

‘‘fiber tracking’’ – is based on orientational information garnered from DTI or

more sophisticated methods, and promises to elucidate – at least at the gross mor-

phological level – functional and anatomical connectivity in the brain. Fiber track-

ing rests on the observation that ADC values are higher along fiber tracts than

across them, and that this is due to the highly directional diffusivity in nerve fibers.

This property allows for mapping or ‘‘tracking’’ the preferred orientation of the

tracts themselves (Fig. 3.53).
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Fig. 3.53. (a) Fractional anisotropy (FA) maps

from DTI examination (128� 128; b ¼ 0–1000

s mm�2; six gradient directions, four averages,

12 min). The FA maps represent ‘‘anisotropic’’

diffusion along white matter (WM) tracts, and

are quantitative measures of the white matter

‘‘integrity’’ and orientation. (b) The FA maps

can then be processed to show the direction

(tracks) of the WM tracts (fibers). The real

value of DTI in stroke will largely be to better

visualize WM defects and damage.
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This new visualization angle opens a completely new arena of examinations,

since it allows one to trace different fiber tracts multiple times and from various

locations in a nondestructive fashion (Mori et al., 1999; Song et al., 2003).

It has long been assumed that the simple Gaussian model for diffusion can be

inappropriate within a complex substrate such as human tissue. One way in which

this model fails is in the presence of multiple fiber directions crossing or ‘‘merg-

ing’’ within a single imaging voxel. Application of the single Gaussian fiber diffu-

sion tensor model should be reconsidered in that simple models break down in

complex white matter structures. A novel approach to this problem has been to

measure the diffusion coefficient at higher angular resolutions (Liu et al., 2002) in

order to more accurately detect variations in diffusion along different directions.

Reduction of the resulting 3D ADC representation into a set of orthogonal 3D

functions (Frank, 2002) improves the visualization and comprehension of the

underlying fiber structure. We have described a ‘‘generalized diffusion tensor

imaging’’ (GDTI) method proposed to measure the higher-order statistics of a

non-Gaussian diffusion process where a non-Gaussian diffusion process could be

characterized by ‘‘higher-order tensor’’ (HOT) coefficients of the data (Liu et al.,

2002) to better describe complex structures.

Another refinement in DWI stems from the demonstrated nonexponential atten-

uation of the echo amplitude with increasing b-values. In a study by Mulkern (Mul-

kern et al., 1999), performed on a clinical scanner for b-values up to 6000 s mm�2,

the signal decay from brain tissue in vivo showed nonmono-exponential behavior,

and can be modeled by a multi-exponential function. It is the interpretation of the

data that is of interest; some studies have attributed this behavior to compartmen-

tation of water pools; others have suggested that restricted diffusion in one com-

partment can also lead to a nonmono-exponential behavior of the MR signal. In

short, the physical significance of the parameters is still unclear and no consensus

has been reached regarding the origins of the multi-component ADC, despite the

potential value of understanding the complex movements of water in acute cere-

bral ischemia.

Measuring Diffusion in the Presence of Physiologic Motion

The greatest technical challenge associated with DWI has always been to overcome

the effects of macroscopic motion, while retaining its sensitivity to the microscopic

motion. To create diffusion-weighted contrast, DWI pulse sequences must be made

sensitive to molecular motion on the order of several micrometers and because of

this, are also extremely sensitive to bulk tissue motion. Even small (sub-millimeter)

displacements during the diffusion-encoding phase will cause large phase changes

in the resultant echo signal. Because bulk motion on this level is likely to be differ-

ent during each echo acquisition, each echo will be perturbed differently from one

excitation or view to the next. Higher resolutions using multi-shot sequences have

not been used. For this reason, the most common form of data acquisition is still

a single-shot readout type of sequence, in particular single-shot EPI (Mansfield,

1977; Turner et al., 1990). It has been the steady improvement in scanner gra-

dients and hardware that has advanced DWI the most over the past decade, to
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the extent that most state-of-the-art clinical scanners are easily capable of produc-

ing diffusion-weighted spin-echo EPI images of 128� 128 resolutions in a single-

shot with fair-to-good diagnostic quality.

DWI with Single-Shot EPI

An EPI pulse sequence samples all the data points necessary for reconstruction of

an image after the application of a single RF excitation pulse (or a 90–180� RF-

pulse combination for a spin-echo ‘‘SE-EPI’’ sequence), but at the cost that the

maximum attainable spatial resolution of EPI can be markedly limited by T2*-

decay during the relatively long data acquisition. Worse perhaps, EPI has only a

very small bandwidth per pixel along the phase-encoding ‘‘blipping’’ direction. Be-

cause of this, EPI is very susceptible to off-resonance effects, such as main field in-

homogeneity, local susceptibility gradients, and chemical shift, all of which may

lead to severe image degradation (note the typical SE-EPI DWI artifacts in the

vicinity of air cavities).

To reduce these artifacts and to greatly improve the overall image quality,

diffusion-weighted single-shot EPI (ssh-EPI) is routinely combined with recently

introduced parallel imaging strategies (Sodickson and Manning, 1997; Griswold

et al., 1999, 2000, 2002; Pruessmann et al., 1999; Bammer et al., 2001, 2002),

such as SENSitivity Encoding (SENSE) (Pruessmann et al., 1999). SENSE is rapidly

becoming a valuable complement to conventional encoding in MRI. It uses some

of the spatial information contained in the individual elements of an RF coil array

to more efficiently traverse k-space, and can ‘‘accelerate’’ virtually any conven-

tional MRI technique without interfering with the numerous different contrast

mechanisms used in MRI, such as diffusion weighting. SENSE can help to im-

prove single-shot EPI and fast spin echo (FSE) scans by reducing artifacts, by im-

proving spatial resolution, at some expense of SNR and FOV aliasing. In practical

terms, the SENSE technique allows for an acceleration of the k-space traversal by

the same number as there are component coils available.

The incorporation of parallel imaging schemes to improve the single-shot SE-

EPI DWI sequence has greatly improved image quality in DWI (Fig. 3.54). The

dramatic reduction of susceptibility and other artifacts by the use of multiple coils

and SENSE-type strategies has in essence vastly rejuvenated DWI on all scanners

and magnetic fields. Neuroimaging centers worldwide are currently active in incor-

porating various DWI parallel imaging ‘‘upgrades’’, and the resulting image im-

provements to routine DWI (and DTI) are significant.

DWI with FSE

Fast (or ‘‘Turbo’’) spin-echo imaging (FSE or TSE) has dramatically altered daily

clinical practice as a fast and robust image readout strategy with negligible T2* ar-

tifacts. Due to significant RF pulse specific absorption rate (SAR) constraints made

worse by variable RF pulse flip angle distributions occurring during a long echo

train, FSE has been a poor choice for DWI or DTI. One approach for diffusion-

weighted FSE imaging has been the U-FLARE technique (Norris et al., 1992),

which relies on the separation of different echo families so that they do not inter-
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fere. Le Roux and colleagues (Le Roux, 1998, 2000) presented a valid method for

diffusion-weighted FSE-DWI which relies on an FSE employing a modified phase

setting of the refocusing RF pulses. This approach has become the basis for the

‘‘PROPELLER’’ FSE-DWI method, a novel and effective FSE sequence for DWI de-

scribed by Pipe et al. (2002).

The PROPELLER (Periodically Rotated Overlapping ParallEL Lines with En-

hanced Reconstruction) method, which has inherent 2D navigator information in

each FSE echo train, provides far greater immunity to geometric and T2* distor-

tions than that obtained with EPI sequences, while providing robust immunity to

motion artifacts by collecting FSE trains in various frequency and phase directions

in k-space, called ‘‘blades’’. Each blade passes through the center of frequency and

phase space, which allows for a very good means of ‘‘navigating’’ each blade to any

phase-inducing motional effects. In subsequent pluse repetition time (TRs) this

blade is rotated, so that together the blades measure a circular region of k-space
formed by their union. The basic idea of PROPELLER is that the blades can correct

for inconsistencies prior to combining the data, so the primary inconsistency will

be motion-caused phase differences. After data correction, the blades are combined

to form the DWI image. Images from the commonly-used SE-EPI DWI sequence

and the corresponding PROPELLER sequence for routine stroke DWI are com-

pared in Figure 3.56.

Fig. 3.54. Comparison of conventional single-

shot EPI DWI (top) with the corresponding

single-shot SENSE-DWI sequence (bottom)

from three diffusion-weighted slices of 20

acquired from a suspected stroke with an

accompanying subcortical hemorrhagic trans-

formation. The b ¼ 1000 s mm�2 images

are shown. By means of the faster k-space

traversal with SENSE (acceleration factor,

r ¼ 2), the chemical shift artifact can be

strongly reduced (arrows). Moreover, mag-

netic susceptibility artifacts or artifacts from

B0-inhomogeneities can be also markedly

diminished (open arrows). Note the improved

conspicuity of the hemorrhagic lesion on the

SENSE-DWI images.
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Fig. 3.55. Comparison of SE-EPI DWI and

‘‘Turbo-PROPELLER’’ DWI for imaging of

stroke and hemorrhage. Shown are the SE-EPI

DWI (128� 128; b ¼ 1000) diffusion-weighted

images from four of 28 slices acquired in 24

s. Below are the corresponding Turbo-PROP

images (128� 128; ETL 16; b ¼ 1000) from

four of 18 slices acquired in 120 s. Single-shot

SE-EPI DWI demonstrates significant sus-

ceptibility artifacts near air–tissue interfaces

(top row). Typical signal pile up and loss as

well as strong geometric distortions are

apparent, obscuring tissue pathology through

most slices (bottom row). Turbo-PROP

PROPELLER DWI with identical acquisition

matrix (128� 128) demonstrates few artifacts

and provides significantly better image quality.

In this ‘‘Turbo’’ implementation of PROPEL-

LER, five gradient echoes were acquired

between each refocusing RF pulse to speed

up the acquisition. The overall acquisition

adds approximately 100 s to the scan time.

Fig. 3.56. Very high-resolution (512� 512)

DTI results acquired with a self-navigated

variable-density spiral twice-refocused

spin-echo (TRSE) sequence (SNAILS).

(a) T2w-SNAIL image (b ¼ 0).

(b) Trace (isotropic average of x, y, and z)

diffusion-weighted image. (c) FA map.

Although the scan times are prohibitively

long, this demonstrates the potential of

self-navigated multi-shot DWI methods.
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Diffusion-Weighted Spiral Imaging

Spiral scanning provides an alternative scheme to collect diffusion-weighted k-
space data (Li et al., 1999; Bammer and Moseley, 2004; Liu et al., 2004). Spiral

imaging has the potential advantages of being less demanding for the gradient sys-

tems by avoiding the need for rapid switching gradients, as is needed in EPI. Spiral

Fig. 3.57. (128� 128, b ¼ 1000) SE-EPI DWI

single-shot 128� 128 images from four (left

to right) of 28 slices acquired in 24 s along the

x-, y-, and z-gradient directions. The b0, DWI,

trace ADC (‘‘averaged’’ along three axes to

remove white matter anisotropy effects), and

ADC ‘‘expo’’ images are shown from top to

bottom at left. The ADC ‘‘expo’’ maps are

processed to remove long ADC values such as

CSF, which typically hides lower ADC values.

390 3.3 Modern Applications of MRI in Medical Sciences



imaging is also relatively insensitive to flow artifacts and ghosting, since the center

of k-space is collected at the start of the scan. Further, the center of k-space is

redundantly sampled (‘‘oversampled’’) by the spiral trajectories, providing self-

navigating capabilities (Fig. 3.57).

The widespread use of spiral scanning in routine clinical practice has been

limited, however, by the lack of time-varying gradient-waveform capabilities and

the lack of automated and rapid image reconstruction resources. Improvements

of this technique are being achieved by means of variable density spiral scans,

and this has led to a family of multishot spiral DWI pulse sequences which appear

to provide most of the advantages inherent in the PROPELLER sequences, albeit

with faster acquisitions (Bammer, 2004; Liu et al., 2004). One advantage of the spi-

ral family for DWI and DTI is the ability of increasing the resolution of the images

while retaining good motion suppression. The acquisition of very high-resolution

(512� 512) diffusion-weighted images for DWI or DTI is illustrated in Figure 3.56.

Which Diffusion MR Measure is Best for Stroke Imaging?

There exist a large number of variations of images that can be derived from

the DWI or DTI examination. These are loosely described as: ‘‘isotropic’’ (the

combined or averaged diffusion-weighted images acquired along the x-, y-, and z-

gradient axes; the ADC maps acquired from the low and high b-value images; the

‘‘trace’’ images or ADC maps similar to the averaged x-, y-, and z-axis diffusion-

weighted images; exponential ADC (‘‘eADC’’ or ADC ‘‘Expo’’) maps in which the

large ADC values (primarily seen in cerebrospinal fluid) are suppressed; and the

DTI-derived anisotropic maps of relative anisotropy ‘‘RA’’, fractional anisotropy

‘‘FA’’. Recent studies, seeking to sort the relative merits of these measures to visu-

alize the presence and extent of acute clinical stroke, found that the average abso-

lute percentage changes for the isotropic strategies were all above 38% (Harris

et al., 2004).

The ADC maps had the most significant difference (�42.4%). The DTI-derived

anisotropic images had no significant differences in acute stroke. The authors con-

cluded that anisotropic maps do not consistently show changes during the first 6 h

of ischemic stroke, and that averaged or isotropic diffusion-weighted or ADC im-

ages using DWI were more appropriate for detecting hyperacute stroke. It was

noted, however, that anisotropic images may be useful to differentiate hyperacute

stroke from acute and subacute stroke.

What is the Value of Adding Inversion Recovery Pulses to DWI?

The ADC derived from diffusion-weighted images has been used to differentiate

reversible from irreversible ischemic injury. However, the ADC can be falsely ele-

vated by partial volume averaging of cerebrospinal fluid (CSF) with parenchyma,

which may limit the accuracy of this approach. IR sequences have been shown to

help delineate low-ADC lesions by suppressing the hyperintense CSF signal from

the ADC maps (Lansberg et al., 2001). Recent investigations were conducted to test

whether the accuracy of differentiating reversible from irreversible ischemic injury

could be improved by CSF suppression at image acquisition (Bykowski et al.,
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2004). The results showed that CSF IR-prepared ADC (FLIPD) values more accu-

rately depicted tissue fate compared to conventional ADC values in 16 patients,

while CSF-suppressed ADC measurements gave a more accurate identification of

reversible ischemic injury at the expense of SNR decreases at 1.5 T. More recently,

another group (Simon et al., 2004) found that when SNR and contrast-to-noise-

ratio (CNR) between ischemic and normal tissues were compared at higher fields

of 3 T, the calculated ADC maps with and without the initial IR preparation were

similarly assessed where the SNR and CNR were significantly lower for IR ADC

value imaging than for conventional ADC values. The overall observation noted

that ischemic tissue on IR DWI was significantly less conspicuous than on DWI,

and that this potentially limited the clinical utility of this sequence at higher fields.

3.3.3.5

Functional DWI in Brain Mapping

The role of fMRI has become increasingly important in neuroimaging, for example

in the presurgical mapping of gray matter (Hendler et al., 2003). Contrast mecha-

nisms based on the blood oxygenation level, volume, and flow changes have been

used to noninvasively detect brain activation secondary to the neuronal activity.

Recently, several efforts have focused on alternative contrast mechanisms that

may offer shorter temporal delays and more direct spatial localization in brain

mapping. These include the detection of Lorentzian forces from neural activation

from phase-sensitive images, the use of diffusion-weighting to sensitize the image

to changes in incoherent displacements, and the mapping of small changes in the

ADC from neural activity.

Phantom studies now suggest the possibility of detecting the destructive phase

addition from the spatially incoherent, yet temporally synchronized, displacements

caused by the Lorentz force experienced during electrical conduction within a

strong magnetic field (Bellgowan et al., 2003).

Another approach has employed heavy diffusion weighting to remove the vascu-

lar signal and sensitize the minute and incoherent displacement in order to detect

fast dynamic signal changes synchronized to a task (Li and Song, 2003). These au-

thors observed fast functional signal changes consequent to the task activation by

using a heavy diffusion-weighting protocol which possessed a different time course

from the corresponding BOLD response and suggested an alternative origin differ-

ent from the common BOLD signal sources. Li and Song concluded that the

characteristics of the signal change suggested that it may be more directly linked

to the neuronal activity temporally and spatially than the BOLD response. Song has

recently expanded this approach to include the mapping of the diffusion tensor to

detect synchronized fMRI signal changes during brain activation (Song et al., 2003).

Using fast-DWI, Le Bihan and colleagues observed changes in the apparent dif-

fusion coefficient of water in the human brain visual cortex during activation by a

flickering checkerboard task activation paradigm (Darquie et al., 2001). The ADC

decrease was less than 1% but significant and reproducible, and closely followed

the time course of the activation paradigm. The observed ADC findings were as-
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cribed to a transient swelling of cortical cells that occurred with neural activation

(Darquie et al., 2001).

These preliminary results from a variety of new imaging techniques suggest a

new approach to the production of images of brain activation, with MRI from sig-

nals directly associated with neuronal activation rather than through changes in

local blood flow. More importantly, the methods may in the near future provide

noninvasive maps of the neural activation pathways in the central nervous system.

3.3.3.6

Conclusion and Future Outlook

In recent years, DWI has undergone rapid growth and development, such that the

technique has escalated rapidly from an experimental tool to an established clinical

methodology, the primary use of which has been in the evaluation of acute cerebral

ischemia. Much like T1- and T2-relaxation, diffusivity can be thought of as an

intrinsic tissue property. Thus, DWI may also be useful in imaging extracranial or-

gans, such as the solid organs within the abdomen, or abnormalities in the muscu-

loskeletal system. The ability to determine diffusion coefficients in vivo has great

potential for furthering our understanding of normal and abnormal physiology,

as well as for characterizing focal and diffuse disease within the human body. His-

torically, bulk physiologic motion has hampered the application of DWI to a wide

variety of clinical questions. However, developments in MR hardware, pulse-

sequences and computer science – all enhanced by the rapid evolution of parallel-

imaging improvements – have led to a robust tool with reasonable image quality

and outstanding diagnostic potential.
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J., Schellinger, P.D., Warach, S., and

Ostergaard, L. (2005). Magnetic resonance

imaging criteria for thrombolysis in acute

cerebral infarct. Stroke, 36 (2), 388–397.

Hoehn-Berlage, M., Norris, D.G., Kohno,

K., Mies, G., Leibfritz, D., and Hossmann,

K.A. (1995). Evolution of regional changes

in apparent diffusion coefficient during

focal ischemia of rat brain: the relationship

of quantitative diffusion NMR imaging to

reduction in cerebral blood flow and

metabolic disturbances. J. Cereb. Blood Flow
Metab., 15, 1002–1011.

Hossmann, K.A. (1994). Viability thresholds

and the penumbra of focal ischemia. Ann.
Neurol., 36, 557–565.

Huang, N.C., Yongbi, M.N., and Helpern,

J.A. (1997). The influence of preischemic

hyperglycemia on acute changes in the

apparent diffusion coefficient of brain

water following global ischemia in rats.

Brain Res., 757 (1), 139–145.

Klingberg, T., Hedehus, M., Temple, E.,

Salz, T., Gabrieli, J.D., Moseley, M.E., and

Poldrack, R.A. (2000). Microstructure of

temporo-parietal white matter as a basis for

reading ability: evidence from diffusion

tensor magnetic resonance imaging.

Neuron, 25 (2), 493–500.

Knight, R.A., Dereski, M.O., Helpern, J.A.,

Ordidge, R.J., and Chopp, M. (1994).

Magnetic resonance imaging assessment

of evolving focal cerebral ischemia.

Comparison with histopathology in rats.

Stroke, 25 (6), 1252–1262.

Kohno, K., Hoehn-Berlage, M., Mies, G.,

Back, T., and Hossmann, K.A. (1995).

Relationship between diffusion-weighted

MR images, cerebral blood flow, and energy

state in experimental brain infarction.

Magn. Reson. Imaging, 13 (1), 73–80.

Kucinski, T., Vaterlein, O., Glauche, V.,

Fiehler, J., Klotz, E., Eckert, B., Koch,

C., Röther, J., and Zeumer, H. (2002).

Correlation of apparent diffusion coefficient

and computed tomography density in acute

ischemic stroke. Stroke, 33 (7), 1786–1791.

Lansberg, M.G., Norbash, A.M., Marks,

M.P., Tong, D.C., Moseley, M.E., and

Albers, G.W. (2000). Advantages of adding

diffusion-weighted magnetic resonance

imaging to conventional magnetic

resonance imaging for evaluating acute

stroke. Arch. Neurol., 57 (9), 1311–1316.

Lansberg, M.G., Thijs, V.N., O’Brien, M.W.,

Ali, J.O., de Crespigny, A.J., Tong, D.C.,

Moseley, M.E., and Albers, G.W. (2001).

Evolution of apparent diffusion coefficient,

diffusion-weighted, and t2-weighted signal

intensity of acute stroke. Am. J. Neuro-
radiol., 22 (4), 637–644.

Le Bihan, D. (2003). Looking into the

functional architecture of the brain with

diffusion MRI. Nat. Rev. Neurosci., 4 (6),

469–480.

Le Bihan, D., Turner, R., Douek, P., and

Patronas, N. (1992). Diffusion MR

imaging: clinical applications. Am. J.
Roentgenol., 159 (3), 591–599.

Le Roux, P. (1998). Non CPMG fast spin-echo

with full signal. Annual Meeting of ISMRM,

574.

Le Roux, P. (2000). Non-CPMG fast spin-echo

in practice. Annual Meeting of ISMRM,

1530.

Li, F.H., Liu, K.F., Silva, M.D., Omae, T.,

Sotak, C.H., Fenstermacher, J.D.,

and Fisher, M. (2000). Transient and

permanent resolution of ischemic lesions

on diffusion-weighted imaging after brief

periods of focal ischemia in rats: correlation

with histopathology. Stroke, 31 (4),

946–954.

Li, T. and Song, A.W. (2003). Fast functional

brain signal changes detected by diffusion

weighted fMRI. Magn. Reson. Imaging, 21,
829–833.

Li, T.Q., Takahashi, A.M., Hindmarsh, T.,

and Moseley, M.E. (1999). ADC mapping

by means of a single-shot spiral MRI

technique with application in acute cerebral

References 395



ischemia. Magn. Reson. Med., 41 (1),

143–147.

Liu, C., Bammer, R., and Moseley, M.E.

(2002). Multi-exponential analysis of gray

and white matter structures in human

brain. 10th Annual Meeting of ISMRM.
Liu, C., Bammer, R., Kim, D.H., and

Moseley, M.E. (2004). Self-navigated

interleaved spiral (SNAILS): application to

high-resolution diffusion tensor imaging.

Magn. Reson. Med., 52 (6), 1388–1396.

Mansfield, P. (1977). Multiplanar image

formation using NMR spin-echoes. J. Phys.
Chem. Solid State Phys., 10, L55–L58.

Mori, S., Crain, B.J., Chacko, V.P., and

van Zijl, P.C. (1999). Three-dimensional

tracking of axonal projections in the brain

by magnetic resonance imaging. Ann.
Neurol., 45 (2), 265–269.

Moseley, M.E., Cohen, Y., Mintorovitch, J.,

Chileuitt, L., Shimizu, H., Kucharczyk,

J., Wendland, M.F., and Weinstein, P.R.

(1990a). Early detection of regional cerebral

ischemia in cats: comparison of diffusion-

and T2-weighted MRI and spectroscopy.

Magn. Reson. Med., 14 (2), 330–346.

Moseley, M.E., Kucharczyk, J., Mintoro-

vitch, J., Cohen, Y., Kurhanewicz, J.,

Derugin, N., Asgari, H., and Norman, D.

(1990b). Diffusion-weighted MR imaging of

acute stroke: correlation with T2-weighted

and magnetic susceptibility-enhanced MR

imaging in cats. Am. J. Neuroradiol., 11,
423–429.

Moseley, M.E., Mintorovitch, J., Cohen, Y.,

Asgari, H.S., Derugin, N., Norman, D.,

and Kucharczyk, J. (1990c). Early detection

of ischemic injury: comparison of spectros-

copy, diffusion-, T2-, and magnetic suscepti-

bility-weighted MRI in cats. Acta Neurochir.
Suppl. (Wien), 51, 207–209.

Mulkern, R.V., Gudbjartsson, H., Westin,

C.F., Zengingonul, H.P., Gartner, W.,

Guttmann, C.R., Robertson, R.L.,

Kyriakos, W., Schwartz, R., Holtzman,

D., Jolesz, F.A., and Maier, S.E. (1999).

Multi-component apparent diffusion

coefficients in human brain. NMR Biomed.,
12 (1), 51–62.

Neumann-Haefelin, T., Kastrup, A., de

Crespigny, A., Yenari, M.A., Ringer, T.,

Sun, G.H., and Moseley, M.E. (2000).

Serial MRI after transient focal cerebral

ischemia in rats: dynamics of tissue injury,

blood-brain barrier damage, and edema

formation. Stroke, 31 (8), 1965–1973.

Norris, D.G., Bornert, P., Reese, T., and

Leibfritz, D. (1992). On the application of

ultra-fast RARE experiments. Magn. Reson.
Med., 27 (1), 142–164.

Pipe, J.G., Farthing, V.G., and Forbes, K.P.

(2002). Multishot diffusion-weighted FSE

using PROPELLER MRI. Magn. Reson.
Med., 47 (1), 42–52.

Pruessmann, K.P., Weiger, M., Scheideg-

ger, M.B., and Boesiger, P. (1999).

SENSE: sensitivity encoding for fast MRI.

Magn. Reson. Med., 42 (5), 952–962.

Reese, T.G., Heid, O., Weisskoff, R.M., and

Wedeen, V.J. (2003). Reduction of eddy-

current-induced distortion in diffusion MRI

using a twice-refocused spin echo. Magn.
Reson. Med., 49 (1), 177–182.

Ringer, T.M., Neumann-Haefelin, T.,

Sobel, R.A., Moseley, M.E., and Yenari,

M.A. (2001). Reversal of early diffusion-

weighted magnetic resonance imaging

abnormalities does not necessarily reflect

tissue salvage in experimental cerebral

ischemia. Stroke, 32 (10), 2362–2369.

Roberts, T.P., Vexler, Z., Derugin, N.,

Moseley, M.E., and Kucharczyk, J. (1993).

High-speed MR imaging of ischemic brain

injury following stenosis of the middle

cerebral artery. J. Cereb. Blood Flow Metab.,
13 (6), 940–946.
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3.3.4

Clinical Applications at Ultrahigh Fields

Petra Schmalbrock and Donald W. Chakeres

3.3.4.1

Potential and Challenges with Ultrahigh Field MRI

Ultrahigh field MRI at 7–9.4 T in human-sized whole-body systems has become a

new forefront of MRI. Following initial demonstrations of the feasibility at aca-

demic institutions (Robitaille et al., 2000; Ugurbil et al., 2003), the major MRI ven-

dors have now embraced the potential of these systems, and embarked on the de-

velopment of commercial ultrahigh field systems.

The principal advantage of increased magnetic field strength is that the signal-to-

noise ratio (SNR) increases with increasing field strength, and that this SNR gain

may, in turn, be used to either increase spatial or temporal resolution in proton

MRI, or to significantly increase the sensitivity of MRI with other nuclei such as
13C, 19F, 23Na, and 31P (Lei et al., 2003). Furthermore, chemical shift spectral dis-

persion is increased, thus improving the detection of metabolites by allowing for

better differentiation of spectral lines in MR spectroscopy. Finally, magnetic sus-

ceptibility effects from paramagnetic material increase with increasing field

strength, and this provides advanced contrast mechanisms for naturally occurring

paramagnetic material such as deoxyhemoglobin and tissue iron. Increased sensi-

tivity to deoxyhemoglobin content presents a mechanism for improved depiction of

venous vasculature (Reichenbach et al., 1998; Reichenbach and Haacke, 2001), and

is the basis for blood oxygen level dependent (BOLD) neurofunctional MRI (Yacoub

et al., 2003). Measurement of tissue iron may allow for noninvasive assessment of

various conditions altering iron content in the brain, including normal aging and

neurodegenerative diseases.

These potential advantages are offset not only by the increased cost for large

high-field magnets, but by several fundamental physical conditions that presently

pose serious challenges for ultrahigh field MRI, including artifacts from inhomo-

geneous B0 and B1 fields, different tissue relaxation times, and safety concerns.

Magnetic Susceptibility and B0 Inhomogeneity

Susceptibility differences between diamagnetic tissue water and paramagnetic ma-

terial cause local magnetic field changes. Such changes occur on a subvoxel spatial

scale, for example with red blood cells (A 5 mm), ferritin (20 nm), and MRI contrast

agents, and present an important contrast mechanism (see below). Conversely, sus-

ceptibility inhomogeneity on a spatial scale of several voxels (1–10 mm) near air/

tissue interfaces produces severe image artifacts, including geometric distortions

and signal loss. Susceptibility field inhomogeneity DB0ðx; y; zÞ can be described an-

alytically for simple geometries, whether numerically modeled (Li et al., 1996;

Truong et al., 2002), or experimentally measured (Spielman et al., 1998; Truong
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et al., 2006). For ultrahigh field MRI, B0 inhomogeneity is especially problematic

because field changes scale linearly with the magnetic field strength. For example,

the numerical simulation in Figure 3.58A shows variability of 2 ppm near the

sphenoid. Under typical image conditions, resultant image distortions are less then

one pixel at 1.5 T and thus negligible, whereas they extend over several voxels at 8 T.

Misregistration artifacts occur in both spin and gradient echoes in the frequency

and slice encode direction. In addition, susceptibility inhomogeneity creates severe

signal loss in gradient echo images, where the size of the signal void increases

with increasing echo time and field strength. For example, areas of signal voids

are seen near the sphenoid sinus with banding patterns extending up to the corpus

callosum and in the cerebrospinal fluid (CSF) spaces anterior to the brainstem

(Fig. 3.58B). Consequently, susceptibility artifact correction is of paramount impor-

tance for ultrahigh field MRI. Several approaches have been proposed for this pur-

pose, including gradient compensation (Yang et al., 1998; Glover, 1999), tailored

radiofrequency (RF) pulses (Cho and Ro, 1992; Stenger et al., 2002), active and pas-

Fig. 3.58. (A) Numerically computed saggital

susceptibility field map in human brain.

(Truong et al., 2002). (B) Gradient echo image

of the same subject using TR/TE 600 ms/

12 ms, nominal flip 22.5�, FOV 18 cm,

1024� 512, 2 mm slice thickness. (C) Matching

flip angle map and (D) receive sensitivity map,

computed from axial gradient echo images

with nominal flip angles of 60�/120� using the

relationship S2a/Sa ¼ sin 2a/sin a ¼ 2 cos a.

Note that in the ventricles, the receive

sensitivity map is contaminated by proton

density (Truong et al., 2006).
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sive shimming (Wilson et al., 2002), and post-processing (Irarrazabal et al., 1996;

Kadah and Hu, 1998).

B1 Inhomogeneity

Another fundamental challenge with ultrahigh field MRI arises from the fact that

presently B1 fields (i.e., radio waves > 300 MHz) with uniform amplitude are not

easily achievable for human head or larger-sized samples. Intuitively, this may be

understood as follows. The wavelength at 300–340 MHz in tissue is about 6 cm,

which is smaller than the dimension of a human head. As a consequence, RF field

distribution reflects complicated patterns of standing and propagating waves with

local amplitude minima and maxima in three-dimensional space depending on the

shape, orientation, dielectric, and conductive properties of the anatomic region to

be imaged rather than on the design of the coil alone. Conversely, at lower field

strengths, the wavelength is larger than anatomy and B1 homogeneity can be

achieved. High-field B1 field distribution cannot be predicted intuitively, and sev-

eral investigators (e.g., Chen et al., 1998; Ibrahim et al., 2001; Collins et al., 2002)

have used numerical simulations to compute B1 fields. The resultant complicated

highly inhomogeneous patterns of RF intensity distribution are in agreement with

experimentally measured maps. B1 inhomogeneity leads to variable RF flip angles

and receive sensitivity (Hoult, 2000; Ibrahim et al., 2005), thus adversely affecting

image contrast, SNR and overall image quality (Fig. 3.58C,D).

It is evident that the problem of RF inhomogeneity needs to be addressed and

solved in order to take full advantage of ultrahigh field MRI. This fundamental

challenge remains yet to be solved, though a number of potential solutions have

been proposed. Conventional RF coil design can address the problem only in part,

because the RF distribution is dominated by the patient. Proposed solutions in-

clude use of shaped RF pulses, and multi-port excitation of TEM coils (Vaughan

et al., 1994; Ibrahim et al., 2001). The latter concept may be extended by using

multiple parallel transmit coils and RF amplifier chains. This approach alone – or

in combination with multiple independent receive coils – may represent the most

promising solution, and allow not only for improved RF and image homogeneity

but also for faster imaging, analogous to existing receive coil parallel imaging

methods (Sodickson and Manning, 1997; Pruessmann et al., 1999). For this, com-

plicated and expensive hardware-software systems will be needed, but these are

only now being conceptually explored and implemented.

Changes in Relaxation Times

A third fundamental challenge for ultrahigh field MRI arises from the fact that re-

laxation times change substantially compared to lower field strengths, thus signifi-

cantly altering image appearance. Bottomley extrapolated data obtained at lower

field strengths, and predicted increasing tissue T1 relaxation times with increasing

field strength, whereas T2 relaxation times were predicted to remain approximately

constant (Bottomley et al., 1984). Because of susceptibility effects, T2
� relaxation

times are expected to become significantly shorter at ultrahigh field MRI. Since all
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T1 and T2 relaxation time measurement methods are affected by flip angle variabil-

ity, experimental measurements of relaxation times are complicated by B1 inhomo-

geneity. Thus, preliminary T1 and T2 measurements at 8 T only used data from im-

age regions where flip angles (measured as in Fig. 3.58) did not deviate more than

20� from the nominal 90�/180� (Table 3.1).

An important finding is that at 8 Tmulti-echo T2 are almost twice as long as sin-

gle echo T2. The fundamental difference between single and multi spin echo se-

quences is that the signal decay observed with single echoes with long times be-

tween RF pulses is significantly affected by water molecule diffusion in magnetic

field gradients (Hahn, 1950), whereas multi-echo Carr Purcell CP sequences using

shorter times between successive 180� refocusing pulses are less affected (Carr and

Purcell, 1954). That is, water protons acquire variable amounts of phase shift as

they diffuse through magnetic field gradients produced by small-sized magnetic

field perturbers. The phase spread among an ensemble of protons becomes larger

for longer times between successive RF pulses and, as a consequence, Hahn and

CP sequences have different signal decay constants T2, if simple single exponential

fitting is used to determine that decay constant (Ye et al., 1996; Bartha et al., 2002;

Stefanovic et al., 2003). In tissue, deoxyhemoglobin in vessels, tissue iron stored in

ferritin or MRI contrast agents produce local field variability on a spatial scale com-

parable to the water molecule diffusion length during the RF pulse interval – that

is, in the 10 nm to 10 mm range. Effects from diffusion in locally variable fields are

increased at higher field strength because field changes from small perturbers ex-

tend further. A number of theoretical models have been proposed to characterize

this behavior (Kennan et al., 1994; Yablonskiy and Haacke, 1994; Weisskoff et al.,

1994; Jensen et al., 2001; Kiselev and Novikov, 2002) and may ultimately be used to

determine concentration and spatial distribution of paramagnetic tissue constitu-

ents. It should be noted that preliminary 8 T, CP-T2s are comparable to low field

values (e.g., Tofts, 2003). This is in line with early predictions by Bottomley, and

may represent predominantly tissue water content and cellular architecture of the

tissue.

Table 3.1. Relaxation time measurements at 8 T.

PDa) T1 [ms] T2-multib) [ms] T2 singlec) [ms] T2* [ms]

Frontal WM 0.69 1300 74.5G 3.4 (n ¼ 3) 39.0G 1.6 (n ¼ 6) 20.5 (n ¼ 1)

Motor GM
0.80 1800

74.3G 9.2 (n ¼ 2) 37.5G 1.1 (n ¼ 5)
20.3 (n ¼ 1)

Frontal GM 71.4 (n ¼ 1) 44.8 (n ¼ 1)

a)Proton densities are averages of values listed in Tofts (2003).
b)CPMG multi-echo sequence with 20-ms inter-echo time.
c)Single spin echo GESSE sequence (Yablonskiy and Haacke, 1997)

with TE ¼ 50 ms.
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In addition to the irreversible T2 relaxation effects in spin echo sequences, local

susceptibility field variability causes reversible dephasing effects in gradient echo

sequences that are measured by T2
� (with 1/T2

� ¼ 1/T2 þ 1/T2 0 where T2 0 de-

scribes the reversible component). T2
� values at 8 T that were measured with a

modified gradient compensated sequence removing air/tissue susceptibility arti-

facts are listed in Table 3.1.

Safety Concerns

Last, but not least, there are additional safety concerns with ultrahigh field MRI,

since the effects of ultrahigh magnetic field exposure have not yet been extensively

studied, nor due to the higher exposure to RF energy. Initial studies have not iden-

tified any clear new safety hazards associated with ultrahigh field systems com-

pared to clinical systems (Chakeres et al., 2003a,b; Chakeres and de Vocht 2004).

3.3.4.2

Image Characteristics in Normal Brain

Routine clinical MRI customarily uses three types of contrast, namely T1, T2, and

proton density (PD) weighting, where images are acquired such that signal inten-

sities predominantly reflect T1, T2, or PD. Familiarity with these common contrast

patterns is the basis for standardized and reliable clinical diagnosis of MRI, and

allows radiologists easily to identify and interpret signal changes due to pathology.

The significantly longer T1 and shorter T2 atb 7 T considerably alter image appear-

ance and, for optimal utilization of ultrahigh field MRI, one needs to understand

these changes in image contrast. In the following sections, calculated image con-

trast based on the parameters listed in Table 3.1 and image examples will be com-

pared for gradient echo, spin echo, and inversion recovery sequences, and effects

due to flip angle variability will be discussed.

T1 and PD Gradient Echo (GE) Contrast

To illustrate the ultrahigh field contrast behavior, gradient echo contrast (for a

spoiled, incoherent gradient echo sequence) was calculated first for short echo

times (TE ¼ 2 ms) to minimize the influence of T2* effects such as not to contam-

inate T1 or PD contrast. The calculated white matter/gray matter contrast (i.e., sig-

nal difference WM-GM) and gray matter/CSF contrast is shown in Figure 3.59.

Weak T1-weighting is achieved for certain TR/flip angle pairs (above the red line

in Fig. 3.59A,B), though the signal difference is very small. Likewise, PD weighting

results in appropriate TR/flip angle pairs (below the blue line in Fig. 3.59A,B).

Comparative 2D-GE (Fig. 3.59C; TR/flip ¼ 500/55�) and 3D-GE (Fig. 3.59D; TR/

flip ¼ 12/18�) images show weak T1 contrasts – that is, the CSF is darkest, but

gray and white matter are near isointense. A very high SNR (>100) is needed to

produce a contrast-to-noise ratio (CNR) sufficient for tissue differentiation, and

though SNR is high with ultrahigh field MRI, the reduced contrast diminishes

the utility standard 2D-GE T1- or PD weighted sequences. Because of the need for

very short TR, 3D-GE sequences are further impaired by the long T1.
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Susceptibility-Weighted Imaging (SWI)

The dramatic influence of TE on image contrast in ultrahigh field GE images is

demonstrated in Figure 3.60. Contrast calculations show that with longer TE

(A 10 ms), significant T1-weighting is no longer achieved, but due to the much

longer T2
� for CSF compared to brain parenchyma, CSF yields highest signal

for nearly all TR and flip angles. While overall contrast is not impressive,

susceptibility-weighted images stand out by their superb depiction of small veins,

which are seen as dark linear structures due to the very short T2
� for deoxyhemo-

globin. Studies in post-mortem specimens have shown that 8-T images with spatial

Fig. 3.59. Simulated contrast contour plots

showing signal difference in TE ¼ 2 ms

incoherent GE images between white and gray

matter (A), and gray matter and CSF (B)

depending on TR and flip angle (calculated

using Table 3.1 and PD, T1, T2, and T2
� of 1.0,

4000 ms, 1000 ms and 100 ms for CSF).

T1 contrast is achieved above the red line, and

PD contrast below the blue line. Also shown

are comparative T1-weighted 7-T images.

(C) 2D-GE, TR/TE/flip ¼ 500 ms/2 ms/55�,

FOV 25 cm, 800� 800 matrix, 4-mm slice.

(D) 3D-GE, TR/TE/flip ¼ 12 ms/3.5 ms/18�,
FOV 24 cm, 512� 384, 80 slices, 1.5 mm.

Note that gray matter appears slightly brighter

in the periphery of the 2D-GE image (C)

because true flip angle in the peripheral

regions is lower than the nominal flip angle,

leading to contrast inversion. Arteries are

bright in the 3D-GE image due to inflow

enhancement, making this method suitable

for MR angiography.
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resolutions of 0:25� 0:25� 2:0 mm3 can depict vessels of less than 100 mm (Dash-

ner et al., 2004). This contrast mechanism is analogous to the BOLD effect used in

functional MRI (fMRI), and thus SWI has also been termed BOLD venography.
While superb results are achieved with 2D-GE BOLD venography, thin-section

3D-GE BOLD venography at 8 T is inadequate because the GM and WM signal

is low due to long T1. This situation is different for 1.5 T or 3 T, where 3D-GE se-

quences can produce good BOLD venograms, albeit with extremely long scan

times (Reichenbach et al., 1998). It was shown that phase rather than magnitude

reconstruction can further improve susceptibility weighted images at 1.5 T and 3 T

as well as at 8 T (Abduljalil et al., 2003). These images not only provide improved

depiction of vasculature, but also exhibit better GM/WM contrast (see below).

Spin Echo Contrast

Spin echo (SE) images are profoundly impacted by RF inhomogeneity and the shift

in relaxation times. In order to assess achievability for conventional T1, T2 and PD

behavior in SE as a function of TR and for variable flip angle, several options were

evaluated. Some analytical expression have been given to describe the dependence

of SE images on the repetition time and excitation and refocusing flip angles; how-

ever, these apply only for long TR (Haacke et al., 1999), for fixed 90� excitation

pulses and refocusing pulses with relatively small deviations (<20�) from 180�

(Kingsley et al., 1998), or for multi-pulse equilibrium conditions (Hennig, 1988;

Laurent et al., 2000). The simulations described here were obtained by numerically

solving the iterative Bloch equations for a single echo SE sequence with a and 2a

for the excitation and refocusing flip angles, respectively. Such calculations show

complicated signal characteristics as a function of TR and a, that is not described

by published analytic expressions. Examples for GM/WM contrast and GM/CSF

contrast are shown in Figure 3.61. Conventional T1 weighting is no longer

achieved – that is, both the computations and images show that CSF has highest

Fig. 3.60. Ultrahigh resolution 8 T BOLD venogram (TR/TE/flip

angle 513 ms/10 ms/20�, FOV 20 cm, 1024� 1024 matrix, 1-mm slice

thickness). Note the exquisite depiction of leptomeningeal veins in

this image region of the corpus callosum. The veins are dark in these

images, while the overall image contrast is proton density-weighted.
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signal irrespective of TR and flip angle, and contrast becomes highly variable and

dependent on the local flip angle, especially for TR < T1. For long TR, locally vari-

able flip angles mostly result in signal scaling with overall conventional PD or T2

contrast.

T2 contrast also depends heavily on the type of SE (i.e., single versus multi-echo

sequence), and also on the interpulse delay time because, as discussed above, water

molecule diffusion in the magnetic fields of nm- to mm-sized perturbers leads to

irreversible dephasing and thus different effective T2 in different sequences. In ad-

dition, locally variable flip angles complicate the contrast behavior in T2-weighted

SE sequences. While adiabatic RF pulses could be used to remedy this problem,

they will require prohibitively large RF, leading to excessive specific absorption

rate (SAR) for human studies. Hennig showed that T2-weighted fast spin echo

(FSE) imaging with low SAR can be achieved by selecting optimized lower flip an-

Fig. 3.61. Contour plots of gray matter/white matter (GM/WM)

contrast (A) and gray matter/CSF contrast (B) computed by numerical

solution of the iterative Bloch equations for single echo spin echo

sequences with TE ¼ 20 ms as a function of TR, a excitation angle and

2a refocusing angle. (C) For comparison, an 8-T spin echo image

(TR/TE ¼ 250 ms/20 ms) at a nominal flip angle a ¼ 90� in the frontal

area is shown. Very low flip angles and receive sensitivity create dark

image regions on the lower left. GM/WM contrasts is variable as flip

angles vary from about 150� in the center to 15� at the periphery.
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gles (e.g., sequences such as TRAPS and Hyperecho; Hennig and Scheffler, 2001;

Hennig et al., 2003). This approach is very promising for ultrahigh field MRI, but

flip angle optimization will need to be adapted to the fact that excitation and re-

focusing pulses are locally variable.

Inversion Recovery Contrast

Standard inversion recovery-spin echo (IR-SE) or fast-spin echo (IR-FSE) are even

more severely affected by RF inhomogeneity. Using simple slice-selective pulses

leads to severe variability of image contrast across the image. Much more promis-

ing results are achieved with magnetization-prepared IR turbo gradient echo im-

ages (Fig. 3.62). Such sequences require only a few inversion pulses and can thus

utilize adiabatic pulses for the inversion, followed by small flip angle image read-

out. In addition to excellent T1 contrast, initial studies also show arterial in-flow en-

hancement and dark veins due to venous deoxyhemoglobin, which highlights the

great promise of magnetization-prepared IR turbo gradient echo sequences.

3.3.4.3

Applications for Neuropathology

Brain Tumors

It is well known that the vascular bed in and near tumors, as well as tumor perfu-

sion, are altered compared to the normal vasculature. Tumor vessels are frequently

more tortuous, larger and more disorganized than vessels in normal brain, and

angiogenesis is considered to be a marker for tumor aggressiveness in astrocytic

neoplasms, specifically glioblastoma multiforme. Thus, the use of antiangiogenic

drugs is being investigated for tumor treatment. Conversely, not only the delivery

Fig. 3.62. T1-weighted 3D magnetization prepared inversion recovery

turbo gradient echo image acquired at 7 T (Philips, Achieva, Cleveland;

TI ¼ 1300 ms, TR/TE/flip angle ¼ 14 ms/7 ms/8�, FOV 25 cm,

512� 376, slice 3 mm). In these images with excellent T1 contrast,

arteries appear with high signal intensity due to time-of-flight enhance-

ment, and veins are dark due to the BOLD effect.
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of other drugs for tumor treatment but also radiation therapy rely on a good tumor

blood supply. In any case, knowledge of tumor vascularity is crucial for successful

therapeutic intervention. Accordingly, the histopathologic assessment of tumor

vessels using endothelial cytology or staining techniques is being used to quantify

angiogenesis, and has been shown to correlate to disease free-survival (Eberhard

et al., 2000). The noninvasive assessment of tumor microvasculature is therefore

of significant interest. Contrast-enhanced fast imaging has been used at standard

clinical field strengths to indirectly evaluate the microvasculature of tumors by

evaluating blood flow and volume parameters. Ultrahigh field SWI excels at depict-

ing veins as small as 100 mm, and was used to study patients with brain tumors

(Christoforidis et al., 2002, 2004). Studies comparing ultrahigh field BOLD venog-

raphy with dynamic contrast-enhanced MRI at standard field strength, as well as

studies correlating clinical outcome with 8-T MRI findings, are also under way.

Cerebrovascular Disease

Detailed assessment of microvasculature is also of interest in the assessment of

cerebrovascular disease, and again ultrahigh field SWI shows great promise in

this respect. Just as with standard clinical field strength MRI, subacute strokes are

seen as sharply demarcated high signal areas at 8 T (Fig. 3.63). In addition, 8-T

Fig. 3.63. (A) Axial 8 T susceptibility-weighted gradient echo image

(TR/TE/flip ¼ 700 ms/12 ms/22�, FOV 24 cm, 1024� 1024 matrix,

2-mm slice thickness) compared to (B) 1.5 T FLAIR image. Multiple

infarcts (white arrows) are seen as hyper-intensities on the FLAIR

images and on the 8-T images. Small vessels surrounding the lesion

are only delineated on the 8-T image.
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SWI can depict subtle vascular abnormalities such as small cavernoma, hemor-

rhagic lesions, calcifications, and small lacunar infarcts (Novak et al., 2001, 2002;

Chakeres et al., 2002), some of which were not seen at 1.5 T. This indicates that

ultrahigh field MRI might play a significant role in the early assessment of factors

that may precede stroke. To date, little is known of the relationship between known

clinical risk factors or precursors such as hypertension or transient ischemic at-

tacks, and underlying small (50–500 mm) vessel disease or silent microhemorrha-

gic lesions. Furthermore, ultrahigh field MRI may also play a role in the direct as-

sessment of tissue oxygenation. Unfortunately, one potential limitation with

ultrahigh field SWI is the greater sensitive to venous rather than to arterial disease.

For the study of arterial disease at b 7 T, the use of contrast agents may play an

important role. Further studies are needed to assess the value of ultrahigh field

SWI imaging in the evaluation of precursors for stroke, and the availability of

user-friendly, standardized acquisition methods in a commercial ultrahigh field

MRI system will be most helpful in this context.

Multiple Sclerosis

The higher spatial resolution achievable with ultrahigh field MRI is also of benefit

for the assessment of multiple sclerosis (MS). At 8 T, demyelinating plaques are

seen as high signal structures in both gradient and FSE images in typical locations,

including the corpus callosum and periventricular regions system (Kangarlu et al.,

2003). Beyond that, 8-T MRI excels at depicting the relationship between demyeli-

nating lesions and deep venous structures. For example, so-called Dawson fingers

– the central veins in the mid portions of plaques – were seen. Furthermore, direct

visualization of gray matter MS lesions may be possible at high field. These initial

studies show great promise, but many further investigations are required to

fully exploit the potential advantages of ultrahigh field MRI for MS. In addition to

high-resolution imaging, the assessment of MS with MR spectroscopy or diffusion-

weighted imaging may be of interest.

Substantia Nigra and Parkinson’s Disease

Idiopathic Parkinson’s disease is associated with degeneration of the substantia

nigra pars compacta, with selective loss of dopaminergic neurons. It is estimated

that at least 60% of the dopaminergic neurons are lost before patients become

symptomatic, preceded by 10 to 20 years of early disease progression. Calbindin D

28k immunohistochemical staining of the brainstem can differentiate the subanat-

omy of the substantia nigra (Damier et al., 1999), including five different regions

termed nigrosomes. Parkinson’s disease is characterized by severe focal loss of neu-

rons in the nigrosomes, and progression of the clinical findings corresponds to

focal cell loss in these specific regions.

Availability of a noninvasive imaging method to evaluate specific small subdivi-

sions of the substantia nigra with great accuracy would be an essential biomarker

in the assessment of Parkinson’s disease. Preliminary 8-T phase images suggest

that there is a close relationship between the low signal phase regions of the sub-

stantia nigra and the calbindin-staining regions. The substantia nigra demonstrated
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‘‘flame’’ margins laterally on the phase images that correlated very well with cal-

bindin staining (Fig. 3.64). Thus, ultrahigh field MRI may become an important

new means of evaluating patients with Parkinson’s disease.

Normal Aging and Alzheimer’s Disease

It is well known that tissue iron content varies among different regions of the

brain, and also changes with aging (Hallgren and Sourander, 1958). Paramagnetic

tissue iron changes MRI relaxation times due to the diffusion of water molecules

in the susceptibility field of the iron inclusions, and ultrahigh field MRI is particu-

larly sensitive in this respect. Comparative contrast differences in T2-weighted

brain images of two subjects aged 27 years and 50 years at 1.5 T and 7 T are shown

in Figure 3.65. For example, gray matter in the motorsensory cortex has a lower

signal than adjacent white matter, and this difference is more pronounced in older

than in younger subjects, whereas contrast is inverted in the frontal and temporal

cortices. The signal is lowest in the globus pallidus, substantia nigra, red nuclei

and caudate, all of which have much higher iron contents. Quantitative measure-

ments of T2-values exhibit a linear relationship to iron content computed from

published values for iron content versus age. These initial studies suggest that ul-

Fig. 3.64. Axial 8 T gradient echo magnitude (A) and phase (B)

image human brainstem (TR/TE/flip angle 600 ms/12 ms/20�,
FOV 18 cm, 1024� 768, 2-mm slice thickness). Note that the

margins of the substantia nigra appearing on the phase images

are similar to the calbindin stains (C) with flame-like margins.
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trahigh field T2-mapping may be more sensitive for assessing brain iron content

than standard field strength MRI (Gelman et al., 1999; Georgiades et al., 2001;

Zhou et al., 2001; Haacke et al., 2005), and thus is suited to the reliable quantifica-

tion of iron in different regions of the brain and the assessment of aging.

Changes in brain iron content have also been associated with several neurodege-

nerative diseases, including Alzheimer’s, Parkinson’s and Huntington’s disease. In

Alzheimer’s disease, oxidative stress has been implicated as one of the promoting

factors, and is linked to brain iron content (Perry et al., 2000; Sayre et al., 2000);

iron also appears to be associated with amyloid plaque (Smith et al., 1997). Because

of this connection, several groups have attempted to measure brain iron with MRI

as a biomarker for noninvasive assessment in Alzheimer’s (Ordidge et al., 1994;

Ogg et al., 1999; Bartzokis and Tishler, 2000; Schenck and Zimmerman, 2004).

Ultrahigh field MRI should be significantly more sensitive than standard clinical

field strength MRI, though further investigations in this area are clearly needed.

Fig. 3.65. Axial 1.5 T and 7 T T2-weighted

spin echo images of two healthy subjects

aged 50 years (A, B) and 27 years (C, D). The

7-T images were acquired using a 7-T MRI

(Philips, Cleveland, USA) and a single-echo

spin-echo sequence with TR/TE 2000 ms/50

ms, FOV 24 cm, 256� 192 matrix and 5-mm

slice thickness; 1.5-T images used TE ¼ 100

ms. Note the contrast inversion between

frontal GM and WM and sensorimotor GM

and WM that is especially pronounced in the

older subject and at higher field strength.
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3.3.4.4

Conclusion and Outlook

Although ultrahigh field imaging offers great promise for a number of clinical ap-

plications, the hardware and software used will require careful design and modifi-

cation compared to that of standard field strength MRI. For example, ultrahigh field

MRI systems will require highly stable shims and gradients with minimal cou-

pling between coils. Moreover, because susceptibility effects near air/tissue inter-

faces introduce severe B0 inhomogeneity, more complex, higher-order shim coils

will be needed, together with associated software to control these shims based on

the magnetic field of individual acquisitions. Likewise, more complicated and ex-

pensive RF hardware, such as multiple transmitters with precise timing and phase

control, will be needed for B1 inhomogeneity correction. Again, additional software

will be needed to control the multi-channel RF chain based on specific coil and

head geometries.

Pulse sequences must be carefully designed and parameters adjusted, specifi-

cally for high-quality T1-weighting, which is no longer achieved with simple gradi-

ent or spin echoes, but only with IR sequences. Overall, initial studies at 8 T

showed that the most promising and successful image contrast behavior was re-

lated to tissue susceptibility effects. Due to the increased SNR at ultrahigh field

strength, gradient echo images with in-plane resolution of 200–250 mm showed ex-

quisite depiction of venous vasculature based on susceptibility effects from para-

magnetic deoxyhemoglobin, providing very promising results for the imaging of

brain tumors and cerebrovascular disease. Moderately T2-weighted SE images may

reflect paramagnetic tissue iron, while the advantages of ultrahigh field MRI for

fMRI and MR spectroscopy has already been demonstrated (Ugurbil et al., 2003).

Again, pulse sequences for spectroscopy and EPI sequences for fMRI must be op-

timized to provide satisfactory performance.

Finally, the early results obtained with a commercial 7-T MRI (Philips Achieva,

Cleveland, USA) have shown great promise. For example, both time-of-flight and

phase-contrast MR angiography were seen to be feasible at 7 T, with initial findings

suggesting that vessel conspicuity is improved compared to lower field strength.

Another highly promising sequence was that of the 3D IR magnetization-prepared

fast gradient sequence, which combines excellent T1 contrast with depiction of

bright arteries with short TE (2–3 ms), and/or dark veins with long TE (7–12 ms).

The use of these and many other MRI methods have yet to be fully explored over a

wide range of clinical applications.
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3.3.5

Interventional Magnetic Resonance Imaging: Concepts, Systems, and Applications

Clifford R. Weiss and Jonathan S. Lewin

3.3.5.1

Introduction

‘‘Primum non nocere . . . first, do no harm,’’ is a central doctrine in the practice of

medicine. This desire to help without hurting has driven medicine to develop min-

imally invasive methods of diagnosing and treating disease. It is not surprising,

then, that over the past three decades medicine has evolved an increasing empha-

sis on image-guided intervention, traditionally using fluoroscopy, ultrasound, and

computed tomography (CT). Most recently, however, radiologists’ interventional

skills and trends towards minimally invasive surgery have created a burgeoning in-

terest in the use of magnetic resonance imaging (MRI) for guidance in interven-

tional procedures.

To date, the range of MR-guided interventions has included biopsies, ablation

procedures, cardiovascular applications, and intraoperative guidance in almost

every organ system. The main advantages of using MRI to guide interventions

(Lewin, 1999; Lewin et al., 2000) are as follows:

� MR provides unparalleled soft tissue contrast and exquisite anatomic detail without the
use of contrast. This allows both for the identification of target lesions that are

often not seen using other imaging modalities, and for the visualization of anat-

omy surrounding the target, which aids in preventing ‘‘collateral damage’’ dur-

ing the procedure.

� MR provides the unique ability to elicit different tissue characteristics during a proce-
dure with the use of different pulse sequences. More advanced functional information

can also be obtained such as flow, perfusion, diffusion, as well as spectroscopic

data. These functional capabilities can further aid in distinguishing pathology

from anatomy, directing interventions towards the most promising locations,

and determining the endpoint of an intervention.

� MR provides multiplanar capabilities which allow for tracking of the interventional
needle, probe or catheter, in any imaginable plane. This allows for precise localiza-

tion of the intervention and for extensive, ‘‘on the fly’’ (i.e., in real time) proce-

dural customization.

� MR provides the ability to continuously visualize vessels throughout the procedure
without the need for intravenous contrast. This is particularly useful with vascular

interventions, although the conspicuity of vascular structures also helps to avoid

serious complications during other interventional procedures.
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� MR provides the ability to perform interventions without the use of ionizing radiation.
This is of particular importance to younger patients who are imaged regularly, as

well as to interventional radiologists/cardiologists and their staff who are exposed

to radiation while performing numerous procedures each day.

� MR provides the ability to monitor temperature changes in tissue during a procedure,
which is of particular importance in thermal ablation procedures.

Historically, relatively long imaging times, an inability to image the patient in real-

time, and difficulty in patient access resulting from closed-bore superconducting

cylindrical system designs, have combined to make MR an unlikely guidance mo-

dality for interventional procedures. More recently, many of these disadvantages

have been overcome with newly designed system hardware, pulse sequence im-

provements, and user interface systems, which have allowed the development of

rapid imaging on more open systems. The aim of this section is briefly to discuss

the hardware and software improvements that have made interventional MRI a re-

ality. In addition, the use of this technology for minimally invasive procedures and

the technical issues specific to MR image-guidance will be described.

3.3.5.2

Imaging System Development

Advances in magnet and system design have accelerated progress in MR-guided

intervention. Many different MR system configurations have been used to guide

percutaneous procedures, and each of these systems has advantages and disadvan-

tages for interventional imaging, there being a constant trade-off between signal-to-

noise, access to the patient, useable field of view, and expense.

Understanding the role of different MR system designs in intervention requires

a distinction to be made between image guidance and procedure monitoring. There
are many procedures in which the information provided by MRI can be used to

monitor a therapeutic intervention. MR has been used to monitor ablation proce-

dures, in which thermal energy is deposited into a lesion and the resulting tissue

changes are continuously or intermittently observed, and surgical interventions, in

which the status of tumor resection or cyst aspiration may be intermittently exam-

ined. These forms of interventional MRI require much less modification to stan-

dard imaging systems because access to the patient is not necessarily required dur-

ing the monitoring process. Consequently, both were performed in the early days

of interventional MR on conventional cylindrical superconducting systems.

The use of MRI for interventional procedure guidance includes its use by radiol-

ogists during the manipulation of needles, electrodes, catheters, or laser fibers, and

its application by surgeons to guide endoscopes, scalpels, or curettes. This form of

intervention is more active and requires a significant departure from conventional

diagnostic concepts and traditional imaging systems. The most basic form of this

type of guidance can be provided from a retrospective data set through the use of

frameless or frame-based stereotactic systems, though increasing emphasis has
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been on the use of real-time or near-real-time guidance for interventional MRI pro-

cedures.

The factors contributing to high image quality in diagnostic MR include system

field strength and the homogeneity and stability of the static and gradient magnetic

fields. These factors are most obtainable by decreasing the ‘‘openness’’ of an imag-

ing system. The optimal design of a magnet with regard to field homogeneity

would be a complete sphere, without opening (Hinks et al., 1998). In contrast, the

environment best suited to radiological or surgical intervention is one with maxi-

mum access to the patient, allowing complete freedom in interventional approach,

and maintaining close proximity of monitoring and therapeutic devices. These at-

tributes are in direct opposition to those facilitating image quality (Hinks et al.,

1998). The use of MRI for the guidance of interventional procedures has required

compromise between these opposing forces; this balance has been achieved

through a number of different concepts and solutions, as described below.

Cylindrical Superconducting Systems

From an image quality point of view, cylindrical superconducting systems enjoy

significant advantages, and because of this they have become the standard for im-

age quality in the diagnostic arena. Until recently, this superior image quality has

come with a price, namely severely limited access to and visualization/monitoring

of patients during procedures. These limitations have traditionally allowed the suc-

cessful performance of only certain procedures, primarily the monitoring of ther-

apy and not procedure guidance. The excellent signal-to-noise ratio (SNR) achieved

with these systems is well suited to temperature monitoring during radiofrequency

(RF) and other thermal ablation procedures (Nour and Lewin, 2005b). Typically,

however, the ablation probes have been inserted under CT guidance, or have used

a neurosurgical stereotactic approach based on retrospective MR data.

One important area of research has been the development of MR methods for

the guidance of angiographic procedures, with success performing intravascular

procedures such as atrial septal puncture and directed myocardial injections of

stem cells using only MR guidance (Arepally et al., 2005; Rickers et al., 2005).

The relatively recent development of shorter-bore superconducting systems has al-

lowed more access to the patient’s groin. Several groups are investigating the use

of this type of system for catheter-based intervention, with the radiologist control-

ling the procedure from the groin near the magnet aperture (Rickers et al., 2005;

Wacker et al., 2005). Recently, small patient series have demonstrated that MR-

guided cardiac and vascular interventions, including cardiac catheterization and

lower-extremity angioplasty/stenting are safe and practical in patients (Razavi

et al., 2003; Paetzel et al., 2004; Dick et al., 2005).

Numerous vendors have begun to produce hybrid XMR units that place MR and

X-ray fluoroscopic equipment in close proximity (Fig. 3.66). These systems exploit

the strengths of MRI (superb soft tissue resolution, tissue characterization, and

multiplanar imaging) with the strengths of X-ray fluoroscopy (high-resolution

real-time projection and extensive operator experience). The operator can easily al-
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ternate between the two modalities, without violating the sterile surgical field or re-

zeroing the patient. XMR systems can also be used to monitor the effects of X-ray

fluoroscopy-guided treatments such as angioplasty or atrial septal defect closures,

by using MR to evaluate the site of intervention and the downstream organ system

(e.g., kidney or myocardium) immediately following intervention.

In an attempt to provide more access to the patient without sacrificing high field

image quality, vendors have begun producing cylindrical superconducting magnets

with even shorter and wider bores. An excellent example of one such system is

the 1.5 T Magnetom Espree by Siemens Medical Solutions. With a bore length of

1.25 m and a bore width of 70 cm, this system makes MR-guided interventions

similar to procedures performed under CT guidance.

‘‘Double Donut’’ Configuration

Another novel approach to obtaining access to a patient in a cylindrical system is

exemplified in the ‘‘double donut’’ configuration of the Signa SP system (General

Electric Health Care, Milwaukee, Wisconsin, USA) designed specifically for inter-

ventional applications. This design has taken the central segment out of a cylindri-

cal system, thereby allowing patient access from the sides and top at the isocenter

of the imaging system. This system has been used both to guide and to monitor a

large number of surgical procedures and has been used in several published series

of biopsies and aspirations.

Fig. 3.66. Example of a suite for combined

radiography and MRI studies, in this case, the

UCSF Interventional XMR Suite (University of

California, San Francisco). A patient can be

moved rapidly and without repositioning on

the patient table between the C-arm in the

foreground (used for X-ray fluoroscopy) and

the MR scanner in the background. The C-arm

can be used for initial positioning of cathe-

ters, whereas the MR scanner is used for

MR-guided procedures. Flat-panel displays

suspended from the ceiling next to the bore of

the MR magnet can be used for simultaneous

display of MR and radiographic images for

procedure guidance. (Courtesy of A. Martin,

PhD, San Francisco, California; reprinted from

Rickers et al., 2005, with permission from

Elsevier).
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Biplanar Magnet Designs

Another approach that has found widespread application for diagnostic MRI in the

burgeoning ‘‘open MR’’ imaging market has been the use of a biplanar magnet de-

sign. With these magnets, the patient is positioned between flat magnetic poles,

thereby leaving patient access from a range of side approaches. The biplanar

concept has the advantage of a fairly homogeneous static magnetic field, but it is

limited to lower field strength than cylindrical superconducting designs. The side

access provided by these systems is analogous to that of C-arm fluoroscopy, and

is amenable to needle- or catheter-directed procedures (Lewin, 1999).

3.3.5.3

Supplemental Technical Developments

There are several technical developments that are common to many of the magnet

and system designs discussed above that have facilitated the guidance phase of

interventional procedures. One development that has impacted the use of MR

methods for procedure guidance has been the development of fast MR pulse se-
quences for use in interactive guidance during device placement. Currently, frame

rates of between 10 and 20 frames per second can be achieved with millimeter res-

olution in all three axes. This combination of high speed and resolution has been

achievable through the development of fast gradient-echo pulse sequences, modifi-

cations in k-space sampling and parallel imaging techniques (Blanco et al., 2005;

Derakhshan and Duerk, 2005). In order to further increase the imaging speed in

fluoroscopic application, strategies such as keyhole imaging update the central por-

tion of k-space more frequently than the periphery, thereby preferentially updating

the most prominent features in the acquired image. Other strategies include LoLo,

reduced field of view imaging, segmented k-space, wavelet encoding, and non-

Cartesian k-space sampling using spiral or radial trajectories. Parallel acquisition

of image data using techniques such as SMASH and SENSE can reduce scan

time by using the local spatial information that can be acquired from each coil

within a phased array to reduce the number of phase-encoding steps without re-

ducing in-plane resolution (Derakhshan and Duerk, 2005).

An innovation of significant benefit for MR-guided interventions has been the

development of trackable interventional devices. Typically, these systems have inter-

faced an optically-linked 3D digitizer with the measurement control software of

the MR imager. The 3D digitizer continuously relates spatial information to the

measurement control software, which can then automatically adjust the scan plane

orientation to visualize the interventional device (Rickers et al., 2005; Wacker et al.,

2005).

Different visualization and tracking techniques have been developed for the flex-

ible catheters used in cardiovascular interventional procedures (Wacker et al.,

2005). Methods for catheter visualization can be roughly divided into three catego-

ries, namely passive, active, and semi-active. The difference is mainly based on

whether the catheter functions as a receive antenna (active and semi-active), or
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whether its detection is based on a characteristic signature on images acquired

with external coils (passive).

The passive approach relies on the field distortions or susceptibility artifacts that

normally occur around the tips of standard catheters. These artifacts can be accen-

tuated by impregnating the catheter with paramagnetic or ferromagnetic sub-

stances which then appear as areas of signal loss/distortion on the MR image

(Fig. 3.67). Alternatively, filling a catheter with a contrast agent such as gadolinium

will create bright signal spots on T1-weighted images. The primary benefit of pas-

sive visualization is that there are very few concerns regarding RF heating. The

major drawbacks are that susceptibility artifacts can be difficult to see, and that a

passive catheter cannot be coupled directly to the MR system to supply real-time

spatial coordinates for automated catheter tracking (Wacker et al., 2005).

The active approach to visualization incorporates a resonant circuit (microcoil)

into the catheter tip, which is then coupled to a receive channel on the MR scan-

ner. The position of the catheter can then be visualized based on the bright signal

generated by the resonant circuit. The signal from the catheter can be recon-

structed separately and superimposed on the background MRI image acquired

with the surface coils (Figs. 3.68 and 3.69). Furthermore, actively tracked coils gen-

erate spatial coordinates for the catheter tip which allows for easy automated scan

plane adjustment. The major concern with actively visualized catheters has been

RF heating (Wacker et al., 2005).

Active devices without a wired connection to the scanner can also be constructed;

these contain tuned resonant circuits that are inductively coupled to surface coils

rather than being connected capacitively to the MR system (Quick et al., 2005).

Fig. 3.67. Susceptibility artifact-based

angiography catheter visualization. (A) MR

image of a 5F C1-iron oxide containing a

susceptibility artifact inducing angiographic

catheter in a gel phantom. (B) True fast

imaging with steady-state precession images

acquired in a 0.2-T open magnet during

insertion of the iron oxide-containing

angiographic catheter (arrow) shown in (A).

The catheter was advanced though the

suprarenal aorta into the splenic artery.

(Reprinted from Wacker et al., 2005, with

permission from Elsevier).
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Fig. 3.68. Three-marker tracking coil. (A) Three geometrically separated

micro-loops (arrows) are part of an active radiofrequency micro-antenna

attached to the tip of a conventional angiographic catheter.

(B, C) Images from a tracking experiment. The three-marker tracking

coil is actively guided through the abdominal aorta (B) into the right

renal artery (C) of a pig. (Reprinted from Wacker et al., 2005,

with permission from Elsevier).

Fig. 3.69. Actively tracked intravascular needle system.

(A) The needle is constructed from concentrically configured nitinol

hypo-tubings arranged to form a loopless antenna, with RF circuitry

that matches MR scanner. (B) Photograph of the intravascular needle

antenna and (C) an image acquired by the needle in a saline phantom

using an FGRE pulse sequence. (D) Image from an MR-guided atrial

septal puncture experiment. The actively tracked needle has been

guided into the right atrium of a pig. (Adapted from Arepally et al.,

2005, with permission).
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The resonant circuits provide local gain to the RF pulse and enhance the nearby

signal. Because the catheter does not need to be connected to the MR system by

long wires, the risk of MR heating is reduced, and catheter handling is facilitated.

However, this lack of connection does not provide the MR system with the cathe-

ter’s spatial coordinates, making automated image adjustment more difficult. If de-

sired, this coil can be optically de-tuned over a fiber-optic link, so that the degree of

signal intensity around the catheter tip can be controlled by the operator and the

risk of RF heating can be reduced (Wong et al., 2000).

Another similar development, of particular importance to MR-guided cardio-

vascular interventions, has been the development of intravascular antennae. The

designs generally include either wire loops or loopless antennae (Wacker et al.,

2005). Loopless antennae are more compact, perform at any orientation, and dem-

onstrate a lower sensitivity drop off than do the wire loop configurations. These an-

tennae have been used for both transvascular and transesophageal vascular imag-

ing (Shunk et al., 2001; Hofmann et al., 2005). When placed into a percutaneous

biliary drainage tube, these antennae have even proven useful in assessing malig-

nant biliary obstruction (Arepally and Weiss, 2005). Recent investigations have also

shown that it is possible to design an expandable vascular stent to serve as an in-

place intravascular antenna. This endovascular stent was designed to be a high-

frequency resonator which can be inductively coupled to an external antenna and

may prove useful in monitoring vessel patency after stenting (Kivelitz et al., 2003).

Interventional MR requires a more interactive approach than does diagnostic

MR because the interventionalist must be able to see the device and its surround-

ings at all times during the procedure. Systems have been designed which pro-

vided automatic slice tracking by using the spatial coordinate information provided

by an active catheter to perform automatic image plane adjustment. This keeps the

catheter tip in view, without needing manual adjustment of the scan plane. Adap-

tive imaging systems combine active catheter tracking with automated control of

various imaging parameters to switch automatically between rapid, real-time imag-

ing during rapid catheter movement, and slower high spatial resolution scanning

while the catheter remains stationary, without the need for manual adjustment. A

number of user-interfaces have been developed to provide the operator with as

much interactive control over scan and reconstruction algorithms as possible,

along with visualization modes to allow for device manipulation in a 3D-rendered

environment (Rickers et al., 2005; Wacker et al., 2005) (Fig. 3.70).

3.3.5.4

Specific Applications

When combined with the inherent benefits of MRI, the above-described technical

developments have allowed for – and have been driven by – the development of a

broad range of interventional MR applications. In broad terms these can be divided

into MR-guided biopsies and percutaneous therapies, MR-guided cardiovascular

and endovascular interventions, and intraoperative MRI. Intraoperative MRI is a

well-established MR application, but is beyond the scope of this discussion.
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Biopsy/Aspiration

One of the most straightforward interventional applications for a cross-sectional

imaging modality is percutaneous biopsy and aspiration. The tissue contrast, spa-

tial resolution, and multiplanar capabilities of MR have clear benefits for guidance

of biopsy and aspiration applications, and this application was the first reported

use of MRI to guide intervention. Unlike guidance by X-ray fluoroscopy and CT,

there are a number of user-defined imaging parameters and needle trajectory deci-

sions that can markedly alter device visibility – and therefore also the accuracy and

safety – of MR-guided procedures. Safe clinical application of MR-guided tech-

niques requires careful consideration of these factors during procedure planning

and execution (Nour and Lewin, 2005a).

Depending upon the radiologist’s preference, biopsies under MR image guidance

can be performed using free-hand methods, frame-based stereotactic methods, or

with frameless stereotactic systems. The simplest and most common technique

is the free-hand technique, which is similar to the technique used in CT or

Fig. 3.70. Example of a user interface devel-

oped for real-time imaging and interactive scan

control to facilitate MR-guided interventional

procedures. In this screenshot, the interface

is used to control the acquisition of images of

the heart, including the standard short- and

long-axis views, which are combined in the

main viewing window to show the relative

orientation of these two views, updated in

real time. This system can be used to visualize

cardiac motion while the image planes remain

fixed or can be used for active slice manipula-

tion so that slices can track catheter tip

location. (Reprinted from Rickers et al., 2005,

with permission from Elsevier).
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ultrasound-guided biopsy (Lewin et al., 1998). Frame-based stereotactic methods

use MR-compatible external stereotactic frames that enable calculation of target lo-

cation based on Cartesian coordinates. Except for MR-guided breast biopsies,

where frame-based stereotaxy is the mainstay, this method of guidance is rarely

used for MR-guided biopsy. Frameless stereotaxy systems offer the accuracy of a

measured stereotactic approach while allowing navigation in unlimited trajectories

similar to free-hand techniques (Lewin et al., 1998) (Fig. 3.71).

Over the past two decades a number of investigators have described the use of

MRI for guidance of biopsy and aspiration, and much of these early investigations

were performed for the diagnosis of lesions in the head and neck (Lewin et al.,

1998) (Fig. 3.72). The rapid acceptance of MR-guidance for head and neck biopsies

is due, at least in part, to the striking advantages that MR-guidance provides for

interventional procedures performed in areas of complex anatomy. The elimination

of beam-hardening artifact inherent in CT has also supported the use of MR imag-

ing for guidance of skull base and high cervical spine procedures (Lewin et al.,

2000). Masses at the base of the neck, in particular those encroaching upon the

brachial plexus, have also presented an excellent application, as has biopsy of retro-

Fig. 3.71. Optical tracking system for MR-

guided biopsy. A two-camera video sensor

array (curved white arrow) detects the

location and orientation of a handheld probe

or needle guide (straight white arrow and

lower row). The system automatically acquires

continuous MR imaging based on the probe

position and automatically updates a display

of three images on a shielded liquid crystal

display monitor adjacent to the scanner

(straight black arrow). It is essential to

maintain a clear line of sight between the

camera system and the probe for this tracking

mechanism to function. (Illustration courtesy

of Siemens Medical Systems, Erlangen,

Germany; reprinted from Nour and Lewin,

2005a, with permission from Elsevier).
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pharyngeal and other masses within the deep head and neck spaces (Lewin, 1999;

Lai et al., 2003).

The rationale behind MR-guided abdominal and pelvic biopsies is quite different

from that in the head and neck. This is because minimally invasive, image-guided,

body interventions have long been practiced using CT and ultrasound guidance

Fig. 3.72. Images obtained during guidance

of needle biopsy of C1-2 vertebral and pre-

vertebral mass. A previous attempt at surgical

trans-oral biopsy had been unsuccessful.

(A) Image early during insertion shows needle

tip passing through the left parotid space

(arrow). An ill-defined mass can be seen in

the prevertebral space (arrowheads). (B) High

vascular conspicuity resulting from 2D Fourier

transform technique allows ready visualization

of flow-related enhancement within the inter-

nal carotid (arrowhead) and vertebral (curved

arrow) arteries. The needle tip (straight arrow)

can be interactively directed to avoid these

major vascular structures. The internal jugular

vein is only visualized during portions of the

respiratory cycle. While seen on the right, the

vein was obstructed on the left in this patient.

(C) The needle (arrow) is interactively re-

directed more anteriorly once safely beyond the

internal carotid artery to allow deployment of

the central stylet of the 18-gauge core-cutting

needle. (D) After extending the central stylet of

the side-notch cutting needle, the notch loca-

tion can be visualized as an area of thinning

of the distal needle tip (between arrows).

Histology demonstrated chronic osteomyelitis

and cellulitis, and the offending organism was

successfully isolated. (Reprinted from Lewin,

1999, with permission).
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with great success. MRI-guided biopsies in the abdomen and pelvis provide the

greatest advantages both in safety and in yield when the target lesions are not suf-

ficiently visualized using these other modalities.

The ability to switch rapidly between combinations of T1- and T2-weighted tissue

contrasts using rapid MR fluoroscopy sequences allows the interventionalist to

maximize a lesion’s visibility while inserting the biopsy device (Nour and Lewin,

2005a). Another indication for MR guidance in the abdomen is when multiplanar

imaging will provide additional procedure safety due to the complex anatomic loca-

tion of the target lesion, for example within the dome of the liver, in the sub-

phrenic regions, in the pancreas, and in the adrenal glands. As in the neck, the

high vascular conspicuity associated with gradient echo sequences also aids in ob-

taining a safer sampling of retroperitoneal lesions near the great vessels.

MR-guided prostate biopsy has been performed by a handful of groups via trans-

rectal, transgluteal, and transperineal approaches, but at present is purely at the

feasibility/developmental phase. However, the ability of T2-weighted and spectro-

scopic imaging to detect early cancer holds great promise for the approximately

40% of prostate cancers that are not visible on ultrasound (Atalar and Menard,

2005).

Due to its unparalleled sensitivity, MR imaging is able to detect bone lesions not

seen with other modalities. However, due to success rates of ultrasound- and CT-

guided biopsy, the use of MRI to guide percutaneous diagnostic interventions in

the musculoskeletal system has not gained the same level of popularity it has

achieved elsewhere in the body. A number of feasibility studies have been con-

ducted using MR to guide musculoskeletal aspirations, core biopsies, and trans-

cortical trephine biopsies (Nour and Lewin, 2005a; Sequeiros and Carrino, 2005).

The main benefit of MR-guided musculoskeletal biopsy again stems from its abil-

ity to target lesions that are poorly seen with other imaging modalities, and for le-

sions that are located in complex locations requiring a double oblique approach.

Percutaneous sampling of lesions in the vicinity of nonferromagnetic hardware is

another situation where MRI guidance may be of use in musculoskeletal biopsy

due to the metal artifacts seen on CT or ultrasound.

A number of breast lesions are seen with MRI and MRI alone. MR is able to de-

tect lesions which are mammographically, sonographically and clinically occult

with a sensitivity that approaches 100%. However, the specificity of MRI of the

breast is limited, ranging from 40 to 95% depending on patient selection and the

imaging techniques used. Because of this discrepancy between sensitivity and spe-

cificity, MR-guided breast biopsy is necessary to evaluate the increasing number of

indeterminate lesions detected only with MRI (van den Bosch and Daniel, 2005).

The recent development MR-guided large-bore, vacuum-assisted core biopsy de-

vices will make these techniques even more useful (van den Bosch and Daniel,

2005).

Percutaneous Therapies

One of the most rapidly developing areas in minimally invasive oncologic therapy

is that of thermal ablation. The principle behind percutaneous thermal ablation
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procedures is very simple. A highly localized temperature change is achieved using

RF, laser, microwave, focused ultrasound or cryotherapy to irreversibly damage

target tissue while sparing the surrounding normal tissue. Most of the excitement

surrounding MR-guided ablations is due to the ability of MRI to detect changes in

signal directly related to tissue temperature change (MR thermometry), as well as

to detect changes in tissue relaxation parameters that occurs as tissue undergoes

necrosis (Nour and Lewin, 2005b). This results in an ability to predict regions of

lethal tissue damage during the heating process temperature change and for de-

picting tissue damage, therefore providing real-time guidance for the deposition

of RF energy (Fig. 3.73). With MR monitoring, the ablation zone size and shape

can be altered during the procedure to maximize the therapeutic zone to include

as much abnormal tissue as possible while minimizing collateral damage to sur-

rounding tissues and anatomic structures. When other modalities, such as CT or

ultrasound, are used to target and monitor therapy, real-time procedure tailoring

is limited and residual tumor is often only seen on follow-up imaging, requiring

multiple ablation sessions. Although still in the early stages of clinical trial, MR-

guided ablations have been performed in the kidney and liver, with great success.

An additional use of MRI for percutaneous therapy is in the guidance and mon-

itoring of direct intralesional drug injection. MR guidance has been especially

helpful in the treatment of the insinuating malformations of the head and neck

(Hayashi et al., 2003; Boll et al., 2004). The multiplanar imaging obtained with

Fig. 3.73. Contrast-enhanced T1-weighted

images of an implanted VX2 tumor in rabbit

thigh muscle acquired before (left) and after

(right) focused ultrasound thermal ablation.

The image on the right shows thermal dose

contours superimposed, which agree superbly

with the nonperfused area induced by the

ablation – typically what has been found in

animal studies. The inset shows a time series

of temperature images of the focal heating

during a 20-s sonication (imaging performed

perpendicular to the direction of the

ultrasound beam direction). This treatment

was performed with an MR-guided focused

ultrasound system that uses a phased-array

transducer. (Reprinted from Jolesz et al.,

2005, with permission from Elsevier).
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MR allows the injection of alcohol or other sclerosing agents to be monitored dur-

ing administration, to ensure filling of the entire targeted portion of the malforma-

tion, and to detect extravasation into local soft tissues or into draining veins.

Cardiovascular Interventions

Advances in scanner technology and pulse sequence design have made MR the

‘‘gold standard’’ for diagnosing cardiovascular disease. The development of fast,

real-time MR imaging, trackable catheters and wires, of flexible user interfaces

has catalyzed the development of MR-guided cardiovascular interventions (Rickers

et al., 2005).

One of the areas of rapid development has been in the assessment and treatment

of congenital heart disease in pediatric and adult patients (Razavi et al., 2003;

Schulz et al., 2005). In fact, this is one of few areas where MR-guided cardiovascu-

lar interventions have already been transferred from animal models into clinical

trials. One of the first clinical trials in MR-guided cardiovascular intervention was

performed in a series of 16 patients with a variety of congenital heart diseases

(Razavi et al., 2003). Using a hybrid XMR interventional suite and passive tracking

carbon dioxide-filled balloon-tipped catheters, the investigators used a combination

of X-ray fluoroscopy and MRI to advance and guide cardiac catheterization in 14 of

these patients, and entered both right- and left-sided cardiac structures using MR

guidance alone. Using this hybrid system, there was a fourfold reduction in me-

dian radiation dose to the patient when compared to a control population.

MR-guided therapeutic cardiac interventions are also being developed in animal

models (Rickers et al., 2003b). These interventions include RF myocardial abla-

tions, atrial septal puncture, atrial septal defect closure, and vascular dilatation pro-

cedures. Anatomically directed RF ablations have also been performed in the infe-

rior vena cava, fossa ovalis and left atrium using a combination of a stereotactic

catheter guidance system which combined real-time X-ray fluoroscopy with previ-

ously acquired 3D MR images (Dickfeld et al., 2004). With the development of

balloon mitral valvuloplasty and RF catheter ablation of the pulmonary veins, there

has been growing interest in the use of trans-septal catheterization of the left

atrium, a procedure typically performed ‘‘blind’’ using secondary fluoroscopic

markers. This has recently been performed under real-time MR guidance using

an active MR intravascular needle system (Arepally et al., 2005) (Figs. 3.74 and

3.75).

A number of groups have successfully performed percutaneous atrial septal de-

fect assessments and closures in animal models using real-time MR guidance and

MR compatible closure devices (Rickers et al., 2003a, 2005). Furthermore, pulmo-

nary artery stenoses and aortic coarctations have been dilated and stented, and

prosthetic aortic and pulmonic valves have been placed under MR guidance (Rick-

ers et al., 2003b, 2005) (Fig. 3.76).

One of the most exciting emerging applications within the field of MR-guided

cardiac intervention is that of catheter-directed intramyocardial delivery of drugs,

genes, or cells to ischemic or failing myocardium (Saeed et al., 2005). Directed de-

livery of therapies allow for the delivery of a highly concentrated dose to be deliv-
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Fig. 3.74. Atrial septal puncture.

(A–D) Visualization of the tip of the needle

within the right atrium adjacent to and

pressing on the fossa ovalis. (E–H) Active

needle tip within the left atrium after having

passed through the fossa ovalis. (A, C, E, G)

are four-chamber views; (B, D, F, H) are axial

views. Images (C, D, G, H) were acquired

using a FIESTA sequence to verify the

position accurately. Images (A, B, E, F) were

acquired with a real-time sequence and used

to guide the procedure. (Reprinted from

Rickers et al., 2005, with permission).

Fig. 3.75. Atrial septal puncture. Fast gradient

echo images [four-chamber view (A), short-axis

view (B)] demonstrate a wire that has been

passed into the left atrium through the fossa

ovalis. (C) Left ventriculogram obtained after

injection of gadolinium through the septal

puncture needle, which demonstrates the left

atrium, left ventricle, aorta, and coronary

arteries. Note that there is no filling of the

right atria or ventricle. (D) Gross pathologic

photo of the fossa ovalis viewed from the left

atrium. The block arrow indicates the atrial

septal punctures. RA ¼ right atrium; LA ¼ left

atrium; small arrow ¼ active needle tip; large

arrow ¼ fossa ovalis; black arrows ¼ inactive

wire; circles ¼ right coronary artery. (Reprinted

from Arepally et al., 2005, with permission).
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ered specifically into areas of ischemia (Saeed et al., 2005). Catheter-directed local

drug delivery requires the ability to perform accurate catheter guidance to the cho-

sen injection site, ideally using an imaging modality which is able to distinguish

between healthy, ischemic, infarcted or scarred myocardium, and which can moni-

tor the effects of therapy. Cardiac MR is able to perform all of these tasks. A num-

ber of groups have already demonstrated the ability to perform MR-guided trans-

endocardial injections in animal models using 1.5-T MR systems (Dick et al.,

2003; Rickers et al., 2004, 2005; Saeed et al., 2004) (Fig. 3.77). These groups have

been focusing on the therapeutic use of stem cells. This is probably due to the re-

cent European clinical trials that demonstrated favorable effects on left ventricular

function and remodeling in patients who received intracoronary injections of stem

cells after acute myocardial infarction, and to the fact that stem cells can feasibly be

labeled using (ultrasmall) superparamagnetic iron oxide particles. Moreover, these

labeled stem cells can then be visualized and tracked using MR for weeks after in-

jection (Rickers et al., 2005).

Endovascular Interventions

A wide range of MR-guided endovascular interventions has also been developed

(Rickers et al., 2005; Wacker et al., 2005). MRI guidance for endovascular proce-

dures offers several important advantages over conventional X-ray fluoroscopic

guidance, including lack of iodinated contrast agents, the ability concurrently to

detect blood vessels and three-dimensional anatomy, and the ability to detect

Fig. 3.76. MR-guided dilatation of aortic co-

arctation. (A) Sagittal view of the aortic arch

and descending aorta obtained with a bright

blood gradient echo cine sequence shows a

severe coarctation of the aorta. A trigger

catheter coming from the carotid artery was

placed in the left ventricle (LV). Arrow shows

coarctation of the aorta. (B) Dilatation of the

coarctation was performed with an air-filled

balloon under MR fluoroscopy with a true

fast imaging with steady precession pulse

sequence, with interactive control of scan plan

by an assistant operator. The air-filled balloon

(arrow) can be seen clearly as a dark structure

in the lumen of the aorta, with excellent con-

trast against the bright blood. (C) The same

view post dilatation and after placement of a

nitinol stent (dark structure highlighted by two

arrows). (Reprinted from Rickers et al., 2005,

with permission from Elsevier).
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changes in end-organ function/perfusion at the time of an endovascular interven-

tion (Omary et al., 2002). It is also feasible to monitor arterial wall injury after

angioplasty/stenting using high-resolution MRI. Catheter-directed intra-arterial

gadolinium-enhanced MR angiography has been performed in the aorta, carotid

arteries, renal arteries, iliac arteries, and coronary arteries, predominantly in ani-

mal models, but also in small cohorts of human patients (Omary et al., 2002,

2005). Once a catheter has been placed for angiography, MR-guided endovascular

interventions have been performed in animal models (Wacker et al., 2005). In hu-

mans, MRI-guided hemodialysis graft fistulography, transjugular intrahepatic por-

tosystemic shunt (TIPS) creation, iliac, femoral and popliteal artery angioplasty/

stent placement, and iliofemoral artery revascularization also have been performed

(Dick et al., 2005; Kee et al., 2005).

One area where interventional MRI can be used to break new ground in image-

guided intervention is in the creation of procedures that are impossible to perform

using standard X-ray fluoroscopy due to inability to visualize soft tissue anatomy.

For example, a novel device and MR fluoroscopy platform was recently devised to

create an MR-guided invasive meso-caval shunt, essentially an anastomosis be-

tween the portal mesenteric venous system and the inferior vena cava (Weiss et al.,

Fig. 3.77. Contiguous long-axis MR images

acquired with a high-resolution, breath-hold

ECG-gated fast gradient echo pulse sequence

showing a hypointense lesion (arrows) caused

by Feridex-PLL-labeled mesenchymal stem cells

(MSCs) acquired within 24 h and 1 week of

injection in a pig with a myocardial infarction.

The inset to right shows a magnified view from

a single long-axis image demonstrating expan-

sion of lesion over 1 week and a change in the

shape of the hypointense lesion from an ovoid

shape to a shape with more irregular borders,

suggesting migration of the MSCs. (Adapted

from Kraitchman et al., 2003, with permission;

reprinted from Rickers et al., 2005, with per-

mission from Elsevier).
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2004) (Fig. 3.78). Mesocaval shunting is currently performed surgically because,

when using X-ray fluoroscopy, it is impossible to visualize both the systemic and

mesenteric circulation simultaneously in real time.

3.3.5.5

Conclusions and Outlook

The past two decades have witnessed significant technologic advancements in the

field of MRI. These developments include more open, high-field MR systems, hy-

brid X-ray/OR/MR units, higher quality receiver chains, a variety of high-speed

pulse sequences, instruments which are not only MR compatible, but which can

be visualized and automatically tracked with MR, and new, robust user interface

systems which give the interventionalist access to real-time multi-planar imaging

and provide real-time control over pulse sequence and scan parameters. When

combined with the benefits inherent to MRI, such as the lack of ionizing radiation,

superior soft tissue contrast/anatomic detail, the ability to visualize vascular struc-

tures without exogenous contrast, and the ability to monitor therapeutic effects in

real time, it is not surprising that the realm of possible MR-guided interventions

has expanded – and continues rapidly to expand further.

Fig. 3.78. MR-guided puncture of the superior

mesenteric vein (SMV) from the inferior

vena cava (IVC) with an intravascular needle.

(A) Real-time SPGR sequence, axial view,

where needle is advanced to the SMV.

(B) As needle enters SMV, note the indenta-

tion of the needle upon the posterior wall of

the SMV. (C, D) Confirmatory axial ECG-gated

FSE sequence of the puncture. (C) Intra-

vascular needle has punctured outside IVC.

(D) Needle tip is in the SMV. Arrowhead ¼
needle; long arrow ¼ IVC; short arrow ¼ SMV.

(E) Confirmatory gadolinium portogram of the

puncture using projection image. No contrast

is seen within the IVC or within the abdominal

parenchyma at any time.
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There are a number of procedures which cannot be performed safely using other

imaging modalities due to lack of tissue contrast and vascular conspicuity. It is

these procedures, for which other imaging modalities are limited or open surgical

intervention is the primary alternative, that provide the best area for application of

MR-guided techniques. Of course, as the range of procedures that can potentially

be guided by MR expands, and as data are gathered on the comparative clinical

benefits of MR-guided and -monitored procedures, it is expected that the list of ac-

ceptable procedures will also expand.

The appropriate utilization of interventional MRI can result in a huge potential

reduction in the costs associated with treating certain patients (Kucharczyk et al.,

2001; Hall et al., 2003). For those patients in whom the use of MR image-guided

biopsy, thermal ablation or chemical ablation can help to avoid open surgical pro-

cedures, there may be significant reductions in cost. This is in addition to the pa-

tient benefits resulting from reductions in morbidity, mortality, post-procedure dis-

comfort, and the time required for recovery when open surgical procedures can be

avoided. Such potential advantages of interventional MRI have provided the ratio-

nale for an increased interest in these techniques, and growing numbers of centers

and radiology practices are now developing interventional or intraoperative MRI ca-

pabilities.
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3.3.6

New Approaches in Diagnostic and Therapeutic MR Mammography*

Werner A. Kaiser, Stefan O.R. Pfleiderer, Karl-Heinz Herrmann,

and Jürgen R. Reichenbach

3.3.6.1

Introduction

Breast cancer is a major health problem, and represents the most common cancer

worldwide in women. In Germany, it is estimated that 47 500 new breast cancer

cases are identified each year (Giersiepen et al., 2005), while in North America

one in eight women will develop breast cancer during her lifetime (Gordon et al.,

2004). Currently, X-ray mammography is the primary imaging technique for early

detection and diagnosis of breast lesions. However, the rate of missed lesions may

be as high as 10–30% (Mushlin et al., 1998).

Due to its inherent high contrast in imaging soft tissue, magnetic resonance

imaging (MRI) quickly became relevant in diagnostic imaging and tumor detection

in the female breast. The first in-vivo data were presented during the early 1980s

(Ross et al., 1982; El Yousef et al., 1983), but failed to gain broad clinical acceptance

due to the poor spatial resolution and low signal-to-noise ratio (SNR).

It was the combination of rapid 2D gradient-echo (GRE) imaging with a dedi-

cated breast coil coupled with the bolus injection of gadolinium dimeglumine that

created the technique of dynamic MR mammography (MRM) (Kaiser and Zeitler,

1989). This technique showed high sensitivity for breast tumor malignancy, and

the advancement of tissue delineation with contrast-enhanced dynamic MRI, as

demonstrated by Kaiser and Zeitler (1989) and Heywang et al. (1989), substantially

increased the available information in breast diagnostics.

Since that time impressive progress has been made in MRM, with steadily in-

creasing diagnostic benefits (Padhani et al., 2005). Today, MRI of the breast is con-

sidered the most sensitive technique currently available for imaging breast cancer,

even in comparison to state-of-the-art mammography and ultrasound. Sensitivities

between 95% and 100% have been reported for the detection of invasive breast can-

cers (Fischer et al., 1999; Aichinger et al., 2002), and an absence of malignant find-

ings with MRM is highly indicative that the woman’s breast is free of cancer. MRM

is extraordinarily useful to determine disease extent, for example multifocality or

multicentricity, which helps to decide whether the patient is a candidate for

breast-conserving therapy, and to exclude contralateral lesions. MRM is also able

to differentiate scar from recurrent cancer, to identify primary cancer in young

high-risk patients, and to evaluate tumor response to neoadjuvant chemotherapy.

The technique has the unique ability to detect and visualize breast cancers with
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sizes as small as 3 mm. Despite this remarkable progress, however, the specificity

to differentiate between benign and malignant findings is still largely varying

(Bluemke et al., 2004).

Chances of survival are distinctly improved when breast cancer is diagnosed and

treated at an early stage. For breast cancer therapy surgical tumor excision is a

common procedure, but may impair breast volume and generate scars as well as

cause physiological and psychological stress for the patients. Therefore, the devel-

opment and application of alternative therapeutic strategies is of growing signifi-

cance. One of the main therapeutic research areas involves the elimination of

tumors by local deposition of energy or by applying therapeutic cold. Various MR-

guided techniques are available, such as laser application, cryotherapy, highly fo-

cused ultrasound or application of radiofrequency (RF) currents (Mumtaz et al.,

1996; Hynynen et al., 2001; Morin et al., 2004; Zippel and Papa, 2005).

3.3.6.2

Diagnostic MR Mammography

The basis of the high sensitivity of contrast enhanced MRM is tumor angiogenesis

that accompanies a majority of breast cancers, even in their early stages (Weidner

et al., 1991). Neoangiogenesis appears to be a reliable sign of breast tumors with

sizes as small as 3 mm in diameter, as tumors need increased blood supply for

nourishment and removal of metabolic waste material in order to maintain their

uncontrolled growth. These tumor vessels often show higher permeability and

leakage into the interstitial space, and the contrast agent will accumulate there

faster than in healthy tissue.

Standard Protocol

Currently, dynamic contrast enhanced T1-weighted imaging is considered as state-

of-the-art procedure in breast cancer diagnostics, and is performed on clinical

whole-body MR scanners with field strengths between 1.0 T and 3.0 T using dedi-

cated phased-array breast coils (Hylton, 2005). Although a standardized, obligatory

imaging protocol still does not exist, there is nevertheless some established con-

sensus within the international community of radiologists on the minimal require-

ments to perform MRM. This includes the recommendation that imaging should

be performed during the second week of the menstrual cycle in premenopausal

women, and that 2D or 3D techniques should be used, including T1-weighted, RF-

spoiled, gradient-echo, and T2-weighted sequences (spin-echo, turbo-spin-echo or

inversion recovery). A minimum matrix of 256� 256 is suggested. Slice thickness

should be less than 4 mm, and echo times selected to avoid water/fat phase oppo-

sition.

Contrast Enhancement

For contrast enhancement a bolus of a nonspecific, chelated paramagnetic contrast

medium (CM), such as Gd-DTPA, is administered intravenously. For the dynamic

acquisition, one pre-contrast scan followed by post-contrast scans covering at least
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6 min are performed with a temporal resolution of 60–90 s to monitor the signal

time behavior of cancerous tissue in the presence of a paramagnetic contrast

medium.

The uptake of the contrast agent in the tumor tissue can be observed as a signal

increase due to shortened T1 relaxation times of the tissue. Both high temporal and

high spatial resolution are desired to resolve the kinetics of the time-signal be-

havior and to identify lesion boundaries and small breast lesions, respectively (Du

et al., 2002).

Image Postprocessing

To facilitate detection of suspicious, enhancing areas due to the presence of the

contrast agent, subtraction images are usually computed between each of the

post-contrast scans and the pre-contrast scan (Fig. 3.79). Further image post-

processing includes maximum intensity projections (MIP) of the subtracted im-

ages from the first and/or second acquisitions (Fig. 3.80). By using regions-of-

interest (ROI), positioned within the suspicious foci (Figs. 3.81 and 3.82) on the

original acquired images, the dynamic signal behavior is analyzed by calculating

intensity over time plots (Sardanelli et al., 2003).

Fig. 3.79. A 60-year-old patient with an invasive ductal cancer

in the center of the right breast. The upper row shows the

native scan ðt0Þ and three contrast-enhanced scans ðt1 . . . t3Þ.
The lower row shows the corresponding subtracted images

with the strongly enhancing lesion.
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Fig. 3.80. The maximum intensity projection of the subtracted

images reveals an increased vascularization of the malignant

tumor located in the left breast.

Fig. 3.81. Signal intensity-time curve for a malignant tumor.

Note the strong, rapid enhancement followed by a plateau and

washout of signal intensity at longer times. CA ¼ contrast agent.
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3.3.6.3

Current Limits and Disadvantages

Sensitivity and Specificity

What is generally considered an advantage may turn into a disadvantage, because

breast MRI can be too sensitive and can pick up normal tissue, which, in turn, leads

to additional examinations and negative biopsies. Therefore, correct image interpre-

tation requires highly experienced and trained readers who achieve high sensitivities

and specificities by taking additional morphologic and dynamic criteria into account

(Fischer et al., 2005). Another disadvantage is that breast MRI is not able to detect

certain types of very small calcifications, which may be an early indication of cancer.

Hormonal Influence

Several reports have described hormonal influences and associated alterations of

the contrast enhancement kinetics in dynamic MRM. During the second half of

Fig. 3.82. Patient with a myxoid fibroadenoma in the right breast.

Note the relatively slow, steady signal enhancement, which is

indicative for a benign lesion. CA ¼ contrast agent.
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the menstrual cycle generally higher contrast media uptake takes place in fibro-

cystic formations (Rieber et al., 1999) and normal breast parenchyma (Müller-

Schimpfle et al., 1997). Other authors have reported volume changes of the breast

during the menstrual cycle, or alterations of tissue composition during hormone

replacement therapy (HRT) (Hussain et al., 1999; Reichenbach et al., 1999). While

hormonal influence on CM uptake is certainly a factor to watch for, it has been

shown that these effects were reproducible and reversible and did not affect the di-

agnostic quality of MRM (Pfleiderer et al., 2004).

Patient Motion

For the analysis of dynamic data it is essential that the patient’s position does not

change during the complete acquisition. However, this requirement is often not

met and can affect the interpretation of the images or make an accurate diagnosis

even impossible (Fig. 3.83). One of the problems of correcting breast data is that

breast tissue deforms in a nonrigid manner and does not contain unambiguously

corresponding internal landmarks. There exist several different approaches for

matching MR data of the breast (Sivaramakrishna, 2005). However, many degrees

of freedom are required to perform nonrigid elastic transformations, which make

the registration problem challenging and computationally burdensome.

3.3.6.4

New Approaches to Diagnostic MR Mammography

As stated above, both high temporal and high spatial resolution are desired in dy-

namic MRM. Optimal spatial resolution is necessary for identifying small lesions

and providing anatomic detail. Temporal resolution is essential for evaluating the

Fig. 3.83. Subtraction images of a dynamic MR data set.

(a) In the motion-corrupted image the lesion is difficult to

detect among all the artifacts. (b) In the corrected image the

lesion is clearly visible (arrow).
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local time characteristics of contrast enhancement. Improving spatial resolution,

however, will always be at the expense of temporal resolution and, in most cases,

vice versa.

New Sequence Techniques

Several approaches have been taken to tackle this problem. Earlier concepts to in-

crease scan speed included echo-planar imaging (EPI) (Hulka et al., 1995) or key-

hole imaging (Bishop et al., 1997), but these failed to gain clinical acceptance due

to their inherent sensitivity towards motion artifacts or unusual lesion contrast en-

hancement kinetics.

Dynamic 2D spiral MR imaging has been proposed to acquire data through the

whole breast every 7.8 s (Daniel et al., 1998). This technique – like other fast, non-

Cartesian k-space-trajectory MRI – requires water-selective excitation; this is crit-

ical, since without it off-resonance effects between fat and water result in sub-

stantial imaging artifacts, noise, and blurring. More recently, the technique was

extended to 3D with significantly less off-resonance blurring and spiral artifacts

(Yen et al., 2000).

Partial Parallel Imaging

Scan speed can be significantly increased by employing parallel imaging tech-

niques (Sodickson and Manning, 1997; Pruessmann et al., 1999; Griswold et al.,

2002). The increase in speed is achieved by undersampling k-space which reduces

the field of view (FOV) and causes aliasing from regions where the object extends

outside the reduced FOV. This aliasing is eliminated by using an array of receive

coils with individual coil sensitivities to combine the aliased images from all coils

in such a way that the aliasing is suppressed. All major vendors of MR systems

have developed parallel imaging techniques and dubbed them with different acro-

nyms, including ASSET, iPAT, and SENSE.

One drawback of parallel imaging is the lower SNR compared to conventional

imaging because of reduced scan time, and also because the removal of the alias-

ing can magnify noise. The multiple channels on modern scanners enable higher-

order parallel imaging methods that allow simultaneous bilateral acquisition of the

breasts with the potential for providing both superior image quality and high tem-

poral resolution at the same time (Friedman et al., 2005).

Imaging at higher field strengths (>1.5 T) with parallel techniques will be even

more useful because the acquisition time can be shortened by exploiting the gain

in SNR with a simultaneous reduction in specific absorption rate (SAR) due to the

reduced number of phase-encoding steps. Recently, a 3D, fat-suppressed gradient-

recalled echo (GRE) volumetric interpolated breath-hold examination (VIBE) was

applied in combination with the parallel acquisition technique for single breath-

hold evaluation of the breast (Tozaki and Fukuda, 2005).

Diffusion-Weighted Imaging

Diffusion-weighted imaging (DWI) has been used by several groups to differentiate

between malignant and benign lesions (Guo et al., 2002; Sinha et al., 2002). DWI
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provides a noninvasive means to quantify the apparent diffusion of water in tissues

and the interstitial microenvironment, and may prove valuable to monitor cancer

growth as well as response to treatment. Preliminary studies show that the appar-

ent diffusion coefficient (ADC) is an indicator of cell density, and that benign

pathologic and normal breast tissues have a larger ADC than malignant tumors.

These results suggest that the measurement of extracellular water content could

provide additional information that may further increase specificity. On the other

hand, the clinical applicability of DWI in breast MRI has been limited so far due

to the existence of gross physiologic motion and image distortion due to suscepti-

bility effects.

Improving Specificity

Since the main issue of breast MRI is specificity, much effort has been made to

improve the differentiation between benign and malignant breast lesions. One

approach is to link kinetic and morphologic information, either by combining

low- and high-resolution 3D-gradient echo sequences (Vomweg et al., 2004), or to

create comprehensive extended scores for the evaluation (Fischer et al., 1999, 2005).

Combining different existing MR techniques (Huang et al., 2004) or developing

new and more sophisticated MRI techniques, such as echo-planar spectroscopic

(EPS) imaging with high spectral and spatial resolutions (Du et al., 2002), might

also help to improve specificity. Issues, such as morphologic patterns of enhancing

lesions, internal architecture of lesions as well as temporal signal enhancement all

represent important information, and are used as diagnostic criteria. With im-

proved spatial resolution, typical lesion configurations (e.g., nodular, sharp mar-

gins, oval, round, speculated, unsharp, segmental, linear or attached to the pectoral

muscle) may be better identified and used for differentiation.

Postprocessing

A new simple technique has been introduced recently for expanding the routine

imaging protocol in dynamic MRM by using an interleaved 3D, dual-

echo, gradient-echo sequence that allows the simultaneous acquisition of op-

posed-phase (OP) and in-phase (IP) magnitude and phase images during contrast

agent administration with sufficiently high spatial and temporal resolutions

(Reichenbach et al., 2005).

The underlying hypothesis is that the combined information from IP and OP dy-

namic images may improve the characterization of breast lesions. In particular,

combining IP and OP images within a single sequence makes it possible to over-

come the problems associated with partial volume effects, and to highlight en-

hanced tumor regions that are embedded in the surrounding fat, while still pre-

serving the typical contrast enhancement features observed with conventional 3D

in-phase scans. As illustrated in Figure 3.84, if subtraction is performed between

two post-CM data sets acquired under IP and OP conditions, a huge gain in signal

difference can be obtained. This holds true in particular for lesions with small vol-

ume fractions. This subtraction between two contrast-enhanced data sets has been

dubbed SIPOP (Subtraction between In-Phase and Opposed-Phase) to differentiate
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it from the conventional subtraction of native from contrast-enhanced IP images

(SIP). A typical clinical example is shown in Figure 3.85.

3.3.6.5

Minimally Invasive Procedures: Biopsy and Therapy

MR-Guided Breast Biopsy

For quite some time one major limitation has been that biopsy was not possible for

a lesion detected only by MRI, unless this lesion was also identified on a mammo-

gram or directed ultrasound. Breast biopsies of suspicious lesions were thus com-

monly performed by open surgery. Only recently have image-guided large core or

vacuum-assisted breast biopsy techniques been introduced, and these are now en-

tering clinical routine.

Using stereotactic or MR-guided hookwire marking prior to surgery improves

the success of tissue sampling (Veltman et al., 2005). However, to perform MR-

guided interventions requires MR-compatible instruments. Tools, such as biopsy

or therapy needles, cannulas, or trocars, should produce no image distortions or

extended susceptibility artifacts that may obscure the target. Hence, the develop-

ment of new inert, biocompatible materials with susceptibilities more closely

matched to human tissue is important (Reichenbach et al., 2000). MR-guided min-

imally invasive procedures for the breast also require special coil equipment which

Fig. 3.84. MR-signal behavior for a two-

compartment model (fat, water) before and

after administration of a contrast medium

(CM) as a function of lesion volume fraction

for in-phase (dotted and solid line) and

opposed-phase (dash-dotted and dashed line)

imaging conditions. A signal ratio between fat

and water of 3:1 and an initial (pre-CM) signal

amplitude of 50 a.u. (arbitrary units) in a voxel

containing only tumor was assumed. Contrast

enhancement (post-CM) of the lesion was

assumed to reach a maximum intensity of

200 a.u. For the opposed-phase condition the

signal behavior is more complicated, leading

to complete signal cancellation for certain

values of the volume fraction f.
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allows diagnostic imaging followed by subsequent tissue sampling in a single pa-

tient session (Pfleiderer et al., 2003).

Although MR-guided breast biopsies are now established procedures, they still

require a two-step or even three-step approach. First, the lesion is detected and di-

agnosed by conventional MRM, after which the biopsy is performed outside the

scanner tunnel before the patient is finally brought back into the magnet for

control imaging. Clearly, a more ideal scenario would be to perform diagnostic

imaging, MR-guided biopsy, and possibly even minimally invasive therapeutic pro-

cedures during the same session, without the need to relocate the patient. The

problem, however, is that most clinical systems with field strengths of 1.0 T or

higher have a closed magnet design which restricts direct patient access during

image-guided intervention.

Thus, the availability of a device which allows biopsies to be performed within

the magnet bore without having to move the patients would be beneficial by reduc-

ing the risk of involuntary patient motion, minimizing the risk of mispositioning

due to repeated table movements, and shortening the examination time.

Recently, a prototype of such a robotic system, called ROBITOM (Robotic system
for Biopsy and Interventional Therapy of Mammary lesions) has been introduced

(Kaiser et al., 2000). First clinical experiences with ROBITOM I and the second,

Fig. 3.85. A 62-year-old patient with an invasive lobular carcinoma of

the right breast (a), an enlarged part of the lesion in the SIP image (b),

in the SIPOP (subtraction of opposed-phase from in-phase) image (c)

and in the colored overlay image (red: SIP, green: SIPOP) (d).

446 3.3 Modern Applications of MRI in Medical Sciences



improved version, ROBITOM II (Pfleiderer et al., 2005a) have already been re-

ported (Figs. 3.86 and 3.87).

3.3.6.6

MRI-Guided Percutaneous Minimally Invasive Therapy of Breast Lesions

Triggered by the National Cancer Institute, which published a statement in 1991

favoring breast-conservation therapy (BCT) as the preferred surgical treatment of

early-stage breast cancer (NIH Consensus Conference, 1991), radical mastectomy

Fig. 3.86. Schematic drawing (a) and photo-

graph (b) of ROBITOM II with an inter-

ventional breast coil (1). A plastic rack (2)

houses the piezo motors and sensors for

positioning the extension arm along the x- and

y-axis (3). This arm can be equipped with an

instrument adapter for a scalpel and syringe

for local anesthesia (4). The latter tool is

replaced by the high-velocity gun (5) to insert

the coaxial needle. The instrument adapter is

then loaded with the biopsy-gun (6) (Magnum,

Bard, Covington, USA) for taking the biopsy.

The remote control (7) of the system is located

outside the magnet bore within the fringe field

of the scanner (<100 mT).
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has since then been slowly replaced by BCT. Based on 20-year follow-ups compar-

ing BCT with radical mastectomy (Fisher et al., 2002; Veronesi et al., 2002), no

improved outcome was indicated for radical mastectomy. Even for larger tumors

radical therapeutic procedures are becoming less important, although it appears

that BCT still tends to be underutilized in the U.S. (Morrow et al., 2001).

An increasing number of studies has been published meanwhile using percuta-

neous minimally invasive methods for treatment, such as interstitial laser therapy

(ILT), radiofrequency ablation (RFA) (Burak et al., 2003), or high-intensive focused

ultrasound (HIFU) (Hynynen et al., 2001).

All of these procedures deposit thermal energy to destroy the malignant tumor

cells. RFA has been carried out using ultrasound as the monitoring imaging mo-

dality, whereas HIFU and ILT have mainly been performed under MR-guidance.

Several studies demonstrate high success rates (>70% total tumor destruction) for

Fig. 3.87. (a) The contrast-enhancing lesion

in the upper lateral quadrant of the left breast

of a 46-year-old patient is identified on the

subtracted transverse image of the dynamic

series. (b) The spatial relationship between the

lesion and the two oil markers was determined

by the built-in scanner software (white lines).

(c) After insertion, the trocar is centrally

located with its tip in front of the suspicious

lesion, as seen on the coronal 3D gradient

echo image. The histology of the biopsy

revealed an invasive ductal cancer which

was confirmed after surgical excision.
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ILT (Dowlatshahi et al., 2002). With RFA treatment, the published rates for fully

cured patients vary from 64% to 95% (Hayashi et al., 2003; Fornage et al., 2004)

depending on the original diagnosis (focal, nonfocal). Complete tumor destruction

after HIFU of breast cancer has been reported in two of nine (22%) patients (Gian-

felice et al., 2003).

A different approach destroys tumor tissue by freezing. Cryotherapy can be ap-

plied percutaneously for the treatment of early breast cancer (Morin et al., 2004),

and seems most effective with focal breast cancer of 15 mm diameter or less (Pflei-

derer et al., 2005b). For tumors larger than 16 mm, patients still showed viable in-

vasive residues after treatment (Pfleiderer et al., 2002). Similar findings have been

reported by other authors, independent of the chosen minimally invasive method,

thus indicating effective treatment only in early-stage T1 breast cancers (Roubi-

doux et al., 2004). MRI appears promising for the effective monitoring of cryother-

apeutic interventions as frozen tissue is easily identified on the images. In con-

trast, ultrasound can only delineate the surface of the iceball facing the transducer

due to acoustic shadowing of the tissue behind the iceball. Ultrasound may also

underestimate the true microscopic extent of the tumor (Malich et al., 2001), which

may then result in an undertreatment of breast lesions.

Ultimately, the combination of robot-assisted targeting and MR-guided interven-

tion, as has been realized with ROBITOM, may prove to be the method of choice

for exact delineation and ablation monitoring in the therapy of breast cancer. This

concept of closely integrating imaging and minimally invasive treatment may lead

to a one-stop-shop scenario, enabling diagnostic imaging, MR-guided breast biopsy

and percutaneous minimally invasive therapy within one single patient session.

3.3.6.7

New Perspectives

Recent research has led to the identification of proteins in tumors that prove suit-

able as therapeutic targets, thus opening new avenues for the treatment of breast

cancer (Schnitt, 2001). Imaging technologies – including MRI – continue to ad-

vance, and many powerful new methods for in-vivo cellular and molecular imaging

are emerging. Multimodal methods that combine anatomic imaging with func-

tional measurements may provide imaging assays that can be used noninvasively

to assess the effects of treatment dynamically and over the whole tumor. Combined

MR measurements of tumor vascularity, water diffusion, and chemical shift imag-

ing of metabolic concentrations could add specificity, whereas recent advances in

the understanding of molecular and genetic alterations underlying breast cancer

development and progression, together with the development of new chemothera-

peutic agents, may lead to novel therapeutic strategies (Sauer et al., 2002).

Tumor-targeted contrast agents for MRI may improve the specificity of breast

MRI substantially. It is well known that malignant tumors express angiogenetic

factors, such as the vascular endothelial growth factor (VEGF) or basic fibroblast

growth factor (bFGF) which induce neoangiogenesis (Folkman and Klagsbrun,

1987). Without these growth factors, tumors would be limited to the size of a few
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millimeters. Tumor vessels are very different from normal vessels; they may be tor-

tuous, and have a higher permeability and leakiness which allows larger proteins

to traverse the vessel walls.

One possible important pathological target for refined tumor diagnosis and prog-

nosis is the Her-2/neu protein. This protein is a member of the epidermal growth

factor (EGF) receptor family, and is known to be overexpressed in 25–35% of breast

tumors (Kim et al., 2001). The receptor is expressed at the membrane surface,

which makes it accessible to high-affinity binding of specific probes, such as op-

tical (Hilger et al., 2004) or superparamagnetic nanoparticle probes. High-affinity

anti-Her-2/neu antibodies have been coupled directly (Funovics et al., 2004) or via

ligand molecules such as the streptavidin-biotin system (Artemov et al., 2003) to

relatively small magnetic nanoparticles (SPIO; particle diameter ca. 50 nm). Al-

though labeled cells could be successfully imaged in vitro, the availability of in-
vivo data is so far still limited.

The use of biologically functionalized probes in imaging is a rapidly growing re-

search field that will represent the next step towards a complete and integrated

functional characterization of different pathologies, including tumors, arthritis,

and inflammations. Multimodal approaches (NIR, MRI, PET, fluorescence marker,

etc.) are especially promising. Specific magnetic nanoparticles will play an impor-

tant role as potent MR signal contrast amplifiers for target detection, although the

clinical viability, the biocompatibility of these particles and the involved metabolic

processes still have to be investigated.

3.3.6.8

Conclusion

MRI of the breast is a powerful and versatile tool that will improve the ability to

screen and treat women with breast cancer, and also provide insight that will

catalyze changes in management. With the added information that this imaging

modality provides, clinicians can better diagnose and even treat breast disease.

Meanwhile, investigations continue into the optimization of MRI protocols and

the development of new technologies. Further improvements and advancements

are sure to result in an expanded role for MRI in breast imaging and therapy.

Abbreviations/Acronyms

2D Two-dimensional

3D Three-dimensional

ADC Apparent diffusion coefficient

ASSET Array spatial sensitivity encoding technique

bFGF Basic fibroblast growth factor

BCT Breast conservation therapy

CM Contrast medium

DWI Diffusion-weighted imaging
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EPI Echo planar imaging

EPS Echo planar spectroscopy

FOV Field of view

GRE Gradient echo

HIFU High intensive focused ultrasound

ILT Interstitial laser therapy

iPAT Integrated parallel acquisition techniques

IP In-phase

MIP Maximum intensity projection

MR Magnetic resonance

MRI Magnetic resonance imaging

MRM Magnetic resonance mammography

NIR Near-infrared

OP Opposed-phase

PET Positron emission tomography

RF Radiofrequency

RFA Radiofrequency ablation

ROBITOM Robotic system for biopsy and interventional therapy of

mammary lesions

ROI Region of interest

SAR Specific absorption rate

SENSE Sensitivity encoding

SIP Subtraction of in-phase

SIPOP Subtraction between in-phase and opposed-phase

SPIO Small paramagnetic iron oxide

SNR Signal-to-noise ratio

VEGF Vascular endothelial growth factor

VIBE Volumetric interpolated breath-hold examination
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3.3.7

MR Spectroscopy

Peter Bachert

3.3.7.1

Introduction

While conventional MR imaging (MRI) yields morphological and functional infor-

mation, high-resolution nuclear magnetic resonance spectroscopy (NMRS or MRS)

provides a window into the metabolism of tissue and organs. This means that cer-

tain biomolecules – essentially compounds of high mobility and low molecular

mass – can be detected and quantified with respect to their concentration and met-

abolic turnover. The measurement technique is noninvasive and applicable to liv-

ing tissue (in vivo) without risk of damage (if safety standards of radiofrequency

energy deposition are obeyed). Presently, with these properties MRS is unique

among the whole available technology.

The term ‘‘high-resolution’’ refers to studies of intramolecular spins in liquids

where the rapid Brownian tumbling motion averages to zero the dipole-dipole in-

teraction between pairs of nuclear spins. As a consequence, chemical shifts and

scalar spin-spin couplings are resolved in strong magnetic fields (magnetic induc-

tion B0). High-resolution is possible in spectra obtained from living tissue, particu-

larly in localized proton (1H) MRS of the human brain at B0 ¼ 1:5 T (Frahm et al.,

1989) where linewidths of a few Hz are obtained routinely in whole-body tomo-

graphs.

Major clinical applications of MRS are studies of the energy metabolism of dis-

eased muscle, of the neurochemistry of non-neoplastic diseases of the brain, and of

tumor biochemistry. The latter is particularly important, because prognosis and re-

sponse to chemo- and/or radiotherapy of a tumor disease are determined – in gen-

eral terms – by tumor-biological factors. A large number of in-vivo MRS studies

(clinical and animal studies) during the past 20 years have shown changes in MR

spectra during tumor therapy that preceded changes in tumor morphology (Negen-

dank, 1992).

3.3.7.2

High-Resolution Nuclear Magnetic Resonance Spectroscopy In Vivo

The substrate of MRS is microscopic magnetic fields that are modified by the inter-

action of the electron cloud of the molecule, which carries the nuclear spin, with

the external static magnetic field B0. This important physical effect is called ‘‘chem-

ical shift’’, since chemical structure determines the change of the local magnetic

field ðBlocÞ and hence of the resonance frequency ðoÞ. The fundamental relation-

ship reads:
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o ¼ gBloc ¼ gð1� sÞB0 ¼ o0 � gsB0 ð3:47Þ

where s is a quantity that measures chemical shift, o0 is the Larmor frequency of

the spin without shielding of the external field, and g is the gyromagnetic ratio of

the nucleus. In the case of 1H: g ¼ 2p� 42:57 MHz T�1. Chemical shifts are of the

order of 10�6 (ppm) of the resonance frequency. For example, the frequency shift

of 1H at B0 ¼ 1:5 T is about 10�6 � o0 ¼ 63:9 Hz.

Spin-Spin Couplings

Equation (3.47) is the solution of the eigenvalue problem of the Zeeman Hamilto-

nian, which is linear in the spin operator. Fine structure in MR spectra is explained

by scalar and dipolar couplings, which are bilinear in the spin operators. High-

resolution MR spectra often show line broadenings and multiplet splittings owing

to the scalar coupling between two nuclear spins. This interaction, also called J-
coupling, is mediated by the electron cloud of the molecule and is hence a pure

intramolecular effect. The notation is explained by the structure of the Hamilton

operator that describes this interaction. In its simplest form, it is the scalar product

of the spin operators of the two nuclei times the coupling constant J: Jð~̂IÎII1 �~̂IÎII2Þ. For
a pair of directly bound 13C and 1H nuclei, for example, scalar line splittings in 13C

MR spectra are of the order of JCH @ 120–180 Hz. If there are two or three bonds

in between, the coupling strength reduces significantly.

The other spin-spin interaction, the dipole-dipole coupling, is effective through

empty space and therefore can involve spins in the same or in different molecules.

The dipolar coupling strength depends heavily on spatial distance (which is uti-

lized for structure analysis of macromolecules with NMR). In liquid phase it is

averaged to zero, as mentioned above. Without isotropic averaging the dipolar

coupling would produce excessive broadening of resonance lines, making high-

resolution MRS impossible. However, the interaction cannot be neglected com-

pletely. It provides relaxation pathways for excited spins in heteronuclear double-

resonance experiments enabling signal enhancements of rare spins (nuclear

Overhauser effect, NOE). Moreover, small line splittings of a few Hz were discov-

ered in 1H MR spectra of human leg muscle at 1.5 T which were attributed to non-

vanishing residual dipolar interaction (Kreis and Boesch, 1994).

The complete nuclear spin Hamilton operator finally includes the quadrupolar

coupling term which is quadratic in the spin operators. This interaction occurs in

nuclei with spin I > 1
2 . These are less important for in-vivo MRS; hence only spin

� 1
2 nuclei will be considered in the following.

Sensitivity

Since the frequency resolution of MRS is extraordinary, the effects of weak mag-

netic fields within molecules on microscopic magnetic moments can be detected.

Nuclear magnetic moments are extremely small (e.g., the dipole moment of the

proton: mp @ 10�27 J T�1), and so are the released energies ðDEÞ when nuclear

spins change their states in a magnetic field. The energy of the photon emitted
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during an 1H-spin flip in a field B0 ¼ 1:5 T is DE ¼ 4:2� 10�26 J ¼ 2:6� 10�7 eV.

The comparison, for example, with the energy of the single quanta detected in pos-

itron emission tomography (PET), Eg ¼ 5:11� 105 eV, shows that an astronomi-

cally large number of photons must be collected to obtain an MR signal. The low

sensitivity (¼ signal-to-noise ratio, SNR) is the major limitation of MRS.

Technically, SNR is proportional to the first data point (¼ signal intensity I) of
the acquired free induction decay (FID) or spin-echo. The measured quantity is

the voltage UindðtÞ induced by the precessing transverse magnetization Mtransv

in the radiofrequency antenna (RF coil). UindðtÞ is proportional to the time deriva-

tive of Mtransv, which depends on the number n of spins within the sensitive

volume V of the coil, on g, and B0 (with exponent aG 2):

dMðtÞtransv
dt

z
n

V
g3IðI þ 1ÞBa

0 ð3:48Þ

The sensitivity increases when the experiment is repeated (SNRz
ffiffiffiffiffiffiffi
nex

p
,

nex ¼ number of excitations) and when more spins are excited. MRS therefore re-

quires long measurement times (@min), large voxel sizes (@ cm3), and high con-

centrations (@mM) of the metabolites in the tissue (orders of magnitude valid

for in-vivo MRS at 1.5 T). The threshold of metabolite concentrations is about

cmin @ 0:1 mM ¼ 10�4 M ¼ 100 nmol (g wet tissue)�1.

Technical Prerequisites

The MRS examination is time-consuming, not only because of the requirement of

large nex. A number of adjustment procedures of the measurement system must

be performed before starting acquisition of spectra. These include positioning and

tuning of the RF antenna, MRI to localize the region of interest and define the

voxel, optimization of B0-homogeneity (measures that increase homogeneity of

magnetic fields are called ‘‘shim’’), switch of the RF system from 1H to X nucleus

frequency (if necessary), and adjustment of RF pulses (e.g., for water signal sup-

pression in 1H MRS).

In order to obtain tissue-specific biochemical information by MRS in human

subjects, techniques that permit spatial localization are mandatory. Progress in

this field over the past 20 years has led to the following now widely employed

methods:

� Planar coils (loop diameter of a few cm) to obtain signals from tissue near the

surface of the human body (surface coils).
� Single-voxel spectroscopy (SVS) with STEAM (stimulated echo acquisition mode;

Frahm et al., 1989) or PRESS (point-resolved spectroscopy), consisting of a series

of 90�-90�-90� (STEAM) or 90�-180�-180� RF pulses (PRESS) with simultaneous

orthogonal gradients in combination with coils with high B1-homogeneity (e.g.,

volume resonators: head coil).
� Spectroscopic imaging (SI) with two or three phase-encoding gradients, but no

frequency-encoding gradient (2D or 3D SI; Brown et al., 1982; Maudsley et al.,
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1983) (Fig. 3.88) or echo-planar spectroscopic imaging (EPSI; Posse et al., 1995)

where an oscillating gradient is applied during signal detection; at 1.5 T SI is es-

sentially applicable to 1H (voxel size: 1 cm3), while 31P permits only limited spa-

tial resolution (voxel size: ca. 30 cm3).

High-resolution MRS requires technical equipment beyond that of conventional

MRI:

� high B0 (the stronger the field, the larger the signal);
� high B0-homogeneity (mandatory for acquisition of spectra with narrow reso-

nance lines);
� broadband RF system including specific coils for detection of 1H and different X

nuclei (X ¼ 13C, 19F, 31P, etc.); the implementation of a second RF channel is

useful, because it enables double-resonance techniques, for example 1H-decou-

pling for X signal enhancement (NOE) and collapse of scalar-coupled multiplets

to singlets in the spectrum of the X nucleus (Heerschap et al., 1989; Luyten et al.,

1989; Bachert et al., 1992; Ende and Bachert, 1993; Gonen et al., 1997).

Fig. 3.88. Example of a high-performance

pulse sequence for three-dimensional proton

spectroscopic imaging (3D 1H SI) developed

for examinations of the human prostate

(Scheenen et al., 2004). Double spin-echo

sequence (PRESS) with three slice-selective

radiofrequency (rf ) pulses (90�-180�-180�) to
generate an Hahn spin-echo from spins within

the PRESS box and two frequency-selective

inversion pulses (180�ðselÞ) for water and
lipid signal suppression (ti ¼ time delays,

Gj ¼ gradients in three spatial directions,

Acq ¼ signal acquisition). The sequence starts

with an outer volume suppression (OVS)

module (not drawn).
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Finally, software is needed for the different processes of adjustment of the mea-

surement system, the control of the sequence of RF and gradient pulses during the

measurement, and the post-processing of acquired signals. Display and quantita-

tive evaluation of MRS data includes:

� zero-filling and apodization of the FID or echo signal;
� Fourier transformation;
� phase and baseline correction;
� fit of resonance lines and calculation of peak areas (¼ signal intensity I), line
positions, and line widths;

� determination of metabolite concentrations (absolute quantification); and
� calculation of metabolic maps from SI data.

Nuclei for In-Vivo MRS

The low sensitivity implies that, in vivo, MRS mainly uses spin probes that occur

with high natural abundance (n.a.) in biological tissue. The most important endog-

enous magnetically active nuclei are 1H and phosphorus (31P). Carbon and oxygen

are abundant in tissue, but the common isotopes (12C, 16O) possess nuclear spin

I ¼ 0 and thus are invisible for MRS. The rare carbon isotope 13C (I ¼ 1
2 , n.a. ¼

1.1%) is difficult to detect in tissue metabolites except in fatty acids (Heerschap

et al., 1989; Ende and Bachert, 1993), while 17O is very rare (n.a. ¼ 3:7� 10�4)

and a quadrupolar nucleus ðI ¼ 5=2Þ with poor sensitivity.

Enriched compounds have also been used. By this means, MRS allows the dispo-

sition kinetics of administered drugs to be monitored by detecting the signal of a

spinlabel in the compound and its subsequent metabolites. In some studies, for

example of the flux through the tricarboxylic acid (TCA) cycle (animal studies) or

of glucose consumption in the human brain (Beckmann et al., 1991), compounds

labeled with 13C were employed. Particularly useful as spin labels are nuclei with

physiological concentrations below the detection limit of in-vivo MRS, but suffi-

cient sensitivity owing to the high administered dose of the tracer, such as fluorine

(19F, I ¼ 1
2 , n.a. ¼ 100%) (Wolf et al., 1987).

At this point it is helpful to discuss the metabolic information that spectra of the

nuclei 1H, 13C, 19F, and 31P can provide, and then to describe some applications of

MRS to studies conducted in healthy volunteers and patients. The properties of

those nuclei that are relevant for in-vivo MRS are listed in Table 3.2.

3.3.7.3

Metabolic Information and Clinical Application: In-Vivo 1H MRS

The proton has the largest g and hence the highest Larmor frequency o0 ¼ gB0 of

all magnetic nuclei (if the radioactive isotope 3H is ignored). It is also the most

abundant nucleus in living tissue, with large amounts in water and fatty acids (lip-

ids). 1H therefore yields the most intense in-vivo MR signal (the second intense

signal is that of 23Na in free sodium ions). To resolve the metabolite signals, which
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are at least 104 to 105 times smaller than the tissue water resonance, the dominant

signals must be suppressed selectively.

Localized 1H MRS (Frahm et al., 1989) has created a new window into brain me-

tabolism (‘‘living neurochemistry’’; Danielsen and Ross, 1999). In the cerebral pa-

renchyma, physiological motion and susceptibility effects are small, and this favors

high spectral resolution. Moreover, as healthy brain tissue contains no free fatty

acids in MRS-detectable amounts, there is no interference of interesting peaks in

the aliphatic 1H spectral region and only water-signal suppression is needed. A

quite large number of resonances assigned to protons in small cerebral metabolites

are well resolved at B0 ¼ 1:5 T. A localized (SVS) 1H MR spectrum obtained with

echo time TE ¼ 30 ms from the brain of a healthy volunteer is shown in Figure

3.89. There are characteristic resonances assigned to protons in the following me-

tabolites:

� N-acetyl-L-aspartate (NAA; functional groups detectable by MRS: -CH3, chemical

shift: d ¼ 2:01 ppm, and -CH2-, d ¼ 2:60 ppm [relative to the tetramethylsilane

singlet at d ¼ 0])
� Creatine and phosphocreatine (Cr, PCr [both compounds are indistinguishable

by 1H MRS]; >NaCH3, d ¼ 3:03 ppm, and -CH2-, d ¼ 3:93 ppm).
� Trimethylamines (free choline and choline-containing compounds, Cho;

-Nþc(CH3Þ3, d ¼ 3:22 ppm).
� myo-Inositol (mI; C4-, C6-protons, d ¼ 3:56 ppm).
� Amino acids (e.g., aspartate, Glx [glutamate and glutamine]).

Metabolite concentrations in normal human brain tissue were determined in vivo
by means of localized 1H MRS. Ranges of values as published in the literature are

listed in Table 3.3. Metabolic changes in the tissue are reflected in pronounced ef-

fects in in-vivo 1H MR spectra, as illustrated by the following examples:

Table 3.2. Properties of important nuclei of in-vivo MRS (spin 1
2).

Nucleus LARMOR

frequency at

B0 F 1.5 T

[MHz]

Natural

abundance

[%]

Relative

sensitivity

Sensitivity

in vivoa)

1H 63.9 99.98 1 1
13C 16.1 1.11 1:76� 10�4 2:66� 10�5

19F 60.1 100 0.83 –
31P 25.9 100 6:63� 10�2 2:32� 10�4

a) If all nuclei were detectable by MRS. Endogenous fluorine (19F)

mainly in solid structures (teeth, bones) and hence invisible for

magnetic resonance.
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� Loss of neuronal tissue, for example in dementia, multiple sclerosis, and brain

tumors, proceeds with a reduction of NAA intensity (Fig. 3.90).
� 1HMR spectra of tumors generally show enhanced Cho intensities (Figs. 3.90 and

3.91). The increase of Cho proceeds with tumor malignancy and proliferation.
� In spectra from regions with insufficient oxygen supply (hypoxic tissue) the char-

acteristic signal of lactate can arise.

Table 3.3. Absolute concentrations (c) of metabolites of low

molecular mass in normal human brain tissue as measured by

localized 1H MRS in vivo (ranges of values as published in the

literature).

Metabolite(s) Abbreviation Chemical shift d

[ppm]a)
c

[mM]

N-acetyl-L-aspartate NAA 2.01 [-CH3] 8.0–17.0

Creatine, phosphocreatine Cr, PCr 3.03 [>NaCH3] 4.7–11.6

Cholines Cho 3.22 [aNþc(CH3)3] 0.9–5.6

Myo-inositol mI 3.56 [C4-, C6-protons] 3.3–8.1

a)Chemical shift reference: tetramethylsilane TMS ðd ¼ 0Þ.

Fig. 3.89. Single-voxel 1H MRS of the brain

of a healthy volunteer (male, age 25 years).

Double spin-echo sequence (PRESS) with

water-signal suppression and measurement

parameters: TR ¼ 1500 ms, TE ¼ 30 ms,

nex ¼ 256, measurement time ¼ 6.4 min,

voxel size ¼ 15� 15� 15 mm3 (indicated in

the transverse MR image), B0 ¼ 1:5 T; antenna

system: head-imaging coil. Assignment of

resolved resonances to molecular groups in

the following metabolites: N-acetyl-L-aspar-

tate (NAA, characteristic neurometabolite),

creatines (Cr, PCr), cholines (Cho), and

myo-inositol (mI). Chemical shifts d

(in ppm ¼ 10�6) are given relative to the

frequency position of tetramethylsilane

(TMS, d ¼ 0).
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� Guanidinoacetate methyltransferase (GAMT) deficiency, the first creatine biosyn-

thesis disorder detected in man, was discovered in 1994 in a child by means of

cranial MRS. The MR spectra of brain (Fig. 3.92) and muscle of these patients

are characterized by a strong decrease of the creatine (1H) and phosphocreatine

(31P) resonances and the appearance of new signals assigned to guanidinoacetate

(Gua; 1H, d ¼ 3:8 ppm) and guanidinoacetate phosphate (31P, d ¼ 1 ppm)

(Stöckler et al., 1994).

Fig. 3.90. Clinical study with proton spectro-

scopic imaging: spectrum from a patient

(male, age 52 years) with brain tumor

(astrocytoma). 2D 1H SI with double spin-

echo excitation (PRESS) and measurement

parameters: TR ¼ 2000 ms, TE ¼ 135 ms,

16� 16 phase-encoding gradient steps,

nex ¼ 2, measurement time ¼ 6.2 min

(weighted k-space acquisition), B0 ¼ 1:5 T;

antenna system: head-imaging coil. Trans-

verse MR image (right) with superimposed

spectroscopic image of color-coded signal

intensity (integrated peak area) of Cho ðIChoÞ;
(1) spectrum from a voxel in the tumor region;

(2) spectrum from a voxel in healthy brain

tissue. Enhanced Cho and reduced NAA

signals are observed in the tumor. Peak

assignments, see Figure 3.89.
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Fig. 3.91. Clinical study with proton spectro-

scopic imaging: spectra from the prostate of

a patient (age 62 years) with adenocarcinoma

in the right lobe of the prostate (hypointense

area on the left in the transverse MR image

[a]). 3D 1H SI (pulse sequence in Fig. 3.88)

with double spin-echo excitation (PRESS)

and measurement parameters: TR ¼ 650 ms,

TE ¼ 120 ms, measurement time ¼ 10.3 min,

voxel size ¼ (6 mm)3 (indicated in (a)),

B0 ¼ 1:5 T; antenna system: endorectal coil.

(a) Transverse localizer image showing

region of excited spins (PRESS box, white);

(b) spectrum from voxel 2 (red) in healthy

prostatic tissue; (c) spectrum from voxel 1

(blue) in the tumor region. Enhanced Cho and

reduced Ci signal are observed in the tumor

tissue. Assignment of resolved resonances to

molecular groups in the following metabolites:

citrate (Ci; d ¼ 2:6 ppm), creatines (Cr, PCr;

d ¼ 3:0 ppm), cholines (Cho; d ¼ 3:2 ppm).

Lipid signals (Lip) are efficiently suppressed

by the pulse sequence. Chemical shifts d

(in ppm ¼ 10�6) are given relative to the

frequency position of tetramethylsilane

(TMS, d ¼ 0).
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The most prominent resonance of in-vivo 1H MR spectra of the normal brain is

assigned to NAA. NAA is mainly found in neurons and therefore the NAA signal

detected by means of in-vivo 1H MRS is considered as a ‘‘neuronal marker’’. Inter-

estingly, the physiological role of NAA in brain function is still not completely

understood. NAA is also considered as an ‘‘osmolyte’’ (osmotically active intra-

cellular metabolite, as are Cr, PCr, and Cho) and molecular water pump (Baslow,

2001). A decrease of NAA signal intensity ðINAAÞ is observed in those neurological

diseases, which proceed with loss of neurons and/or axons, for example glial tu-

mors (Fig. 3.90) (Preul et al., 1998), ischemic stroke (Saunders, 2000), dementia

(Ross et al., 1998), multiple sclerosis (Arnold et al., 2000), and temporal lobe epi-

lepsy (Ende et al., 1997). 1H MRS is an appropriate diagnostic modality for Cana-

van’s disease (Grodd et al., 1990), a spongy white matter degeneration character-

ized by the loss of aspartoacylase activity and subsequent strong increase of NAA

concentration.

The 1H chemical shifts of creatine (Cr) and phosphocreatine (PCr) are the same,

because the phosphate group in the PCr molecule is too far away to influence the

Fig. 3.92. Clinical study with single-voxel 1H

MRS: spectrum from the brain of a patient

(female, age 1 month) with creatine deficiency

syndrome. The disturbed biosynthesis of crea-

tine is caused by deficiency of hepatic GAMT

(S-adenosylmethionine:guanidinoacetate N-

methyltransferase [EC 2.1.1.2]) and is reflected

in the reduced peak intensity at d ¼ 3:0 ppm in

the 1H MR spectrum. When creatine synthesis

is blocked, guanidinoacetate (Gua) is expected

to accumulate (tentative assignment of

methylene proton signal of elevated Gua at

d ¼ 3:8 ppm). The enhanced choline (Cho)

signal at d ¼ 3:2 ppm is explained by the

high phospholipid turnover in the developing

brain of the child. Double spin-echo sequence

(PRESS) with measurement parameters:

TR ¼ 1500 ms, TE ¼ 135 ms, nex ¼ 256,

measurement time ¼ 6.4 min, voxel size ¼
20� 20� 20 mm3 (indicated in the trans-

verse MR image), B0 ¼ 1:5 T; antenna

system: head-imaging coil. Peak assign-

ments, see Fig. 3.89.
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CH3 and CH2 protons of the creatine residue to a measurable amount. Therefore,

the relative signal contribution of each compound to the in-vivo resonance is un-

clear. The >NaCH3 resonance (actually a triplet) centered at d ¼ 3:03 ppm is

sometimes used for normalization or in intensity ratios such as INAA=ICr; however,
it overlaps partially with the Cho peak and its intensity can vary considerably, for

example in ischemic or neoplastic brain tissue (Saunders, 2000).

The major amount of choline is bound in membranes of the cells (as phosphati-

dylcholine). Signals of membrane phospholipids have never been resolved in in-
vivo MR spectra. This is explained by restricted mobility which makes T2

� short

and thus resonances very broad. The in-vivo 1H resonance called ‘‘Cho’’ actually

comprises trimethylamine proton signals of different compounds. The major con-

tribution is attributed to phosphocholine (PC) and glycerophosphorylcholine

(GPC). In in-vivo 31P MRS the resonances of PC and GPC can be resolved by

means of 1H-decoupling techniques (Fig. 3.93) (Lyuten et al., 1989; Bachert et al.,

1992). Presently, the true composition of the choline pool in healthy brain tissue

and in brain tumors is not completely known. Considering the eminent value

of this metabolite group for tumor diagnostics with MRS, further research

investigations – particularly at higher B0-values – are clearly needed.

Proton MRS studies of the brain revealed enhanced Cho signal intensities ðIChoÞ
in tumors (Fig. 3.90) and in demyelinating and inflammatory diseases (Danielsen

and Ross, 1999; Arnold et al., 2000). In clinical 1H MRS studies of patients with

Fig. 3.93. Section of the fit of a 1H-decoupled

(WALTZ-8) in-vivo 31P MR spectrum (B0 ¼
1.5 T) of the calf muscle of a healthy volunteer.

In the phosphodiester (PDE) resonance band

the signals of the phospholipid-degradation

products glycerophosphorylcholine (GPC)

and glycerophosphorylethanolamine (GPE)

are resolved owing to heteronuclear spin

decoupling. The signals of the phospholipid-

precursors phosphocholine (PC) and

phosphoethanolamine (PE) (unresolved in

this measurement) resonate in the phospho-

monoester (PME) region. The frequency

difference between inorganic phosphate (Pi)

and phosphocreatine (PCr) resonances is a

measure of intracellular pH. ATP ¼ adeno-

sine 5 0-triphosphate. Chemical shifts d

(in ppm ¼ 10�6) are given relative to the

frequency position of PCr (d ¼ 0).
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brain tumors before, during, and after radiotherapy, the signal intensity ratios

ICho=ICr and ICho=INAA were found to be useful spectral parameters for the differ-

entiation of progressive tumor and radiation injury (Fig. 3.94) (Schlemmer et al.,

2001). An enhanced ICho is also found in other tumor entities, particularly in pros-

tate (Fig. 3.91 and Table 3.4) (Scheidler et al., 1999) and breast cancer (Sijens et al.,

1988; Yeung et al., 2001).

The sugar-like compound myo-inositol (mI) is considered as an osmolyte and as-

trocyte marker (being localized almost exclusively in astrocytes). A detailed bio-

chemical explanation of changes of the mI peak in in-vivo 1H MR spectra is diffi-

Table 3.4. Diagnostic interpretation of spectral parameter R of

in-vivo 3D 1H SI of the human prostate (healthy, diseased)

according to Scheidler et al., 1999.

RF (ICho B ICr)/ICia) Diagnosis

R < 0.75 Normal tissue

R > 0.75 plus decrease of ICi/ICi; normal by factor of 2 Possible cancer

R > 0.86 Definite cancer

a) I ¼ intensity (integrated peak area) of corresponding resonance.

Fig. 3.94. Clinical study with single-voxel 1H

MRS (double spin-echo sequence [PRESS] with

TR ¼ 1500 ms, TE ¼ 135 ms, nex ¼ 200–300,

B0 ¼ 1:5 T; antenna system: head-imaging

coil). Monitoring stereotactic radiotherapy of

patients (n ¼ 56) with brain tumors (n ¼ 67

lesions) (Schlemmer et al., 2001). Intensity

ratios ICho=ICr versus ICho=INAA of lesions

classified as progressive tumor (e, n ¼ 34),

radiation injury (s, n ¼ 17), and stable

disease (y, n ¼ 15). Analysis of ICho=ICr and

ICho=INAA data yield correct retrospective

classification as neoplastic and non-neoplastic

in 82% and 81% of the lesions, respectively.

Parallel lines (. . . . . .) obtained from linear

discriminant analysis (LDA) yield the individ-

ual probability (in %) for progressive tumor.
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cult, because mI resides in the center of complex metabolic processes and the res-

onance also comprises the signal of myo-inositol monophosphate, scyllo-inositol,
and glycine. Changes of the mI resonance have been observed in patients with

brain tumors (Castillo et al., 2000), Alzheimer’s disease (Shonk et al., 1995; Ross

et al., 1998), hepatic encephalopathy (Kreis et al., 1990), or diabetes mellitus (Kreis

and Ross, 1992).

Under pathological conditions, lactate (Lac), the final product of anaerobic gly-

colysis, can be detected by in-vivo 1H MRS (Behar et al., 1984). The Lac resonance

at d ¼ 1:33 ppm is a scalar-coupled doublet (line splitting: JHH G 7 Hz) from the

b-methyl protons. Its phase is inverted with respect to the singlets when the spec-

trum is acquired with echo time TE ¼ 1=JHH ¼ 135 ms. The Lac signal indicates

insufficient oxygen supply and may therefore appear in ischemia or tumor or in

the case of interference of oxidative phosphorylation. The presence of the Lac reso-

nance in the spectrum means that hypoxia is severe and extended regions in the

tissue are affected.

If free fatty acids (triacylglycerides, lipids) are present, the Lac signal cannot be

detected with conventional techniques. Lipid resonances (chemical shifts: d@ 0:9–

2.4 ppm and d@ 5:5 ppm) are intense in many regions, except in healthy brain tis-

sue. The strongest peak originates from methylene protons of fatty acids chains

(d ¼ 1:40 ppm), as many nuclei contribute. In muscle tissue, signals of intra- and

extramyocellular lipids can sometimes be discriminated at B0 ¼ 1:5 T.

Besides brain and muscle studies, in-vivo 1H MRS of the prostate has evolved

into a promising diagnostic modality. Technically, the examination is more difficult

than MRS of the brain: B0 inhomogeneity is worse, in addition to water, intense

lipid signal must also be suppressed, and the signal is poor unless an endorectal

coil is employed.

In prostatic gland tissue an extraordinary large amount of citrate (Ci) is pro-

duced, secreted, and stored. Citrate plays a central role in the Krebs cycle (also

termed the ‘‘citric acid cycle’’). Because of its rapid metabolism, Ci is normally not

detectable by in-vivo MRS. In the prostate, however, the enzymatic reaction Ci !
cis-aconitate ! iso-Ci is inhibited by Zn2þ ions, whereby no significant aconitase

activation by Fe2þ can take place. The equilibrium is strongly shifted to the left,

and oxidation of Ci in the cycle is diminished. As a consequence, the metabolite

accumulates and gains a three- to fourfold higher concentration than in other tis-

sues. Thus, the prostate is the only organ in the human body that shows Ci reso-

nances in in-vivo MR spectra. For reasons of chirality, the two detectable methylene

groups form an (AB)2 spin system which yields in high field a multiplet of four

lines (Schick et al., 1993), while in vivo often only one broad resonance (centered

at d ¼ 2:6 ppm) is observed. The results of an examination (3D 1H SI with endor-

ectal coil) of a patient with prostate cancer are shown in Figure 3.91. The localized

spectra exhibit resonances of Ci, Cr, and Cho (the peaks of Cr and Cho often cannot

be separated; Fig. 3.91b). In the tumor region ICho is increased and ICi decreased
(Fig. 3.91c) compared to the spectra of normal prostatic tissue (Fig. 3.91b). The in-

tensity ratio R ¼ ðICho þ ICrÞ=ICi was proposed as a diagnostic parameter for pros-

tate cancer (Table 3.4) (Scheidler et al., 1999).
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3.3.7.4

Metabolic Information and Clinical Application: In-Vivo 13C MRS

The magnetically active, rare carbon isotope 13C has a fourfold smaller g than 1H,

and a relative sensitivity of 1:76� 10�4 (compared to 1.00 of 1H, calculated for the

case that the samples contain the same number of nuclei; Table 3.2). 13C spectra

are characterized by a large chemical-shift range (ca. 220 ppm) and strongly scalar-

coupled multiplets. 1H-decoupling is required to remove these multiplet splittings.

In-vivo 13C MR spectra obtained at natural abundance are dominated by reso-

nances of lipids (typically 13 resonances upon decoupling), while signals of other

compounds, such as amino acids, Cr, Cho, glycogen, and ethanolamine are diffi-

cult to detect at 1.5 T (Ende and Bachert, 1993). 13C MRS is superior to 1H MRS

with regard to the resolution of fatty acid signals and determination of lipid con-

tent in the tissue, but its implementation at whole-body MR scanners is expensive

(broadband RF, coils, second RF channel). In studies with humans both the endog-

enous isotope in natural abundance and labeled compounds after administration

have been detected (Heerschap et al., 1989; Shulman et al., 1990; Beckmann et al.,

1991; Ende and Bachert, 1993). There are also some applications for oncology

(Halliday et al., 1988; Bachert et al., 1992).

3.3.7.5

Metabolic Information and Clinical Application: In-Vivo 19F MRS

The fluorine isotope 19F has the second largest g of all stable magnetic nuclei. The

sensitivity is ðgF=gHÞ3 ¼ 83% of that of 1H if the sample contains the same num-

ber of nuclei (see Table 3.2). Fluorine is a trace element in biological tissue: its

physiological concentration is less than 10�6 M, and thus below the detection limit

of in-vivo MRS. 19F is mainly immobilized in solid structures; its average fraction

in the solid phase of teeth and bones is about 2� 10�4.

Since endogenous mobile metabolites do not contain fluorine in sufficient con-

centrations to be detected by 19F MRS, signals must be derived from fluorine-

containing compounds that are administered exogenously. A number of chemo-

therapeutic drugs and neuroleptics contain fluorine, and when 19F MRS is applied

their resonances can be observed without interfering background signals. Thus,

fluorine has favorable properties for the study of metabolism and disposition ki-

netics in vivo (Bachert, 1998).

Wolf and coworkers pioneered 19F MRS in humans (Wolf et al., 1987). Using a

1.5-T whole-body scanner, these authors performed the first 19F MRS examinations

of patients undergoing chemotherapy with 5-fluorouracil (5-FU) and demonstrated

the detection of this fluoropyrimidine and its major catabolite (a-fluoro-b-alanine;

FBAL). These investigations also represented the first noninvasive MRS study of

drugs in human patients. Studies of the individual disposition kinetics of 5-FU

are of interest in oncology (Figs. 3.95 and 3.96), and have been conducted by sev-

eral groups (Semmler et al., 1990; Gonen et al., 1997; Schlemmer et al., 1994,

1999). In the liver and in tumors, 5-FU is converted into different metabolites,

3.3.7 MR Spectroscopy 469



Fig. 3.95. Clinical study with 19F MRS.

Monitoring drug disposition kinetics in a

tumor patient during chemotherapy with

5-fluorouracil (5-FU). 2D 19F SI examination

of the liver of a patient following intravenous

infusion of 5-FU. Measurement parameters:

TR ¼ 60 ms, N�N ¼ 8� 8, nex ¼ 200,

FOV ¼ 50� 50 cm2, B0 ¼ 1:5 T, antenna

system: planar surface coil of 18 cm diameter.

(a) Localized 19F MR spectrum from a voxel

of size 6:25� 6:25� 4 cm3. The total signal

of FUPAþFBAL (a-fluoro-b-ureidopropanoic

acidþa-fluoro-b-alanine; Table 3.5) is resolved

with SNR@6:1. (b) In-vivo 19F MR signal-time

curve IðtÞ of FUPAþFBAL detected in the

same voxel. The horizontal bars represent the

measurement time of 12.8 min (¼ TR N2 nex)

(Bachert, 1998).

Fig. 3.96. Clinical study with 19F MRS

(Schlemmer et al., 1999). Monitoring dis-

position kinetics in a patient with squamous

cell carcinoma (SCC) stage IV during

chemotherapy with 5-fluorouracil (5-FU).
19F MRS examination with a surface coil of

5 cm diameter positioned on the tumor.

Measurement parameters: TR ¼ 38 ms,

nex ¼ 9300, measurement time ¼ 5.9 min,

B0 ¼ 1.5 T. (a) Series of 5.9-min spectra

obtained during the period of 96 min after

administration of 1000 mg 5-FU (m2 body

surface)�1 at day 1 of week 1 of combined

radiotherapy/[5-FUþcarboplatin]chemotherapy.

The resonances of 5-FU, 5,6-dihydro-5-fluoro-

uracil (DHFU), and a-fluoro-b-alanine (FBAL)

are resolved (Table 3.5). (b) Series of spectra

obtained in the second examination of the

same patient, at day 1 of week 5 (after 43.5 Gy).

Quantitative evaluation of the spectra showed

a significant increase of intratumoral levels

of 5-FU and FBAL (the same finding in all

patients ½n ¼ 13� of the study) which could

explain the higher response rate of radio-

chemotherapy versus 5-FU monotherapy.
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which are identified easily because of the large fluorine chemical shifts. 19F MR

resonances that could be observed at B0 ¼ 1:5 T in patients receiving 5-FU chemo-

therapy are listed in Table 3.5.

In addition to 5-FU, other fluorinated compounds have been detected in studies

in humans, for example halothane (Menon et al., 1993). Applications of 19F MRS

are of particular interest in psychiatry (Bartels and Albert, 1995).

3.3.7.6

Metabolic Information and Clinical Application: In-Vivo 31P MRS

The abundance of the phosphorus isotope 31P in biological tissue is sufficient for

detection with in-vivo MRS. Since phosphorylation is one of the most important

processes in biochemistry, the metabolic window of in-vivo 31P MRS is remarkable,

opening to intracellular carriers of energy, synthesis and degradation products of

membrane phospholipids, and intracellular pH.

Scalar-coupled multiplets are removed by means of 31P-[1H] double resonance.

The resulting proton-decoupled in-vivo 31P MR spectrum (Fig. 3.93) shows resolved

peaks of free phosphate (inorganic phosphate Pi; d@ 4–5 ppm) and phosphate res-

idues bound to the following metabolites:

� Adenosine 5 0-triphosphate (ATP; with a characteristic resonance structure: b-ATP

doublet-of-doublets [apparent triplet] with center at d ¼ �16:0 ppm; a-ATP dou-

blet, d ¼ �7:6 ppm; g-ATP doublet, d ¼ �2:4 ppm).
� Phosphocreatine (PCr, singlet, d ¼ 0 ppm, internal 31P-chemical-shift reference).
� Glycerophosphorylcholine (GPC, d ¼ 2:9 ppm) and glycerophosphorylethanol-

amine (GPE, d ¼ 3:5 ppm) in the phosphodiester resonance band

(PDE, d@ 2–3 ppm).

Table 3.5. Assignments and chemical shifts of resonances

resolved in 19F MR spectra (B0 ¼ 1:5 T) obtained in human

patients during 5-fluorouracil chemotherapy.

Drug, metabolite(s) Abbreviation Chemical shift d

[ppm]a)
Reference

5,6-Dihydro-5-fluorouracil DHFU �126 Schlemmer et al. (1994)

a-Fluoro-b-alanine FBAL �113 Wolf et al. (1987)

a-Fluoro-b-ureidopropanoic acid FUPA �111 Gonen et al. (1997)

5-Fluorouracil 5-FU �94 Wolf et al. (1987)

5-Fluorouracil-nucleosides and

-nucleotides

5-FUranuc �89 Semmler et al. (1990)

a)Chemical shift reference: trifluoroacetic acid ðd ¼ 0Þ.
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� Phosphocholine (PC, d ¼ 6:5 ppm) and phosphoethanolamine (PE, d ¼ 7:1 ppm)

in the phosphomonoester resonance band (PME, d@ 5–7 ppm).

ATP and PCr are fundamental compounds of the energy metabolism of the liv-

ing cell. ATP is the most important molecular carrier of chemical energy in all or-

ganisms. Its resonance, preferably of b-ATP, can be used for the normalization of
31P MR signal intensities, since the living system always tries to keep the ATP con-

centration at constant levels. PCr behaves as a buffer of ATP and is a temporary

intracellular storage form of energy.

PDE and PME signals are intense in the spectra of brain, liver, and tumor tissue.

They form resonance bands of an unknown number of components. Broadband
1H-decoupling resolves four peaks in this region (Luyten et al., 1989), which are

assigned to intermediates (GPC, GPE, PC, PE) of membrane phospholipid turn-

over (Daly et al., 1987). Enhanced PME intensities are often observed in proliferat-

ing tumors. This is consistent both with the signal contribution of phosphocholine

(PC) to this peak and the enhanced Cho signal in 1H MR spectra of tumors. Again,

this suggests an in-vivo resonance, in this case PME, as a noninvasive marker for

therapy monitoring (Negendank, 1992).

As mentioned in the context of the Cho signal of 1H MRS, phospholipids cannot

be detected. Only a broad unresolved hump in the PME-PDE region of 1.5 T 31P

MR spectra of brain and liver is attributed to these compounds. There is specula-

tion about the assignment of this background to other phosphoesters, nucleic acids,

and phospholipids with transient high mobility, but the problem at present re-

mains unsolved.

3.3.7.7

Application of MRS in Diagnostics and Clinical Research: Conclusions and

Perspectives

MRS examinations have been performed in most organs of the human body, in-

cluding the brain, cervical spinal cord, mamma, heart muscle, liver, kidney, pros-

tate, testicle, skeletal muscle, and bone marrow. In some regions localization is dif-

ficult, or susceptibilities and physiological motion impair spectral quality (e.g., in

the cervical spinal cord, lung, heart, kidney, prostate, and lumbar vertebra).

The purpose of the examination with MRS in diagnostic and clinical research is

to obtain information on the metabolism of diseased cells. A large number of clin-

ical problems have been addressed in MRS studies with patients. Mainly 1H MRS

was applied, but to a lesser extent also 31P MRS. Examples of the application of

MRS to studies of non-neoplastic diseases of the brain include multiple sclerosis

(MS), Alzheimer’s disease and other dementias, Parkinson’s disease, amyotrophic

lateral sclerosis (ALS), epilepsy, schizophrenia and other psychiatric disorders, ano-

rexia nervosa, chronic alcoholism, ethyltoxic brain damage, cerebrovascular dis-

orders, hepatic encephalopathy (HE), HIV infection (AIDS), asphyxia in newborns,

near-drowning syndrome, and inherited disorders such as Canavan’s disease, Hun-

tington’s disease, and creatine deficiency syndrome.
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With regard to non-neoplastic diseases outside the brain, MRS has focused on

studies of skeletal muscle (e.g., mitochondrial myopathies, McArdle syndrome,

Melas syndrome, exercise intolerance in patients with cardiac failure, peripheral

vascular disease), heart muscle (cardiovascular disorders, cardiac dysfunctions, in-

terference of energy metabolism, heart transplants), and liver (e.g., liver patholo-

gies, alcoholic liver disease, and liver function testing).

The main target of the clinical application of MRS is diagnosis and intra-therapy

monitoring of tumors and suspicious lesions, the main purpose being to detect

metabolic changes during tumor growth and treatment. Although MRS does not

permit the accurate differential diagnostics of suspected lesions, changes in rela-

tive signal intensities yield information on malignancy and eventually tumor activ-

ity and proliferation.

The first MRS studies of tumors in human patients were conducted with 31P in

extremity tumors. The objectives were possible 31P characteristics of these malig-

nancies, tumor heterogeneity, response to therapy (early versus late changes in tu-

mor spectra), the predictive value of the 31P MR spectrum before treatment and of

early spectral changes observed shortly thereafter, pretreatment pH and PCr signal

intensity or early PME signal decrease as predictors of percent necrosis at resec-

tion, early Pi signal decrease as predictor of tumor shrinkage.

The largest experience exists with localized 1H MRS of human brain tumors.

The technique is well-developed and easily applicable in patients, particularly as

the same hardware (high-quality head coil) as is used for MRI can be employed,

and attainable spectral quality (SNR, frequency resolution) is optimum. Besides

the differentiation of malignant lesions from degenerative or inborn alterations of

cerebral parenchyma, the monitoring of radiation therapy of glial tumors has

turned out to be an important application of MRS. As a sign of enhanced prolifer-

ative activity, primary and other tumors of the brain show an increased membrane

turnover beyond the level encountered in inflammatory processes or augmented

cell necrosis. As its direct marker, the 1H resonance of mobile cholines (Cho) in

the cells is of central importance. Clinical studies have shown that this signal

yields valuable information on the malignancy of a glial tumor – despite the at

least 4000-times larger voxels of MRS compared to MRI (this number for 1 cm3

of 1H SI at 1.5 T versus 0.25 mm3 of 1H2O-MRI). Similar to the case of intracellu-

lar pH via 31P MRS, the ‘‘averaging’’ of signal contributions from heterogeneous

tissue appears to induce a positive effect on biochemical evidence. Meanwhile, clin-

ical studies have also demonstrated the value of the Cho 1H resonance as a marker

of malignant processes in the breast and prostate.

Several research groups have employed the correlation between Cho intensity

and proliferative activity of cells successfully to discriminate radiation injury and

progressive tumor. Moreover, the intensity ratios ICho=ICr and ICho=INAA not only

reflect proliferative tumor activity but also indicate the probability of therapy fail-

ure. In healthy brain tissue, single-voxel 1H MRS (TE ¼ 135 ms) yields the ratios

ICho=ICr G 1 and ICho=INAA G 0:5, with high constancy. When these values increase

significantly in a glial tumor after radiotherapy, there is a high probability of pro-

gressive disease.
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So, what are the perspectives for MRS? A core of applications of MRS to the

studies of tumors and non-neoplastic diseases in patients, which presently are at

the research level, will reach broad clinical use. MRS in humans will certainly prof-

it from higher B0 in whole-body scanners, since at present instruments up to

B0 ¼ 8 T are in operation. Sensitivity and spatial resolution will increase, other

rare nuclei will be available, and the metabolic window will expand. Spectroscopic

imaging with voxel sizes of a few mm3 not only with 1H, but also with 31P or en-

riched 13C in administered compounds for example, may attain the potential as the

key molecular imaging tool. In the future, MRS may play an important role in ge-

nomics and proteomics, as it creates a noninvasive window onto the information

flow from genome to proteins to small metabolites, rendering such studies possi-

ble even in humans.
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Magnetic Substances and Externally Applied Fields





4.1

Introduction

Wilfried Andrä

Magnetic substances and externally applied magnetic fields are used in medicine

for many different applications, both in diagnosis (magnetic markers, relaxometry,

susceptometry) and therapy (drug delivery, cell separation, cancer treatment). A

somewhat arbitrary selection of these applications will be covered in this chapter.

Although interesting, many topics such as relaxometry, magnetic detoxification of

blood, and magnetic pelvic floor therapy had to be omitted due to reasons of

limited space. Others, including magnetic guidance of catheters, magnetic particle

retention in stents, magnetically modulated microprobes, and magnetic particle

imaging, among others, will be described briefly in Section 4.9.

There are many economically very lucrative – but scientifically unproven –

applications of magnetism in medicine. These applications are concerned mainly

with the action of electromagnetic fields on animals and humans. Unfortunately,

only one aspect of this interesting field – the possible health risk associated with

field exposure – is discussed in Section 1.4 of this book.

The application of electromagnetic fields as a therapeutic means is another inter-

esting aspect of this area of study, but it would utilize far too much space in this

book. Consequently, the interested reader is referred to critical reviews by Glaser

(2004a,b), which provide much more detail on this topic and examine scientifically

well-founded studies as well as reports which may be categorized as more or less

dubious, or even purely esoteric.

Another example of suspect applications of magnetic fields for medical purposes

is the widespread utilization of permanent magnets as parts of jewelry or in ban-

dages, plasters, mattresses, etc. Many of these applications are extolled as being

helpful in almost every disease. To this day, however, neither any scientific theory

of the physical mode of action nor any definite proof of any positive therapeutic ef-

fect as gauged by statistical studies has been found (Wasiak and Anderson, 2001;

Barret, 2003). Nevertheless, the sales of magnetic items by many companies are

astonishingly high, with one recent report from 1999 estimating these to be about

5 billion dollars per year (Weintraub, 1999).

Another example of an economically lucrative – but scientifically unproven –

application of magnetism in medicine is the so-called pulsed electromagnetic fields

479



(PEMF). The amplitudes of these applied magnetic fields are usually smaller than

the strength of the Earth’s field, and for this reason such fields are unable to cause

any measurable heating effect which might be seen as a measure of physically re-

lated action. Indeed, an analysis of 37 clinical orthopedic studies including a total

of 3379 patients who received PEMF therapy, was unable to confirm any assumed

positive influence (Schmidt-Rohlfing et al., 2000).

PEMF, orthopedic applications and similar topics are not described in this chap-

ter, and interested readers are referred to a recent book by Rosch and Markov

(2004).
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4.2

Magnetic Monitoring as a Diagnostic Method

for Investigating Motility in the Human Digestive System

Hendryk Richert, Olaf Kosch, and Peter Görnert

4.2.1

Introduction

The human digestive system, particularly the small intestine, is a difficult region to

access with established investigative methods. Using different methods such as

X-radiography, magnetic resonance imaging (MRI) or computed tomography

(CT), it is easy to visualize the morphology of the gastrointestinal (GI) tract. Un-

fortunately, motility cannot be investigated satisfactorily with any of these estab-

lished methods as they either deal with ionizing radiation (X-ray and scintigraphy)

or they are too slow to register movements.

A relatively new investigative method uses a small capsule camera which yields

information about the inner surface of the small intestine (Lewis and Swain, 2002).

This camera supplies a picture every 500 ms for approximately 6 h, and using this

instrument it is possible to identify abnormalities of the surface, especially internal

bleeding. The main disadvantage of this method is that it requires a 6-h video eval-

uation session. A second disadvantage is that the exact position of the camera –

and therefore the recorded abnormalities – cannot be determined. Therefore, there

is a vital need for a method which is able to investigate the digestive motility and

then to provide both the nature and the location of abnormalities.

Magnetic monitoring might be that method. Here, the patient simply swallows a

small magnetic marker, which then moves on its natural path through the human

digestive system as a small piece of indigestible material. During the total period of

investigation the marker is tracked magnetically without using any electromagnetic

radiation. Magnetic monitoring has been used successfully for several years, with

investigations first being conducted at centers where biomagnetic signal sensing

equipment, such as Superconducting Quantum Interference Device (SQUID) was

available (Weitschies et al., 1994). These SQUID sensors (see also Section 2.2)

allow the detection of extremely weak magnetic signals, but they must be cooled

with liquid helium or nitrogen. Parallel to the SQUID activities, prototype systems

based on fluxgate and magnetoresistive sensors have been developed. These can be

used under room temperature conditions and provide exact information about the

human GI tract (Andrä et al., 2000; Richert, 2003).
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Magnetic monitoring is based on the evaluation of the stray field which is gener-

ated by a magnetic marker and can be measured with appropriate magnetic field

sensors. The evaluation on a PC delivers both the three-dimensional position and

orientation of the marker. Magnetic monitoring can be used for investigations of

human digestive motility as well as for the evaluation of medicaments dissolving

and absorbing processes inside the GI tract (Weitschies et al., 2001a,b).

4.2.2

Conventional Investigation Methods of the Human GI Tract

Currently, several methods for GI tract investigations are in use. These methods

are utilized for chronic inflammatory (morbus Crohn) and functional GI tract dis-

eases. Although most of these methods allow visualization of the geometry of the

GI tract, they are not suitable for studying its motility.

Visualization with X-rays (Abrahamsson et al., 1988) is an inexpensive and often

used method to achieve images of the entire human body, including the GI tract.

Nevertheless, this method should not be used for functional investigations (more

than one image) because of the ionizing effects of the X-rays. The same must be

considered with scintigraphic methods (Siegel et al., 1992). Those methods which

do not cause harmful side effects include magnetic resonance imaging (MRI) (Christ-

mann et al., 1997), sonography (Amend et al., 1995), breath H2-test (Rubinoff et al.,

1989), metal detectors (Ewe et al., 1991), inductive measurement of soft magnetic

tracers (Frei et al., 1970; Forsman, 1998), telemetric capsules (Lambert et al., 1991),

capsule camera (Costamagna et al., 2002; Lewis and Swain, 2002), electrogastrography
(EGG) (Pfaffenbach et al., 1998), and magnetic monitoring of permanent magnetic

markers (Basile et al., 1992; Forsman, 1994; Weitschies et al., 1997, 2001b; No-

mura et al., 2000; Ferreira and Carneiro, 2002). Some advantages and disadvan-

tages of these systems are as follows:

� MRI is a complex method, which is not suitable for long-term and repetitive

measurements. Furthermore, this method is not fast enough to measure GI tract

motility as this requires measurements to be made every few seconds. Neverthe-

less, MRI is an excellent method for visualization of the entire GI system (Christ-

mann et al., 1997).
� Sonographic investigations are used to estimate total transit times (Amend et al.,

1995), though exact measurements are difficult due to the fact that ultrasound

cannot pass through the air inside the GI tract.
� The accuracy of metal detectors dramatically decreases as the distances increase

between the metal capsule and measurement system.
� Inductive measurements are used to investigate stomach emptying by following

the signal of a soft magnetic ‘‘porridge’’ (Forsman, 1998), but investigation in-

side the small intestine is not possible because the porridge diffuses unpredict-

ably.
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� The capsule camera, which was introduced in 2002, provides an interesting op-

tion for GI tract investigation. These cameras, which transmit images for up to

8 h (Costamagna, 2002; Lewis and Swain, 2002), have a diameter of 11 mm and

a length of 26 mm, and are approved for use inside the small intestine. The posi-

tion of the camera can be localized by triangulation of the three strongest signals

obtained by antennas fixed on the body of the patient. The resulting accuracy is

approximatelyG3 cm (www.GivenImaging.com, 2004). The PC program of this

system automatically recognizes and alerts when internal bleeding is present,

but searching for pathological tissue requires manual evaluation of the entire re-

corded video. One drawback of this system is that the rather complex and expen-

sive capsule is not re-useable. Another is that the intestine must be completely

emptied if the camera is to work properly. The capsule camera is very useful for

finding pathologic tissue and bleedings, but a complex functional diagnostic of

the entire GI tract is not possible.
� EGG investigations provide information about electric pacemaker signals of the

stomach and sections of the small intestine. It has been reported that changes in

the pacemaker frequency of the stomach occur when certain diseases are present

(Pfaffenbach et al., 1998). Unfortunately, other electrical activities – for example,

from the heart, small intestine and muscular system – interact with the electrical

potentials of the stomach so that sophisticated filters must be used to identify the

relevant signals. These filters are necessary, but might cause the loss of impor-

tant information. SQUID sensors can directly measure the electrical activities of

the stomach and small intestine (Richards et al., 1996; Allos et al., 1997; Brad-

shaw et al., 1997a,b, 1999; Seidel et al., 1999). Compared to EGG measurements,

SQUID measurements produce more detailed and therefore additionally charac-

teristic frequencies (Comani et al., 1992; Turnbull et al., 1999). The main disad-

vantage of the SQUID systems is the need for cooling with liquid helium.

4.2.3

Magnetic Markers

Magnetic markers move through the GI system as indigestible material. Any oc-

curring motility pattern inside the GI system influences their time-dependent local

position and orientation. It is possible to measure all of these movements directly,

and to do so without complex filters. Furthermore, modern magnetic materials

such as NdFeB and SmCo provide a high magnetic moment. The increased mag-

netic field signal allows the use of fluxgate, magnetoresistive or Hall sensors, which

function in a magnetically unshielded environment and do not require cooling.

Using such sensor systems, investigations of the human digestive system can be

readily accomplished with minimum expense at any hospital. Within the past few

years, prototype systems have been developed by several groups (Andrä et al., 2000;

Richert, 2003), though in each case the same mathematical background for marker

localization has been used, irrespective of the sensor principle.
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4.2.3.1

Inverse Monitoring

Inverse monitoring is based on the evaluation of the quasi-static magnetic field,

which is being generated by a permanent magnetic marker. The position estima-

tion is an inverse problem with six independent degrees of freedom. Knowledge

of the magnetic moment of the marker, which is usually constant during transport

through the GI tract, reduces the problem to five degrees of freedom, but inversion

is maintained. The magnetic field must be measured by an arrangement of several

magnetic field sensors, the minimum number of sensors being determined by the

degrees of freedom. Disturbing magnetic fields, a high level of accuracy and large

measurement volume increase the number of required sensors. Systems in use

today generally contain more than 20 sensors. If possible, vectorial estimation of

the magnetic field should be the preferred method as it provides greater accuracy

and a larger measurement volume than a one-axis system. Most of the older

SQUID systems are one-axis systems, and are therefore limited in their ability to

estimate the position of the magnetic marker.

The solution of the inverse problem can be found through different approaches,

though the results differ in accuracy, velocity, and interfering electromagnetic field

compensation. Good choices are nonlinear optimization routines such as the

Marquardt-Levenberg method or generic algorithms. One-step procedures such as

neural networks have not been successfully implemented. In order to determine

the actual position and orientation of the magnetic marker, all expected sensor sig-

nals must be calculated. The optimization algorithm minimizes the differences be-

tween measured and simulated magnetic field strengths by varying the position

and orientation of the simulated magnetic marker using a quality function. This

quality function indicates the accuracy of the solution.

4.2.3.2

Theoretical Background

The well-known description of the magnetic field of the magnetic dipole (see Chap-

ter 1, Eq. 1.34) can also be written as:

Hðri; mÞ ¼ 1

4p
� m

r 3
þ 3 � ðm � ðri � RÞÞ � ðri � RÞ

r 5

� �
ð4:1Þ

Knowledge of the magnetic dipole moment m and the position R of the dipole

reveals the magnetic field at any point ri in surrounding space that is generated

by the magnetic dipole. It should be noted that Eq. (4.1) is an equation for a mag-

netic dipole field. For a magnetic marker field which is usually not an ideal dipole

field (the exception is an homogeneously magnetized sphere), distances of at least

ten times the maximum length of the magnetic marker provide acceptable results.

The position of a magnetic marker, its degrees of freedom and the sensor posi-

tions, are shown schematically in Figure 4.1.
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The marker is described by six degrees of freedom; three for its location in space

ðrX ; ry; rzÞ and three for the dipole moment of the marker ðmx; my; mzÞ. The magnetic

field generated by the magnetic marker can be accurately calculated only if all

these values are known. The location of a magnetic marker cannot be directly

calculated from a known magnetic field configuration around the marker. This

inverse problem can only be solved by using a nonlinear optimization algorithm

(Press et al., 1988).

For all utilized sensors, the induced magnetic field of a simulated marker at

every sensor destination must be calculated and compared to the measured mag-

netic field values. All squared differences of simulated and measured magnetic

field strengths are summarized to the quality-function:

Q ¼
Xn
i¼1

½Hmeas
i �Hðri � R; mÞsim�2 ð4:2Þ

This function must be minimized by variation of the position, orientation and –

if not constant – the magnetic moment of the magnetic marker: Qðr; mÞ ! Min.

4.2.3.3

Forward Monitoring

For the forward monitoring (Andrä et al., 2000) a special case can be used where

the axis of the magnetic dipole is aligned to one axis of the Cartesian coordinate

system. Then, Eq. (4.1) simplifies to:

HX ¼ m

4p

3zx

s5
; HY ¼ m

4p

3zy

s5
; HZ ¼ m

4p

3z2 � s2

s5
; with s2 ¼ x2 þ y2 þ z2

ð4:3Þ

Fig. 4.1. Magnetic field of a magnetic dipole in three-dimensional

space. The dipole-generated magnetic field can be calculated at

any spatial position.
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These equations can be easily solved in one step. Because of this alignment of

the marker to only one axis of the coordinate system, there is no information about

the capsule orientation. Therefore, the forward monitoring reveals only the three-

dimensional position of the capsule but not its orientation.

4.2.4

Magnetic Monitoring Systems

4.2.4.1

Magnetic Monitoring with Three Magnetic Sensors

At the Jena Institute of Physical High Technology (IPHT), and currently also at the

Jena University of Applied Sciences, a method has been developed that is based on

the forward monitoring (Andrä et al., 2005). Such a system is shown in Figure 4.2.

With only one three-axis magnetoresistive sensor (Honeywell Ltd.) above the cap-

sule, the magnetic stray field generated by the magnetic marker can be measured

and the position readily calculated. Due to the fact that the magnetic marker must

be aligned with a strong magnetic field (10-times the Earth’s magnetic field) pro-

duced by an electric coil, the sensor must be magnetically shielded using a smaller

so-called compensation coil. During the entire measurement period the sensor is

automatically positioned above the capsule position.

The magnetic capsule consists of a spherical magnetic marker, a polyethylene

bearing, and a nondissolving shell. The capsule has a length of approx. 20 mm,

a diameter of 7 mm, and a density of r ¼ 1:2 g cm�3. The magnetic moment

Fig. 4.2. Forward measurement system with automatically

positioned AMR-sensor (University of Applied Science, Jena).

(1) Main coil; (2) AMR-sensor; (3) nonmagnetic bed; (4) mattress.
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of the capsule is in the range of 0.05 Am2. A measurement is made in several

steps. First, the marker must be aligned to the outer field Hext. After shut off of

the outer field, a first measurement is taken, after which the marker is rotated in

the opposite direction again by the outer field. After shut off of this field a second

measurement is taken. Using the difference signal from both measurements, the

position of the marker can be calculated. By using difference signals the influence

of interfering, slowly changing magnetic fields is ruled out. Averaging several

measurements reduces the influence of high-frequency electromagnetic interfer-

ences, such that the accuracy of the system is in the range of a few millimeters.

Measurement cycles of less than 1 s are possible, and magnetic shielding is unnec-

essary. For these reasons, the system is stable even against low frequencies from

interfering electromagnetic fields. The main disadvantages are: (1) the complicated

mechanical set-up of the measurement system (attributable to the moving sensor

and coil); and (2) the complex set-up of the magnetic capsule with the rotatable

magnetic marker. Because this method delivers only the position but not the orien-

tation of the magnetic marker, not all motility patterns can be observed. The mea-

surement range depends on the magnetic marker moment. For this system, the

maximum distance between sensor and marker should not exceed 30 cm.

4.2.4.2

Magnetic Marker Monitoring Using Biomagnetic SQUID Measurement System

The method of magnetic marker monitoring with a biomagnetic SQUID measure-

ment system (SQUID-MMM) allows the transport of solid drug forms with high

spatiotemporal resolution to be tracked (Weitschies et al., 1991, 2005). Measure-

ment systems with SQUIDs and a flat dewar bottom are suited to monitor magne-

tized solid drug forms in the GI tract. The sensitivity of SQUID measurement al-

lows operators to track both the path and the disintegration of the magnetically

labeled pharmaceutical dosage form via the decreasing magnetic moment. Only

1–2% micro particle magnetite (known as black food color E172 (Fe3O4)) is added

during preparation of the dosage forms (capsules or tablets) and subsequently

magnetized in a 2-T electromagnet. At the German Physikalisch-Technische Bun-

desanstalt (PTB), the SQUID-MMM measurements are performed using the 83-

SQUID system (Fig. 4.3) inside a magnetically shielded room, AK3b (Drung, 1995).

The outputs of the 83-SQUIDs are electronically combined to 63 gradiometer

channels (first order) and used in the localization procedure: 49 Bz gradiometer

channels vertically and 14 gradiometer channels horizontally. As distance from

the measurement head increases, the degree of location error increases; for exam-

ple, at 25 cm the location is certain within 8 mm, but at 15 cm the location is cer-

tain within 2 mm. The magnetic moment can be calculated with a less than 6%

error rate at up to 15 cm distance, and a less than 15% error rate at up to 25 cm

distance (Weitschies et al., 2001a).

The SQUID-MMM is improved by online localization and online field visualiza-

tion. After ingestion of the tablet, the online localization provides the actual posi-

tion of the tablet in the human body relative to the sensor system. In order to
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maintain an optimal signal-to-noise ratio, this information can be used to mini-

mize the distance between the sensor system and the tablet (Kosch et al., 2004).

Further filtering of the cardiac activity improves the measurement data. The

SQUID-MMM is applicable for both medical and pharmaceutical investigations.

4.2.4.3

Magnetic Monitoring with Multiple AMR-Sensors

The MAGMA System (magnetic markers) was developed at INNOVENT in Jena

(Richert et al., 2004). The working principle is inverse monitoring, and the mag-

netic field is measured with AMR sensors (anisotropic magnetoresistive sensors;

Sensitec GmbH). The magnetic capsule consists of a single NdFeB magnet coated

with high molecular-weight polyethylene.

A magnetic capsule has a volume of about 0.5 cm3, a density of approx. 2 g cm�3,

and a magnetic moment of 0.08 Am2.

A configuration of 48 sensors within two planes ensures the best spatial localiza-

tion of the magnetic marker. The sensors are aligned in a hexagonal structure and

all three Cartesian components of the magnetic field are measured. The measur-

ing range is approx. 40� 40� 40 cm3. The measurement system is illustrated in

Figure 4.4.

The position estimation of the marker is established by an evolutional algorithm-

based, nonlinear optimization strategy. The use of this estimation algorithm calcu-

lates the position and orientation of the magnetic capsule in real-time, with a sam-

pling rate of approximately one per second. The accuracy of the system is in the

range ofG2 mm in position andG1� in orientation. Owing to real-time calcula-

tions, the motility patterns are immediately accessible.

Fig. 4.3. PTB 83-SQUID system. (a) SQUID configuration (top view);

(b) one out of seven modules (side view); (c) system inside

the shielded room.
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For the second generation of MAGMA-systems (currently under clinical investi-

gation) the sampling rate could be increased to 50 Hz. At this rate, every motility

pattern can be recorded, including those rapid patterns which take place inside the

esophagus while swallowing.

4.2.4.4

Comparison of the Measuring Methods

All described systems deliver information about the motility conditions inside the

human GI tract. The measurements are carried out with no negative impact on the

patients, and the motility of the GI tract is recorded directly. The individual proper-

ties of the different systems provide a range of advantages for different applications

(see Table 4.1).

A SQUID system requires the lowest quantities of magnetic marker material,

and therefore the effects on the GI system are minimal. It provides all spatial and

rotatory degrees of freedom and, if necessary, the magnetic moment of the mag-

netic marker. The sensors, however, require cryogenic cooling and most systems

must be magnetically shielded.

Compared to this, both AMR systems can be used in magnetically unshielded

environments. Forward monitoring uses a special case that greatly simplifies the

calculation of the marker position but eliminates marker orientation information.

The MAGMA system provides all degrees of freedom and can be used in a normal

clinical environment.

Due to the required cooling costs, an investigation with a SQUID system is the

most expensive. While the forward monitoring system needs only three magnetic

Fig. 4.4. Set-up of the MAGMA system for clinical investigations.

The two planes contain 48 AMR sensors.
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field sensors, the mechanical sensor positioning and the capsule are both fairly

complex. The MAGMA system functions with at least six and up to 48 AMR sen-

sors, and the magnetic capsule has a simple geometry.

4.2.4.5

Information Content of Magnetic Monitoring Investigations

Numerous investigations, for example with the MAGMA system, determined that

magnetic monitoring is extremely beneficial for the accurate reconstruction of the

magnetic marker path through the GI system. All MAGMA investigations were

performed for a minimum of 4 h. Within the investigation period, the marker has

generally passed the esophagus, the stomach, and parts of the small intestine,

though in some exceptional cases the marker did not leave the stomach during the

investigation period. The investigations were focused on local transit times and

characteristic motility patterns.

A typical 4-h passage of a magnetic marker through the esophagus, stomach and

small intestine is shown in Figure 4.5. Within a few seconds after swallowing, the

magnetically marked capsule travels through the esophagus and into the stomach,

where it remains for a certain time depending on individual parameters (ranging

from several minutes to several hours). The capsule itself is too large to leave the

stomach immediately, and can only pass the pylorus by the so-called ‘‘house-

keeper’’ function.

Passage through the duodenum can easily be plotted as a large arc with a typical

high-velocity peak. Beginning from the jejunum the small intestine is not fixed,

but the position of the marker inside the intestine could be described as the cov-

Table 4.1. Comparison of different monitoring systems.

System Measurement

range [T]

Notice Information

content

Used for

SQUID

MMM

10�15 Cooling with liquid N2

or He, magnetic

shielding or excellent

gradiometer necessary

Position

ðRx ;Ry;RzÞ
Orientation

ðmx; my; mzÞ

Magnetic monitoring for

diagnostic purposes;

visualization of drug

disintegration

Forward

monitoring

10�9 Mechanical sensor

positioning, no

magnetic shielding, no

cooling

Position

ðRx ;Ry;RzÞ
Magnetic monitoring for

diagnostic purposes

MAGMA 10�9 No magnetic shielding,

no cooling

Position

ðRx ;Ry;RzÞ
Orientation

ðmx; my; mzÞ

Magnetic monitoring for

diagnostic purposes
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ered path (Richert, 2003). Any movement of the patient, including coughing,

breathing and shifting in reference to the measurement system, makes it compli-

cated to classify the individual segments.

Nevertheless, measurement of the covered path provides an estimate of local

transport velocities. The relationship between the covered path of a magnetic cap-

sule exactly 120 min after entry into the duodenum and the individual body mass

index (BMI; body weight/body height2) for different patients is shown in Figure

4.6. The healthy control group reveals a linear dependency with modest dispersion,

but for patient groups with diagnosed diseases no such dependency could be iden-

tified.

4.2.4.6

Motility Pattern of the GI System

All motility patterns of the GI system can easily be identified through investigation

of magnetic marker movements, with different information being extracted by ex-

Fig. 4.5. Marker passage through the gastrointestinal tract of a patient over a period of 4 h.

Fig. 4.6. Relationship between the covered path of the marker

120 min after entry into the duodenum and the individual body mass

index (BMI) of several patients. Patients with diagnosed disease show

a significantly different behavior than the healthy control group.
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amining the spatial movement and rotation. Although the spatial movement re-

veals path length, local velocity and local transit times, this information can be

masked by the patient’s breathing, coughing, and shifting. A better way to calcu-

late the dominating frequency might be an analysis of the marker rotation.

The frequency analyses of marker rotation over periods of approximately 10 min

for a healthy volunteer are shown in Figures 4.7 to 4.10.

The stomach frequency spectrum is shown in Figure 4.7. The dominating fre-

quency for this volunteer lies at exactly 2.6 min�1, while the next peak lies at

14.7 min�1 and can be ascribed to the breathing of the volunteer. The dominating

frequency of approximately three per minute is well known, and can be conclu-

sively verified with the magnetic monitoring method.

Passage through the duodenum is characterized by a different frequency spec-

trum (see Fig. 4.8). The strongest frequency lies at 6.4 min�1, but the well-known

frequencies of 10 min�1 and 12 min�1 can also be identified (here exactly at

Fig. 4.7. Frequency spectra of the stomach with dominating frequency of 2.6 min�1.

Fig. 4.8. Frequency spectra of the duodenum, showing the well-known,

but here nondominant, frequency of 12 min�1.

492 4.2 Magnetic Monitoring as a Diagnostic Method



10.6 min�1 and 12.1 min�1). The breath signal changes to 16.5 min�1, but is still

rather strong.

For the remaining small intestine the frequency of approximately 10 min�1 is

the strongest (Figs. 4.9 and 4.10). For the investigated volunteers the frequency

changes slightly between 9 min�1 and 11 min�1 during the transport, depending

on the local pacemakers. The substantial reduction in breath signal can be ascribed

to the distance from the lung. The interpretation of the remaining frequencies and

their changes due to diseases should be investigated in future studies.

4.2.4.7

Absorption Processes Inside the GI Tract

The disintegration of a magnetized tablet in the GI tract, as assessed by SQUID-

MMM, is shown in Figure 4.11. Erosion of the tablet begins immediately after in-

Fig. 4.9. Frequency spectra of the ileum with dominating frequencies

of 4.3 min�1 and 9.0 min�1.

Fig. 4.10. Frequency spectra of the jejunum with dominating frequency of 10.5 min�1.
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gestion, but after approximately 160 min the erosion rate changes as a result of

gastric emptying.

These data can be connected to the path of the dosage form through the GI tract

(Fig. 4.12). During the first four measurement intervals the tablet remains in the

proximal stomach, showing only minimal mobility. However, during the fifth re-

cording interval (Fig. 4.12b), the tablet moves to the distal stomach, from where

it is emptied into the small intestine (Fig. 4.12c). During the final two intervals

(Fig. 4.12d), the tablet is located in the colon.

4.2.5

Conclusion and Outlook

Magnetic monitoring has been developed within the past few years and, for some

applications such as the investigation of dissolution processes it is already in

regular use. A large number of investigations of human GI tract motility have

demonstrated the potential of magnetic monitoring based on the fact that the

method does not use ionizing radiation and has no other harmful affects. More-

over, the informational content obtained with regard to local motility patterns ex-

ceeds that of any other currently available investigational method for the human

intestine.

The correlation of local velocities, and especially the unique motility patterns of

specific known diseases, might lead to an earlier diagnosis of functional diseases of

the human digestive system. Indeed, initial correlations between local velocity and

BMI have already established that there are significant differences between healthy

volunteers and patients with different diseases.

The specific properties of the described magnetic monitoring systems (SQUID,

and forward or inverse AMR) are highly complementary. While investigations of

Fig. 4.11. Decay of the magnetic moment of the magnetically

marked tablet during its path through the GI tract (semi-

logarithmic plot). Data sets (a) to (d) are related to the

locations displayed in Fig. 4.12 (a) to (d). GE refers to the

instant of gastric emptying, as derived from Fig. 4.12(c).

494 4.2 Magnetic Monitoring as a Diagnostic Method



GI tract motility in normal clinical environments are possible with AMR sensor

systems, dissolution processes to help understand absorption can be investigated

with SQUID systems. Nonetheless, while much effort is required to reduce electro-

magnetic interference, the system has extremely high sensitivity.

In all cases magnetic monitoring investigations are noninvasive and the patient

need swallow only a small magnetic pill. Consequently, the acceptance of this

method is expected to be very high. However, before magnetic monitoring can be

used widely for diagnostic purposes, important correlations between motility pat-

terns and specific GI tract diseases must be established. To date, the data obtained

have revealed some interesting relationships and will, undoubtedly, provide much

more information in future.

Fig. 4.12. Path of the magnetically marked dosage form through

the GI tract of a volunteer in the fasted state. Intervals of 10-min

duration are displayed while the marked dosage form moves through

the fundus (a), antrum (b), duodenum (c), and transverse colon (d).
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4.3

Remote-Controlled Drug Delivery in the

Gastrointestinal Tract

Wilfried Andrä and Christoph Werner

4.3.1

Introduction

Site-specific drug delivery in the gastrointestinal tract has for many years been a

challenge in the field of biopharmaceutics. Site-specific drug delivery can guar-

antee a safe and reproducible treatment of diseases in defined local positions, and

may also avoid overdosing and corresponding adverse side effects as much as pos-

sible. In addition to these therapeutic goals, it would also be possible to investigate

the site dependence of drug absorption along the digestive tract.

There are two main approaches to achieving targeted drug release to specific re-

gions: (1) physiologically triggered release; and (2) remote controlled drug target-

ing (RCDT).

The first approach – physiologically triggered drug release – is already standard

practice, as can be seen from the fact that about 10% of all oral drug formulations

are retarded-release formulations. As an example there are four different methods

of physiologically triggered drug release available for colon-specific drug targeting

(Leopold 2001): pH-controlled; time-controlled; enzyme-controlled; and pressure-

controlled drug targeting. All of these methods, however, suffer from ill-defined

triggering parameters which may vary considerably from individual to individual,

and also depend on a patient’s state of health.

In an effort to overcome the weaknesses of physiologically triggered release, the

RCDTmethod has been developed and tested for almost 100 years. In this context,

the use of magnetic fields to initiate drug release remotely can be suggested due to

their unique ability to penetrate tissue easily, at least at low frequencies. Therefore,

most trials which have been conducted to develop a RCDT method are based on

magnetic principles. A selection of the known approaches is presented in the fol-

lowing paragraphs. These approaches are suitable for the:

� investigation of site-specific absorption of different agents along the digestive

tract (site-specific absorption); and
� administration of drugs to predetermined sites in the gut (drug targeting).
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4.3.2

Physical Principles Used or Proposed for Remote Controlled Release

Although the demand for RCDT is often emphasized in the medical and pharma-

ceutical literature, the routine use of this technique has not yet been achieved on a

large scale. Only one of the known capsule types has achieved a state of industrial

production and commercial distribution – the InteliSite2 capsule (Casper et al.,

1992a,b). Numerous other capsule devices have been designed and published, as

described elsewhere (for reviews, see Gröning, 1997; Gardner et al., 1997; Wilding

et al., 2000; Danco, 2002; Wilding and Prior, 2003). The best descriptions of cap-

sule types have been provided by Wilding and Prior (2003). In this section, only

those capsules that are restricted to constructions utilizing magnetic materials or

fields are reviewed.

4.3.2.1

Capsules Designed for Drug Release Under the Guiding or Withholding Influence

of a Magnetic Field

Remarkably, the first attempt to deliver drugs to defined locations in the gastro-

intestinal (GI) tract was described in a patent specification in 1913 (Briede, 1913).

This approach to RCDTwas embodied by a capsule at least partly consisting of iron

as a container for radioactive substances (Fig. 4.13A). The capsule was designed to

be guided inside the digestive tract or kept at defined positions for the time needed

to apply a certain dose of radiation.

This interesting concept of magnetic guiding or fixing was developed further by

Werner and Gröning (1995) and Gröning and Berntgen (1996), who combined the

Heidelberg capsule (Steinberg et al., 1965), or an osmotically controlled depot tab-

let with a permanent magnet (Kuhlmann, 2001). The system, consisting of a Hei-

delberg capsule and a piece of a NdFeB permanent magnet which could be at-

tracted by a second permanent magnet placed on the abdomen of the volunteer, is

shown in Figure 4.13C. The force between the two magnets was sufficiently high

Fig. 4.13. Sketches of capsules designed for magnetic guidance

and fixing according to (A) Briede (1913); (B) Gr€ooning et al. (1996);

(C) Gr€ooning and Berntgen (1996). Approximately the same scale is

used for the three examples. The agent container is denoted by (1),

the magnetic part of the capsule by (2).
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to considerably delay the residence time of the capsule in the stomach. In another

study, Gröning et al. (1996) showed that a small permanent magnet incorporated

in an osmotically controlled depot tablet (Fig. 4.13B) could be used to lengthen the

residence time of the capsule in the upper region of the GI tract.

Some other examples of capsules designed for magnetic guidance or fixation can

be found in the invention descriptions provided by Shioda et al. (1980), Nakago

(1987), and Neusel (1996).

4.3.2.2

Capsules Using Mechanical Forces of Magnetic Fields to Open a Container

The attracting and repulsing forces between pieces of magnetic material are very

often used in technical equipment. Use of this concept was, of course, also at-

tempted in capsule construction. An interesting example was described by Danco

(2002), who used a so-called Reed switch to close an electric circuit, thereby start-

ing the output of gas from a hydrogen gassing cell and pressing the agent out

of the container (Fig. 4.14A). A similar switch was used by Lambert et al. (1991),

Gröning and Weyel (1993) and Vaxman et al. (1995) to trigger the release of drugs

from a fairly sophisticated ‘‘autonomous telemetric capsule’’ (Fig. 4.14E). This spe-

cial construction is described in more detail in Section 4.3.3.1.

Magnetic forces were also used in the patent of Merrill (1972) to open and close a

contact between the medicament and a drug-permeable wall. Furthermore, Sinaiko

(1994) used such forces to actuate a latch, thereby closing an opening after taking a

sample of the gastric fluid.

In principle, the construction developed by Richert (2004) is also based on the

forces between magnetic parts of the capsule (Fig. 4.14B). In this case, the initially

acting attractive force between soft magnetic and permanent magnetic parts is

switched off in the course of demagnetization by an alternating magnetic field

with decreasing amplitude. In this way, the capsule parts are moved apart and the

enclosed agent is released (Richert et al., 2004, 2005).

4.3.2.3

Capsule Operation Triggered by an Alternating (AC) Magnetic Field

Alternating (AC) magnetic fields with frequencies of less than about 100 kHz pen-

etrate the tissue of the human body almost without any attenuation. This fact is

often used to transmit signals or even energy to capsules inside the patient. Many

different attempts have been made to utilize the transmitted AC field for remote

controlled drug release. Unfortunately, however, some descriptions of capsules –

especially those given in patent specifications – do not provide information on how

the signal is used to trigger the drug delivery and are, therefore, not described here.

Magnetically Heated Memory Metals

Several types of capsules contain elastic parts of so-called memory metal (e.g.,

nickel-titanium alloy) which is, in the as-swallowed state, in a nonequilibrium state
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and, after heating, in a relaxed state with changed shape. The heating is provided

by eddy currents in an AC field (Sekiguchi, 1982), or by an electric current flowing

from a power supply integrated in the capsule and switched on by a transmitted

signal (Honda et al., 1984), such as an ultrasound pulse (Kambara et al., 1985).

The InteliSite2 capsule (see Section 4.3.3.1) also utilizes memory metal, but the

heating current is generated by the inductive voltage of a three-dimensional array

of receiving coils (Casper et al., 1992a,b).

Melting of Solid Substances by Eddy Current Heating

Eddy current heating is a common means of transforming the energy of AC mag-

netic fields into heat, and this principle is utilized in several capsule constructions.

One of the first successful approaches to RCDT was published by Eriksen et al.

(1961) (see Section 4.3.3.1). Eriksen used the eddy current heating of a metal tube

which in turn causes the melting of wax. The low melting point of Wood’s metal

was utilized by Hemmati (1968), who reported on the remote controlled drug

release from a capsule (see Section 4.3.3.1) in a similar manner as described by

Eriksen. An even simpler releasing mechanism was proposed by Minakawa and

Henmi (1992), who designed a capsule coated by a thermosensitive polymer cover

with low melting point. The heating energy was delivered by an alternating mag-

netic field, presumably via eddy currents in wire filament embedded in the poly-

mer. In the design of Andrä et al. (2002), a belt consisting of wax and a copper

Fig. 4.14. Sketches (approximately true to scale) of capsules already

tested in vitro according to (A) Danco (2002); (B) Richert (2004);

(C) Dutz et al. (2005); (D) Andr€aa et al. (2004); (E) Andr€aa et al. (2002).

For comparison, a hard gelatin capsule of the standard size 000

is plotted (F) and dimensions given in mm. Numbers denote:

(1) the agent container; (2) the magnetic part; (3) the eddy current

part; (4) the spring; (5) the fuse; and (6) a hydrogen gassing cell.
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coil held two capsule parts together until the wax was melted by the eddy current

heating of the copper (Fig. 4.14E).

Melting of a Fuse Thread

The above-described melting mechanisms function by taking the energy immedi-

ately out of the alternating magnetic field. There are several alternative solutions

which make use either of the voltage induced in a properly tuned circuit or an in-

tegrated power source and drive a current through a wire, thereby heating a fuse

thread until it breaks by melting. The former variant was published as patents by

Hugemann and Schuster (1982, 1984), used in a revised form by Staib et al. (1986)

(Fig. 4.15F), and more recently utilized by Houzego et al. (2001). Different embodi-

ments of the latter kind were already reported by Hosoya et al. (1980) and by

Schentag and D’Andrea (1994). In order to push the agent out of the capsule, Hu-

gemann and Schuster, Houzego et al. (Fig. 4.15D) and Hosoya all made use of a

spring relaxed by the melting thread. Schentag and D’Andrea took advantage of

the expansion of a gas which is produced as soon as two reactants initially sepa-

rated by a stretched diaphragm before being relaxed by the melting fuse come into

contact (similar to the action of sherbet, the effervescent powder used in drinks).

Heating by Magnetic Hysteresis Losses

The heating of a capsule component that triggers a releasing mechanism is also

possible without the application of electrical currents. The first proposal using this

method was published by Andrä and Wendt (2000). The essential idea was to heat

a mixture of wax and a magnetic oxide powder by the magnetic losses of the pow-

der in an AC magnetic field, thereby melting the wax and breaking up a belt which

held together two parts of the capsule shell. A similar construction was reported by

Andrä et al. (2002) who used, in addition to eddy current heating, hysteresis losses

as heating source. Dutz et al. (2003, 2005) and Andrä et al. (2006) developed this

method further by using the heat generated in the magnetic powder to evaporate

a low-boiling liquid which then inflated an expandable bag (Fig. 4.14C).

4.3.2.4

Application of Rotating Magnetic Fields

In addition to the application of alternating magnetic fields explained above, rotat-

ing magnetic fields are also utilized. Yokoi et al. (2003) described a mechanism in-

side a medical capsule which consisted of a screw with a permanent magnet mag-

netized perpendicular to its axis. An extracorporeal rotating magnetic field could

then rotate the screw. In this way, a hole could be opened which let out the agent

from a container. Moreover, in this invention the rotating field was used to perform

several other functions, including moving a screw-shaped capsule through the gut.

Quite another application of rotating fields was reported by Knauft et al. (2004).

These authors used the torque exerted by the magnetic field on a permanent mag-

netic sphere that can move freely inside the capsule to turn the sphere with rather

high frequencies (up to 500 Hz) and thereby to heat the bearing liquid (Fig. 4.14D).
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The temperature increase, in turn, releases the agent by an opening mechanism,

such as the melting of a temperature-sensitive stopper (Andrä et al., 2004).

4.3.3

Discussion and Outlook

4.3.3.1

Capsules already Used for Animal and Human Studies

Clearly, while numerous different attempts have been made to realize the goal

of remote-controlled drug release in the GI tract, most of them are basically only

ideas, conceptions or proposals which have never reached a state of practical sig-

nificance. Several capsule types have been evaluated in vitro, and these may be suit-

able for further stages of development. However, to date only a few constructions

have been used in studies with animals or volunteers, and these are described in

more detail in the following section (see Table 4.2).

Studies Using Melting Materials

Some 45 years ago, Eriksen et al. (1961) described both a capsule and the extracor-

poreal equipment for its operation suitable for remote-controlled drug release. This

report was a perfect example of a scientific paper which contained not only the de-

tailed technical description of the system but also the results of its application for a

study of site-dependent absorption of drugs in the gut. In the context of this book,

the interesting technical data are partly provided in the caption of Figure 4.15C.

Further interesting points concern the generation of the AC magnetic field pro-

vided by a so-called radiofrequency bombarder unit (frequency 500 kHz; power

2.5 kW) designed for technical induction heating and a special coil (internal diam-

eter ca. 35 cm) which was sufficiently large for a dog or even a human to be placed

in its opening. Estimations showed that heat absorption (by eddy currents in the

metallic shell of the capsule) inside a dog amounted to ca. 0.2 W, which caused the

melting of a wax seal (melting point 52 �C), at which time a metallic spring was

released. The capsule position was detected by measuring the length of a thread

fixed onto, and swallowed with, the capsule. A calibration was performed by means

of fluoroscopic observation of radio-opaque silver rings connected to the thread.

Eriksen et al. utilized the equipment to study the site-dependence of salicylate ab-

sorption in two dogs. A further study was performed by Lin et al. (1964) concern-

ing the local absorption of other agents in five dogs.

Some seven years later, the details of a similar approach (Fig. 4.15A) were pub-

lished by Hemmati (1968), clearly without knowledge of Eriksen’s investigations.

Wood’s metal (melting point 47 �C) was used instead of wax as the melting mate-

rial. The AC field was also provided by a commercial generator (frequency 1.5

MHz) and a ring-shaped coil with a sufficiently large internal diameter to take a

man in its horizontally oriented opening. The capsule position and drug release

were controlled by X-ray examination. Hemmati, probably for the first time, per-
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formed a human study (in 40 volunteers) and investigated the local absorption of

iron. Hemmati confirmed the result of earlier investigations that iron absorption

takes place in the duodenum and the upper part of the jejunum.

High-Frequency (HF) Capsule

The next step of development was realized with the high-frequency (HF) capsule

(Hugemann and Schuster, 1982). In contrast to the former two constructions, the

capsule consisted mainly of nonmetallic substances. A ring-shaped coil in front of

the examined person was driven by a HF current (27 MHz) which excited a tuned

circuit inside the capsule to heat a thin wire. Here, the melting substance was a

nylon thread and the output of the agent was initiated by piercing a latex balloon

(Fig. 4.15F). During the following years, more than two dozen human studies with

more than 200 examinations were carried out investigating the local absorption of

numerous agents in different regions of the gut (e.g., Staib and Fuhr, 1995).

The Cogwheel Capsule

Quite another type of capsule construction was reported by a group in Strasbourg

(Lambert et al., 1991; Vaxman et al., 1995). As shown in Figure 4.15E, the out-

standing feature is a swivel-mounted cogwheel (diameter 10 mm) which acts as a

Fig. 4.15. Sketches (approximately true to scale) of capsules used

for studies with animals and man according to (A) Hemmati (1968);

(B) Casper et al. (1992); (C) Eriksen et al. (1961); (D) Houzego et al.

(1999); (E) Lambert et al. (1995); (F) Hugemann and Schuster (1981).

For comparison, a hard gelatin capsule of the standard size 000

is plotted. Numbers denote: (1) the agent container; (2) the magnetic

part; (3) the eddy current or the heating part; (4) the spring;

(5) the fuse; and (6) the radiotracer port.
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mileage indicator by counting the number of turns caused by its rotation along the

intestinal wall. As a consequence, only the covered distance along the gut can be

measured and not the capsule position in the human body. The advantage of this

approach, as compared to the foregoing constructions, is the relatively small power

needed to activate the releasing mechanism. This was realized by a magnetic switch

which was probably operated by static magnetic fields as small as 800 A m�1 (e.g.,

Danco, 2002), or even by an extracorporeal permanent magnet. On the other hand, a

lithium battery was integrated as power source which restricted the operation time

to about one day. More than 130 investigations have been performed in humans,

with 50 patients also being examined. Initially used as a distance meter in the gut,

the capsule can also be utilized to release agents with a volume of about 1 mL.

The InteliSite4 Capsule

One year after the report of the cogwheel capsule a new construction was pub-

lished (Casper et al., 1992a,b). At present, this is the only capsule type available

commercially, and is marketed as the InteliSite2 capsule (Innovative Devices,

Raleigh, North Carolina, USA). The main features of this capsule are shown in

Figure 4.15B. In contrast to the ‘‘cogwheel-capsule’’, the InteliSite2 does not

require a battery; rather, it uses the voltage induced by an AC magnetic field

(frequency 6.78 MHz) in a three-dimensional array of receiving coils that drives a

current through a resistor of the corresponding circuit. Elements of memory metal

in thermal contact with the resistor are heated (b 40 �C), which in turn causes two

concentric sleeves to rotate against each other in such a way that a series of open-

ings becomes coincident and leaves the agent out of a container (volume 0.8 mL).

Compared to the above-described capsules, one important difference is in the

method of detecting the capsule position. The InteliSite uses a radionuclide (e.g.,
99mTc) enclosed in a specially sealed capsule volume and detected by means of

gamma scintigraphy. During the past decade the InteliSite2 capsule has been uti-

lized by several pharmaceutical laboratories; typical applications are described by

Phitavala et al. (1998), Parr et al. (1999), and Clear et al. (2001). The number of

studies performed with this capsule type, however, is not known, mainly due to

the fact that most of these investigations are likely not yet published.

The EnterionTM Capsule

The most recent state of development is represented by a capsule type published

for the first time by Houzego et al. (2001) and known as the ‘‘EnterionTM capsule’’

(Fig. 4.15D). A detailed description of this capsule is provided by Wilding et al.

(2000), including a first report on the pharmacokinetic data obtained. As in the

case of InteliSite2, the position is determined by using the radiation of a radio-

nuclide contained in a special port inside the capsule, and detected by means of

gamma scintigraphy. One important advantage over the InteliSite2 is in the lower

frequency (1.8 MHz) of the triggering AC magnetic field, which results in a

smaller energy absorption by the tissue and consequently a greater reliability of

activation in deeper body regions. The simpler construction of the EnterionTM is a

reason for both a clearly smaller percentage of failures during operation, as well as

506 4.3 Remote-Controlled Drug Delivery in the Gastrointestinal Tract



a greater volume (1.0 mL) of transported agents. In a recent communication by the

company producing EnterionTM, the number of studies was stated as greater than

35, and the number of swallowed capsules as over 950 (www.pharmprofiles, 2004).

4.3.3.2

Outlook

The development of RCDT systems clearly shows how problems such as a

small volume of the agent container, sophisticated construction, exposure to X-ray

radiation, and low reliability are being addressed and overcome in a step-by-step

fashion. Today, investigations of site-specific absorption can be performed in a

near-perfect manner. However, examinations with these engineered capsules are

rather expensive, with a typical capsule costing about US$ 1000, and the method

used to determine the capsule position in the body (scintigraphy) adding further

to the cost. Moreover, only skilled personnel are able to carry out the investigations,

which must be approved by an independent ethics committee. The number and

location of hospitals capable of complying with these conditions is currently

restricted.

One serious obstacle in the path of any improvement in this situation is the cur-

rent methods available to detect the actual capsule position. The presently utilized

Table 4.2. Features of the capsule types shown in Figure 4.15.

Features Type of capsule

Eriksen Hemmati Lambert

et al.

RF-capsule InteliSite4 EnterionTM

Mechanisma) Eddy

current

Eddy

current

Magnetic

switch

Fuse thread Memory

metal

Fuse

filament

Frequencyb) (MHz) 0.5 1.5 0 (?) 27 6.78 1.8

Agent volume (mL) 0.4 0.3 1.0 0.8 0.8 1.0

Agent releasec) Active Active Active Passive Passive Active

Detection method Swallowed

thread

X-ray Mileage

indicator

X-ray Scintigraphy Scintigraphy

Examinations b7 (dogs) 40 >130 >200 ? >950

a)For detailed descriptions, see the text.
b)Frequency of the AC magnetic field triggering the release mechanism.
c) ‘‘Active’’ indicates that the agent is pushed out of the capsule; ‘‘passive’’

describes release without additional pressure.
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radiotracer method should be replaced by another which operates without ionizing

radiation. Such a possibility exists if the recently developed method of magnetic

marker monitoring (see Section 4.2) were to be combined with remote-controlled

drug release.

In order to solve the second of the problems listed above – namely drug targeting

– the RCDT system must be developed to a state where not only the costs are dras-

tically reduced but also the application is much easier. Only then would this

approach be suitable for drug targeting in hospitals of the middle range, and ulti-

mately in the doctors’ practices. However, taking into account the progress made

during the past few years, there is a realistic chance that even this ambitious goal

will be reached.
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Gröning, R., Werner, M., Berntgen, M.,

and Georgarakis, M. (1996). Peroral

controlled release dosage forms with

internal magnets and extracorporal

magnetic guidance – Investigations into

the renal elimination of riboflavin. Eur. J.
Pharm. Biopharm., 42, 25–28.

Hemmati, A. (1968). Die Bestimmung des

Resorptionsortes von Eisen im

Intestinalkanal mit einer fergesteuerten

Darmkapsel. Dtsch. Med. Wochenschr., 93,
1468–1472.

Honda, M., Matsui, K., Kohri, K., Misawa,

K., and Kambara, K. (1984). Medical

capsule device. US Patent, 4,439,197.
Hosoya, T., Tanaka, F., and Nogichi, K.

(1980). Capsule for medical use. US Patent,
4,239,040.

Houzego, P.J., Westland, D.J., Morgan,

P.N., Wilding, I.R., and Hirst, P.H.

(2001). An ingestible device. International
Patent Application WO 01/45789 A2.

Hugemann, B. and Schuster, O. (1982).

Vorrichtung zur Freisetzung von

Substanzen an definierten Orten des

Verdauungstraktes. German Patent,
DE 29 28 477 C3.

Hugemann, B. and Schuster, O. (1984).

Device for the release of substances at

defined locations in the alimentary tract.

US Patent, 4,425,117.
Kambara, K., Misawa, K., Honda, M.,

Matsui, K., and Kohri, K. (1985). Medical

capsule device. US Patent, 4,507,115.
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4.4

Magnetic Stimulation

Shoogo Ueno and Minoru Fujiki

4.4.1

Introduction

Magnetic nerve stimulation, which has been studied for over a century, was first

reported for the human brain by Barker et al. (1985). Since that time, significant

advances have continued to be made, and today magnetic nerve stimulation is

used widely both in neurophysiological studies and for clinical diagnoses. Recently,

a method of focal and vectorial stimulation of the human brain was developed.

This section provides an overview of the early attempts at, and more recent devel-

opments in, transcranial magnetic stimulation (TMS), together with details of the

present status of the technique. After introducing the historical, technical and

physiological principles and basic mechanisms of the method, a representative

case of the use of TMS is described. There then follows a discussion of how human

cortical function can be modified by magnetic stimulation, and how this might be

used therapeutically in neurological disorders.

4.4.2

History

4.4.2.1

History of Magnetic Stimulation

During the past century, several investigational groups have studied the magnetic

stimulation of excitable tissue (D’Arsonval, 1896; Bickford and Fremming, 1965;

Irwin et al., 1970; Oberg, 1973; Ueno et al., 1978, 1984, 1986; Cohen, 1985).

In 1970, Maass and Asa proposed a transformer type of stimulation, in which a

nerve bundle was threaded through a core as the secondary winding. These au-

thors showed that the flux change in the core could be used to excite nerves. Later,

Oberg (1973) proposed an air gap type of stimulation, in which a bundle of nerves

was exposed to alternating magnetic fields. These studies demonstrated experi-

mentally that induced eddy currents in the membrane tissues could be expected
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to stimulate nerves, though the underlying nerve-excitation processes from mag-

netic stimulation were not understood (Ueno et al., 1978).

A number of experiments were carried out to measure action potentials of lob-

ster giant axons under time-varying magnetic fields (Ueno et al., 1981, 1986). The

axon membrane was excited by galvanic stimulation, and the action potential re-

corded intercellularly with microelectrodes. During propagation of the action po-

tential along the axon, alternating or pulsed magnetic fields were applied across

the middle of the axon to study whether magnetic fields have any effect on param-

eters such as the conduction velocity and refractory period of the nerve fiber and

the amplitude, duration and shape of action potentials.

The results obtained from the lobster experiments suggested that nerve excita-

tion by magnetic field influence are mediated via the induction of eddy current in

the tissue surrounding the nerve. The induced current density depends on geomet-

rical factors as well as the resistivity of the tissue in which the current flows. For

nerve excitation, the microscopic eddy currents that flow inside the microstruc-

tures of the axon membrane are not very important. More important are the

macroscopic eddy currents that flow along the nerve axon and in the tissues sur-

rounding the nerve, as they contribute to the depolarization of the membrane.

After the study of single nerve axons, a new type of magnetic nerve stimulation

was proposed (Ueno et al., 1984). An insulated magnetic core was implanted in

the body with a nerve bundle positioned on the core aperture. The nerve could

be stimulated by the eddy currents that flowed in the body fluids around the core

when the magnetic flux in the core was changed. No interlinkage existed between

the core and the nerves, and therefore this was deemed to be a good method for

verifying that the nervous system responds to time-varying magnetic fields via

eddy currents induced in the body.

4.4.2.2

The Beginnings of Magnetic Brain Stimulation

Magnetic stimulation of the human brain was first reported by Barker and col-

leagues during the mid-1980s (Barker et al., 1985, 1986, 1987). Parameters of mus-

cular potentials, such as conduction velocity, latency and amplitude, were studied

by several groups by recording the electromyographic (EMG) responses to stimula-

tion of the motor cortex (Hess et al., 1986; Day et al., 1987; Mills et al., 1992; Roth-

well et al., 1987; Rothwell, 1994; Amassian et al., 1989, 1992; Reilly, 1989; Cohen

et al., 1990; Maccabee et al., 1990, 1993; Olney et al., 1990; Roth and Basser, 1990;

Basser and Roth, 1991; Grandori and Ravazzanu, 1991; Esselle and Stuchly, 1992;

Nilsson et al., 1992; Nagarajan and Durand, 1993). In these studies, current pulses

were passed through a single coil placed outside the head; eddy currents induced

in the head by pulsed magnetic fields stimulated the brain. With this method,

broad areas of the brain were stimulated simultaneously. A method of localized

magnetic stimulation of the human cortex was also developed by Ueno and col-

leagues (Ueno et al., 1988, 1990a,b).
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The aim was to concentrate induced eddy currents in the vicinity of a target us-

ing a pair of opposing pulsed magnetic fields produced by a figure-of-eight coil.

Using this method, specific areas of the motor cortex of the human were stimu-

lated within a 5-mm resolution (Ueno et al., 1989a,b). Since the concentrated eddy

currents beneath the intersection of the figure-of-eight coil flow in a direction par-

allel to the tangent of both circular coils, vectorial stimulation can be achieved. The

neural fibers can be excited easily when stimulated by the eddy currents that flow

parallel to the nerve fibers.

Exploiting this principle, functional maps related to the hand and foot areas were

obtained (Ueno et al., 1989c, 1990a,b). It was observed that an optimal direction of

stimulating currents for neural excitation exists in each functional area in the cor-

tex. It was also observed that functional maps of the cortex vary with the orienta-

tion of the stimulating current. In order to explain the mechanism responsible for

producing this anisotropic response to brain stimulation, a model of neural excita-

tion elicited by magnetic stimulation was developed (Ueno et al., 1991). Moreover,

a model was developed to examine how the threshold for nerve excitation changes

with depth and length of nerve fibers and the bending angle of the axon (Hyodo

and Ueno, 1996).

4.4.3

Principle of Transcranial Magnetic Stimulation

4.4.3.1

Vectorial and Localized Magnetic Stimulation: A Computer Simulation Study

Figures 4.16A and B illustrate the principle of localized stimulation of the brain

(Ueno et al., 1988). The basic idea is to concentrate induced eddy currents in the

Fig. 4.16. (A) Principle of localized stimulation. Magnetic fields B1(t)

and B2(t) are applied in opposite directions close to the target area.

(B) A pair of coils is placed outside the head so that the magnetic fields

enter the head in opposite directions around the target.
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target area by a pair of time-varying magnetic fields. A pair of coils is positioned

outside the head so that the time-varying magnetic fields, B1(t) and B2(t), enter

the head in opposite directions close to the target. The induced eddy currents, J1

and J2, are expected to flow together. This convergence of eddy currents acts to

raise the current densities in the target area, where depolarization of neural tissues

can be caused.

This method is a different application of the same principle that was previously

proposed to heat brain tumors (Ueno et al., 1985, 1987). To calculate the distribu-

tions of eddy currents, the human head is modeled by a quasi-spherical conductor

of a dimension 12.0 units in diameter with a uniform conductivity. In fact, one

unit corresponds to about 1 cm. The surface of the sphere is made up of 58 planes

(see Fig. 4.17A), divided into 5504 small elements of a tetrahedron. The distribu-

tion of eddy currents in the conductor can be calculated using a finite element

method. Distributions of eddy currents in a cross-section of the X–Y plane pro-

duced by a pair of one-turn coils are shown in Figures 4.17B and C. The coils are

positioned at a distance of 1.0 unit from the surface.

A pair of coils of a dimension 2.0 units in diameter is positioned outside the head

at X ¼ 0:0, Y ¼ þ2:0 or �2.0, and Z ¼ 6:0 units. These coils generate magnetic

Fig. 4.17. Computer simulation study for induced eddy current.

(A) A quasi-spherical volume conductor and paired-coil configuration.

(B,C) Distributions of eddy currents flowing in a cross section of the

X–Y plane produced by a pair of one-turn coils. (D,E) Distributions of

eddy currents in a cross-section of (D) the X–Z plane and (E) the Y–Z

plane as produced by a pair of one-turn coils.
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fields in opposite directions when the currents are applied to the coils in opposite

directions.

The calculated results are shown in Figures 4.17B and C and d,e. Figure 4.17B

and C shows/current distributions induced in cross-sections at Z ¼ 5:125 and 3.5

units. The current vectors form two vortices which flow together at the target be-

tween coils, so that eddy currents are concentrated in the target area. Figure

4.17D and E shows current distributions induced in an X–Z cross-section at

Y ¼ 0:5 units, and a Y–Z cross-section at X ¼ 2:5 units. The current density de-

creases with the increase in depth from the surface. Clearly, the current density is

higher at the target near the surface of the head.

The effect of distance between coils on the current density induced at the target

was investigated. For simplicity, a cubical model of dimension 10.0 units on a side

with a uniform conductivity is used for this study, as shown in Figure 4.18A. A pair

of coils of dimension 2.0 units in diameter is positioned at X ¼ 0:0, Y ¼ þ2:0 or

�2.0, and Z ¼ 6:0 units. Spatial distributions of eddy currents induced in an X–Y

cross-section at Z ¼ 4:5 units are shown in Figure 4.18B. The eddy currents flow

together along the X-axis. Let us calculate the amplitude of eddy current densities

on the Y-axis in Figure 4.18B, assuming that the resistivity ¼ 1/sigma ¼ 3 ohm�m,

we obtain a current amplitude in the one-turn coils of I ¼ 1:0 kA, frequency

f ¼ 1:0 kHz, and 1 unit ¼ 0:01 m.

The results are shown in Figure 4.18C. The eddy current density at the target be-

tween the two coils, marked with a hatched pattern, generates a peak that is two- to

three-fold higher than that of the current densities at nontarget regions. The ratio

of the peak value at the target to the values at the nontargets increases with a de-

crease in the distance between the coils, with the ratio being highest when the coil

distance is zero.

Current distributions in a three-dimensional head model are shown in Figure

4.19 (Sekino and Ueno, 2004). A three-dimensional human head model obtained

from the Brooks Air Force Laboratory (Texas, USA) was used, and the numbers of

nodes and elements were 81 192 and 74 369, respectively. A figure-of-eight coil con-

sisted of a pair of circular coils with a diameter of 75 mm (see Fig. 4.19A). TMS was

applied with a biphasic waveform with a pulse width of 240 ms. Calculations were

performed using commercial software (PHOTO-Series developed by PHOTON Co.,

Ltd.) based on the finite element method.

The current distributions in TMS are shown in Figures 4.19B–D. The brain sur-

face under the intersection of the coil exhibited high current density values, with a

maximum current density within the brain of 82 A m�2. Because the model had a

homogeneous magnetic permeability, the magnetic fields were not disturbed by tis-

sues, and efficiently induced eddy currents in the brain. The scalp under the coil

exhibited the maximum current density of 158 A m�2. The magnetic field gener-

ated by the coil attenuated with an increase of distance from the coil. The eddy cur-

rent density exhibited higher values on the surface and gradually decreased with

depth from the surface. Current densities at the center of the brain were below

10 A m�2. Coils with smaller diameters induced more localized eddy currents and

exhibited more significant attenuation in deep regions.
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4.4.3.2

Physiological Principle

The magnetic field in TMS is generated by passing a sub-millisecond high-current

pulse through an insulated coil held above the scalp (Barker et al., 1985, 1986,

1987). The magnetically induced current (also termed the ‘‘eddy current’’) flows

in the opposite direction with respect to the current in the coil. The induced eddy

current – not the magnetic field itself – can depolarize neurons under the coil edge

(not at the center of the coil) since the eddy current strength is maximal under the

Fig. 4.18. (A) Cubical model and paired coil configuration.

(B) Distributions of eddy currents in a cross-section of the X–Y plane

produced by a pair of one-turn coils. Coils are positioned at a distance

of 1.0 unit from the surface. (C) Changes of current density with the

distance between coils.
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coil windings. The figure-of-eight coil provides focal stimuli at the center of the

connection of the two coils (Amassian et al., 1989), where the currents of the two

windings of the coil flow in the same direction. Electrical stimulation directly acti-

vates pyramidal neurons that cause direct (D) and followed by indirect (I) waves in

the spinal dissenting volleys (Amassian et al., 1989). TMS is believed preferentially

to stimulate interneurons which cause activation of motor neurons (Rothwell et al.,

1987; Rothwell, 1994).

4.4.3.3

Functional Mapping of the Human Motor Cortex

Two types of coils are generally used: the round coil stimulates the perimeter of a

large circular area, while the figure-of-eight coil has a more focused activation pat-

tern. However, the single round coil is still useful for screening purposes or intra-

operative monitoring (Fig. 4.20).

Fig. 4.19. (A) Numerical model of TMS to the human head.

(B–D) Current distributions in TMS represented in sagittal and

transversal slices, and the brain surface.
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TMS with a focal figure-of-eight coil can reveal the functional organization of the

motor cortices. Traditionally, stimuli are applied at various scalp positions using a

latitude/longitude-based coordinate system referenced to Cz in the 10–20 interna-

tional system at the vertex while the amplitude of motor evoked potentials (MEPs)

evoked in contralateral muscles is measured (Amassian et al., 1989; Ueno et al.,

1989a,b,c, 1990a,b). This provides a ‘‘map’’ of sites on the scalp from which re-

sponses can be obtained in each target muscle (Fig. 4.21A).

The important parameters of such maps are the locations evoking the maximal

responses, stimulus intensities, stimulus current directions and the degree of the

voluntary target muscle contraction. The locations eliciting the maximal response

of leg muscles and from proximal to distal muscles of the upper extremity usually

line up in a medial to lateral direction along the central sulcus, suggesting that

they provide a good estimate of the site of the most excitable region of the underly-

ing corticospinal projection (Fig. 4.21D). The stimulus intensity is important be-

cause the weaker the intensity of the TMS stimulus, the smaller the area of the cor-

tex where the induced current exceeds the activation threshold. Even with relatively

weak stimulus intensities, however, TMS is considerably less focal than stimula-

tion via electrodes placed on the cortical surface.

The clearest and most robust activation of hand muscles is obtained by induced

eddy current direction perpendicular to the central sulcus; parallel with the initial

part of the underlying corticospinal fiber projection (Fig. 4.21B). The excitability of

the corticospinal projection is remarkably increased when the target muscle is

under contraction (Fig. 4.21C). There is much variability in motor cortex excitability

Fig. 4.20. Comparison of single round coil (A) and figure-of-

eight-coil (B). (C) Illustrative clinical use for preoperative

functional mapping.
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among the patients when the muscle is relaxed. Voluntary contraction presumably

normalizes the levels of excitability in connected/adjacent neuronal populations so

that differences between subjects caused by subthreshold levels of excitability are

reduced.

Some studies that demonstrate changes in the MEP map area during contraction

(Ueno et al., 1989a,b,c) probably reflect changes in the moment-to-moment cortical

functional connectivity, as well as in the sensory feedback and in direct spinal acti-

vation. With a high grade of muscle contraction, the excitability is much higher

and the motor area capable of causing muscle contraction much larger than at

rest. It is not only cortical excitability that must be defined: the area of MEP maps

also depends on the excitability of spinal mechanisms. In this regard, it is impor-

tant to seek the location evoking maximal response of the target muscle under the

correct conditions. It is important to use an optimal intensity (ca. 120% of the rest-

Fig. 4.21. Basic mechanisms of TMS for

motor cortical mapping. (A) Stimulus reso-

lution. Definite target abductor pollicis

brevis (APB) muscle motor evoked potentials

(MEP) was obtained after magnetic stimulation

of the target point at x ¼ 15 mm, y ¼ 75 mm,

whereas a marked reduction of the amplitude

or no response was obtained by stimulation

of points 5 mm anterior, posterior, lateral and

medial to the target point. (B) Optimal current

directions in order to evoke MEP from the APB

muscle in one subject. The highest-amplitude

MEP was obtained by currents in the posterior

to anterior (P–A) direction. (C) Functional

maps for the APB muscle with 5% (left) and

10% (right) of the maximal voluntary con-

traction of the muscle. During the contrac-

tion, the target muscles could be influenced

from remarkably enlarged cortical areas.

(D) Functional distribution of the six

target muscles in the motor cortex at supra-

threshold TMS intensity. The optimal current

directions for each target muscle are shown

by the white arrows. The excited areas for the

five hand muscles were spatially overlapping.

e abductor pollicis brevis (APB); a first dorsalis

interosseus (FDI); s abductor digiti minimi

(ADM); i brachioradial (BR); m biceps brachii

(BB); C tibialis anterior (TA).
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ing motor threshold; variable for each application), optimal stimulus current direc-

tion (P–A direction for hand muscles), and well-controlled muscle contraction.

Again, this procedure promises to become much faster and more reliable with the

direct navigation and visualization of the induced activating electric field within the

brain.

4.4.3.4

Inhibition–Excitation Balance

Studies of cortical functions can also be carried out with TMS by using other mea-

sures. For example, the intracortical inhibitory and facilitatory interneuronal effect

of conditioning subthreshold stimuli can be studied by using two connected or iso-

lated stimulators (Ugawa, 1999). The preceded first subthreshold stimulus inter-

feres with the second test stimulus, with various inter-stimulus intervals. The

effect is dependent on the inter-stimulus interval causing inhibition and facilita-

tion (Fig. 4.22). Ziemann et al. (1995, 1996a,b) have used centrally acting drugs to

show that the initial period of inhibition (with 2–5 ms of inter-stimulus interval)

is caused by gamma-aminobutyric acid (GABA), probably due to activity in the

GABAA system.

TMS is capable of interfering with the normal pattern of neuronal activity during

perception, motor execution, or higher-level cognitive processes. The recent devel-

opment of rapid-rate magnetic stimulation (repetitive TMS; rTMS) has made it

possible to perform noninvasive repetitive brain stimulation for neurophysiological

investigations of disorders such as epilepsy, which have a direct influence on the

excitation–inhibition balance.

Fig. 4.22. Motor evoked potential changes in different conditioning

stimuli–test stimuli inter stimulus intervals (ISIs). Intracortical

inhibition in early ISIs and intracortical facilitation in late ISIs are

useful for evaluation of the neural networks.
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4.4.4

Clinical and Preclinical Application of TMS

4.4.4.1

Targeting Method

Recent advances in navigated brain stimulation (NBS) stereotactic TMS devices

will allow noninvasive mapping of the spatial and temporal representation of any

brain activity that reacts to magnetic stimuli (Krings et al., 1997, 2001a,b), includ-

ing sensory, motor, language, and cognitive functions (Fig. 4.23). Stereotactic TMS

coil positioning and real-time visualization of the stimulating electromagnetic field

on individual magnetic resonance imaging (MRI) allow precise replicability of

stimulation parameters as well as accurate dose definition (Ilmoniemi et al., 1999;

Ruohonen and Ilmoniemi, 1999; Gugino et al., 2001). Frameless NBS allows the

precise determination of a stimulation target (pink dot) from other imaging modal-

ities or according to anatomical landmarks (Fig. 4.23).

Fig. 4.23. Representative demonstration of

navigated brain stimulation (NBS) for human

brain mapping. (A,B) The stimulation area is

reached by utilizing on-line, interactive inter-

face which guides the stimulation coil to the

target. The maximum electric field induced in

the brain is visualized (red area) and the

strength of the field, ‘‘dose’’ in the target deter-

mined. (C) NBS allows precise determination

of a stimulation target (pink dot) from other

imaging modalities or according to anatomical

landmarks. (D) Reliable map of motor areas

can be reached by recording the muscle

responses to stimulation.
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4.4.4.2

Representative Neurosurgical Case

A right-handed, 36-year-old man suffered from incomplete left hemiparesis man-

ual muscle test (MMT) scoring 2 on the upper extremities, caused by a metastatic

urachal carcinoma of the right premotor area, adjacent to the precentral gyrus.

MRI indicated an irregular high and low mixed intensity mass at right frontal pre-

motor area (Fig. 4.24A). The motor strip was identified by preoperative MRI, func-

tional MRI (fMRI) and TMS results that were integrated on the navigation system

(Fig. 4.24B). Distribution of the tumor margin and the motor cortex (both fMRI

and TMS) can be drawn on the patient’s scalp using the navigation system (Fig.

4.24C,D). Skin incision, craniotomy and operative approaches were considered

from these results so as to avoid motor deterioration.

Fig. 4.24. Representative neurosurgical use

of TMS in a case with metastatic brain tumor.

(A) Magnetic resonance imaging (MRI) showed

irregular high and low mixed intensity lesion

at a right frontal premotor subcortical region.

(B) Identified motor cortex by TMS (round

landmark indicated under the cursor) and

functional MRI (fMRI) (green area; activated

by mimicking the movement elicited by TMS)

were integrated on the 3D-MRI scalp position

using the Navigation System.

(C) Identification of the motor cortex and

tumor localization after dural opening is

quickly performed with the help of the View-

ing Wand system, which memorizes the loca-

tions obtained from integrated MRI, fMRI and

TMS data. (D) Drawing of the motor cortex

and tumor margin on the patient’s scalp

helps easy, fast and safe surgical planning.

Note that the reconstructed preoperative 3-D

view (B) is totally reflected in the real scalp

in the operation room.
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4.4.4.3

Cellular–Molecular Level

A major and possibly very important future field of studies is the application of

TMS in order to obtain therapeutic effects in neurological disorders. A number of

animal studies on the basic mechanisms of rTMS-induced alterations of neuro-

trophic factors or gene expression and changes in plasticity have been conducted

(Wang et al., 1996; Fujiki and Steward, 1997; Keck et al., 2000a,b, 2001, 2002;

Lisanby and Belmaker, 2000; Muller et al., 2000; Ogiue-Ikeda et al., 2003).

There is strong evidence that gene expression such as the immediate early gene

(Ji et al., 1998), astrocyte specific glial fibrillary acidic protein (GFAP) messenger

ribonucleic acid (mRNA) (Fujiki and Steward, 1997) and brain-derived neurotro-

phic factor (Muller et al., 2000) are altered in response to rTMS (Fig. 4.25). This

indicates that the measurable effects of TMS reach the cellular and molecular

levels (Fig. 4.26). The most promising hypothesis is that induced neuroprotective

or trophic factors may protect neurons from hypoxic insult (Fujiki et al., 2003).

Long-duration rTMS modulates the monoamine neurotransmitter system in

content and turnover (Lisanby and Belmaker, 2000), and may also induce sprout-

ing of mossy fibers in the hippocampus.

Increased dopaminergic neurotransmission may contribute to the beneficial ef-

fects of rTMS in the treatment of affective disorders and Parkinson’s disease. The

results of these studies provide strong evidence that noninvasive TMS can strongly

modulate gene expression in neurons and astrocytes (Fujiki and Steward, 1997; Fu-

Fig. 4.25. Increases in glial fibrillary acidic

protein (GFAP) messenger ribonucleic acid

(mRNA) following rTMS (25 Hz) as revealed

by in-situ hybridization (emulsion-coated

slides). Dark-field photographs of autoradio-

grams illustrating the levels of GFAP mRNA

in a control mouse (A) and in an animal killed

1 day following rTMS (25 Hz for 10 s) (B).

DG ¼ dentate gyrus; CA1 and CA3 indicate the

respective zones in the hippocampus.
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Fig. 4.26. Long-term potentiations (LTPs) of

0.75 T-stimulated and sham control groups.

LTPs were observed in both the stimulated

and sham control groups. The maintenance

phase of the LTP of the stimulated group

(260G 26%) (black circles) was significantly

enhanced compared with the sham con-

trol group (212G 10%) (white circles)

(p ¼ 0:0408). Each circle represents the

average of six successive responses

(for 2 min) (10 rats per group). The error

bar indicates 1 S.E.

Fig. 4.27. Photomicrograph indicating

neuronal density in the CA1 region of the

hippocampus in an animal 7 days after BCCO

ischemia (A,B), and in an animal with rTMS

preconditioning 2 days before BCCO (D).

Note the prominent cell loss in CA1 in the

animal subjected to ischemia-only, and the

relative absence of neuron loss in the animal

that had received rTMS preconditioning.

(C) Cell density in a sham-operated case.

Scale bars: (A) ¼ 200 mm; (B,D) ¼ 50 mm;

(C) ¼ 100 mm.
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jiki et al., 2003; Ji et al., 1998; Muller et al., 2000). Thus, TMS – which originally

was used simply as a means of assessing the function of descending motor tracts

noninvasively – may ultimately be used as a means of modulating gene expression

and inducing restorative plasticity or tolerance against injury in the brain (Fujiki

et al., 2003) (Figs. 4.27 and 4.28).
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4.5

Liver Iron Susceptometry*

Roland Fischer and David Farrell

4.5.1

Introduction

Noninvasive iron measurements are attracting increased interest (Brittenham and

Badman, 2003). One factor in this development is the recent progress in molecular

biology that has led to the detection of different gene mutations in genetic hemo-

chromatosis (Feder et al., 1996; Roetto and Camaschella, 2005). In secondary iron

overload, as in thalassemia, interest has also been fueled by new developments in

oral iron chelators (deferiprone, deferasirox), and by the realization that cardiomy-

opathy is the main cause of mortality in long-term survivors (Borgna-Pignatti et al.,

2004).

A strong stimulus has also come from advances in measurement techniques.

Liver iron susceptometry using SQUID biomagnetometers has been refined to

the point that it offers a routine clinical method for the diagnosis and monitoring

of iron overload. However, due to its cost and the technical expertise required, the

method is only available to patients in a few centers worldwide. Reflecting the need

to make iron assessment more generally available, less complex susceptibility-

based methods are emerging as attractive alternatives to traditional SQUID tech-

niques, and developments in magnetic resonance imaging (MRI) offer a further

measurement capability.

This section outlines the current state of the field, with an emphasis placed on

recent developments.

4.5.2

Iron Metabolism and Iron Overload

Iron plays an essential role in biological systems. Under normal circumstances,

iron absorption (normal: 1–2 mg per day) is adjusted to physiological needs, but

in iron-deficiency anemia, for example, it is significantly increased (maximum:
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5 mg per day). By contrast, the body has no natural means to increase iron elimi-

nation. Thus, increased iron absorption – as in primary hemochromatosis (PH), or

by catabolized red blood cells from multiple blood transfusions (200–250 mg iron

per unit) in secondary hemochromatosis (SH) – leads to iron accumulation. When

improperly sequestered, iron can catalyze a variety of cytotoxic reactions, causing

damage in a wide range of tissues and organs.

One of the most frequent inherited forms of PH is caused by the C282Y and

H63D mutations of the hemochromatosis gene HFE-1 on chromosome 6 (Feder

et al., 1996). This condition is characterized by an up-regulated iron absorption

with consecutive storage of iron mainly in the liver, by a global gene prevalence

of about 6% in populations of Caucasian origin (Merryweather-Clarke et al., 1997)

with 0.5% affected homozygotes in Northern Europeans, and by a highly variable

phenotypic expression. Besides theHFE-1 gene related hemochromatosis, there are

other genetic forms (HFE types 2–4) more prevalent in Southern Europe (Roetto

and Camaschella, 2005) and in populations of African origin (Gordeuk et al.,

2003). Beyond initial blood parameter tests (serum iron, transferrin saturation, fer-

ritin) and genotyping, the definitive test for the diagnosis of PH is the quantitative

assessment of liver iron either by biopsy or noninvasive methods (Nielsen et al.,

2003a).

The most important mechanisms for SH are blood transfusion and increased

iron absorption in response to ineffective erythropoiesis in anemias (Heinrich

et al., 1973). Among these anemias, thalassemia (Italy has 7000 and India has

10 000 such newborns per year) and sickle cell disease are prevalent in the

‘‘malaria belt’’ (Mediterranean countries, Africa, Asia) and in descendants of

these populations worldwide. However, patients suffering from myelodysplastic

syndrome or rare anemias (e.g., Diamond–Blackfan) are also affected by iron over-

load. In the thalassemias, iron overload is manifested at an early age (@2 years).

With the introduction of iron chelation therapy, the assessment of iron stores has

become important for long-term survival (Gabutti and Piga, 1996), for the adjust-

ment of chelation treatment, and for the reduction of toxic side effects from excess

iron (diabetes, cirrhosis, hyperthyroidism, and cardiac disease) or from excess che-

lation dosage (growth delay, bone deformities, sensorial impairment) (Pippard,

1994). Iron overload monitoring has been performed hitherto using serum ferritin,

which can often be misleading, and by annual liver biopsies. It should be noted

that iron reduction in response to chelation may differ in the liver and the heart

(Anderson et al., 2002). Hence, establishing a low liver iron concentration (LIC)

may not be sufficient to prevent patients from accumulating iron in the heart or

other organs (pancreas, pituitary gland).

Iron overload as a ‘‘silent killer’’ affects patients with PH usually at older age

(>40 years), while patients with SH may develop serious diseases already in child-

hood. Among the outcomes of SH are diabetes, liver fibrosis and cirrhosis, impo-

tence, heart failure, hepatocellular carcinoma and pulmonary hypertension. Even

the possibility that iron accumulation in the brain plays a role in Parkinson’s and

Alzheimer’s diseases has been suggested. Iron toxicity is caused by free iron cata-

lyzing the formation of free radicals, which are normally trapped by antioxidants.
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However, in iron overload the capacity of the iron transport protein (transferrin)

can become saturated with the consecutive appearance of free iron in the cells,

which can be measured as non-transferrin-bound iron in the serum or plasma

(Hershko et al., 1998). Toxicity from iron overload can be prevented by early diag-

nosis, blood donation and/or phlebotomy treatment in PH, or by continuous and

reliable monitoring of liver and heart iron and effective chelation treatment in SH

(Porter, 2005).

4.5.3

Technical Developments of Biomagnetic Liver Susceptometry (BLS)

Since the liver is the main iron storage organ, knowledge of the liver iron concen-

tration allows the total body iron stores to be estimated (Fischer et al., 1999; Ange-

lucci et al., 2000). The rationale for using in-vivo magnetic susceptibility measure-

ments to measure liver iron stores was first described by Bauman and Harris

(1967). Since the studies of Farrell and Brittenham (Farrell et al., 1980; Brittenham

et al., 1982), a sustained effort has been made to refine the technique with respect

to calibration, reproducibility, sensitivity, and subtracting thorax contributions from

the signal (Bastuscheck and Williamson, 1985; Fischer et al., 1989; Paulson et al.,

1991; Hartmann et al., 1992; Sosnitsky et al., 2000).

4.5.3.1

DC-Field Low-TC SQUID Biosusceptometer

The Hamburg biosusceptometer (Biomagnetic Technologies Inc., San Diego, USA)

was installed in a low ambient magnetic noise hospital area at the University Med-

ical Center Hamburg-Eppendorf (Germany). It was the prototype of a commer-

cially available SQUID biosusceptometer (Paulson et al., 1991), and has been in

continuous routine clinical operation since 1989 with no major technical failure.

In contrast to recent systems at Turin and Oakland (see below), it contains a sensor

assembly with two symmetrical second-order gradiometer sensors (r ¼ 1:4 cm and

3.4 cm) coupled to rf-SQUIDs, a 20-L dewar for liquid helium cooling (boil-off rate

3 L per day), a water bellows coupling membrane with a diameter of 25 cm, and

a workstation (HP320; Hewlett Packard) for process control, data acquisition and

analysis, with a data sampling rate of 100 Hz in eight data channels (Fischer,

1998). A system sensitivity equivalent to 20 mg Fe cm�3 was measured by ferric chlo-

ride solutions within a cylindrical water phantom at a depth of 15 mm (Paulson

et al., 1991).

The design of the SQUID biosusceptometers at Turin and Oakland

(Ferritometer2, Model 5700; Tristan Technologies, San Diego, USA) incorporated

the experience accumulated at Hamburg, but placed additional emphasis on oper-

ation by members of the regular clinical staff (Starr et al., 2001; Fung et al., 2004)

and on a better capability to perform measurement in children. Due to the higher

environmental magnetic noise in both locations, active noise cancellation by a
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three-axis fluxgate magnetometer (MAG-03; Bartington Instruments Ltd., Oxford,

UK) was employed (see Section 4.5.7).

The systems at Turin and Oakland comprise (Figs. 4.29 and 4.30):

� Two second-order gradiometers (r ¼ 1:4 cm and 2.5 cm) and one planar gradi-

ometer (ri=ra ¼ 1:9=2:8), optimized for far- and near-field sensitivity, coupled to

niobium dc-SQUIDs (maximum sensitivity 9 nT V�1) inside a fiberglass dewar

tail of 10 cm diameter.
� A 35-L dewar (boil-off rate < 3:5 L per day), allowing for a weekly liquid helium

filling schedule.
� A microcomputer-controlled water reference system consisting of a latex cou-

pling membrane glued to rubber bellows (diameter 20 cm) of low magnetic sig-

nature, water pressure feedback and integrated heating (30 �C).
� A lightweight aluminum-framed patient bed and table tops of honeycomb struc-

ture, which allows easier rolling over the floor.
� Process control by PC (handheld control, water pressure control, patient bed mo-

tion, position location), data acquisition (100 kHz National Instruments DAC

cards: PCI-6023E and PCI-6031E), and online analysis under LabWindows CVI

(National Instruments).

4.5.3.2

AC-Field SQUID Biosusceptometer

Instead of using localized, inhomogeneous magnetizing dc-fields, Bastuscheck and

Williamson (1985) used a SQUID biomagnetometer in the uniform ac-field of

large Helmholtz coils for liver iron measurements. This approach was later im-

proved by a rigid instrumental setup with an almost field-free zone at the gradiom-

eter coil’s center (Sosnitsky et al., 2000).

Fig. 4.29. SQUID biosusceptometer at the Children’s Hospital and

Research Center at Oakland. An 11-year-old girl, covered by the

waterbag, lies under the dewar tail before a 10-s vertical scan.
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The biomagnetism group of Sao Paulo (Carneiro et al., 2003) utilized one of the

classic single-channel rf-SQUID biomagnetometers with a second-order gradiome-

ter in an ac-field (114 mT, 7.7 Hz) of large rectangular coils (3� 2 m), leading to a

relatively low-cost and high-sensitivity instrument for noninvasive LIC determina-

tion. A water bag with an open surface compensates for the subject’s irregular tho-

rax shape in order to allow vertical body scans in the free air space above the liver

position on a pneumatic bed. The in-vivo sensitivity was in the range of LIC of sub-

jects with normal iron stores. First measurements in 34 subjects with normal iron

stores (100–500 mg g�1 liver) and 20 patients with b-thalassemia major (750–5800

mg g�1 liver) revealed a clear separation between these two groups.

As biosusceptometers have only a poor spatial resolution, the inter-individual di-

amagnetic contribution of the thorax tissue limits the in-vivo sensitivity, especially

in obese patients with large skin–liver distances. The biomagnetism group of

Chieti employed large concentric coil pairs (diameter D ¼ 2:45 m) and smaller

pairs (D ¼ 1:41 m) which were generating a homogeneous ac-field combined with

a gradient field at 10 Hz. A seven-channel second-order SQUID gradiometer sen-

sor is to be operated inside an rf-shielded room (Della Penna et al., 2003).

Fig. 4.30. System schematic of the Turin-Oakland SQUID

biosusceptometers (Ferritometer4, Model 5700; Tristan

Technologies, San Diego, USA).
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4.5.3.3

Room-Temperature Biosusceptometer

The prototype of a room-temperature-based susceptometer using a copper coil sen-

sor in an ac-field (570 Hz) was developed by Quantum Magnetics Inc. (QM), San

Diego, USA (Kumar et al., 2002). Coaxial field coils in a first-order and sensor coils

in a second-order gradiometer configurations had a mean diameter of 7 cm and

baselines of 9 and 11 cm, respectively. The temperature drift of the sensor was

overcome by oscillating the whole sensor assembly with respect to the uniform

water-coupling interface on the subject. A blind comparison between the SQUID

biosusceptometer in New York (Brittenham et al., 1982) and QM’s susceptometer

resulted in a coefficient of determination R2 ¼ 0:96 in eight patients with thalasse-

mia. Based on the design of the room-temperature susceptometer and its simpli-

fied manner of operation, an inexpensive and user-friendly biosusceptometer for

clinical use may be expected.

A total-body ac-susceptometer with a wide aperture (>30 cm) between pick-up

coil and field coil was recently developed for liver iron susceptometry at the Univer-

sity of Genova, Italy (Marinelli et al., 2005). In a first-order gradiometer configura-

tion, concentric ac-field coils (diameters d1 ¼ 14 cm and d2 ¼ 40 cm, 234 Hz and

195 Hz, baseline b ¼ 8 cm) are positioned in the center between detector coils

(d1 ¼ 16:1 cm and d2 ¼ 40:1 cm, b ¼ 88 cm). In a prone position, subjects are

transversally scanned (G20 cm) between pick-up and field coil set. A database of

68 subjects with normal iron stores is utilized to calculate an individual back-

ground signal from anthropometric data. In a first blinded comparison with 30

thalassemia patients, LIC measurements were correlated with results obtained

with the low TC-SQUID biosusceptometer at Turin (R2 ¼ 0:6). A refinement of the

methodology with current uncertainty of 500 mg g�1 liver is in progress.

A high-frequency (28 kHz) magnetic excitation field coil is used in a low-cost

magnetic induction system (Casanas et al., 2004). At a distance of 0.32 to 0.37 m,

a planar gradiometer receiver registers the electromagnetic signal from the excita-

tion coil and from the magnetic perturbation by an object or subject caused by

eddy currents. The real and imaginary parts of this perturbation reflect the mag-

netic susceptibility, the electric permittivity and conductivity. First measurements

in humans showed a stronger contribution from the permittivity than from the

susceptibility, which made discrimination between iron overloaded patients and

subjects with normal iron stores difficult.

4.5.3.4

High-TC Biosusceptometer

The main impediments to a wider clinical application of liver iron susceptometry

have been instrumental cost, operational complexity, and the serious spatial resolu-

tion issue mentioned above. The latter makes it difficult to compensate for thorax

susceptibility variations in patients with substantial liver depths (>25 mm), no
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matter what particular coil design is employed. A novel susceptometer based

on high-Tc superconductivity that addresses all these issues has been designed,

built and tested on human subjects (D.E. Farrell, C.J. Allen, J.H. Tripp and G.M.

Brittenham, personal communication). The instrument is based on the same phys-

ical principles as the Ferritometer2, but with the following modifications:

� A permanent (neodymium boron iron) magnet is employed instead of a super-

conducting coil, and the SQUIDs are replaced by magnetoresistive sensors.
� The superconducting flux transformers are fabricated from high-TC material

(yttrium barium copper oxide) and so require only liquid nitrogen as a cryogen.
� Five (magnetometer) measurement channels are employed, three for noise cor-

rection and two for separately registering signals from the liver, thorax overlay

and contributions from the lung.

While retaining the well-understood advantages of superconductivity, this new de-

sign dispenses with most of the expensive ferritometer components (SQUIDs, large

support gantry, computer-controlled bed), and could be manufactured for approxi-

mately one-fifth of the cost of that instrument. It is simple to use, as the patient

remains fixed during a measurement while the susceptometer is scanned back

and forward in a horizontal plane at 0.25 Hz. A complete measurement takes

about 1 minute once the patient is in position. In-vitro measurements on liver

phantoms with an equivalent iron concentration of 5000 mg g�1 at a depth of 20

mm have a typical standard deviation of 20 mg g�1, or less than 0.5%. Repeated

(day-to-day) measurements on normal subjects with this liver depth have a typical

standard deviation of 50 mg g�1. Furthermore, the instrument’s lateral spatial reso-

lution permits a fundamentally new approach to correcting for thorax susceptibility

variations. The new method has been tested on a group of normal subjects

(n ¼ 10) with liver depths varying from 16 to 35 mm. After correcting for thorax

variations, the result was 360G 120 mg g�1 liver, in accordance with the expecta-

tion for a group of subjects with normal iron stores. Further tests are planned on

normal subjects, and on patients with biopsy-established iron concentrations.

4.5.4

Physical and Biochemical Basics

In-vivo liver iron susceptometry (and also MRI) exploits the strong paramagnetic

response to an external magnetic field of hemosiderin and ferritin storage iron

in competition with the diamagnetic response of other biologically relevant tissue

(water, fat, skin, muscle). Ferromagnetic material is found only in pacemakers,

dental braces, or inhaled ferromagnetic dust from welding. The magnetic flux

change is usually induced by moving the patient or the susceptometer relative to

each other within a fixed magnetic dc- or ac-field. The total magnetic flux change

in an organ depends on the external field strength, the detector distance, the organ
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geometry, and its magnetic volume susceptibility in the three-dimensional sensitiv-

ity space. The magnetic volume susceptibility of the liver ðDw ¼ wliver � wref Þ, which
is assumed to be homogeneous in the field of measurement, is measured relative

to a reference medium (wref , ref ¼ air or water) by the induction of currents in the

detector coils (gradiometers) due to a change of tissue magnetization. With knowl-

edge of the specific magnetic volume susceptibility of the ferritin iron com-

plex ðwFtnÞ [SI gtissue gFe
�1], one can calculate the tissue iron concentration LIC

[gFe � cm�3 or gFe gtissue
�1] (Eq. 4.4):

LIC ¼ Dw=wFtn ð4:4Þ

In iron overload, 60–80% of total liver iron consists of hemosiderin iron, while fer-

ritin and hemoglobin iron are mainly present in normal iron stores. A hemoglobin

iron contribution of 50–100 mg g�1 liver from the blood content of liver tissue must

be taken into account in susceptometric measurements in subjects with normal

iron stores (Fischer et al., 1989). The magnetic susceptibility of ferritin iron has

been measured by different authors in different species (Michaelis et al., 1943;

Schoffa, 1965; Shoden and Sturgeon, 1960; Bauman and Harris, 1967), and a rea-

sonable mean value of the volume susceptibility for human liver ferritin iron

seems to be wFtn ¼ 1600� 10�6 [SI] (Williamson and Kaufman, 1981) versus

wref ¼ wwater ¼ �9:032� 10�6 [SI]. (According to the international rules, SI units

are used in the present text and denoted by the symbol [SI]). From the physico-

chemical similarity of the hemosiderin and ferritin molecular subunits, and from

the agreement between magnetic and chemical determinations of iron concentra-

tions in rat and human liver samples, one could assume that for their magnetic

susceptibilities wFtnAwHsn. However, as magnetic measurements on hemosiderin

samples are scarce (Shoden and Sturgeon, 1960; Allen et al., 2000), especially at

room temperature, hypothetical differences between the magnetic susceptibility of

hemosiderin and ferritin have not yet been ruled out. These differences may have

even more impact on MRI measurements than on susceptometry (Vymazal et al.,

2000). Using the Weidemann relationship (Fischer, 1998), which relates mass frac-

tions m and magnetic volume susceptibilities w, Eq. (4.4) can be split into the con-

tributions from ferritin (Ftn), hemosiderin (Hsn), heme (Hem) iron compounds,

and liver tissue (tiss) and reference media (ref ) with wFtnAwHem:

Dw=wFtn ¼ mFtn=mliver þ ðmHsn=mliverÞ � ðwHsn=wFtnÞ þmHem=mliver

þ ðwtiss � wref Þ=wFtn ð4:5Þ

Using the approximation wHsn=wFtn ! 1 in Eq. (4.5), the in-vivo susceptometric

LICBLS values (Eq. 4.4) can then be linearly related with in-vitro wet weight

nonheme iron concentrations from liver biopsy samples LICbiop, represented by

the first two terms, and with the last two terms as a small off-set. However, with

wHsn=wFtn a 1, LIC by BLS will show a nonlinear relationship or larger scattering

with LICbiop at higher LIC values.
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4.5.5

Magnetostatic Principles

The magnetic flux Fd linking a set of detector coils can be calculated from the sca-

lar product of the applied magnetic field vector B f ðrÞ and the ‘‘lead field’’ vector

BdðrÞ, which would be generated if a reciprocal unit current Id is passed through

the detector coils (Farrell et al., 1980; Tripp, 1983). This leads to the Reciprocity The-
orem of Susceptometry for a magnetized object at distance r in Eq. (4.6). The princi-

pal value of this result in the present context is that it reduces the number of inte-

grations required to calculate the performance of any set of field and detector coils.

FdðrÞ ¼ ðmoIdÞ�1

ð
wðrÞðB f � BdÞd3r ð4:6Þ

In first-order approximation, the diamagnetic susceptibility of tissue above the

liver (skin, muscle, ribs, fat) is assumed to be equal to that of the reference me-

dium (wref ) occupying the coupling interface, so that its contribution can be ne-

glected. In this approximation, the magnetized liver moves in a magnetically ho-

mogeneous (water) space. From the reciprocity theorem of susceptometry, a linear

equation (4.7) is derived for estimating the relative magnetic volume susceptibility

Dwliver ¼ wliver � wref of the liver from measurement of the SQUID output signal

VðzÞ and the distance z.

VðzÞ ¼ Vo þ CDwliver

ð
ðB f � BdÞd3r þ DVsysðzÞ ð4:7Þ

After subtraction of the system background DVsysðzÞ caused by the locator

loop and the water-coupling interface, and with known calibration constant C,

the SQUID voltages VðzÞ can be correlated with magnetic flux integrals

FðzÞ ¼ Ð ðB f � BdÞd3r at distances z. The resulting linear regression coefficient

Dwliv indicates the relative magnetic liver iron susceptibility, and the offset parame-

ter (intercept) Vo is found by extrapolation to a patient at infinity (Paulson et al.,

1989).

Flux integrals have been calculated for plane, hemispherical, cylindrical, and el-

lipsoidal objects of different radii, lengths or axes with a dynamically enlarged voxel

structure for increasing rðx; yÞ- and z-coordinates. The magnetic flux densities

Bðr; zÞ in the integrand are parameterized for a single circular loop of radius r
and unit current I with complete elliptic integrals (Farrell et al., 1983). The inte-

grand B f � Bd is then calculated at five equidistant points in rðx; yÞ, z and the

integral is calculated by a Newton–Cotes interpolation of fourth order. The flux

integrals at increasing detector–object distances are fitted by polynomials of the

fifth and sixth degree, and the coefficients are tabulated.

From sonographic imaging at the optimum measurement position, the anterior

liver contour can be approximated by an ellipsoid. For a typical ellipsoid, with axes
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7 cm, 6 cm, and 3.5 cm, 90% and 89% of the registered magnetic flux change is

generated by the anterior half in the small and large detector coils of the Hamburg

biosusceptometer, respectively. This represents a sensing region of@300 cm3 and

thereby, the deeper and more complex liver regions (large vessels, kidney) are of

secondary significance. Due to the strongly localized magnetic sensitivity, the ef-

fects of paramagnetic neighboring organs (lungs, intestine) can be neglected, at

least for optimum measurement positions.

In second-order approximation, SQUID output voltages, VðzÞ, are analyzed as lin-

ear functions of flux integrals, FðzÞ ¼ Ð B f � Bdd3r, for the overlying thorax tissue,

Fthorax, and the liver (spleen), Fliver, as shown in Eq. (4.8).

VðzllÞ ¼ CfDwthorax � FthoraxðzllÞ þ Dwliver � Fliverðzll þ zliverÞg
þ DVsys þ Vo þ Oðz llÞ ð4:8Þ

The detector–skin distance zll is measured simultaneously during the bed move-

ment by the AC-driven locator loop. From Eq. (4.8), shape information of the body

geometry ðFthoraxÞ can be derived by subtracting measurements versus water from

measurements versus air reference (Dwthorax ¼ 9:4� 10�6 [SI]). A multiple linear

regression analysis of the voltage data results in magnetic volume susceptibilities

for liver Dwliver and thorax Dwthorax, relative to the reference medium (water) for

both detector channels (Fischer et al., 1989, 2002).

4.5.6

Calibration and Validation

For biomagnetic liver susceptometry, no calibration by biopsy data is necessary.

The calibration constant C in Eq. (4.7) can be derived from a physical measure-

ment of any object with well-defined geometry and known magnetic susceptibility.

For example, measurement of an infinite water half-space (rb 25 cm), offers a

fast, reproducible and precise method (Starr et al., 2001). This avoids any un-

certainties in geometry, system background, and magnetic contamination. After

analyzing the data according to Eq. (4.7), the slope must represent the difference

between the magnetic volume susceptibilities of water and air Dw ¼ wwater � wair ¼
�9:396� 10�6 [SI], corresponding to �5873 mgFe cm

�3 (Paulson et al., 1989), and

finally resulting in the instrumental calibration constant, C.

The validation (or verification) of liver iron concentrations determined by BLS

has been accomplished by chemical determination of total or nonheme iron

by atomic absorption spectroscopy in wet-weight (ww) liver biopsy samples (sam-

ple size > 5 mgww) in the range of LIC ¼ 500–12 000 mg g�1 liver (Brittenham et al.,

1982; Brittenham, 1988). In patients with hemochromatosis, LICs < 5000 mg gww
�1

were determined, with a goodness of fit of wn
2 ¼ 0:99 (Fischer et al., 1992). Beyond

this concentration significant discrepancies were observed. Without a more precise

knowledge of the magnetic susceptibility of hemosiderin iron, it cannot be ruled
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out that this is caused by deviations of magnetic properties from ferritin iron.

However, it is also possible that biopsy sampling errors and inhomogeneous iron

distributions give rise to the discrepancies (Ambu et al., 1995; Villeneuve et al.,

1996), especially at high LICs where fibrosis and cirrhosis are present. Although,

in-vivo iron assessment methods (BLS, MRI) are wet-weight methods per se, liver
iron quantification is often performed on dry-weight lyophilized, fresh tissue, or

paraffin-embedded biopsy samples. However, these quantification methods are

not standardized and the respective wet-to-dry weight conversion factors vary con-

siderably (Butensky et al., 2005; Fischer et al., 2005).

Validation of the BLS method can also be demonstrated by monitoring patients

with primary hemochromatosis (PH) during phlebotomy therapy (Fig. 4.31), simi-

lar to the study performed by Angelucci et al. (2000) in iron-overload patients after

bone marrow transplantation. Each phlebotomy of 500 mL blood, mobilizes 250

mg of storage iron. In 26 patients with PH and an initial LIC of 760 to 4420

mg g�1 liver, the LIC did correlate linearly with mobilized storage iron taking into

account also absorbed iron from food (R2 ¼ 0.90–0.99), with a mean LIC decrease

of 410G 180 mg g�1 liver per g mobilized storage iron.

In a round-robin test with 20 thalassemia and sickle cell disease patients, and 10

subjects with normal iron stores, the low-TC SQUID biosusceptometers at Ham-

burg, Turin, and Oakland were compared (LIC: normal up to 8000 mg g�1 liver).

Liver iron assessment was performed at all three sites within one month under a

standardized protocol (BLS-SOP, 2004). Prediction of LIC at Turin and Oakland in

comparison with Hamburg revealed coefficients of determination between sites of

R2 ¼ 0:97, resulting in intersite standard deviations of 247 and 326 mg g�1 liver,

respectively (Fung et al., 2005).

Fig. 4.31. Follow-up of phlebotomy treatment (mobilized iron

minus absorbed food iron) by biomagnetic liver susceptometry

(SQUID-BLS) in six patients with primary hemochromatosis

(patient no. 5 has a larger liver volume).
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4.5.7

Magnetic Background and Noise Problems

The detected signal is produced either by moving the patient in the magnetic field

or by moving the sensor with respect to the patient. In the low-TC systems (see Sec-

tion 4.5.3), the main system background contributions, composed of the locator loop,

the water-coupling membrane, and the patient bed, must be subtracted as function

of distance from the data (BLS-SOP, 2004). This system background limits the

sensitivity in the normal LIC range and makes the interpretation of details of the

curvature fit difficult. In the case of systems with no patient movement as QM’s

room-temperature and the high-TC biosusceptometer (see Section 4.5.3.4), a lower

system background may be expected.

The three low-TC systems installed in clinical settings are subjected to very differ-

ent environmental magnetic noise in the measurement frequency range (dc to 5 Hz).

The Hamburg biosusceptometer system, when located in a remote part of the hos-

pital area, is almost unaffected by external noise (<10�12 T/
ffiffiffiffiffiffiffi
Hz

p
), while the system

in Oakland, which is located close to a heavily frequented avenue, is subjected to

low-frequency magnetic fields from car traffic (a10�6 T/
ffiffiffiffiffiffiffi
Hz

p
), although both sys-

tems apply second-order gradiometers balanced better than 10�3. After applying

active electronic noise cancellation by a fluxgate, the environmental noise can be

reduced to less than 10�9 T/
ffiffiffiffiffiffiffi
Hz

p
(Fung et al., 2004). One of the great advantages

of the biomagnetic technique is its open architecture which, for example, allows

measurements to be made in small children while in reassuringly close contact

with their parents. Any type of shielded room would sacrifice this advantage, but

noise cancellation by active shielding may be required in current and future sys-

tems at sites exposed to high environmental magnetic noise.

Besides system background and environmental magnetic noise, realistic in-vivo
measurements suffer from poor spatial resolution in current biosusceptometer de-

signs, and this results in inaccurate magnetic susceptibilities of the anterior thorax

tissue and the liver (see Eq. 4.8). The anterior thorax tissue contribution can simulate

falsely high LIC values up to 4000 mg g�1 liver in obese subjects. If the gradiometer

configuration and/or magnetic noise does not allow for the simultaneous analysis

of both Dwliver and Dwthorax from the curvature of the acquired data, then the approx-

imate thorax tissue susceptibility must be derived from the body mass index

(Fischer et al., 2002). Additionally, the skin–liver distance can be assessed sono-

graphically only with an average uncertainty ofG0.5 mm. Therefore, the overall

uncertainty in realistic patient measurements is between 50 and 300 mg g�1 liver.

In many of the relatively young and slim patients with thalassemia, the thorax tis-

sue background is insignificant. Moreover, the enlarged organs (hepato- and/or

splenomegaly) in these patients allow easy positioning, and also measurement of

the spleen. Paramagnetic lung contributions around small-sized organs such as

spleens in normal subjects may cause relatively large magnetic volume susceptibil-

ity effects in the range of 1000 mg g�1 due to the lower lung density.
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The most common interference from artificial metallic objects arises from ferro-

magnetic dental braces (Engelhardt et al., 2004). For small magnetic perturbations

varying slowly with distance, the error term OðzllÞ in Eq. (4.8) may be used for sub-

traction. Minor magnetic perturbations can also be caused by vascular access ports,

surgical clips, and metallic body implants.

4.5.8

Alternative Methods

Magnetic resonance imaging has made significant recent advances in the measure-

ment of iron overload (Jensen et al., 2001; Gandon et al., 2004; St. Pierre et al.,

2005; Wood et al., 2005). In MRI, hydrogen nuclei in the liver interact with local

fields generated by paramagnetic hemosiderin and ferritin iron atoms, while in

BLS, the magnetic moment of the latter is measured directly. The nuclear phenom-

ena involved in MRI are physically complex with the exception of the susceptomet-

ric approach used by Wang et al. (1999). In this approach, a small frequency shift

Dn in the nuclear resonance frequency no, is observed across a regular plane bound-

ary between two tissue compartments whose susceptibilities differ by Dw and

whose angle between the normal to the plane boundary and the static magnetic

field is yN, as indicated in Eq. (4.9).

Dn=no ¼ 4p=3ð1� 3 cos2 yNÞDw ð4:9Þ

Wang et al. have shown how this direct approach can be used to make accurate

in-vivo susceptibility measurements of liver tissue (Chu et al., 2004). However, the

method is difficult to apply and the LIC values are restricted to the vicinity of blood

vessels, which must be used as the reference compartment. Consequently, pub-

lished MRI studies have relied on nuclear spin relaxation phenomena of hydrogen

nuclei diffusing in the vicinity of paramagnetic iron centers. Although no à priori

spin relaxation theory exists, empirical studies have revealed correlations between

various relaxation time measures and iron concentration.

The standard method to emerge from these studies is the single spin-echo trans-

verse relaxation rate (R2) mapping (Clark and St. Pierre, 2000). A direct compari-

son between R2-MRI and BLS in 23 patients with LIC between 270 and 10 350

mg g�1 liver yielded a good linear correlation, with R2 ¼ 0:86 (Carneiro et al., 2005).

Gradient-recalled echo methods have been widely used for probing cardiac iron

(Anderson et al., 2001; Westwood et al., 2003; Wood et al., 2004). With the short

echo times (TE < 3 ms) now available, these methods provide a more sensitive

measure of the relatively low iron concentration in the heart (100–2000 mg gww
�1),

albeit at the expense of greater sensitivity to artifacts from lung and liver interfaces.

Finally, a recent effort has been made to distinguish different contributions to the

complex nuclear relaxation process. This is aimed at differentiating between small-

sized (ferritin) and cluster-sized (hemosiderin) iron molecules in liver and heart

tissue (Tang et al., 2005).
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4.5.9

Medical Applications

4.5.9.1

Measurement Procedures

In most systems, patients are positioned in the supine position on the bed with the

body rotated 30–45� so that the right liver lobe is positioned directly beneath the

sensor (see Fig. 4.29). The optimum liver position is found by bedside sonographic

imaging under laser alignment. The procedure and its principles have been de-

scribed elsewhere (Brittenham et al., 1982, 2001; Fischer, 1998; Sheth, 2003; BLS-

SOP, 2004). A complete measurement involves sonography (skin–liver distance,

right liver lobe geometry) and biosusceptometry (four to seven vertical scans) and

takes about 30 minutes to complete. An online analysis is performed of each scan,

in most cases yielding LICs that differ by less than 10% from final (offline) analysis

of the complete dataset.

The Ferritometers2 at Turin and Oakland are CE-marked (risk class I), while the

biosusceptometer at Hamburg was approved in 2004 by German health authorities

as an alternative noninvasive method replacing quantitative liver biopsy. At the

time of writing, low-TC SQUID-BLS has been used for iron assessment in more

than 9000 patients (Cleveland/NY 1600; Hamburg 2400; Turin 4700; Oakland

600), with a broad range of age (from 2 to 80 years) and body weight (10 to

100 kg). As indicated in the following summary, the principal uses have been for

diagnosing patients suspected of primary hemochromatosis and for monitoring

iron overload during chelation treatment in patients with b-thalassemia major and

other hemoglobinopathies (Nielsen et al., 2002).

4.5.9.2

Primary Hemochromatosis

BLS has been performed in more than 600 patients suspected of PH, with more

than 1600 measurements having been made (Engelhardt et al., 2000). LICs > 1000

mg g�1 liver were detected in 30% of these patients. BLS is successful in identifying

those patients really afflicted by the disease (Nielsen et al., 2003a). Due to the be-

nign noninvasive character of the measurement, the diagnosis for PH can be made

at early stage before the onset of irreversible damage, even in young children (Niel-

sen et al., 2005). Monitoring phlebotomy therapy in patients with PH is especially

useful for those with severe iron overload in their first period of total iron depletion

(Nielsen et al., 2003b). BLS has verified that iron stores decline linearly with the

iron removed by phlebotomy (Fischer et al., 1992). Moreover, total body iron stores

were calculated from the mobilized storage iron in patients under phlebotomy

treatment. A liver iron fraction of 88G 11% was derived in the range of 2500 to

4000 mg g�1 liver from the corresponding BLS and liver volume measurements

(see Fig. 4.31).
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4.5.9.3

Iron-Deficiency Anemia

Measurement of iron stores in patients with iron deficiency anemia is not possible

with present-day instrumentation. However, precision BLS measurements may be

used to study the relative change of iron stores in patients and normal subjects. For

example, in a study with nine long-distance runners, a significant therapy effect

from 100 mg oral iron per day over three months was observed (Nachtigall et al.,

1996). In children (aged 10–18 years) and adults (aged 18–64 years) with normal

iron stores, LIC values have been measured by BLS in the range of 77 to 368 and

93 to 481 mg g�1 liver, respectively (Nielsen et al., 2002).

4.5.9.4

Secondary Hemochromatosis

Application of BLS in patients with secondary hemochromatosis is of major impor-

tance, as these patients must be monitored regularly (annually to biennially) in

order to avoid long-term toxicity from iron overload or inadequate chelator dosing.

The routinely used laboratory parameter, serum ferritin, has been shown to be a

poor indicator for iron overload monitoring in thalassemia and sickle cell disease

in comparison to BLS (Brittenham et al., 1993; Fischer et al., 1999). The ratio be-

tween iron accumulation from blood transfusions and total chelator intake was

shown to correlate with LIC, and a LIC value > 4500 mg g�1 liver indicated a high

risk for developing complications and for death (Brittenham et al., 1994). More-

over, compliance with actual chelation treatment was shown to be highly correlated

with LIC (Fischer et al., 2000).

4.5.9.5

Long-Term Iron Chelation

The long-term efficacy of treatment with any iron chelator can be assessed by

annual measurements of LIC and liver volume, with additional spleen iron and

volume measurements in case of enlarged organs. The potential of BLS for this

purpose has been demonstrated for the subcutaneously infused chelator desferriox-

amine and the oral chelator deferiprone (or L1) (Nielsen et al., 1995; Olivieri et al.,

1995; Brittenham et al., 1998; Töndury et al., 1998; Del Vecchio et al., 2000; Fischer

et al., 2003; Meo et al., 2005). For chelators excreting iron predominantly via the

fecal pathway – as the novel oral chelator Deferasirox, or ICL670 – only BLS or

MRI can be used for practical long-term efficacy assessment (Piga et al., 2006). Be-

cause of the dominating impact of iron influx from red blood cell transfusion on

the efficacy of any iron chelator, these rates must be accurately estimated (Fischer

et al., 2003, 2005).

In the follow-up of ex-thalassemic patients after bone marrow transplantation,

biosusceptometry offers a useful tool for the management of chelation treatment
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and monitoring iron redistribution effects (Fischer et al., 1997). Since class I pa-

tients with LIC < 2000 mg gww
�1 have the best chance of survival (Lucarelli et al.,

1995), BLS can also provide a valuable guide to adjusting chelation treatment prior

to transplantation.

4.5.9.6

Future Applications

Future applications may especially address patients with relatively low ferritin

levels as nontransfused thalassemia intermedia patients (Nielsen et al., 2000) and

patients with myelodysplastic syndrome, where chelation treatment has been dis-

regarded with respect to age and the cumbersome perfusion treatment with des-

ferrioxamine, but may be resumed with novel oral chelators.

4.5.10

Summary and Outlook

At the time of publication of the first edition of this book, traditional BLS using

low-TC SQUIDS was the only available noninvasive routine method for the accu-

rate assessment of body iron stores. By contrast, as reviewed herein, iron assess-

ment is now undergoing rapid development, and several advanced but significantly

less expensive susceptibility-based methods are emerging as attractive alternatives

to traditional BLS. Moreover, developments in MRI also promise to provide an ad-

ditional measurement modality. In our judgment, if the strong promise of even just

one of the many new susceptibility-based methods can be realized in practice, the

technique will offer strong advantages over any MRI-based method in terms of ac-

curacy, cost, access, convenience and last – but not least – patient preference.

Finally, due to its clinical importance, heart iron assessment provides a natural

focus for future susceptometry investigations. On account of the relatively low iron

concentrations involved, and interfering signals from neighboring organs, the as-

sessment of heart iron presents a technical challenge. Nonetheless, we believe

that detection of levels of @500 mg gww
�1 (corresponding to a critical T2* of

@10 ms) will eventually be within reach.
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Abbreviations

BLS biomagnetic liver susceptometry

HFE hemochromatosis gene

LIC liver iron concentration

MRI magnetic resonance imaging

PH primary (hereditary) hemochromatosis

SH secondary hemochromatosis

SQUID superconducting quantum interference device
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4.6

Magnetic Hyperthermia and Thermoablation

Rudolf Hergt and Wilfried Andrä

4.6.1

Introduction

The healing power of heat has been known for a very long time, and used to cure a

variety of different diseases. A new concept appeared however when heat treatment

was recognized as a new and promising form of cancer therapy aside from the

well-known methods of surgery, chemotherapy, and irradiation. O’Brien and Mek-

kaoui (1993) noted that, more than a century ago, Busch (1866) found cancer

growth to be stopped at temperatures higher than about 42 �C, whereas normal

cells could tolerate even higher temperatures (Gordon et al., 1979). At present,

there is a wide spectrum of different methods of hyperthermia available. In addi-

tion to whole-body hyperthermia, where the systemic temperature must be care-

fully controlled at, for example 41.8 ºC (Robins et al., 1997), there are different

ways of local intracorporeal heat generation, including capacitive or inductive cou-

pling of radiofrequency (RF) fields, microwave radiation, ultrasound, perfusion

therapy, interstitial laser photocoagulation and heat administered by external con-

tact. A recent review provides the present clinical state of the art on hyperthermia

in oncology (Falk and Issels, 2001).

There is in fact no strict borderline between tolerable and mortal temperatures,

both on the systemic and cellular levels. Accordingly, there is a range of tempera-

ture elevation which is considered to be therapeutically useful. With increasing

temperature different mechanisms of cell damage occur, and hence two therapy

modalities may be differentiated:

� Treatments at temperatures of 42–45 �C for up to few hours – commonly de-

noted as hyperthermia – require combination with assisting other toxic agents

(mostly irradiation or chemotherapy) for the reliable damage of tumor cells.
� In contrast, thermoablation is conceived as a therapy modality which aims at the

thermal killing of all tumor cells. Therefore, temperatures in excess of at least

50 �C are generated in the tumor region for exposure times as short as a few

minutes.
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It should be pointed out that the curing chances of thermoablation in comparison

to hyperthermia are generally rated as ‘‘controversial’’ in the literature. While

Hilger et al. (2001) suggested magnetic thermoablation by heating magnetic par-

ticles at 55 �C for several minutes as a modality for the treatment of breast cancer,

Jordan et al. (1997a) proposed that ‘‘. . . thermoablation is mostly undesired be-

cause of the critical systemic side effects and further clinical complications.’’ Like-

wise, Moroz et al. (2002) referred to the risk of a shock syndrome due to a sudden

release of large amounts of necrotic tumor material and major inflammatory re-

sponse.

From the beginning, two essential problems have been identified:
� The generation of increased temperatures only within the target region, includ-

ing a certain fringe area of the healthy tissue but leaving all other regions un-

affected.
� Temperature control within, as well as outside, the target region.

Until now, neither problem has been solved satisfactorily.

Almost 50 years ago, Gilchrist and colleagues raised the hope of solving at least

the first of the two above-mentioned problems by the application of magnetic prin-

ciples (Gilchrist et al., 1957). By injecting a magnetic nanoparticle suspension into

tumor tissue, the heat generated in an external alternating magnetic field may be

concentrated mainly onto the particle-containing tissue portion. Later, suggestions

for an automatic limitation of the temperature were made, again on the basis of

magnetic means (e.g., Rand et al., 1985; Brezovich, 1988). Recently, the current sta-

tus of magnetically mediated hyperthermia was critically reviewed by Moroz et al.

(2002), who concluded that, to date, progress has been somewhat slow, but that the

final success may be realized during the next decade. With regards to clinical appli-

cations, the so-called interstitial implant hyperthermia is clearly the most advanced

technique (Moroz et al., 2002). In the case of magnetic particle hyperthermia, the

initiation of the first clinical trials to prove feasibility and tolerability was reported

recently (Gneveckow et al., 2005).

This section mainly describes the magnetically mediated heating via losses in

small magnetic particles exposed to alternating magnetic fields. It is focused on

the underlying principles of particle magnetism in order to provide an understand-

ing of physical and technical limitations of this therapy method. Known results

from literature are summarized mainly from a physical point of view, and a com-

parison with recent biomedical results is presented.

4.6.2

Physical Principles of Magnetic Particle Heating

Heating of magnetic substances in an external alternating magnetic field may be

related to several physical mechanisms. The main magnetic loss process is associ-
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ated with hysteresis occurring during reversal of the magnetization (see Sections

4.6.2.1 and 4.6.2.2). With decreasing particle size, the energetic barriers for magne-

tization reversal also decrease, and finally match thermal energy. In these so-called

‘‘superparamagnetic particles’’, losses follow special laws (see Section 4.6.2.3).

Since an alternating magnetic field induces eddy currents in the tissue, the induc-

tive RF method sometimes is also referred to as magnetic hyperthermia. This effect
of eddy currents (see Section 4.6.2.4) is undesirable in magnetic particle hyperther-

mia as it is present in tumor tissue as well as in the surrounding healthy tissue.

Eddy current-induced heating of small magnetic particles is negligible in compari-

son to the purely magnetic heating. Insofar, the term ‘‘inductive heating’’ – which

is often used for magnetic particle heating in the biomedical literature – is mis-

leading.

In systems of magnetic particles the energy is absorbed from an alternating (or

rotating) magnetic field and is transformed into heat via at least one of the follow-

ing mechanisms:

� Reversal of magnetization inside a magnetic particle.
� Rotation of the magnetic particle in a fluid suspension relative to the surround-

ings.

In order to compare different particle types, the amount of heat produced during

one cycle of the alternating field is related to the mass of particles. The latter can be

determined much more easily than volume; hence this relationship is denoted as

the specific magnetic loss energy, W. The corresponding specific loss power, L (given

in W g�1 of a specific material) is obtained by multiplying W with the frequency n

of the alternating field:

LðnÞ ¼ WðnÞ � n ð4:10Þ

taking into account that the losses W may also depend on the frequency and am-

plitude of the alternating field. Accordingly, these parameters of measurement

must be specified in order to characterize the material.

4.6.2.1

Losses during Magnetization Reversal within the Particles

The magnetization reversal is usually described by the well-known hysteresis loop

which is considered in Section 1.2 (see Fig. 1.21) from a physical viewpoint. Here,

we treat the topic with respect to practical applications and define the specific mag-

netic losses as the area enclosed by the two branches (for increasing and decreas-

ing field strength H) of the specific magnetization M=r as function of the field

strength H

Whys ¼ m0

r
�
þ
MHðHÞ dH ð4:11Þ
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where m0 ¼ 4p� 10�7 Vs (Am)�1 is the vacuum permeability, and r is the mass

density of the magnetic material. MH is the component of the magnetization par-

allel to the magnetic field. The variation of the magnetization M with the magnetic

field strength H is a complicated process (see Section 1.2) which may considerably

differ for different particle types. There are, however, some theoretical models, for

example the magnetization reversal of so-called single-domain particles with uni-

axial magnetic anisotropy treated by Stoner and Wohlfarth (1948), as well as several

cases of a more complicated behavior which are described in terms of the micro-

magnetic theory (Shtrikman and Treves, 1963). However, the experimental confir-

mation of these theoretical models remains open, mainly due to the fact that the

objects are very small. Only recently were modern methods of electron microscopy

seen to offer possibilities for the direct depiction of processes of magnetization re-

versal in individual particles with diameters of less than 100 nm (Dunin-Borkowski

et al., 2001). This range is of special interest because it is near to the theoretically

expected transition from the multidomain state to the state where magnetic do-

main walls are not existing (Fabian et al., 1996). For further information, the

reader is referred to the analysis provided by Hubert and Schäfer (1998). In Figure

4.32, experimental hysteresis loops of different magnetic iron oxide particles (e.g.,

a typical chemically precipitated sample m6.3, a sample BASF1 of acicular particles

for recording applications and magnetosomes synthesized by bacteria) are com-

pared with a theoretical loop of so-called Stoner–Wohlfarth particles. The depen-

dence of hysteresis loss on field amplitude is shown in Figure 4.33 for the samples

of Figure 4.32 in comparison to the theoretical Stoner–Wohlfarth curve. There are

considerable deviations between the experimental results and theory.

Fig. 4.32. Hysteresis loops of the specific magnetization as a

function of the magnetic field for a chemically precipitated sample

(m6.3; Dutz et al., 2005), a sample of commercial magnetic recording

particles (BASF1), and magnetosomes (Hergt et al., 2005) in com-

parison with the loop of randomly oriented Stoner–Wohlfarth (S-W)

particles. The S–W coercivity is adjusted to that of BASF1.
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Above a critical size domain walls exist in magnetic particles. If the motion of

those walls is hindered by pinning centers, so-called Rayleigh losses occur for

small amplitudes of the alternating magnetic field. Their dependence on the am-

plitude Hmax was explained by Néel (1942, 1943) resulting in the formula:

Whys ¼ CR � ðHmaxÞ3 ð4:12Þ

where CR is determined by properties of the specific material. It may differ by

orders of magnitude for different materials, as may be deduced from Figure 4.33.

From the practical point of view, large losses ought to be achieved with mini-

mum effort – that is, with field amplitudes as low as possible. For low field ampli-

tudes (H < 10 kA m�1) the different curves in Figure 4.33 are almost in agreement

with Eq. (4.12), while for greater amplitudes there are considerable deviations and

none of the known theoretical predictions is met. The highest specific losses at low

amplitudes are found for iron-oxide particles (mean diameterA35 nm) synthe-

sized by magnetotactic bacteria (Hergt et al., 2005) (also shown in Fig. 4.33). Their

size is near to that theoretically predicted for the transition of single-domain par-

ticles of magnetite (Fe3O4) from the low remanence (curling-) state to the high re-

manence (flower-) state (Fabian et al., 1996).

4.6.2.2

Losses Caused by Rotational Motion of Particles

In the preceding paragraph the ferromagnetic objects are assumed to remain fixed

with respect to the surrounding medium. If, however, this medium is a liquid, the

alternating magnetic field may also cause oscillating or rotating motions of the par-

Fig. 4.33. Dependence of hysteresis losses per cycle on field

amplitude for the samples shown in Figure 4.32.
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ticles. In cases where the field amplitude does not exceed a certain critical value,

magnetization of the particles remains essentially unaffected and the particle re-

acts as permanent magnet with a certain mass of inertia giving rise to losses

caused by friction in the surrounding liquid. To illustrate this, the stationary rota-

tion (frequency n) of a sphere (mass m, density r) in a liquid (viscosity h) forced by

a rotating magnetic field may be investigated. According to the theory of viscous

friction (Landau and Lifshitz, 1978), the losses per cycle related to the mass of the

sphere will be:

Wrot ¼ 24 � p2 � h � n=r ð4:13Þ

Interestingly, these specific losses depend neither on the size of the sphere nor

on the field amplitude, provided that the amplitude is sufficiently strong to over-

come the torque exerted by the viscous friction. The required minimum field am-

plitude is given by:

Hmin ¼ 12 � p � h � n=ðm0 �MRÞ ð4:13aÞ

where MR is the remanent magnetization of the rotating sphere. Introducing the

viscosity of water (h ¼ 10�3 Pa�s) and a frequency of 70 kHz, the minimum field

for magnetite (Fe3O4) assuming MRA2:3� 105 A m�1 evaluates as HminA10

kA m�1. Then, according to Eq. (4.13), the losses related to the mass of the sphere

achieve WrotA3 J kg�1. Rotational losses in rotating fields of 5 kA m�1 at 500 Hz

were investigated by Knauft et al. (2004), using macroscopic spheres of NdFeB in

silicone oil. Since the losses described by Eq. (4.13) are independent of the size of

the sample, small particles in an aqueous liquid may also exhibit rotational losses,

provided that they are in a suspended state and not immobilized by sticking on

solid tissue elements.

4.6.2.3

Thermal Relaxation Effects in Magnetic Nanoparticles

Heating of magnetic particles in an alternating magnetic field may be understood

in terms of several types of energetic barriers which must be overcome for reversal

of the magnetic moments. With decreasing particle size, these barriers decrease

and the probability of jumps of the spontaneous magnetization due to thermal acti-

vation processes increases. Accordingly, relaxation effects may be observed if the

measurement frequency is smaller than the characteristic relaxation frequency of

the particle system. The latter one may be understood in the frame of a model of

two energy levels which are separated by an energy barrier being proportional to

the anisotropy energy KV (V particle volume). Then, the so-called Neél relaxation

time of the system is determined by the ratio of anisotropy energy KV to thermal

energy kT (Néel, 1949):

tN ¼ to exp½KV=ðkTÞ� ðto @ 10�9 sÞ ð4:14Þ
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A critical grain volume Vc may be defined by tNðVcÞ ¼ tm (tm characteristic time

of measurement). For a measuring frequency of 300 kHz and a magnetic aniso-

tropy energy density of 104 J m�3 (for magnetite particles of ellipsoidal shape with

an aspect ratio of 1.4), the critical diameter is about 20 nm. The relaxation effects

cause vanishing of the remanent magnetization, coercivity as well as hysteresis

losses below the critical size. This transition to superparamagnetism occurs in a

narrow frequency range. As a consequence, particles, which show superparamag-

netic behavior in loop measurements at 50 Hz may give full hysteresis losses at

500 kHz. Losses in the ‘‘superparamagnetic’’ regime also lead to heating of the par-

ticle ensemble, and may be used for hyperthermia. The loss power density for a

magnetic material in an alternating field of small amplitude H and frequency n is

given in linear approximation by (e.g., Landau and Lifschitz, 1960):

Pðn;HÞ ¼ mopw
00ðnÞH2n ð4:15Þ

where w 00ðnÞ is the imaginary part of susceptibility given in the simplest approxima-

tion (see e.g. Bertotti, 1998) by (MS saturation magnetization)

w 00ðnÞ ¼ wof=ð1þ f2Þ; f ¼ ntN wo ¼ moMS
2V=ðkTÞ ð4:16Þ

According to these equations, at low frequencies (ff 1) – that is, in the super-

paramagnetic regime – losses increase with the square of frequency, while for

fg 1 losses saturate at P ¼ mopH
2wo=tN – that is, the losses become independent

of frequency. At the transition between these two regimes, the spectrum of the

imaginary part of the susceptibility has a peak which is related via Eq. (4.14) to

the mean particle size. The very strong size dependence of the relaxation time ac-

cording to this equation leads to a very sharp maximum of the loss power density

in dependence on particle size (cf. Fig. 2 of Hergt et al., 2002). Therefore, one may

expect a remarkable output of heating power only for careful adjustment of field

parameters (frequency and amplitude H) in accordance with particle properties

(size and anisotropy). Otherwise, power density remains orders of magnitude too

low. Moreover, one may expect for commonly observed log-normal size distribu-

tions of commercial particles that the majority of particles do not meet the condi-

tion f ¼ 1 and deliver only negligible contribution to the specific heating power of

the magnetic fluid. The same reasoning refers to the anisotropy, which appears be-

sides particle volume in Eq. (4.14). In addition to the crystal anisotropy, small devi-

ations from isometrical shapes lead to remarkable shape anisotropy, the variance of

which may also result in a wide spread of relaxation times. The effect of size distri-

bution on loss power density was elucidated by Rosensweig (2002). Clearly, prepa-

ration conditions must be optimized with respect to as far as possible homogeneity

of the particle ensemble. For example, Hergt et al. (2004a) have reported on ma-

ghemite particles which, due to a special preparation technique, have a narrow

size distribution resulting in a specific loss power of 600 W g�1 (at 11 kA m�1
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and 400 kHz) in comparison with values below 100 W g�1 for particles prepared by

common chemical precipitation.

In addition to the discussed Neél losses which are caused by the reversal of mag-

netic moments inside the particles, a further loss type may arise due to particle ro-

tation in the case of liquid suspensions of magnetic particles. This effect becomes

essential if the magnetic moment direction is strongly coupled to the particle itself,

for example by a large value of the magnetic anisotropy, combined with easy

particle rotation due to a low viscosity h of the suspension medium. For spherical

particles with the hydrodynamic radius rh (which due to, for example, particle coat-

ing may be essentially larger than the radius of the magnetic particle core), the so-

called Brownian relaxation time is given by

tB ¼ 4phrh
3=ðkTÞ ð4:17Þ

This expression was first derived by Debye (1929) for rotational polarization of

molecules. The loss power density is given for Brown relaxation again by Eqs.

(4.15) and (4.16), taking Eq. (4.17) as relaxation time. The dependence of loss

power density on size is different from the case of Néel relaxation. It increases mo-

notonously with particle size up to a saturation value for fg 1, as shown in the

review of Hergt et al. (2002). For magnetite in water at a field amplitude of

8 kA m�1, saturation may be estimated to be in the order of 100 W g�1. The useful

frequency is given according to the condition fg 1 by the mean particle size (e.g.,

n ¼ 10 kHz for 40-nm hydrodynamic diameter).

In the general case, if both Néel and Brown relaxation are present, the effective

relaxation time is

teff ¼ tNtB=ðtN þ tBÞ ð4:18Þ

The importance of Brown relaxation may be well illustrated by the measured

susceptibility spectra shown in Figure 4.34 (Hergt et al., 2004a). By comparing the

experimental points determined for the fluid suspension with the data of the same

particles immobilized in gel, the effect of Brown relaxation becomes clear. The low-

frequency peak of w 00 for the liquid suspension represents Brown losses. After im-

mobilization, there is a remarkable reduction of w 00 near the Brown relaxation peak.

Consequently, a considerable reduction in specific heating power may be expected

when particles circulating in blood become attached to tumor cells or enter the cell

plasma. However, the results of Figure 4.34 show that this detrimental effect may

be avoided by choosing a suitable frequency of the external magnetic field well

above the Brown peak. The experimental data points may be approximated satisfac-

torily (solid and dashed lines) by combining the above-described Eqs. (4.14) to

(4.18) with the experimental size distribution determined by electron microscopy

(for details, see Hergt et al., 2004a). The loss power density calculated by Eq.

(4.15) is confirmed by calorimetric measurements which give a specific loss power

of 600 W g�1 in a field of 400 kHz and 11 kA m�1.
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4.6.2.4

Eddy Current Effects

The generation of eddy currents is a consequence of the law of induction (see Eq.

(1.8) in Section 1.2), and is not restricted to magnetic materials. This process, how-

ever, provides an essential heating effect only in electrically conducting materials of

macroscopic size. In particular, the high electrical conductivity of metals yields

considerable currents in a closed circuit surrounding an alternating magnetic

flux. The corresponding method of hyperthermia using implanted, electrically con-

ducting seeds is described in detail by Brezovich (1988). Unfortunately, eddy cur-

rent hyperthermia is a highly invasive method, because the implanted parts (pref-

erably needle-shaped cylinders) typically have a diameter of 1 mm and must be

arranged in arrays covering the whole region of the tumor. This drawback may be

why the so-called ‘‘thermoseeds’’ were not widely accepted in the clinical scenario.

In small oxide particles, eddy current losses cannot contribute any comparable

heating effect because the heating power decreases with decreasing diameter of

the conducting material.

As mentioned above, eddy currents are also induced in the tissue, but the spe-

cific electrical conductivity is much less than that of a metal (typically stissueA0:6

Fig. 4.34. Imaginary part of the specific susceptibility w 00 as function
of the frequency. Experimental results (dots) are plotted of an aqueous

maghemite ferrofluid and of the same particles immobilized in gel

in comparison with calculated spectra (solid and dashed lines).

(Reprinted from Hergt et al., 2004a, with permission from Elsevier).
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(Wm)�1 as compared to scopperA6� 107 (Wm)�1). On the other hand, the diameter

of the region exposed to the alternating field may be relatively large. In the case of

whole-body treatments, a diameter of approximately 30 cm may be assumed. For

this situation, Brezovich (1988) found that a ‘‘. . . test person had a sensation of

warmth, but was able to withstand the treatment for more than one hour without

major discomfort’’ if the product H � n was below

ðH � nÞcrit ¼ 4:85� 108 A=ðm � sÞ ð4:19Þ

Depending on the diameter of the exposed body region, on the duration of treat-

ment, and on the seriousness of the illness, this critical product may be exceeded.

However, it should be borne in mind that the specific loss power Ledd of tissue in-

creases with the square of ðH � nÞ. As the results of an earlier study (Borrelli et al.,

1984) exhibit deviations from Eq. (4.19), further detailed investigations are desir-

able.

4.6.3

Physical-Technical Implementation of the Therapy

4.6.3.1

Demand of Specific Heating Power

The demand of specific heating power of magnetic particles for hyperthermia is

determined, first, by the temperature elevation needed to damage the cancer cells,

and second by the concentration of magnetic particles in the tissue selected for

therapy. Temperature elevations considered to be therapeutically useful vary be-

tween a few K for hyperthermia up to about 15 K for thermoablation. The temper-

ature elevation in tumor tissue is a result of the balance of the two competing pro-

cesses of heat generation within the magnetic nanoparticles and heat depletion

into surrounding tissue mainly due to heat conduction. Accordingly, the intra-

tumoral particle concentration needed for a defined temperature increase may be

estimated for a given specific heating power of the magnetic material by solving

the heat conductivity problem as given by Andrä et al. (1999). The so-called ‘‘bio-

heat equation’’ (Sonnenschein, 1986), which takes into account heat depletion due

to blood perfusion, must be regarded only when there are large vessels in the im-

mediate neighborhood of the tumor, or if the heating power is very low. In this sit-

uation, the physiological vasodilatation in normal tissue may be overcompen-

sated in tumor tissue under hyperthermic conditions (Vaupel et al., 1986). For

thermoablation – that is, a temperature elevation of 15 K at the tumor border –

Figure 4.35 shows the dependence of the required heating power on the radius of

an approximately spherical tumor for three values of particle concentration sup-

plied in the tumor tissue. While a concentration of more than 0.1 g magnetite per

cm3 tumor tissue rarely may be practicable (for example by direct injection), con-

centrations for antibody-mediated particle targeting may be expected to be below
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0.001 g cm�3. Between both limits (curves (1) and (3) in Fig. 4.35) the heating

power is altered by two orders of magnitude. Importantly, there is a rapid increase

in the demand for specific heating power with decreasing tumor size. By consider-

ing common values of specific heating power reported in the literature (<100

W g�1 iron oxide), combined with presently preferred concentrations of about 10

mg cm�3 (curve (2) in Fig. 4.35), it can be seen that the diameter of the heated

tissue region must not be less than 1 cm, even if the tumor is considerably smaller.

In the case of antibody targeting, the low concentration of magnetic material trans-

ported into the tumor region demands a considerable increase in specific heating

power, as may also be deduced from Figure 4.35. For presently available particle

types and target concentrations, a useful effect of antibody targeting may be ex-

pected only for large tumors in the diameter range of some centimeters. Moreover,

the data show clearly that a significant temperature increase for isolated tumor

cells which took up magnetic particles cannot be expected. As stated previously by

Rabin (2002), thermal effects at the cellular level are negligible as far as there is no

macroscopic heating of cells in tissue linkage. Thus, there is no reason to differ-

entiate extracellular macroscopic heating from ‘‘intracellular hyperthermia’’, as

claimed repeatedly by Jordan et al. (1997a, 1999) and others (e.g., Bacri et al.,

1997). In particular, there are no reasons for the damage of cell membranes by ad-

sorbed magnetic nanoparticles caused by an external alternating magnetic field

without macroscopic heating, which was assumed by Neuberger et al. (2005).

It should be pointed out that the scenario discussed here is the ‘‘best case’’. In

practice, the tumor shape deviates considerably from spherical, and homogeneous

filling of the tumor tissue with magnetic particles rarely will be achievable. More-

over, there may be an additional cooling effect by convection in blood vessels. Con-

sequently, in practice the demand for heating power may considerably exceed the

above-given estimations.

Fig. 4.35. Power demand of magnetic nanoparticles used

for thermoablation in dependence on tumor radius for

three different particle concentrations in tumor tissue:

(1) 0.001 g cm�3; (2) 0.01 g cm�3; (3) 0.1 g cm�3.
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4.6.3.2

Parameters of the Alternating Magnetic Field

Clearly, the specific heating power delivered by magnetic particles depends on the

AC-field parameters applied for tumor heating. The general tendency is that the

higher both field amplitude and frequency, the more heating power may be gener-

ated in particles. However, in practice technical and economical as well as biomed-

ical restrictions seriously limit any simultaneous increase of frequency and ampli-

tude. In order to avoid excessive eddy current heating of healthy tissue, the product

of field amplitude H and frequency n should not exceed a critical value discussed in

Section 4.6.2.4 (Eq. 4.19). Which favorable combination of AC-field amplitude and

frequency is chosen depends heavily on the type of particles provided for the ther-

apy. For particles with mean size in the superparamagnetic regime, losses increase

with frequency according to Eq. (4.15), taking into account the particular frequency

dependence of the imaginary part of the susceptibility (Eq. 4.16). In contrast, the

dependence of hysteresis losses on frequency is linear for ferromagnetic particles.

The dependence of magnetic losses on field amplitude obeys a square law for

superparamagnetic particles (cf. Eq. 4.15) compared to a third-order power law for

larger ferromagnetic particles in the Rayleigh regime (Eq. 4.12). As a consequence,

for particles with hysteresis losses within the validity range of the Rayleigh regime,

the field amplitude should be favored against frequency in the limiting product of

Eq. 4.19 (e.g., reducing n by a factor of 0.5 and simultaneously doubling H may

gain a factor of four in specific heating power). Clearly, it makes no sense to in-

crease the field in the saturation range of losses.

Besides the biological limitation given by Eq. (4.19), technical-economic reasons

also determine the choice of amplitude–frequency pairing for therapy. Commonly,

the alternating magnetic field to be used to heat magnetic nanoparticles is gener-

ated by means of coils driven by alternating current generators of fixed frequency.

Hilger et al. (2005) have favored a frequency of about 400 kHz and amplitudes of

about 10 kA m�1 in a number of experimental investigations with animals, tissue

samples, and cell assemblies. For the first commercially developed equipment used

to treat human patients, a frequency of 100 kHz and a field amplitude up to

18 kA m�1 was reported (Gneveckow et al., 2004). These authors used a coil with

ferrite core and a C-shaped yoke, with a relatively large aperture height of up to

300 mm.

4.6.3.3

Optimization of the Magnetic Material

It follows from the above discussions, that there are biological, technical, and eco-

nomic reasons for increasing the specific loss power (SLP) of magnetic nanopar-

ticles. For biomedical applications, the vast number of known magnetic materials

is strongly restricted by the demand of biocompatibility (e.g., nontoxicity, sufficient

chemical stability in the bio-environment, appropriate circulation time in blood,

harmless biodegradability). Few investigations have been conducted with iron par-
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ticles, spinel ferrites and magnetic alloys; rather, the majority of investigations

have concentrated on magnetic iron oxides Fe3O4 (magnetite) and g-Fe2O3 (maghe-

mite) that are well tolerated by the human body. Iron concentrations causing a

dangerous acidosis in humans are reported to exceed 200 mg kg�1 body weight

(Crotti, 1971), which is far beyond common diagnostic or therapeutic concentra-

tions. At present, a variety of approved types of magnetic iron oxide particles for

specific contrast enhancement in nuclear magnetic resonance imaging (MRI) are

available commercially (for a review, see Taupitz et al., 2003). However, these rela-

tively small superparamagnetic particles suffer from small SLP.

Magnetic iron oxide particles, though chemically well defined, may differ consid-

erably with regard to their magnetic properties. In particular, the SLP depends

heavily on the particle morphology and structure. Above all, the mean particle di-

ameter is crucial for a high SLP (see Section 4.6.2). The experimentally determined

dependence of SLP (field amplitude ca. 10 kA m�1, frequency ca. 400 kHz) on

mean particle diameter for different superparamagnetic particles (Hergt et al.,

1998, 2004a,b, 2005) is illustrated graphically in Figure 4.36. Whilst a rapid in-

crease in SLP with increasing diameter was found, it was clear that for multido-

main particles this trend is reversed, as may be deduced from the experimental

data of Heider et al. (1987) for magnetite particles with mean diameter > 50 nm.

Clearly, a maximum of SLP for particles between multidomain and superparamag-

netic size range is expected (Hergt et al., 1998), though the position and height of

that maximum are as yet unclear.

Fig. 4.36. Specific loss power (at ca. 400 kHz, 10 kA m�1) depending

upon mean particle core diameter for magnetic nanoparticles

(Hergt et al., 1998 U; 2004a k; 2004b c; 2005 v).
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The experimental data of Figure 4.36 show that the commonly used, very small,

superparamagnetic particles (e.g., core diameter 3.3 nm; Jordan et al., 1993) are

not the optimum choice for large heating power. A very large value of SLP of

almost 1 kW g�1 at an AC-field amplitude of 10 kA m�1 and a frequency of

410 kHz was found by Hergt et al. (2005) for bacterial magnetosomes having a

mean diameter of about 35 nm. However, at present the technical preparation

of stable suspensions of magnetic particles with those dimensions are faced with

difficulties.

In addition to mean particle diameter, particle size distribution also has a major

effect on SLP value (see Section 4.6.2.3). Quantitatively, this effect was demon-

strated by the calculations of Rosensweig (2002), but for experimental confirmation

a high-SLP fraction was obtained from a commercial ferrofluid by magnetic fractio-

nation (Hergt et al., 2004b). Moreover, a large SLP of 600 W g�1 (at 410 kHz and

11 kA m�1) was found for magnetite particles which, due to a special preparation

procedure, showed a rather narrow normal size distribution rather than the

commonly observed log-normal distribution (Hergt et al. 2004a).

Effective magnetic anisotropy is also important for magnetic losses. The intrinsic

magnetic anisotropy related to the crystal lattice is relatively small for cubic iron

oxides (in the order of some kJ m�3; McCurrie, 1994). However, it may be exceeded

considerably by the magnetic shape anisotropy even for relatively small deviations

of particle shape from a sphere (in the order of 10%). The strong influence of

shape anisotropy on hysteresis losses is seen, for example, in Figures 4.32 and

4.33 for acicular particles developed for magnetic recording. Magnetic anisotropy

may also be considerably influenced by the particle coating (Berkowitz et al.,

1975) needed to stabilize the suspension, as well as for coupling of functional

groups. The coating may also influence the SLP if there is a contribution of Brown

relaxation losses, though these arise preferably in the region of middle frequencies

(<50 kHz, cf. Fig. 4.34) (see Section 4.6.2.3).

A compilation of published data of SLP from several groups was provided in

Table 1 of the first edition (Andrä, 1998).

It is extremely questionable whether SLP may exceed the order of magnitude of

10 kW g�1 for useful field parameters (see Section 4.6.3.2). According to the data of

Figure 4.35, the minimum tumor size treatable by magnetic particle thermoabla-

tion would be essentially reduced by intratumoral injection of particles with

SLP ¼ 1 kW g�1. However, for particle supply by antibody targeting, treatment

would be limited to above about 1 cm tumor diameter for a tissue concentration

of 1 mg cm�3. It is questionable whether such a concentration might actually be

achieved with antibody-functionalized magnetic particles.

The above discussion demonstrates that a good knowledge of structural and

magnetic properties of the magnetic nanoparticles is a compulsory precondition

for designing valuable particle systems with large SLP for hyperthermia or ther-

moablation. Many methods are available for magnetic nanoparticle preparation,

and a discussion of procedures is beyond the scope of this book. However, the in-

terested reader might refer to the recent review of Tartaj et al. (2003).
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4.6.4

Biomedical Status of Magnetic Particle Hyperthermia

4.6.4.1

Studies with Animals and Cell Cultures

Studies in Animals

Magnetic particle hyperthermia (MPH) was first suggested by Gilchrist et al. (1957),

who performed experiments on dogs with the aim of destroying metastases in the

lymph nodes. In those early basic investigations, not only relevant biomedical

problems but also questions of particle magnetism and suitable technical imple-

mentation were taken into account. Subsequently, many experiments were con-

ducted in a variety of mammal species, including mice, rats, rabbits, dogs, and

pigs. The most important results have been reviewed by Moroz et al. (2002). In

summary, most previous investigations showed that temperature elevations suffi-

cient for tumor degradation may be realized in animal experiments under tolerable

systemic loads. Commonly, damage to the tumor cells is proved by histological

evaluation of the treated tissue. Although many questions related to MPH have

been clarified in animal experiments, extrapolation to the treatment of humans

has been restricted, mainly because the small-sized equipment had been developed

for use in animals. Moreover, the curative value of MPH had not been satisfactorily

demonstrated. Post-treatment survival with statistically profound determination of

surviving fractions was considered only in a few experiments. For example, Lu-

derer et al. (1983) reported only 12% of treated adenocarcinoma-bearing mice to

survive at 100 days post treatment. Later, Jordan et al. (1997b), using C3H mam-

mary carcinoma-bearing mice, reported 44% of animals to be alive and to have

minimal or no further tumor growth at 60 days after MPH treatment. A logistic

regression analysis of tumor volumes reflected the critical problem of homogeneity

of the intra-tumoral magnetic particle distribution. The best result, reported by Ya-

nase et al. (1998a), identified 87.5% of rats with no tumor regrowth within three

months. Using magnetite cationic liposomes, the same group reported the induc-

tion of antitumor immunity by MPH (Yanase et al., 1998b), while Le et al. (2001)

achieved successful tumor control using antibody fragment-coated magnetolipo-

somes. Since the 1980s, and in parallel to the various animal experiments, many

patents related to MPH have been registered, the most comprehensive of which

were those of Rand et al. (1985) and Handy et al. (2003).

Studies in Cell Culture

Research studies into MPH were also flanked by many in-vitro experiments using

cell cultures. The main purpose of these experiments was to test the biocompatibil-

ity of coated magnetic iron oxides and to investigate any interactions of magnetic

nanoparticles with different cell species in aqueous suspension. The coatings

mainly included dextran, carboxydextran, citrate, polyethleneglycol, or starch. The

toxicity of various coatings was studied by Häfeli and Pauer (1999). Chan et al.

(1993), when comparing survival fractions of A549 human lung adenocarcinoma

564 4.6 Magnetic Hyperthermia and Thermoablation



cells after heating by water bath or by MPH, concluded that cancer cell damage

was due to purely thermal effects. This finding was in accordance with the theoret-

ical investigations of Rabin (2002), which considered the principal laws of heat

transfer, and contradicted the often-cited opinion (e.g., Jordan 1997a, 1999) that

‘‘intracellular hyperthermia’’ is a particularly effective means of causing cell dam-

age. One very important means of achieving effective tumor cell damage by MPH

is to ensure a sufficiently high concentration of nanoparticles in the tumor tissue,

irrespective of the position of the nanoparticles on the cellular level (see Section

4.6.3.1). In the case of systemic application of particles this concentration depends

on the targeting efficiency – that is, the degree of retention of particles in or on

tumor cells (e.g., by endocytosis or adsorption on cell membranes).

Differences in the cellular uptake of magnetic nanoparticles by different cell

types, as well as of particle coatings, were demonstrated in vitro by several authors

(e.g., Jordan et al., 1999). Suzuki et al. (1995) achieved a highly specific cellular up-

take by coupling tumor-specific monoclonal antibodies onto the polyethylene glycol

coating of magnetite particles. After incubation with BM314 cells, 90 pg magnetite

per tumor cell was detected, which was fourfold that of unlabelled control cells.

Much more highly specific antibody labeling is required, however, to achieve mag-

netic particle enrichment in tumor tissue cells using only MPH. Although some

problems associated with nanoparticle–living cell interaction were solved by in-
vitro experimentation, care must be taken when validating reports of temperature

elevations in cell suspensions as a result of MPH. Reported temperature elevations

are often measured under good thermal isolation of the samples, which is not

representative for the real situation in the body. These experiments are conclusive

only if the heat capacity of the experimental arrangement is well known, and when

the specific heating power of the particles used may subsequently be calculated

(Hiergeist et al., 1999).

In summary, whilst both animal and cell culture studies have identified certain

essential preconditions for successful MPH, a number of unresolved risk factors

have delayed initiation of the first human clinical trials with this technique.

4.6.4.2

Application to Human Patients

Although, in 1957, Gilchrist was highly optimistic with regard to the ultimate ap-

plication of MPH to humans, almost 50 years passed before the first clinical trials

were initiated. Provided that the correct particles are available, the primary problem

in human studies is to deliver the particles to the tumor. This may be achieved in

two main ways (only the first of which is currently under practical consideration):

� By injecting the particle suspension directly into the tumor, or into blood vessels

that supply the tumor.
� By using a relatively targeted delivery to the tumor, either by labeling the mag-

netic particles with tumor-specific antibodies, or by particle guidance using inho-

mogeneous magnetic fields.
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The key problem with this new therapy – of which Jordan and colleagues were

well aware during the mid-1990s (Jordan et al., 1997b) – is to provide an adequate

particle supply to the tumor tissue. Since the temperature elevation caused by an

external alternating magnetic field is confined to tissue regions containing mag-

netic particles in sufficient concentration (see discussion in Section 4.6.3.1), the

tissue distribution of the applied particle suspension should – in the ideal case –

exactly fit the tumor shape. A number of serious practical difficulties have arisen

in attempting to achieve this goal, however. Initially, the particle distribution must

be monitored after injection using suitable diagnostic means such as sonography,

radiography, or MRI (cf. Hilger et al., 2002). Then, knowing the spatial distribu-

tion and SLP of the magnetic particles, it is possible – using the above-described

physical principles (see Section 4.6.3.1) – to calculate the temperature increase.

Heating may be controlled by adjusting the field amplitude and duration of the

field exposure, while the local temperature increase is measured online using, for

example, optical fiber sensors introduced into the tumor tissue. The correct match-

ing of an infiltrative growing tumor (e.g., as often occurs with glioblastoma) by in-

jecting a suitable magnetic nanoparticle suspension seems impossible, however.

Relying on high-resolution imaging of the tumor shape, the physician must fill

the tumor tissue with particles but with limited involvement of healthy tissue.

The problem is that, even for a globular, well-bounded tumor, homogeneous injec-

tion is difficult as tissue inhomogeneity causes the suspension to spread irregularly

from the tumor into the normal tissue, which has a softer texture than the tumor.

In an effort to avoid such spread, Jordan et al. (1997b) recommended the use of a

very slow infiltration and/or repeated multi-site injections, though the latter

approach carries the danger of needle track implantation or local tumor spread, as

noted by Moroz et al. (2002). In view of these problems, it is perhaps remarkable

that the first human trials have already commenced, and a technically advanced

hyperthermia and thermoablation system for clinical application has recently been

developed by Gneveckow et al. (2004). As a result, clinical trials on the feasibility

and tolerability of magnetic particle hyperthermia are currently under way at the

Bundeswehrkrankenhaus, Berlin (Gneveckow et al., 2005).

In an effort to improve the site specificity of MPH, the suggestion was made to

label the magnetic particles with target-specific ligands (e.g., antibodies) (Handy

et al., 2003). However, at the time of writing only preliminary results are known,

and these are restricted to in-vitro experiments with cell cultures (Suzuki et al.,

1995) or to in-vivo studies using intra-tumoral injection (Shinkai et al., 1999; Le

et al., 2001). The targeting efficiency – that is, the concentration enhancement at

the tumor site compared to the magnetic particle content of the inner organs –

was not satisfactorily investigated till now for remote (e.g., intravenous) particle

application. In fact, the expected concentrations are so low that the achievement

of a useful heating effect would require considerable enhancement of the specific

heating power of the magnetic nanoparticles (see Section 4.6.3.1).

The enrichment of magnetic nanoparticles in a target region of the body by ap-

plying external magnetic fields has been shown, in principle, by several groups.

Unfortunately, the method is hampered by the fact that when using extracorporeal
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magnets the center of attraction for the particles cannot be positioned within the

body. Furthermore, as magnetic attraction is proportional to the magnetic moment

of the particles, there is insufficient targeting for superparamagnetic particles. On

the other hand, for larger single domain particles there is the tendency towards ag-

glomeration and the added hazard of unintended embolization. In this respect, the

method has been investigated for arterial embolization hyperthermia (for a review,

see Moroz et al., 2002).

In summary, provided that some serious practical problems of controlled particle

delivery can be resolved, MPH appears to offer a promising approach to highly se-

lective cancer therapy.
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Hergt, R., Andrä, W., d’Ambly, C.G.,

Hilger, I., Kaiser, W.A., Richter, U.,

and Schmidt, H.G. (1998). Physical limits

of hyperthermia using magnetite fine

particles. IEEE Trans. Magn., 34, 3745.
Hergt, R., Hiergeist, R., Hilger, I., and

Kaiser, W.A. (2002). Magnetic nanoparticles

for thermoablation. Recent Res. Devel. Mater.
Sci., 3, 723.

Hergt, R., Hiergeist, R., Hilger, I., Kaiser,

W.A., Lapatnikov, Y., Margel, S., and

Richter, U. (2004a). Maghemite

nanoparticles with very high AC-losses for

application in RF-magnetic hyperthermia.

J. Magn. Magn. Mater., 270, 345.
Hergt, R., Hiergeist, R., Zeisberger, M.,
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4.7

Magnetic Cell Separation for Research and

Clinical Applications*

Michael Apel, Uwe A.O. Heinlein, Stefan Miltenyi, Jürgen Schmitz,

and John D.M. Campbell

4.7.1

Introduction

Magnetic cell sorting has become a standard method for cell separation in many

different fields. Numerous publications have demonstrated its use, from the labo-

ratory bench to the clinic; from small to large scale; from abundant cells to rare

cells with complex phenotypes; and from human and mouse cells to many other

species. The isolation of almost any cell type is possible from complex cell mix-

tures, such as peripheral blood, hematopoietic tissue (spleen, lymph nodes, thy-

mus, bone marrow, etc.), nonhematopoietic tissue (solid tumors, epidermis, der-

mis, liver, thyroid gland, muscle, connective tissue, etc.) or cultured cells (Molday

and MacKenzie, 1982; Miltenyi et al., 1990; Kato and Radbruch, 1993; Radbruch

et al., 1994; Kantor et al., 1997; McNiece et al., 1997; Miltenyi and Schmitz, 1999).

In this section we focus on the clinical applications of magnetic cell sorting with

MACS2 Technology. We will first introduce the MACS concept and thereafter pres-

ent the most important clinical applications in the field of cellular therapy:

� Stem cell enrichment for graft engineering
� Natural killer cells for tumor therapy
� T cell subsets in transplantation
� Enrichment of antigen-specific T cells for immune therapy
� Dendritic cells and cellular vaccination strategies
� Stem cells in cardiac repair

For further information on related technologies, the reader is referred to recent

publications (for a review, see Ugelstad et al., 1998).
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4.7.2

MACS4 Technology

4.7.2.1

The Concept

The variety of magnetic cell separation systems currently available differs princi-

pally in two features: (1) the composition and size of the magnetic particles used

for cell labeling; and (2) the mode of magnetic separation. The MACS system is

characterized by the use of nano-sized super-paramagnetic particles (ca. 50 nm in

diameter), unique separation columns and MACS separators – the instruments

where the separation process takes place (Miltenyi et al., 1990; Kantor et al., 1997;

Miltenyi and Schmitz, 1999). Magnetic cell separation using the MACS system is

performed in three steps as outlined in Figure 4.37:

� Magnetic labeling : The cell preparation and labeling methods are similar to those

used in flow cytometry. Individual cells of a cell suspension are immunomag-

netically labeled using MicroBeads which typically are directly covalently conju-

gated to a monoclonal antibody (mAb) or ligand specific for a certain cell type.

� Magnetic separation: Thereafter, the cell suspension is passed through the sep-

aration column that contains a ferromagnetic matrix and is placed in a MACS

separator. The separator contains a strong permanent magnet creating a high-

gradient magnetic field on the magnetizable column matrix. Labeled target cells

are retained in the column via magnetic forces, whereas unlabeled cells flow

through. By simply rinsing the column with buffer, the entire untouched cell

fraction is obtained.

� Elution of the labeled cell fraction: After removing the column from the magnetic

field of the MACS separator, the retained labeled cells can easily be eluted with

buffer. The entire procedure can be performed in less than 30 minutes, and both

cell fractions – magnetically labeled and untouched cells – are ready for further

use, such as flow cytometry, molecular biology, cell culture, transfer into animals,

or clinical cellular therapy.

4.7.2.2

Magnetic Separation Strategies

Magnetic cell selection is a very simple but flexible technique, and in planning iso-

lation only two basic strategies require to be considered: positive selection or deple-
tion. The optimal separation strategy depends on the frequency of target cells in

the cell sample, their phenotype compared with the other cells in the sample, the

availability of reagents, and a full consideration of how the target cells are to be

used, including any restrictions with respect to purity, yield, and activation status.

Positive selection means that the desired target cells are magnetically labeled and

isolated directly as the positive cell fraction (Fig. 4.37). It is the most direct and spe-
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cific way to isolate the target cells from a heterogeneous cell suspension, and

requires one or more cell surface markers which are specific for the target cells.

Positive selection is particularly well-suited for the isolation of rare cells, such as

hematopoietic stem cells, from complex cell mixtures such as blood cells (e.g., see

Fig. 4.43; enrichment of CD34þ or CD133þ stem cells).

Both fractions – labeled and unlabeled – can be recovered and used. Depending

on the cell type, on the target surface molecules used upon magnetic labeling, and

on the labeling moiety of the MicroBeads [monoclonal antibody (mAb) or ligand],

Fig. 4.37. The principle of high-gradient magnetic cell sorting.

Both fractions, magnetically labeled and unlabeled, can be

recovered and used in further experiments.
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the functional status of the cells can be influenced. This is a problem inherent to

labeling with antibodies (Ab) or ligands that recognize and crosslink cell-surface

receptors and thus may induce or suppress signal transduction. Labeling with Ab-

conjugated MicroBeads has no additive effect compared to labeling with an uncon-

jugated crosslinking Ab.

Depletion means that the unwanted cells are magnetically labeled and eliminated

from the cell mixture, and the nonmagnetic, untouched fraction contains the cells

of interest (Fig. 4.37). Additionally, potential effects on the functional status of cells

are minimized. A single depletion procedure can remove up to 99.99% of the mag-

netically labeled cells, leaving a highly pure fraction of unlabeled cells.

In particular, this strategy may be advantageous if functional studies such as

T cell activation studies or gene expression profiling will be performed with the tar-

get cells. If the desired target cells are heterogeneous, or do not have a well-defined

phenotype, removing well-characterized cells by depletion is an efficient way to iso-

late the target cell population. Commonly used examples of depletion approaches

include: the selective elimination of fibroblasts which often overgrow other cells

from primary tissue cultures; the enrichment of fetal erythroblasts from maternal

blood by leukocyte depletion; the enrichment of nonhematopoietic tumor cells

from blood and bone marrow of cancer patients by leukocyte depletion; and the de-

pletion of T cells from allogeneic stem cell grafts. Which separation strategy is fa-

vorable in which experimental setting is listed in Table 4.3.

4.7.2.3

Magnetic Labeling Strategies and Reagents

Direct labeling provides the most rapid means of magnetic labeling. When a mAb

specific for a certain cell surface antigen can be directly coupled to the MicroBeads,

only one labeling step is required (Fig. 4.38).

Direct labeling minimizes the number of washing steps and thereby prevents

cell loss. For many human, mouse, rat and nonhuman primate cell surface

markers, antibody-conjugated MicroBeads are available as one-step reagents.

Table 4.3. Comparison of positive selection and depletion.

Positive selection

should be considered for:

A depletion strategy

should be considered:

� Best purity, especially for

enrichment of rare cells
� Best recovery
� Fast procedure

� For the removal of unwanted cells
� If no specific antibody is available for target cells
� If binding of antibody to target cells is not desired
� For the subsequent isolation of a cell subset by means of

positive selection (e.g., see Fig. 4.44: multiparameter

magnetic cell sorting)
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Indirect labeling (Fig. 4.38) is performed when no direct MicroBeads are available,

when a panel of antibodies (Ab) directed against multiple cell surface antigens is

used, or when two-step magnetic labeling is significantly more efficient compared

to one-step labeling – for example, with weakly expressed antigens, or Ab of low

affinity.

Cells are labeled with a primary antibody that is unconjugated, biotinylated, or

fluorochrome-conjugated. In a second step, three different indirect magnetic label-

ing methods can be used:

1. Anti-immunoglobulin Ab-conjugated MicroBeads, to detect unlabeled primary

Ab.

2. Streptavidin-conjugated MicroBeads or anti-biotin Ab-conjugated MicroBeads,

to detect biotinylated primary Ab.

3. Anti-fluorochrome Ab-conjugated MicroBeads (e.g. anti-FITC Ab-conjugated

MicroBeads) to detect fluorochrome-labeled primary Ab.

4.7.2.4

Superparamagnetic MicroBeads

MACS MicroBeads are superparamagnetic particles made from an iron oxide core

and a dextran coating (Fig. 4.39). They are nano-sized, ranging from 20 to 150 nm

in diameter, and form colloidal solutions – that is, they remain dispersed (Kantor

et al., 1997; Miltenyi et al., 1990). Superparamagnetism means that in a magnetic

field the iron oxide cores magnetize strongly like ferromagnetic material, but when

Fig. 4.38. Principles of magnetic labeling

with superparamagnetic MicroBeads. Direct

labeling: one-step magnetic labeling, where

a cell-surface antigen-specific mAb is directly

conjugated to the MicroBeads. Indirect

labeling (anti-immunoglobulin): two-step

magnetic labeling. In the given example, anti-

isotype MicroBeads are illustrated. Cells are

labeled at first with a cell-surface antigen-

specific Ab and subsequently with anti-

immunoglobulin Ab-conjugated MicroBeads.
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removed from the magnetic field the particles do not retain any residual magne-

tism. The dextran coating of the MicroBeads permits chemical conjugation of bio-

molecules. Numerous highly specific mAb, fluorochromes, oligonucleotides and

various other moieties have all been covalently linked to MicroBeads, thereby trans-

ferring additional biochemical and physical properties to them (Miltenyi et al.,

1990; Kato et al., 1993).

The nano-sized iron-dextran particles confer several unique features on MACS

Technology. The MicroBeads are biodegradable, and do not alter cell function. Ef-

fects on the functional status of cells by magnetic labeling with the MicroBeads

are primarily dependent on the target cell-surface antigen and on the degree of

crosslinking by mAb or ligands conjugated to the MicroBeads, but not on the

MicroBeads themselves. Cells labeled with MicroBeads have been used for nu-

merous functional in-vitro assays, experimental transfers into animals, and thera-

peutic transplantations in humans.

4.7.2.5

Column Technology and Research Separators

As the MicroBeads are extremely small, the amount of magnetizable material

bound to cells is very low. Therefore, specific devices are required to generate a

high-gradient magnetic field powerful enough to retain the labeled cells. MACS

Technology uses high-gradient magnetic cell separation units consisting of a

strong permanent magnet (0.4–1 Tesla) and a separation column with a matrix of

ferromagnetic steel wool or iron spheres (Fig. 4.40).

Fig. 4.39. Scanning (left) and transmission

(right) electron micrographs of a CD8þ T cell,

isolated by MACS Technology using CD8

Ab-conjugated superparamagnetic MicroBeads

(illustration courtesy of Prof. Groscurth,

Zurich, Switzerland). Some superparamagne-

tic MicroBeads are marked with arrowheads;

these are about 50 nm in diameter, form

colloidal solutions, and are biodegradable.

Their small size enables fast kinetics of the

MicroBead-cell reaction and minimizes

unspecific binding. Thus, enrichment of cells

of more than 10 000-fold is possible from

frequencies below one cell in 108 cells.
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When the columns are placed in between the poles of the magnet of the MACS

Separator, high magnetic gradients up to some 104 T m�1 are generated in the vi-

cinity of the ferromagnetic matrix. The magnetic force is then sufficient to retain

the target cells labeled with a very small number of MicroBeads. Once the column

is removed from the magnet, the column matrix rapidly demagnetizes and the

cells which were retained can be eluted easily and completely by simply rinsing

the column with buffer.

MACS columns for research use are available in various sizes (Fig. 4.41) for

rapid (5–30 min) processing of different amounts of cells. In fact, up to 2� 1010

cells, containing up to 109 target cells, can be routinely handled. This is in striking

contrast to fluorescence-activated cell sorting (FACS), where cells are sorted one

after the other, limiting the sorting speed to about 5000 cells per second (i.e., 108

cells in 6 h).

4.7.2.6

CliniMACS4 Plus Instrument, and Accessories

The CliniMACS is an automated cell-selection device, based on MACS technology.

It enables the operator to perform large-scale magnetic cell selection in a closed

and sterile system (Fig. 4.42).

The use of clinical-grade isolation or depletion of cells has grown dramatically

over the past few years, and this is now a standard technique established in many

cellular therapy centers. The CliniMACS is an extremely flexible system for sepa-

rating cells labeled with clinical-grade MicroBeads. Cells are processed and labeled

using standard clean-room techniques in a closed-bag system. The processed cells

are then attached to a tubing set, and processed using the pre-set programs of the

CliniMACS instrument. The target cells are recovered in a transfer pack or cell cul-

ture bag, after which they are ready for downstream processing, once again using a

closed system.

Fig. 4.40. Matrix of a MACS column. The matrix consists either of

ferromagnetic steel wool or of iron spheres, as shown. To avoid

corrosion and potential damage to the cells through direct contact with

the matrix material, the ferromagnetic column matrix is coated with

a thin biocompatible plastic polymer layer.
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Fig. 4.41. Separation hardware. Various

MACS separators and columns are available

that are each individually designed for specific

applications. (a) The MidiMACS separator is

the instrument of choice for separation of up

to 108 labeled cells and up to 2� 109 total

cells in combination with LS columns.

(b) Enlarged view of the central separation

unit of all MACS separators: the permanent

magnet with a MACS column. For different

applications a variety of further MACS

columns is available. (c) The autoMACS is

an automated benchtop magnetic cell sorter

for high cell numbers or multiple samples.

It is capable of sorting up to 106 cells per

second from samples of up to 4� 109 cells.

———————————————————————————————————G

Fig. 4.42. (a) The CliniMACS3 Plus Instru-

ment. This is an automated cell selection

system for clinical-scale magnetic enrichment

of target cells or for depletion of unwanted

cells in a closed and sterile system. For separa-

tion, a single-use tubing set, including a sepa-

ration column, is attached to the CliniMACS

instrument. The cell preparation bag, con-

taining the labeled cells, is then connected

to the tubing set. After starting the selection

program, the system automatically applies

the cell sample to the separation column,

performs a series of washing steps, and finally

elutes the purified target cells. The CliniMACS

system has received CE approval for clinical

use in Europe and many other countries for the

selection of CD34þ, CD133þ, CD14þ, CD3þ,
CD19þ, CD56þ cells from human peripheral

blood and bone marrow. In the United States,

CliniMACS products are available for use

in clinical trials under an approved IDE

(Investigational Device Exemption) or IND

(Investigational New Drug application).

(b) CliniMACS buffer. (c) Transfer bag.
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Fig. 4.42. (legend see page 578)
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4.7.3

Magnetic Cell Sorting for Clinical Applications

In this section we will discuss the specific applications for the CliniMACS cell

selection system being used and developed in the clinic today.

4.7.3.1

Stem Cell Enrichment for Graft Engineering in Hematological Disorders

Hematopoietic stem cell transplant is currently the only curative therapy available

in a broad range of hematological malignancies, and is also now a standard treat-

ment for other hematological disorders. Stem cell transplants can be carried out

using bone marrow, or leukapheresis collections from donors who have been

treated with granulocyte-colony stimulating factor (G-CSF) to mobilize stem cells

into the peripheral blood. Successful stem cell transplantation depends on both

the replacement of diseased stem cells and the establishment of the donor im-

mune system in the recipient in order to maintain graft integrity and to eradicate

residual diseased marrow. One danger inherent to the transplantation of allogeneic

stem cells is Graft versus Host Disease (GVHD). The risk of developing GVHD in-

creases dramatically with the use of matched unrelated (MUD) or haploidentical

donors. Donor T cells in the graft mediate GVHD, and controlling the numbers of

these cells in grafts is essential for preventing GVHD. Additionally, B cells from

the donor may carry Epstein–Barr virus (EBV), which can lead to serious post-

transplantation complications such as lymphoproliferative disease. Magnetic

sorting using the CliniMACS Plus instrument now forms the basis of several

different graft engineering approaches aimed at minimizing GVHD and post-

transplantation infection. The most important of these approaches will be high-

lighted in the following sections.

CD34

Enrichment of stem cells using CD34 CliniMACS reagent and the CliniMACS de-

vice has been the mainstay of graft manipulation strategies for several years. By

selecting the donor stem cells using CD34, an excellent passive depletion of T cells

and B cells of between four and five orders of magnitude can regularly be achieved.

Thus, selection of CD34 cells with the CliniMACS instrument produces a product

of highly purified stem cells whilst removing cells that can cause GVHD or EBV

infection (for an example of CD34 selection, see Fig. 4.43).

The application of selected CD34þ cells in transplantation regimes depends on

the disease being treated. Transplantation of CD34þ cells alone – inherently pre-

venting GVHD and EBV infection – leads to a profound leucopoenia. Also, im-

mune effector cells may be required to aid engraftment, and to protect against

infection until the transplanted immune system begins to function. Therefore, a

number of disease-specific strategies have been devised to combine the safety of a

pure stem cell transplant, coupled to a controlled add-back of immune effector

cells.
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Autoimmunity and Autologous Transplants for Malignancy Stem cell transplanta-

tion is designed for the physician to provide extremely powerful chemotherapy

and to eradicate either diseased hematopoetic tissue (malignant or nonmalignant)

or solid tumors. The immune system is then ‘‘rescued’’ from this myelo-depleting

or -ablating treatment through stem cell transplantation. In the autoimmune set-

ting, stem cells are required from an allogeneic donor in order to replace diseased

stem cells, but large numbers of immune effectors are not required to fight an

underlying malignancy. In these cases, transplantation of CD34þ cells alone se-

lected with a CliniMACS Plus instrument has been shown to be effective in treat-

ing a variety of autoimmune disorders/inborn errors (Gaipa et al., 2003; Lang et al.,

2003), even when the donor and recipient were not a complete match. Thus, CD34

selection allows the stem cells to be replaced without the danger of GVHD.

Fig. 4.43. Flow cytometry dot plots showing

isolation of stem cells by positive selection

according to CD34 and CD133 with the

CliniMACS Plus instrument. Mononuclear

cells are harvested by standard methods from

peripheral blood, cord blood, bone marrow,

fetal liver, or leukapheresis. For separation

with a CliniMACS instrument, hematopoietic

stem and progenitor cells are directly mag-

netically labeled using MACS MicroBeads

specific for CD34 (upper) or CD133 (lower).

After enrichment, 99.2% respectively 96.7%

pure stem cell fractions are obtained starting

from frequencies of 0.92% and 3.1%. The dot

plots show the lymphocytes stained with

fluorescent antibodies against the indicated

CD markers before and after separation. The

x- and y-axes indicate the fluorescence intensity

on a logarithmic scale. Each dot corresponds

to one cell. Detailed information on flow cy-

tometry is reviewed in Go
¨
ttlinger et al. (1999).
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Exactly the opposite situation is true in autologous transplantations for

malignancy – there is no danger from self-T cells causing GVHD, but tumor cells

can be contained in the nonstem cell fraction of the bone marrow or leukapheresis

harvest. Appropriately selected CD34 cells enable the replacement of stem cells

killed by chemotherapy, while very efficiently depleting tumor cells from the graft

– this is termed ‘‘tumor purging’’. This approach has been shown to be beneficial

in diseases such as neuroblastoma or lymphoma (Flohr et al., 2002; Handgretinger

et al., 2002).

Allogeneic and Haploidentical Transplants One advantage of the CliniMACS sys-

tem is that the unwanted cell fraction is also retained in a sterile enclosed system

after separation, so these cells can be available for downstream processing. This is

important in allogeneic and haploidentical transplantation, where graded doses of

CD34-negative cells, particularly T cells, may be required to maintain graft integrity

and fight underlying malignancy.

Numerous studies have now reported very successful transplant outcomes in a

range of malignancies where GVHD has been extremely well controlled, often

without immunosuppressive drug treatment, by transplanting purified CD34þ

cells and adding back low doses of T cells as required. Malignancies treated thus

far include both chronic and acute leukemias in adults as well as pediatric tumors,

even with haploidentical donors (three from six HLA alleles mismatched) (Lang

et al., 2003; Benesch et al., 2004; Bethge et al., 2004; Aversa et al., 2005).

CD133 is a marker expressed on a subset of human stem cells. CD133 stains 35–

70% of CD34þ cells, and also a subset of CD34� stem cells (de Wynter et al., 1998)

(Fig. 4.43). When transplanted into NOD/SCID mice, CD133þCD34� cells rapidly

induce myeloid and lymphoid engraftment, suggesting that these cells are potent

hematopoetic progenitors (Kuci et al., 2003). CD133þ cells are also the only cells

capable of generating megakaryocyte colony-forming units (CFU-MK) in vitro
(Charrier et al., 2002), again showing the importance of this cell type in hemato-

poiesis.

Early studies with CD133þ cell transplants have now begun, with encouraging

results. Several centers have reported improved platelet engraftment compared to

historical controls, when transplants are supported with CD133þ cells. Transplants

of CD133þ cells alone have been shown to induce rapid and stable hematopoetic en-
graftment (Lang et al., 2003, 2004; Bornhauser et al., 2005).

Depletion of CD3B and CD19B Cells As discussed for CD34 above, the transplanta-

tion of stem cells alone is not always an option in hematological malignancy, and

often complex add-back of T cells or other immune effector cells is required to en-

sure the best engraftment and repopulation of the immune system. The Clini-

MACS CD3 and CD19 magnetic depletion system has been developed in order to

produce a straightforward way to deplete unwanted T and B cells, whilst leaving

the innate immune system cells in the graft intact. The CD3 and CD19 reagents

are available separately so that the depletion can be tailored to any specific require-
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ments. In particular, grafts depleted of CD3/CD19 cells contain numbers of stem

cells comparable to grafts selected for CD34, but contain large numbers of natural

killer (NK) cells, whilst maintaining good T cell depletion (Preijers et al., 2004).

Preservation of the NK fraction in particular is of interest, as NK cells have been

recently shown to potentially aid durable engraftment and mediate anti-tumor ef-

fects in certain transplantation settings (see Section 4.7.3.2).

Stem cells in leukapheresis products depleted of CD3/CD19 cells have been

shown to be efficient as hematopoetic progenitors (Barfield et al., 2003), and early

reports suggest that the products can be effective and safe in the haploidentical

transplant setting. Thus, this very new approach has the potential to remove un-

wanted T and B cells from grafts, while maintaining stem cell potency, and poten-

tially improving the transplant outcome through the effects of NK cells contained

in the graft.

4.7.3.2

NK Cells: CD56 and CD3

It has long been known that NK cells are capable of eradicating certain susceptible

tumor cells [e.g., acute myeloid leukemia (AML) cells; Lowdell, 2003]. However, at-

tempts at cytokine-activated NK cell therapy during the 1980s and 1990s were

largely ineffective. Recent advances in NK receptor biology has led to a far better

understanding of these cells (Roigas et al., 1998; Hayakawa et al., 2002). Interest

in NK therapy has recently been reignited with the discovery that mismatches in

NK receptors between donor and recipient can have a major influence over trans-

plantation outcome. In particular, mismatches in the killer inhibitory receptor

(KIR) family between donor and recipient have been found to greatly influence

the outcome of transplant in AML (Ruggeri et al., 2002; Giebel et al., 2003).

In order to harness the potential of CD56þ NK cells for exciting new therapies,

the CliniMACS CD56 reagent has been developed. This is used in conjunction

with the CD3 reagent to first deplete T cells, and then enrich CD56þ NK cells

(see Fig. 4.44). (If NKT cells are required, then the CD3 depletion step can be omit-

ted, although the exact impact of CD3þCD56þ cells on GVHD is unknown.)

CD3�CD56þ cells isolated with this two-step procedure are now been used in early

clinical trials, and results will be available shortly.

4.7.3.3

T Cell Subset Graft Engineering Strategies

As discussed above, although many graft manipulation strategies are based on

T cell removal, strategic add-back of T cells is often required for a successful trans-

plant outcome. T cells are essential in fighting infection and the eradication of re-

sidual tumor cells. Until recently, T cell add-back was often carried out by simply

calculating the T cell content of unmanipulated donor material, and adding this

back at a set rate of T cells per kg. New developments in clinical magnetic cell sort-

ing mean that it is now possible to manipulate and isolate specific T cell subsets
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for add-back to patients, and even possible to isolate T cells of known specificity

from the donor to mount a response against infections in the recipient. All of these

approaches mean that it is becoming increasingly possible to control GVHD but to

retain the positive power of donor T cells.

Cytotoxic T Cells (CD8)

Initially carried out using rabbit complement, the depletion of CD8þ T cells has

been examined as a route to reduce GVHD after transplant for almost 15 years.

Initially focusing on depletion of the graft, it was found that GVHD was signifi-

cantly reduced where CD8þ cells were removed before transplant of otherwise

whole bone marrow (Champlin et al., 1990; Nimer et al., 1994). More recently,

CD8 depletion has been applied to donor lymphocyte infusion (DLI) treatment,

which is increasingly used after stem cell transplant (some CD34 selected) to

‘‘push’’ engraftment and eradicate tumor cells. DLI can commonly be performed

months after the initial stem cell transplantation. In small studies, results with

CD8þ cell-depleted DLI have been very encouraging, with very significant reduc-

tions in the incidence of GVHD reported compared with the use of unmanipulated

DLI (Baron et al., 2002; Soiffer et al., 2002). In particular, CD8þ cell-depleted DLI

may be of benefit in chronic myeloid leukemia (CML) and multiple myeloma (MM),

where anti-tumor responses are seen in some patients but without accompanying

GVHD (Bellucci et al., 2002). The depletion of CD8þ cells is now possible using

the CliniMACS Plus instrument, giving excellent CD8 depletion rates. Trials incor-

porating CD8þ cell-depleted DLI are currently under way.

CD25B T Cells

CD25 is the low-affinity interleukin (IL)-2 receptor (alpha-chain), and is significant

in two ways for the manipulation of T cells. First, it is expressed by recently acti-

vated T cells; second, it is expressed constitutively by regulatory T cells. Using the

Fig. 4.44. Strategy to isolate natural killer

(NK) cells for immunotherapy in two sequen-

tial steps (multiparameter magnetic cell

sorting). (a) Before separation, (b) after CD3

depletion, (c) after CD3 depletion and CD56

selection. The dot plots demonstrate the

enrichment of CD56þ NK cells. CD3þ T cells

are first removed by depletion with CD3

CliniMACS reagent. The nonretained cells

from the first separation are again magnetically

labeled with CD56 and enriched on a second

column.
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CliniMACS CD25 immunomagnetic depletion system, CD25þ cells of both types

can efficiently be removed from stem cell grafts (Fig. 4.45).

The induced expression of CD25 after T cell activation can be used to remove do-

nor T cells which become activated in response to recipient cells. Carried out by

culturing donor transplant material cells with recipient antigen-presenting cells

(APC) before transplant, this ‘‘allodepletion’’ strategy has already been tested using

anti-CD25 immunotoxins (Fehse et al., 2000; Solomon et al., 2002). The transplan-

tation of stem cell collections depleted of CD25þ cells has been found to reduce the

incidence of GVHD in the high-risk haploidentical transplant setting. Trials using

CliniMACS depletion of CD25þ alloreactive cells are ongoing.

Recently, the CD25þ regulatory T cell phenotype has been characterized in depth

(Jonuleit et al., 2002). CD25þ cells positively isolated with the CliniMACS Plus in-

strument are highly enriched for regulatory cells and have the potential to be used

therapeutically, for example, to induce tolerance in a patient suffering from GVHD

(Hoffmann et al., 2006). Alternatively, CD25þ regulatory cells could be depleted

from the blood of cancer patients to enable easier generation of cancer-specific

T cells (Powell et al., 2005).

4.7.3.4

Antigen-Specific T Cells: Cytokine Capture System

An extremely powerful way to examine T cell-mediated immune responses, in vac-

cination, transplantation or disease studies, is to determine the ability of T cells

to respond to a specific antigen by the production of effector cytokines such as

interferon-gamma (IFN-g). For the first time, a system has been developed to use

Fig. 4.45. Regulatory T cells (CD25þ);
(a) before separation, (b) after separation.

The dot plots illustrate the enrichment of

CD25þ T cells using CliniMACS CD25

MicroBeads and the CliniMACS instrument.

The CliniMACS CD25 reagent is suitable for

depletion of CD25þ activated regulatory T cells

or alloreactive CD25þ T cells from peripheral

blood specimen or also in-vitro cultures

(data not shown). Analysis of the content

of CD25hiCD4þ regulatory T cells: For

flow-cytometric analysis a specific electronic

window is defined. Regulatory T cells have

been described as CD4þ T cells, which highly

express CD25. The expression of CD4 is

slightly reduced as compared to conventional

CD4þ T helper cells.
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this powerful technique as a method to isolate functional Ag-specific T cells for im-

mune therapy. The Cytokine Secretion Assay [in clinical format, the Cytokine Cap-

ture System (IFN-g) (CCS)] is an innovative method for analyzing and enriching

live cytokine-secreting cells (Manz et al., 1995; for a review, see Campbell, 2003).

In this assay, a cytokine affinity matrix is built on the cell plasma membrane,

which traps IFN-g produced by the cell in response to specific stimuli. The specifi-

cally bound cytokine is then detected, and the cells enriched on the CliniMACS

Plus instrument using Anti-IFN-g MicroBeads. This system allows enrichment of

specific T cells from extremely low precursor frequencies. The isolated T cells can

either be used directly for therapy or expanded further in vitro (Feuchtinger et al.,

2004, 2005; Rauser et al., 2004; Beck et al., 2005; Hammer et al., 2005).

Carrying out the CCS requires the following steps for cytokine secretion assay (Fig.

4.46):
� The T cells are stimulated with a specific antigen.
� A cytokine-specific Catch Reagent is attached to the cell surface of all cells. This

is composed of the IFN-g-specific ‘‘catch’’ antibody conjugated with a CD45-

specific monoclonal antibody. This ensures that all leukocytes are evenly labeled

with the Catch Reagent.
� The cells are incubated for 30–45 min at 37 �C to allow IFN-g secretion. The se-

creted cytokine binds to the cytokine-specific Catch Reagent on the secreting cells.
� Bound IFN-g is then labeled with a second IFN-g-specific ‘‘enrichment’’ antibody

conjugated to superparamagnetic particles for enrichment by the CliniMACS

Plus instrument. The efficiency of labeling and separation is controlled by stain-

ing with anti-IFN-g-phycoerythrin (an example is given in Fig. 4.47).

The first clinical applications of these techniques are in the treatment of viral

infection during stem cell transplantation, where it has already been shown that

donor-antigen-specific T cells may be effective in controlling viruses such as cyto-

megalovirus (CMV) (Riddell et al., 1992; Peggs et al., 2003; Rauser et al., 2004).

Previously, cells were prepared by repeated stimulation of T cells with Ag; this

was a long-term process (>2 months) that often generated lines with narrow

specificity (Riddell et al., 1992). CMV-specific T cells isolated by CCS retain the

effector-memory phenotype characteristic of these cells, and expand extremely

well in vitro, so that sufficient cells for vaccination can be established within 10–

14 days (Rauser et al., 2004). Thus, the CCS method can save months of work to

produce a potentially more potent T cell product for anti-viral therapy, and these

cells are now being used in early clinical trials. Other researchers are also using

the CCS to isolate tumor-specific T cells, even at very low precursor frequencies,

and this is another exciting possibility for the application of the CCS in the future.

4.7.3.5

Dendritic Cells (DCs): CD14-derived DCs, BDCA-1, BDCA-4

Dendritic cells are the most efficient APC of the immune system. DCs are present

at low levels in most tissues, acting as sentinels that patrol the boundaries against
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foreign enemies, such as infectious agents (Banchereau, 1997). The potent anti-

gen-presenting ability of DCs is currently of great interest in the clinical manipula-

tion of immune responses. Vaccination with DCs, particularly in cancer and viral-

induced disease, may lead to the establishment of Ag-specific immune responses

in the patient, which ultimately may eliminate the pathogen or tumor.

Until recently, DCs for therapy have been generated in large numbers from pre-

cursor cells, such as CD34þ cells or CD14þ monocytes (Pickl et al., 1996; Thurner

Fig. 4.46. Schematic representation of the Cytokine Secretion Assay.

The system enables enrichment of cytokine-secreting cells. In a

clinical format, the Cytokine Capture System is designed to enrich

antigen-specific T cells for immune therapy.
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et al., 1999; see Fig. 4.48). Using CD14 selection on the CliniMACS Plus instrument,

it is possible to isolate very large numbers of precursors for the generation of

monocyte-derived DCs (Mo-DCs) for therapy. Mo-DCs are analogous to DCs of

myeloid origin (mDCs), and have already been successfully used in early clinical

trials. In these trials, monocytes are isolated using CliniMACS CD14 sorting, and

are cultivated in GM-CSF and IL-4 to produce DCs. This results in large numbers

of DCs for vaccinating patients against a variety of antigens, from both infectious

diseases and tumors (Carlsson et al., 2003; Mazzolini et al., 2005).

In humans, DCs have been identified which develop from at least two different

progenitor cell types: these are DCs of myeloid origin (mDC, or DC1), and DCs of

plasmacytoid origin (pDC, or DC2) (Dzionek et al., 2000, 2002). There is also het-

erogeneity within each DC group. The mDC and pDC subsets react to differing

maturation signals, produce different cytokines in response to stimulus, and may

orchestrate the immune response in different ways. DCs are present in relatively

small numbers in the bloodstream (<1% of mononuclear cells) (Fay, 1998) and,

until recently, no suitable specific markers were available to isolate these cells. We

have generated novel reagents to isolate blood DCs for therapy, using the antibodies

blood dendritic cell antigen (BDCA)-1 (CD1c) and BDCA-4 to isolate mDC and

pDC, respectively. This means that, for the first time, the potent Ag-presenting

abilities of natural DCs can be exploited for clinical use, and the specific functions

of mDCs and pDCs (Ito et al., 1999; Cella et al., 1999, 2000; Fong et al., 2001) can

be investigated in clinical trials. In order to isolate mDCs, the leukapheresis prod-

uct is first depleted of CD19þ cells (some of which are CD1cþ), followed by positive

selection with BDCA-1 (CD1c) MicroBeads. For pDCs, cells are directly isolated us-

ing anti-BDCA-4 MicroBeads, and the purity determined by staining with Anti-

BDCA-2 and CD123 (Fig. 4.48).

Fig. 4.47. Typical enrichment of IFN-g producing CMV-specific

T cells using the CCS. IFN-g producing CMV-specific T cells are

enriched from <0.3% to >90% of the T cell population after

CliniMACS enrichment.

588 4.7 Magnetic Cell Separation for Research and Clinical Applications



4.7.3.6

Into the Future: Cardiac Regeneration Using CD133B Stem Cells

Finally, in this discussion of magnetic sorting for clinical applications, mention

must be made of the extremely exciting emerging field of tissue repair using hema-

topoetic stem cells. Heart disease, particularly ischemic heart disease remains the

number one cause of death in the industrialized world. During the past few years,

it has become clear that the transplantation of stem cells, whether of hematopoetic

or nonhematopoietic origin, has the capacity to restore function in ischemic heart

tissue (Orlic et al., 2001; Burt et al., 2003; Leinwand, 2003; Stamm et al., 2003).

One challenge in this expanding field is the rapid isolation of appropriate stem

cells for transplantation in a clinically acceptable manner, as many of the stem cells

produced experimentally are very difficult to make into a clinical cell product. Mag-

netic sorting using the CliniMACS Plus instrument and CD133 CliniMACS re-

agent has provided a solution to both the clinical-grade handling of cells and isola-

tion of a stem cell population with genuine potential for tissue repair.

Fig. 4.48. Different strategies for enrichment of DC and DC precursors.

(a) The dot plots show that pure CD14þ cells can be selected using the

CliniMACS instrument for the subsequent generation of monocyte-

derived dendritic cells (MoDC). (b) BDCA-4 selection results in a

highly purified population of CD123þ BDCA-2þ plasmacytoid

dendritic cells (pDC).
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CD133þ cells are stem cells with a more primitive phenotype than CD34þ cells

(de Wynter et al., 1998; Kuci et al., 1998). CD133þ cells selected by MACS technol-

ogy can differentiate into cells of a mesenchymal phenotype, that can be subse-

quently induced to differentiate into cells of a variety of different tissue types (Ton-

dreau et al., 2005). This multipotency of CD133þ cells is now being exploited in

new protocols to treat heart disease where CD133þ cells are introduced to ischae-

mic tissues during standard cardiac surgery (Stamm et al., 2003; Ghodsizad et al.,

2004). The CliniMACS Plus instrument can simply be used in the operating the-

ater to start isolating bone marrow CD133þ cells at the initiation of surgery. The

cells are then ready for injection by the end of the normal period of surgery (Ghod-

sizad et al., 2004). Although these are early trials, certainly when combined with

coronary artery bypass grafting, injection of CD133þ cells has been shown to im-

prove left ventricular function and infarct tissue perfusion (Stamm et al., 2003;

Ghodsizad et al., 2004). Several Phase II controlled trials have been initiated based

on these early successes and, to date, data from these studies supports that of the

first trials.

CD133þ cells selected with the CliniMACS Plus instrument therefore represent

an exciting new direction for the magnetic sorting of stem cells – the ability to re-

constitute not only hematopoetic tissue but also other organs of the body. In addi-

tion to cardiac repair, where a large number of trials are now being initiated, the

first results have also been reported that CD133þ cell treatment may help in regen-

erating liver tissue (am Esch et al., 2005). Thus, the multipotent CD133þ stem cell,

selected with the CliniMACS Plus instrument, may together form the basis for

a wide range of new therapies in the future where immunomagnetic selection

means that many tissues in the body can be rebuilt.

Abbreviations/Acronyms

Ab antibody

Ag antigen

AML acute myeloid leukemia

APC antigen-presenting cell

BDCA blood dendritic cell antigen

CCS cytokine capture system

CD cluster of differentiation

CFU-MK megakaryocyte colony-forming units

CML chronic myeloid leukemia

CMV cytomegalovirus

DCs dendritic cells

DLI donor lymphocyte infusion

EBV Epstein–Barr virus

FACS fluorescence-activated cell sorting

FITC fluorescein isothiocyanate

G-CSF granulocyte-colony-stimulating factor
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GM-CSF granulocyte-macrophage colony-stimulating factor

GVHD graft versus host disease

HLA human leukocyte antigen

IFN interferon

IL interleukin

KIR killer inhibitory receptor

mAb monoclonal antibody

mDC DC of myeloid origin

MM multiple myeloma

Mo-DC monocyte-derived dendritic cell

MUD matched unrelated

NK cell natural killer cell

NOD nonobese diabetes

pDC plasmacytoid dendritic cell

PE R-phycoerythrin

SCID severe combined immunodeficiency
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and Nowak, H. (Eds.), Magnetism in
Medicine, Wiley-VCH, Berlin, pp. 473–490.

References 595



4.8

Magnetic Drug Targeting

Christoph Alexiou and Roland Jurgons

4.8.1

Background and History of Magnetic Drug Targeting

Targeted drug delivery is a continuing challenge in medicine. During the past

20 years, many different approaches for targeted drug delivery systems have been

developed, the aim being to increase drug concentrations in the respective tissue

compartments (Collins, 1984; Gupta, 1990; Gupta and Hung, 1990a,b; Torchilin,

2000; see also Section 4.3). Drug delivery systems can be either passive – based

on specific properties of pathological tissues and specific characteristics of targeted

organs (Arap et al., 2002); or active – often magnetically directed and based on var-

ious carrier systems (Zacharski et al., 2002). Monoclonal antibodies for thrombolysis

(Haber, 1994), drug-containing tumor-specific antibodies or drug-loaded pH-sensitive

thermosensitive liposomes, respectively (Yatvin et al., 1980; Torchilin et al., 1993),

can be used in the treatment of cancer (Sachdeva, 1998; Leveugle et al., 2000). Fur-

thermore, magnetoliposomes can be used for local hyperthermia (Shinkai et al.,

1994).

Magnetic drug targeting is a drug delivery system, in which the medication and

a suitable magnetic active component (e.g., Fe3O4) is transported by means of a

stable pharmaceutical microcarrier system. This coupled substance is injected

intravascularly and concentrated under the influence of an external magnetic field

towards a desired location of the body (Kato et al., 1980, 1981; Gupta and Hung,

1994).

Historically, the concept of injecting magnetic fluid compounds began during

the 1960s, and the procedure was subsequently developed in order to occlude cere-

bral and renal aneurysms (Alksne et al., 1966; Hilal et al., 1974). The technique in-

corporating medications and magnetic particles into a carrier sphere developed as

a result of attempts to irreversibly aggregate magnetic particles in the presence of

an external magnetic field, which resulted in this case in vascular thrombosis. This

allowed the further development of magnetic drug targeting. Among these target-

directed drug administrations, focus has been centered on a type of active drug

targeting in which the magnetic particles – along with their transported substances

– are held in position by an external magnetic field at the target region, thus pre-
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venting their flow with the bloodstream. One prerequisite for the efficacy of this

system is to reach the microcirculation of the target-directed area and to release

the active ingredient on a cellular or subcellular level (Widder et al., 1978, 1979).

In the field of oncology, controlled release of the magnetic coupled cytostatic agent

at cellular or subcellular levels permits the minimization of toxicity in normal tis-

sue and endothelial cells. This contrasts with the adverse side effects often seen fol-

lowing systemic administration of chemotherapeutic agents. The fact that the tu-

mor vessels show an increased microvascular macromolecular permeability also

facilitates extravasation of the carrier ingredient, and subsequent release of the

medication (Gerlowski and Jain, 1986). Two important requirements of magnetic

drug targeting are first, that sufficient perfusion of the target-directed area occurs,

and second that there is good accessibility of the external magnetic field.

A variety of magnetic cytostatic agents have been developed in the field of oncol-

ogy. During the early stages of this procedure the ability to directly couple cyto-

static agents with magnetic particles had not been developed, and consequently

both components had to be incorporated into diverse carrier microspheres (Widder

et al., 1978, 1983; Morris et al., 1984; Gupta and Hung, 1994). Widder employed

large denatured albumin molecules as carrier substances, in which the cytostatic

agent doxorubicin, as well as magnetic particles were stored. Following intra-

arterial injection into the tail artery of rats, these microspheres were selectively

fixed in 3-cm proximally positioned Yoshida sarcomas with a permanent magnet.

Over 80% of the animals demonstrated tumor remission following this type of

selective cytostatic administration.

During the 1970s, Kramer (1974) and Rahman et al. (1974) each used a similar

application and administered the cytostatic agents daunorubicin, mercaptopurine

and actinomycin bound to magnetic microspheres. However, enzymatic and me-

chanical damage of the carrier microspheres often occurred in the organism, such

that the magnetic influence of transporting substances was lost. At this time, it

was impossible to couple the cytostatic agent directly to the magnetic particle, and

consequently both components were incorporated into separate albumin micro-

spheres. As a result, the therapeutic efficacy was dependent upon the intact and

constant bond of both substances to the outer protein layer. The albumin spheres

utilized ranged in size from 1 to 7 mm, and this led to a reduction in intravascular

availability due to rapid phagocytosis of the particles via the macrophage-monocyte

system. Injectible preparations of this particle size may also cause dangerous em-

boli. Since the maximum incorporation of albumin microspheres onto the Fe3O4

particles was 20%, the particles’ magnetic ability was often inadequate (Gupta and

Hung, 1994). Moreover, as the direct coupling of cytostatic agent and magnetic par-

ticles as a physiological unit was not possible, no further developments were made

in this field.

In 1996, Bergemann – for the first time – was able to demonstrate the direct

chemical bonding of cytostatic agents with ferrofluids, as a physiological unit (Ger-

man patent application no. 19624426.9) , thereby resolving the problem of unstable

carrier microspheres. The single magnetic particles were covered by starch poly-

mers, and the pharmaceutical in turn was bound ionically to the particles. These
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ferrofluids were investigated by Lübbe et al. (1996a,b) in a series of studies

performed on mice and rats, followed by Phase I and II studies in 14 patients

suffering from a variety of malignant tumors. The ferrofluids were administered

intravenously, and demonstrated minimal low toxicity. Kuznetsov et al. (1997) sub-

sequently conducted animal studies using disperse particles consisting of a ferro-

magnetic core composed of iron or its oxides and attached to a carbon structure or

coated with carbon. The particle sizes ranged from 0.01 to 1 mm, and they were

combined with antibiotic solutions (anti-cancer drugs). Under the influence of an

external permanent magnetic field, the particles could be concentrated in a respec-

tive body compartment (i.e., the tumor), where the bound drug was released. In

clinical trials conducted in several Russian clinics and in more than 100 patients

with different types of tumor, the particles led in most cases either to a full recov-

ery or to an improvement of the patients’ condition (Kuznetsov et al., 1997).

4.8.2

Regional Chemotherapies for Cancer Treatment

Chemotherapeutic agents have been used for cancer therapy for almost 50 years,

and today more than 50 such compounds are in frequent use. These cytostatic

agents impact upon the genetic system of cells, interfering with metabolic path-

ways or destroying cellular structures, and this results in a suppression of tumor

cell proliferation. Cytostatic agents are classified according to their mechanism of

action into several groups:

� Alkylating substances (e.g., cyclophosphamide, ifosfamid, busulfan, mitoxan-

trone) react with active groups in the cell and the DNA. Reaction with alkylating

drugs results in incorrect doubling of the DNA during cell division and, there-

fore to mutation, cytotoxicity, and cell death.
� Antimetabolites (e.g., 5-fluorouracil, methotrexate) inhibit the cell cycle phase

specifically by blocking the pre-stage of nucleic acid synthesis during S phase.
� Suppressors of mitosis (e.g., vindesin, vinblastin) inhibit cell division phase spe-

cifically by damaging the spindle apparatus.
� Antineoplastic antibiotics (e.g., adriamycin, bleomycin) suppress DNA-depen-

dent RNA synthesis.
� Other agents (e.g., dacarbacin, cisplatin, paclitaxel) act by different (in part non-

clarified) mechanisms.

Unfortunately, cytostatic agents cannot discriminate between tumor and healthy

tissues, and consequently chemotherapy also impairs healthy (especially growth-

intensive) cells and united cell structures. This results in cellular toxic effects on

the bone marrow, gastrointestinal tract and germ cells that may be mutagenic,

teratogenic, and/or cancerogenic. The risk of second tumors induced by chemo-

therapy has been estimated at up to 3% (Neglia et al., 2001). These second tumors

are caused by long-term therapy with high cytostatic dosages, predominantly with
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alkylating drugs. Regular systemic chemotherapy is limited due to the toxic effects

on healthy tissue (Poste and Kirsh, 1983), and due to the correlation between ap-

plied dose and cytotoxic effects on tumor cells, it is necessary to utilize several

locoregional application modes (Table 4.4). Local chemotherapy is aimed at concen-

trating the chemotherapeutic agent in the tumor region, thereby reducing negative

side effects in healthy tissues.

4.8.3

Current Applications of Magnetic Drug Targeting

Recent advances in nanofabrication techniques have introduced a wide array of

highly sophisticated biomedical applications for magnetic nanoparticles. These dif-

Table 4.4. Different regional chemotherapies in cancer treatment.

1. Intratumoral therapy

2. Intracavital therapy

� liquor-cerebrospinal cavity
� intrapleural
� intrapericardial
� intraperitoneal
� intravesical
� intravaginal

3. Intra-arterial infusion

� A. hepatica (primary and secondary tumors of the liver)
� A. mammaria interna (mammarian cancer)
� A. carotis interna (brain tumors)
� A. carotis externa (head and neck tumors)
� A. iliaca interna (pelvic tumors, soft tissue tumors)
� A. bronchiales (pulmonary carcinomas)
� A. femoralis, A. axillaris (sarcomas of extremities)

4. Intraportal infusion

� V. portae (secondary tumors of the liver)

5. Regional perfusion

� perfusion of extremities (soft tissue tumors, malignant melanoma)
� perfusion of the liver (primary and secondary tumors of the liver)

6. Chemoembolization

� liver, kidney
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ferent applications are used both in vitro and in vivo (Lübbe et al., 2000, 2001), de-

pending on the relationship between the size, shape and composition of magnetic

nanoparticles, as well as the magnetic fields and biological systems.

4.8.3.1

In-Vitro Studies

Magnetically targetable carriers (MTCTM) were formulated by Allen et al. (1997) as

an alloy of iron and activated carbon in the size range of 0.5 to 2 mm and bound to

paclitaxel, a promising antitumor agent for head and neck cancer. This MTCTM-

paclitaxel compound released 38% of the adsorbed drug in sera over 24 h. In addi-

tion, these carrier complexes could be retained in a magnetic field at capillary

(0.2 cm s�1) to arteriole (28 cm s�1) flow rates, and the cytotoxicity of paclitaxel

in vitro was not affected by the presence or absence of magnetic field retention of

a specific MTCTM over the tumor cells.

Another example of the in-vitro application of magnetic nanoparticles is that

of MagnetofectionTM. Gene vectors bound to magnetic nanoparticles are used to

transfect cells in vitro after which, under the influence of an external magnetic field

(NE-Fe-B-permanent magnet), the cells show an increasing transfection (Scherer

et al., 2002).

4.8.3.2

In-Vivo Studies

Magnetically targeted carriers, a suspension of 0.5 to 5.0 mm-diameter magnetically

active, carbon-coated iron particles which allow the subsequent binding of doxoru-

bicin molecules through a reversible process of adsorption (MTC-Dox, FerX2; San

Diego, CA, USA), were used to treat hepatocellular carcinomas (Rudge et al., 2001).

Between April 2001 and June 2002, four patients received several intra-arterial in-

jections (hepatic artery) of MTC-Dox while a portable external magnetic field (per-

manent magnet) was focused onto the tumor region. Intraprocedural magnetic res-

onance imaging after each dose showed increasing areas of signal intensity loss

owing to a magnetic susceptibility artifact caused by iron. One patient had a sub-

stantial reduction in tumor size, while the others showed a stable tumor size dur-

ing the observation period of 5 to 17 months (Wilson et al., 2004). Some necrosis

of the liver corresponding to embolization after treatment was described (Goodwin

et al., 2001), and recently (April, 2004) a global multi-center Phase II/III study us-

ing MTC-Dox was abruptly halted because the trial’s clinical endpoints could not

be met with statistical significance using the product as currently manufactured.

Among current preclinical studies, magnetic nanoparticles (100-nm diameter,

Chemicell2; Berlin, Germany), ionically bound to mitoxantrone (Novantrone2;

Lederle, Wyeth-Pharma, Germany) were injected into the tumor-supplying artery

of tumor-bearing rabbits (VX2 squamous cell carcinoma, medial portion of the

hind limb) and a very strong external magnetic field (1.7 T) was focused onto this

area (Alexiou et al., 2000, 2001, 2003) (Fig. 4.49).
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With this form of drug delivery, total remissions could be achieved by using only

20% and 50% of the regular systemic chemotherapeutic dosages, without negative

side effects (Alexiou et al., 2000, 2001, 2002). Tissue samples removed for histology

immediately after magnetic drug targeting demonstrated the distribution of ferro-

fluids in the tumor tissue and the surrounding connective and muscle tissue in vivo
(Fig. 4.50). Studies using 59Fe-radiolabeled ferrofluids showed concentrations after

magnetic targeting to be 33.6-fold higher in the tumor and 235.5-fold higher in the

peritumoral area compared to those in controls (without external magnetic field)

(Alexiou et al., 2003). When using intra-arterial magnetic drug targeting, with only

20% and 50% of the normal systemic mitoxantrone dose (10 mg m�2 body surface

area, intravenous), drug levels in the region of the tumor were 74-fold those identi-

Fig. 4.49. Schematic of the principle of magnetic drug targeting.

Fig. 4.50. Histological cross-section of a rabbit VX2-squamous

cell carcinoma after treatment with intra-arterial magnetic drug

targeting. Ferrofluids are visible as blue (dark) pigment in the

vessel (staining: Prussian blue).
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fied after systemic administration (Alexiou et al., 2003). Histological examination

(using electron microscopy) showed that the nanoparticles had reached the intra-

cellular space of cancer cells after magnetic drug targeting, and that the mecha-

nism of uptake was endocytosis (Alexiou et al., 2005, 2006).

Magnetoliposomes are colloidal particles that consist of a magnetic core covered by

a lipid layer. They are recognized as useful drug delivery carriers due to their con-

trollable size and membrane properties, their large capacity for carrying various

agents, and their biocompatibility (Viroonchatapan et al., 1995). Nobuto et al.

(2004) examined the efficiency of systemic chemotherapy with small magnetolipo-

somes containing doxorubicin and an externally applied electromagnetic field

(0.4 T) in osteosarcoma-bearing hamsters, and achieved a suppression of primary

tumor growth for at least two weeks.

Magnetic targeting can also be used to deliver therapeutic radioisotopes

(Häfeli, 2001). Different radioisotopes can be used to treat over different ranges,

depending on their nature; for example, the b-emitter 90Y will irradiate up to a

range of 12 mm in tissue. Experiments in mice showed that intraperitoneally in-

jected radioactive-based magnetic microspheres were concentrated near a subcuta-

neous tumor in the belly area with a small magnet above. The dose-dependent ir-

radiation from the 90Y magnetic microsphere resulted in complete disappearance

of >50% of the tumors (Häfeli et al., 1997).

4.8.4

Outlook

For in-vivo applications, a wide range of nanoparticle characteristics such as

component material, size and coating can influence biocompatibility and biodistri-

bution (Storm et al., 1995; Torchilin and Trubetskoy, 1995). Nanoparticles must be

sufficiently small so as not to occlude the capillary system and cause embolization,

yet large enough to be attracted by an external magnetic field. Previously, there was

shown to be a correlation between the attraction of the magnetic particles and the

applied magnetic field strength (Alexiou et al., 2002). Furthermore, nanoparticles

of >100 nm in diameter were cleared more efficiently by cells of the mononuclear

phagocyte system than were smaller particles (Storm et al., 1995). For the applica-

tion of nanoparticles bound to anticancer agents in human patients, the basic pre-

condition is that particle suspensions follow the regulatory requirements of na-

tional and international pharmacopoeia.
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4.9

New Fields of Application

Wilfried Andrä and Urs Häfeli

4.9.1

Introduction

Magnetism and its application in many scientific fields continues to be a hot topic,

appearing not only in the medical applications described in the present book, but

also in articles published in almost every single issue of top-rated journals, includ-

ing Nature and Science. In the following section, we highlight a necessarily re-

stricted and somewhat arbitrary selection of new fields of applications that have

come to our attention during the past couple of years. Many of these concern the

use and application of magnetic particles which, in combination with applied mag-

netic fields, can be used for many different analytical, diagnostic, and therapeutic

applications. Such applications are also discussed in a bi-annual meeting, the

International Conference on the ‘‘Scientific and Clinical Applications of Magnetic

Carriers’’, which aims at bringing together developers and users of magnetic

particle-based techniques (for more information: http://www.magneticmicrosphere

.com). Following the 2004 meeting, the conference proceedings were published in

the form of 107 full-size, peer-reviewed papers in a special issue of the Journal of
Magnetism and Magnetic Materials (Vol. 293, 2005). In addition to the many articles

dealing with particle preparation and their medical and biological aspects, new

techniques covering the analytical and magnetic separation field were also de-

scribed. Some of these will be discussed in the following sections.

4.9.2

Magnetic Particle Imaging (MPI)

The imaging of body parts, organs and tissues in humans is highly useful for med-

ical diagnosis. Numerous imaging techniques have been developed to allow for the

examination of regions not accessible to the naked eye. X-radiography remains

the most often utilized of these techniques, but is also the one associated with the
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highest risk of side effects. About 35 years ago, a much safer option was offered

through the application of magnetism introduced in the form of magnetic reso-

nance imaging (MRI). This method, first described by Lauterbur (1973), causes se-

lected volume parts inside the body to respond to an alternating (AC) field, allow-

ing the signal from these parts to be separated from those of the surroundings.

The separation is realized by applying an inhomogeneous magnetic field that reso-

nates with the frequency of nuclear magnetic resonance specifically in the selected

region. Using a special three-dimensional scanning procedure, the selected region

is moved across the examined body volume and the total picture reconstructed

from the magnetic resonance signal (see Section 3.2). Lauterbur, in his original re-

port, did not restrict the method to magnetic resonance but instead more generally

described ‘‘. . . image formation by induced local interactions’’.

A novel application of this general idea was recently proposed by Gleich (2003).

The method, as described by Gleich and Weizenecker (2005) and Trabesinger

(2005), is termed ‘‘magnetic particle imaging’’ (MPI). The idea is to highlight a

small region within a larger surrounding volume by marking it with magnetic

particles. Magnetic particles show a strongly nonlinear magnetization dependence

(see Section 4.6); this is in contrast to the magnetization of tissue, which exhibits

a magnetization proportional to the magnetic field up to very high field strengths.

The particle magnetization as a function of the magnetic field may coarsely be

subdivided into three different sections: (1) a high-strength positive field; (2) a

high-strength negative field, for which the magnetization is almost constant (satu-

ration); and (3) a restricted field region near zero for which the magnetization

changes steeply. Only the small selection field range near zero is moved by a spe-

cial scanning procedure across the examined volume. There are two variants of

MPI. In the first variant, an AC magnetic field with small amplitude (modulation

field) is superimposed on the slowly moving selection field; this causes the particle

magnetization to respond with the harmonics of the modulation frequency. This

mode of operation is similar to that used with flux-gate magnetometers (see Sec-

tion 1.3.3). The second variant uses a strong selection field that is moved with

high speed across the examined volume, thereby switching the magnetization of

all particles in the selected small region. In both variants the actual position of

the selection field must be known and, at the same time, the responding stray field

of the particles must be detected by suitable means, such as by detection coils care-

fully compensated with respect to the externally applied fields.

Gleich and Weizenecker (2005) demonstrated the general operability of magnetic

particle imaging using an array of small drill-holes (diameterA0.5 mm) filled with

an undiluted, commercially available MRI contrast agent (Resovist2; Schering AG,

Berlin, Germany). Using the contrast agent containing magnetic oxide particles

with a magnetic core well below 100 nm, the holes could be clearly resolved.

For medical application of MPI, the regions of interest must be marked selec-

tively. This can be achieved, for example, using methods of drug targeting (see Sec-

tion 4.8), including the labeling of magnetic carriers (see Section 4.7) and the guid-

ing of labeled magnetic particles to the corresponding sites.
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4.9.3

Magnetically Modulated Optical Nanoprobes

Usually, magnetic nanospheres or microspheres do not appear as individual par-

ticles but rather act as a collection of them. Recently, however, individual particles

sized in the micrometer range and smaller were marked and observed by means of

a simple but interesting method. The trick was to cover one side of the spherical

magnetic particles with a metal cap, thereby breaking the spherical symmetry with

respect to optical properties such as reflectance and fluorescence. Then, when the

particles were turned by a rotating magnetic field, individual particles could be ob-

served by optical microscopy. They appeared as blinking stars and could thus be

differentiated from the background. This method has been described in a series of

papers, starting with an overall description of these so-called magnetically modu-

lated optical nanoprobes (MagMOONs) (Anker et al., 2005), and followed by appli-

cations in microrheology (Behrend et al., 2005) and pH sensing (McNaughton

et al., 2005; Roberts et al., 2005).

The preparation of MagMOONs started from polymer and silica nanospheres

and microspheres that were modified by incorporating magnetic ‘‘nanocrumbs’’,

such as particles consisting of Ba-ferrite or chromium dioxide. For fluoroscopic in-

vestigations a fluorescent substance was also added. The crucial preparation step

was the coating of one side of each sphere with a cap of aluminum or gold. When

these capped magnetic spheres were suspended in a liquid they behaved like a

compass and were able to be oriented by a magnetic field (Behrend et al., 2005).

In such a rotating magnetic field the MagMOONs experience a torque proportional

to the vector product of the magnetic field strength and the magnetic moment of

the particle. According to the equation of motion, the spheres show rotational mo-

tion determined by the driving torque and different kinds of friction depending on

the rotational speed and the viscosity of the surrounding liquid. By shining light at

the particles, it was possible to examine a blinking response from reflected light as

a function of the frequency, and the viscosity of the liquid could be measured on a

microscopic scale (Behrend et al., 2005).

The second demonstrated use of MagMOONs was as probes to measure the pH

value of the surrounding liquid. They do this by sensing the alterations of the flu-

orescence spectra emitted from special agents, such as carboxynaphthofluorescein

and ETH 5350, in response to the pH value (McNaughton et al., 2005). By applying

suitable chemical labeling, MagMOONs have the potential to be chemical sensors

for a broad range of agents (Anker et al., 2005; McNaughton et al., 2005; Roberts

et al., 2005).

4.9.4

Magnetic Guidance

The term ‘‘magnetic guidance’’ is primarily applied to the motion of objects as-

sisted by a magnetic field towards a target inside the human body. In most cases,
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the magnetic field acts by means of the force exerted by its gradient on a magnetic

moment (see Section 1.2.2.4). In terms of a coarse estimation, this force is propor-

tional to the volume of the guided magnetic object. For spherical objects with a ra-

dius R, the force is proportional to R3, while the opposing force caused by friction

is only proportional to R2. Therefore, the larger the object, the more the friction

forces can be surpassed by the magnetic force. In the case of soft magnetic objects,

the magnetic force points in the direction of increasing field strength. As a conse-

quence, a target located inside the human body requires a maximum field inside

the body. According to Earnshaw’s theorem of magnetostatics, however, it is not

possible to generate a maximum field inside a body using extracorporeal coils or

permanent magnets (McCaig and Clegg, 1987). This fact should be borne in mind,

especially when magnetic particles need to be concentrated at a region deep inside

the human body.

4.9.4.1

Small Particles Guided by Extracorporeally Generated Field Gradients

Attracting magnetic forces on macroscopic objects, especially at the body surface or

near to the pointed poles of permanent magnets, can be very strong. This had al-

ready been demonstrated in 600 bc through the extraction of bulk iron pieces from

the eye (see Section 1.1.3). Since then, most applications of magnetic forces have

dealt with macroscopic parts such as catheters and other devices as are used in

stereotactic neurosurgery (see Section 1.1.5). Recently, however, an increasing

number of investigations have been carried out with very small objects such as

superparamagnetic particles. These objects are of particular interest due to their

ability to act as carriers for drug targeting (see Section 4.8). In order to mathe-

matically model particle deposition in deeper target regions, a theoretical study

was recently performed which considered not only the influence of Stokes drag

and magnetic forces on the particles, but also the interactions and collisions be-

tween moving red blood cells in the bloodstream (Grief and Richardson, 2005).

These interactions cause a diffusive motion much greater than standard Brownian

diffusion. The authors came to the same conclusion as McCaig and Clegg (see

above), namely, that it is impossible to target regions inside the body using exter-

nally applied magnetic fields. Nevertheless, numerous publications have reported

results obtained with magnetic nanoparticles which could be concentrated or re-

tained from clearance by high-gradient magnetic fields. Recent reviews of this

field are provided by Neuberger et al. (2005) and Schillinger et al. (2005). Un-

fortunately, in most of the reported investigations, only minimal information can

be found about the quantitative parameters of the magnetic field and its spatial

distribution. One of the exceptions is a recent report (Xu et al., 2005) that de-

scribes the geometry of a permanent magnet with one pyramid-shaped pole. Fur-

thermore, field parameters are provided in detail and particle retention of ferro-

fluids was shown as a function of the flow speed at different distances from the

pole tip.
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4.9.4.2

Field Gradients Generated by Magnetic Implants

One interesting way of overcoming the problem of establishing a field maximum

inside the human body is through the implantation of magnetizable objects of suit-

able geometry. The basic problem of collecting magnetic particles at the surface of

magnetized wires was first discussed some three decades ago. At that time, it was

shown that a wire magnetized across its axis generates a strongly inhomogeneous

magnetic field near its surface, attracting particles even against strong hydrody-

namic forces (Friedlaender et al., 1978). Recently, different systems of transdermal

implants for the retention of magnetic particles transported inside an artery were

modeled by Avilés et al. (2005). These authors concluded that an implanted ferro-

magnetic wire magnetized by an extracorporeal permanent magnet is a promising

tool for the intra-arterial retention of magnetic particles. The same group further

modeled the ability of magnetizable intravascular stents to concentrate magnetic

particles at defined positions in arteries near the stent wires (Chen et al., 2005).

This group was particularly interested in particles destined for intravascular trans-

port, which must be smaller than a few micrometers in order to avoid thrombosis

or embolization. The results of both investigations showed that single particles of

this size cannot be concentrated or retained against the hydrodynamic forces of

blood flow with velocities above 5 cm s�1 by practicable magnetic field strengths

(m0Ha 1 T). It is, however, well known that under the influence of a magnetic

field, agglomeration of magnetic particles does occur and clusters do form. These

clusters are then amenable to magnetic guiding. The findings of another group

(Yellen et al., 2005) showed experimental evidence that particles as small as 0.4 mm

could be captured by a copper mesh electroplated with a cobalt-nickel alloy in a

flow chamber with velocities of 5 cm s�1. Unfortunately, the optical resolution of

the corresponding microscopic photographs does not allow for the single particles

to be distinguished from the particle agglomerates.

Another aspect of magnetic targeting – the concentration of magnetic particles

in a tumor – was modeled by Rotariu and Strachan (2005). Blood flow velocities

in the arterioles and capillaries of tumors are much lower than in arteries, and

the chance to capture particles as small as 1 mm is thus much higher, especially

after the implantation of needle-shaped magnets.

The partly contradictory results of the above-mentioned modeling papers show

that further investigations are needed in order to come to a final decision on the

feasibility of magnetic targeting deep in the body. The possible risks due to embo-

lization by magnetic agglomerates must also be further examined and investigated

in animal models.

4.9.4.3

Magnetic Devices Moved by Alternating or Rotating Magnetic Fields

The magnetic guidance of objects through the vascular system or the tissue is hin-

dered by friction forces. The action of a magnetic field gradient on a magnetic mo-
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ment is often too weak to overcome these opposing forces. It is, however, possible

to excite the movements of a magnetic vehicle by externally applied alternating or

rotating magnetic fields, thereby drastically reducing the frictional resistance and

even actively pushing the object ahead. A well-known example is the so-called

para-operational device (POD) described by Frei et al. (1966). The main propulsion

principle of PODs consists of vibrating movements of a permanent magnet ex-

posed to both a strong static and a weak alternating magnetic field and assisted by

suitable tails attached to the device. The resulting motion is similar to the swim-

ming of a tadpole. Interestingly, rotating PODs were also described in Frei et al.’s

publication.

Although several studies have been carried out using PODs, this interesting de-

vice failed to reach clinical acceptance. The basic idea of rotating objects, however,

was recently taken up again by Ishiyama et al. (2001, 2002). These authors per-

formed in-vitro studies with screw-shaped objects containing a permanent magnet

magnetized perpendicular to the screw axis. When these vehicles were exposed to a

rotating magnetic field, they were able to move along their axis through media

with a wide range of Reynolds numbers. Dutz et al. (2004) recently published sim-

ilar investigations, as did McNaughton et al. (2005), who used screw-shaped ve-

hicles as fluorescent sensors. Compared with already established gradient-based

magnetic navigation systems (see for example Fig. 1.8 in Section 1.1.5), the re-

quired electric power for these types of rotating vehicles is orders of magnitudes

smaller. Therefore, the further development of this guidance principle may be a

promising alternative for different medical applications.
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5

Conclusions and Perspectives

Jens Haueisen

This second edition of Magnetism in Medicine includes a large number of changes

when compared to the First Edition. In many aspects it should be seen rather as a

new book than simply a new edition – a point which reflects, at least in part, the

highly dynamic nature of magnetism in medicine, with so many new develop-

ments and applications over the past few years. As in the First Edition, one of the

main emphases in this book is the integration of basic science and clinical re-

search. In such a highly interdisciplinary field, where physicists, engineers and

clinicians must work in unison in order to achieve their research goals, everybody

should be able to understand the others’ disciplines in some depth. Clinicians need

to know about the technology they are using, the physicists and engineers need to

know about the various clinical aspects, whilst all members of the team require a

good basic knowledge of the physiological and pathophysiological mechanisms in-

volved. The successful development of new diagnostic and therapeutic approaches

is possible only in such an environment.

Biomagnetic SQUID-based recording technology, which measures the extremely

weak magnetic fields produced by living systems, has developed continuously over

the past few years, with increasing numbers of channels per system (currently up

to 500). Vectorial measurements (recording all three components of the magnetic

field at approximately one site) represent one new and promising direction in this

field, while another promising sector lays in the development of optical magneto-

meters. Although the first biomagnetic measurements with optical magnetometers

date back to the early 1990s, recent developments have shown that these devices

offer very interesting prospects for biomagnetic imaging.

Magnetic source imaging (MSI), which involves the reconstruction of brain activ-

ity based on biomagnetic recordings, individual anatomical information, and for-

ward and inverse procedures, has become established as a standard tool in both

basic and clinical research. However, it has also stimulated developments in other

fields, such as source imaging based on electric potential measurements. The

unique nature and strength of bioelectromagnetic measurements – and conse-

quently of MSI – is to provide images of brain or heart activity on a millisecond

time scale, allowing the analysis of information transfer mediated by cortical oscil-
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lations or the noninvasive imaging of activation sequences in the heart. In terms

of reimbursement for clinical applications of MSI (epilepsy and presurgical map-

ping), this is currently available in the USA and Japan, and possibly available in

Europe in the not-too-distant future.

Another future clinical application based on biomagnetic measurements is that

of diagnosis and monitoring of fetal arrhythmias. Indeed, the unique signal quality

qualifies fetal magnetocardiography (fMCG) as the only valid method for studying

fetal cardiac electrophysiology during late pregnancy. Moreover, as the method is

noninvasive and easy to apply, its use is proposed in all cases where an ECG might

be indicated, promoted by the availability of low-cost, bed-side recording systems.

Fetal magnetoencephalography (fMEG), on the other hand, is currently much fur-

ther from clinical application, mainly because it monitors an extremely weak signal

that cannot be obtained in all recording sessions. Nonetheless, fMEG represents a

new ‘‘window’’ to the fetal brain.

Many developments have occurred in magnetic resonance imaging (MRI) since

the first edition of this book was published. In high-field areas, for example, 7 and

9.4-Tesla systems have been developed and are currently undergoing evaluation,

while at the other end of the spectrum low-field MRI using SQUIDs has resulted

in completely new diagnostic devices by combining MRI and MEG. Newly intro-

duced parallel imaging (multiple recording channels) has already resulted in fewer

artifacts and shorter recording times. Remarkable progress has also been made in

areas such as whole-body MRI and MR angiography, routine applications of diffu-

sion, perfusion or BOLD-techniques, in addition to MR-spectroscopy (MRS).

Today, MRS represents a most valuable clinical tool, due mainly to the rapid

availability of data. For example, determining metabolite concentrations are vital

when diagnosing many diseases, with proton spectra of the brain being used to

monitor levels of N-acetyl-aspartate, creatine, phosphocreatine, trimethylamines,

myo-inositol and amino acids associated with neuronal tissue loss in dementia

and other brain diseases. In this respect, metabolic changes in the brain can be

mapped using functional magnetic resonance spectroscopy (fMRS) imaging tech-

niques, while multimodal imaging using electromagnetic, metabolic, and hemo-

dynamic activity will increase our understanding of brain function and provide

new means of experimental validation in neuroscience.

Perhaps the most striking steps forward, however, have been made in cardio-

vascular imaging, with improved MRI. Today, by combining new techniques and

sequences – including the acquisition of high-resolution images in a single

heartbeat – new insights are available in cardiac morphology, function, perfusion,

and vessel analysis.

As with the above-described areas of magnetism in medicine, the magnetic stim-

ulation of excitable tissue has been developed and is now widely used in neuro-

science research and clinical diagnosis. Here, new methods for focal and vectorial

stimulation have been introduced with transcranial magnetic stimulation (TMS)

which, when combined with electric source imaging and stereotactic multi-channel

TMS, will accelerate interest in this area. In addition, new applications of TMS –
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including the modulation of gene expression and induction of restorative plasticity

or tolerance against brain injury – should reach clinical practice in the near future.

The use of magnetic particles in a variety of forms and sizes for diagnostic and

therapeutic approaches represents yet another major domain of innovation. The

ability to concentrate magnetic nanoparticles in a target region of the body by ap-

plying an external magnetic field has been demonstrated in principle, and has

opened the door to magnetic particle hyperthermia and associated highly selective

cancer therapy.

In conclusion, the elegance, noninvasive nature and other advantages of magnet-

ic procedures in medicine – combined with the need to solve many current

research problems – will ensure that this highly technological field retains its

dynamic state over the years to come.
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heat conduction 559

helmet 119f, 123, 125

Helmholtz coil 532

hematite 5

hematological disorder 580

hemochromatosis 530, 538f

– primary 542

– secondary 543

hemoglobin 362, 536

hemosiderin 535f, 538, 541

higher-order tensor 386

high-intensive focused ultrasound 448

high-temperature superconductivity (HTS)

102, 152ff, 333

Hilbert transform 219

Hildegard von Bingen 10

Hippocrates of Cos 5

hormone replacement therapy 442

hot spot 87

HRV see heart rate veriability

HTS see high-temperature superconductivity

hydrodynamic radius 557

hydrogen nucleus 299

HYPERNOM 109

hypertension 191ff

hyperthermia 550ff, 564ff, 596

– intracellular 565

– magnetic 15f

hysteresis 552f

– loop 53f

i
ICA see independent component analysis

ICNIRP see International Commission on

Non-Ionizing Radiation Protection

idling rhythms 218

IEC see International Electrotechnical
Commission

IHD see ischemic heart disease

ill-conditioned problem 63

ill-posed matrix 228

image postprocessing 439ff, 445

– image substraction 442

– in-phase 444

– maximum intensity projection 439

– opposed-phase 444

– ROI 439

imaging epicardial activity 178f

imaging system 324, 330

immobilization 557

immune effector 580f

immune therapy 586

immunity 564

independent component analysis (ICA) 222

induced activity 219

infarct 351

injury current 217

InteliSite capsule 500, 502, 506

interictal epileptic discharge 251

International Commission on Non-Ionizing

Radiation Protection (ICNIRP) 76ff, 89

International Electrotechnical Commission

(IEC) 89

interneurons 517

interstimulus interval 520

interstitial laser therapy 448

interventional magnetic resonance imaging

416ff

intestine 481, 490

intrauterine devices (IUD), magnetic 16f

intrauterine growth-restriction 276

inverse monitoring 484

inverse problem 61, 223, 226

inverse recovery preparation 349

inverse solution 175ff

inversion fast spin echo 406

inversion recovery contrast 406

iron 598, 601

– chelator 529f, 543

– overload 529f, 536

– oxide 3, 597

ischemia 255, 378f, 382, 391

– chronic 179

– induced 185, 187

ischemic heart disease (IHD) 183ff, 190,

589

isointegral maps 189

Isolex 300i 17

IUD see intrauterine devices
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j
Josephson junction 104, 107, 153

k
Karhunen-Loeve transformation 189

k-space 312, 355, 388, 420

l
laboratory system 315

language 238f, 372

language related field 251

Larmor frequency 299f, 305, 308, 315, 330

Larmor-spin precision 70

late fields 198f

leadfield matrix 227

left anterior descending 354

left circumflex 354

left ventricular hypertrophy (LVH) 192

Lenz’s law 41

lexical-semantic integration 239

linear estimation 228

line width 306

liposomes 596

liver iron 529ff

– concentration 530, 538

lodestone 4f

longitudinal relaxation 308

long term potentiation (LTP) 524

Lorentz force 35f

LORETA see low resolution electromagnetic

tomography

loss power 556

– specific 552, 555, 562

low resolution electromagnetic tomography

(LORETA) 229

low-temperature superconductivity (LTS) 154

LTS see low-temperature superconductivity

LVH see left ventricular hypertrophy
Lyapunov exponent 220

m
MACS technology 572ff

magetic resonance techniques, protection of

patients and volunteers 89, 91, 93

maghemite 556, 562

MAGMA-system 488ff

MagMOON see magnetically-modulated

optical nanoprobe

Magnes 3

magnesite 5

magnet

– cow 10

– electromagnetic 8, 13

– giant 8

– hand-held electromagnet 8

– horse shoe 8

– NdFeB 12ff

– permanent 14, 333, 479, 500

– pole 4

– SmCo 12ff

– superconducting 13f

– superconductivity 333, 336

magnetically marked tablet, disintegration

493

magnetically-modulated optical nanoprobe

(MagMOON) 608

magnetically targetable carrier (MTC) 600

magnetic anisotropy 46ff, 553, 556, 563

magnetic carrier 607

magnetic cell separation 571ff

magnetic dipole moment 298

magnetic domains 51ff

magnetic drug targeting 596ff

– schematic principle 601

magnetic field 29, 35, 37ff, 65, 78f, 330, 596

– alternating 502

– alternating pulse 512

– basic restrictions 77, 85f

– biological effects 79, 82, 85

– cardiac 279

– component 169

– conversion rules 66

– distribution 169

– effects on man 18

– electromagnetic (EMF) 18

– exposure limits 78, 81, 84f

– generation 66ff

– gradient 19, 83, 89ff, 90, 305, 311, 314, 348

– in diagnosis 479

– in therapy 479

– intensity 39

– interaction mechanisms 78ff

– measurement 66, 70ff

– parameters 186

– physiologic effects 18ff

– pulsed EMF 18

– reference levels 86f

– rotating 503

– safety aspects 81, 84, 89

– static 18, 78ff, 90

– time varying 78ff, 512, 514

– units 66

magnetic field map (MFM) 164, 168ff, 174,

181

– orientation 187ff

magnetic field tomography (MFT) 229, 239

magnetic fluid hyperthermia (MFH) 15

magnetic flux 105f, 537
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magnetic guidance 608f

magnetic hysteresis loss 502

magnetic implant 610

magnetic induction 38, 49

magnetic labeling 574

magnetic loss energy 552

magnetic marker 483ff, 490

magnetic mismatch negativity 238

magnetic moment 309

magnetic monitoring 481ff

magnetic nanoparticle 551

magnetic noise 531, 540

magnetic particle imaging (MPI) 606f

magnetic potential 30f, 35

– scalar 30

– vector 31

magnetic receptor 19

magnetic relaxation 59ff

magnetic resonance

– antenna 337

– guidance 417f

– monitoring 417

– stereotactic systems 417, 424

magnetic resonance angiography (MRA)

324, 353, 383, 403

– black-blood 343, 356

– breath-hold 354

magnetic resonance imaging (MRI) 17, 293,

311ff, 521, 529, 536, 541

– basic 362f

– contrast enhanced 438

– delayed-enhancement 351

– diffusion- and perfusion-weighted 378

– dynamic 438

– echo-based 343

– functional 362ff, 392, 404, 522

– high speed 383

– intraoperative 423

– methods for 363

– of GI-tract 482

– parallel 443

– post processing 439

– ultrahigh-field 294, 398

magnetic resonance mammography (MRM)

295, 437ff

– DWI 443

– dynamic 437

– parallel imaging 443

– sensitivity 441

– sequence techniques 443

magnetic resonance (MR), microscopy 314

magnetic resonance spectroscopy (MRS)

295, 327ff, 456ff

– carbon 460, 469

– fluorine 469

– high-resolution 459

– high-resolution molecular 456

– phosphorus 460, 463, 466, 471

– proton 458, 460ff

– signal 301

magnetic resonance techniques,

contraindications 93f

magnetic sense 19

magnetic sensor 486

magnetic source imaging (MSI) 146, 148

– biomagnetic recording 613

magnetic stereotaxis 67

magnetic stimulation 511ff

magnetic substance 479

magnetic susceptibility 41, 398, 531

magnetic viscosity 59

magnetic volume susceptibility 536

magnetism, history of 3ff

magnetite 3, 5, 556f, 559, 562

– milk mixture 5

magnetization 38ff, 41, 45, 309, 315, 327

– curves 53ff

– homogeneous 45

– stray fields 51

– vector 40

magnetization transfer contrast (MTC) 309

magnetocardiogram (MCG) 102, 164, 189

– fetal 103

– multichannel 192, 197f

– single channel 172

magnetocardiography (MCG) 164ff

– fetal 268, 614

– multichannel 269

– signal 184

magnetoencephalogram (MEG) 103, 130f

– fetal 103

– whole-head 145

magnetoencephalography (MEG) 210ff, 219,

236, 255

– fetal 279ff

– generation 223f

– influencing factors on data quality 280

– signals 221

magnetofection 600

magnetogastrogram (MGG) 103

magnetography, fetal 268ff

magnetoliposome 564, 569, 602

magnetometer 132

– AMR 71f

– atomic 70

– CMR 73

– flux-gate 70ff

– GMR 72
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– Hall 73

– magneto-optical 73

– magnetoresistive 72

– SQUID 70

– twin-dewar 145

– vector 151f

magnetomyogram (MMG) 102

magnetoneurogram (MNG) 103

magnetooculogram (MOG) 103

magnetoretinogram (MRG) 103

magnetosomes 553, 563

marker 483ff, 490

– localization 488

– neuronal 465

– passage 491, 495

– rotation 492

Maximilian Höll 11

maximum intensity projection (MIP)

325

maximum likelihood 228

Maxwell equations 27ff, 31, 39, 223

Maxwell gradient 335

MCG see magnetocardiography

median nerve 230

MEG see magnetoencephalography, see
magnetoencephalography

MEM see minimum entropy method

MEP see motor evoked potential

MGG see magnetogastrogram

Meissner-Ochsenfeld effect 104

membrane potential 212

memory 243

memory metal 501

Mesmer, Franz Anton 11f

Mesmer’s tub (baquet de Mesmer) 12f

mesmerism 10

meso-caval shunt 432

MFH see magnetic fluid hyperthermia

MFM see magnetic field map

MFT see magnetic field tomography

MicroBeads 573f, 588

– antibody-conjugated 575

– superparamagnetic 575

microcoil 422

microsphere 597

– albumin 597

minimally invasive therapy 445f

minimum entropy method (MEM) 367

minimum norm estimate 179, 190

minimum norm least squares (MNLS)

228, 228f

MIP see maximum intensity projection

mirror neuron system 241

mismatch negativity 281, 283

MMG see magnetomyogram

MNG see magnetoneurogram

MNLS see minimum norm least squares

MOG see magnetooculogram

molecular imaging 449

molecular motion 309

moment of inertia 310

mononuclear phagocyte system 602

motility 481f, 489, 491

motion compensation 326

motor action 242

motor evoked potential (MEP) 518ff

motor imagery 241

motor system 230ff, 235

movement evoked field 235

MPI see magnetic particle imaging

MPR see multiplanar reformatting

MR see magnetic resonance

MRA see magnetic resonance angiography

MRG see magnetoretinogram

MRI see magnetic resonance imaging

MRM see magnetic resonance mammo-

graphy

MRS see magnetic resonance spectroscopy

MSI see magnetic source imaging

MTC see magnetically targetable carrier,

see magnetization transfer contrast

multiplanar reformatting (MPR) 321

multiple sclerosis 408, 462

multiple signal classification 230

MUMETALL 109

MUSIC 226

music 239

myocardial infarction 172, 183

myocardial injection 429

myocardial tagging 346

myocardial viability 190

myocardium 167, 349ff

n
N400m 239

NAA see N-acetyl-L-aspartate
nanoparticle 599f

natural killer cell therapy 583f

navigated brain stimulation (NBS) 512

navigator 353

NBS see navigated brain stimulation

Néel relaxation 555, 557

neuromagnetism 210ff, 218, 232ff

neuronal activity 362

neuronal marker 465

neuronal networks 240

neuropatology 406

neurosurgery, stereotactic 14
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nigrosomes 408

Niobe system 14f

NMR see nuclear magnetic resonance

NOE see nuclear Overhauser effect
noise 310

– cancellation 127, 135, 139

– environmental 102ff, 121, 140

– level 153

nonverbal communication 241

nuclear magnetic resonance (NMR) 297ff

– precession frequency 311

nuclear magnetization 299, 308

– motion 300

– precession 299, 303

– transverse 312, 316

nuclear Overhauser effect (NOE) 457,

459

nuclear relaxation 306

Nyquist 310, 338

o
object recognition 241

occupational exposure 78, 84ff, 89, 93

– to magnetic fields 86

– to radiofrequency electromagnetic

fields 93

olfactory system 234

oncology 597

orthodontics 16

osmolyte 465

overhead gantry system 121

oxyhemoglobin 362

p
pacemaker 13, 81, 94, 268

Paracelsus 11

parallel imaging 384

paramagnet 41

para-operational device (POD) 611

Parkinson disease 408

partial acquisition techniques (PAT) 317f,

338

PAT see partial acquisition techniques

patient support system 121, 128

PCA see principal component analysis

penumbra 381

percutaneous therapy, MR guided 427f

Peregrinus 3f

perfusion-weighted imaging (PWI) 378

– DWI/PWI mismatch 378, 382

– pulse sequences 383f

permanent magnet 69

PET see positron emission tomography

PGSE see pulsed gradient spin echo

phase

– encoding 321

– memory 320

– sensitive detection 325

phase-contrast angiography 325

phosphocreatine 461, 465

photic driving 232

pick-up coil (detection coil) 127, 146,

148ff

pigeon 19

pixel 313, 322

Pliny the Elder 5

POD see para-operational device
point-resolved spectroscopy (PRESS) 458,

462, 467

Poisson equation 31

polarized field, circular 308

positron emission tomography (PET) 17,

458

postsynaptic potential 213

PQRST complex 273

pre-excitation 174, 178, 196f

PRESS see point-resolved spectroscopy

primary motor cortex 245

primary somatosensory cortex 245

principal component analysis (PCA) 222

PROPELLER method 387ff

prostate cancer 473

prosthesis, oral and maxillo-facial 16

protection

– guidance 76f

– of patients and volunteers 93f

proton density 402

pseudo current density 191

PSIF 320

90� pulse 301, 304, 321

180� pulse 304, 321

pulsed gradient spin echo (PGSE) 305

pulse sequence 318

P wave 195, 269, 271, 276

PWI see perfusion.weighted imaging

pyramidal cell 214

q
QRS 172, 188, 192

– complex 185, 269, 271, 276

– fragmentation 199f

– interval 170, 186

QT dispersion 185, 199f

QT intervall 271

QT prolongation 275

Q wave 171
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r
radiation shield 109

radiofrequency bombarder unit 504

radiofrequency electromagnetic field

84, 91

– basic restrictions 85f, 92

– biological effects 87, 91

– exposure limits 89, 93

– interaction mechanisms 84ff

– reference levels 86f

– safety aspects 89

radiofrequency field 299ff, 330, 336

– circular 337

– perpendicular 337

radiofrequency heating 15

radiofrequency power 336

radiofrequency pulse 315, 320

– taylored 399

RATN 240

Rayleigh loss 554

Rayleigh regime 561

reading 239

receiver 336

reciprocity theorem 537

Reed switch 501

reference coil 145

relaxation 301, 555f

– longitudinal 301, 304, 314

– nuclear 306

– rates 307

– spin-lattice 302

– spin-spin 302

– time 319

– transversal 302f

relaxation time 362

– changes 400

repetition time 320ff

repolarization 167f, 190

resolution matrix 229

resonator 337

response to therapy 473

retinotropic mapping 370

rheobase 331

right anterior temporal negativity 240

right coronary artery 354

rigid lattice 306

RMS see root mean square

robotic system 446

root mean square (RMS) 108

root mean square of successive differences

272

rotating frame 299, 311, 315

R wave 170, 274, 344, 346

s
safety pin removal 10

SAM see synthetic aperture magnetometry

SAR see specific absorption rate

sampling theorem 313

saturation 309, 322

saturation recovery magnetization preparation

349

scalar coupling (J-coupling) 457

scanning method 229

scintigraphy 482, 506f

selective excitation 314ff

SENSE see SENSitivity Encoding
sensitivity 457f

– profile 317

SENSitivity Encoding (SENSE) 318, 387f

sensor separation 127

separation column 576

shielded room 109ff

shielding 109ff, 136, 338

– active 112

– factor 109ff

– passive 109, 111

– superconducting magnetic 112

shim 458

shimming 328, 334, 400

sickle cell disease 539

signal morphology 184

signal space projection 135

signal space separation 136

signal-to-noise ratio 309ff, 345, 364, 458

simultaneous acquisition of spatial harmonics

(SMASH) 317f, 293

single-domain state 56ff

single-shot image 349

single-side band modulator 338

single-voxel spectroscopy 328, 458, 462, 473

SMASH see simultaneous acquisition of

spatial harmonics

social recognition system 241

software gradiometer 115

somatosensory system 230f

somatotopy 245

sonography 482

source localization 176, 230, 276

source modeling 223f, 276

source reconstruction 222

SPAMM see spatial modulation of

magnetization

spatial analysis 192

spatial filters 220, 229

spatial frequency 313

spatial modulation of magnetization

(SPAMM) 346
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spatial resolution 314, 317

spatio-temporal dipole model 222, 227

specific absorption rate (SAR) 78, 86f, 92f,

338, 405

spectral density 307

spectral editing 328

spectroscopic imaging 329, 458

speech production 239

sphere model 224

spikes 253ff

spin 299, 325

spin echo 322, 326, 364

– contrast 404

– density 310

spin-spin coupling 457

spin-spin relaxation 302

spiral imaging 388f

splinter removal 7

spreading depression 148

– cortical 150

SQUID 102, 104ff, 108, 123, 139f, 164,

190, 279, 481, 484, 529

– ac-field 532

– biomagnetic 482f, 613

– dc 104, 125

– dc-field low TC 531

– flux-lock-loop 129

– low TC 539

– micro 144, 147ff

– MMM 482, 493

– rf 105

– single-channel rf 533

– voltage 537f

standard deviation of normal-to-normal

beats 272

standard inversion recovery spin echo 406

statistical analysis 367f

ST depression 184

ST segment 184, 188, 269

steady-state free precession technique 344ff

– breath-hold (volume targeted) 355

STEAM see stimulated echo acquisition mode

stem cell 431

– enrichment 580

– transplantation 580f, 584, 589

stereotaxis 14

stimulated echo 304

stimulated echo acquisition mode (STEAM)

458

stimulation 367f

Stokes theorem 28, 39

stomach 490, 492

Stoner-Wohlfarth model 57

Stoner-Wohlfarth particles 553

stray field 51

– curves 53ff

stroke 378, 382ff

– imaging 391

– subacute 407

subtantia nigra 408

Sucruta 5f

sudden cardiac death 192

supercon 322f

superconductive systems, cylindrical 418

superinsulation 116

superparamagnetism 56ff, 552, 556, 562,

575

surface coils 421

surface Laplacian 219

susceptibility 41, 323, 398, 556

susceptibility-weighted imaging (SWI) 403f

SWI see susceptibility-weighted imaging

syntactic violation 238

synthetic aperture magnetometry (SAM)

230

t
T1, T2 301, 308, 321, 364, 366, 402

– relaxation 401

T2* 544

T2 shine through 381

tachycardia 275

– ventricular 173, 175, 181

tangential derivative 219

targeting 566

Taylor expansion 31

T cell 574

– activation 585

– antigen-specific 585

T cell isolation 586

– cytotoxic 584

– regulatory 585

TEM coil 400

temperature rise 87f, 92

temporal analysis 192

terrella 4

Tesla 103

thalassemia 530, 539

Thales of Miletus 4

thermal ablation 418, 427, 550ff

thermal activation 555

thermometry 428

thrombolytic therapy 382

TIM see total imaging matrix

time of flight (TOF) 325

TMS see transcranial magnetic stimulation

TOF see time of flight

tonotopy 232
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torque 299

total epileptic discharge 255

total imaging matrix (TIM) 338

trackable interventional device 420, 425

tracking coil 422

transcranial magnetic stimulation (TMS)

513f, 614

transfection 600

transferrin 531, 533

transition probability 308

transmitter 308

transversal relaxation 320

trial of transplacental cardioversion 275

TSE see turbo spin echo

TSENSE 345

tumor 406, 438, 449, 466, 468f, 473, 522,

550, 559, 564ff, 598

tumor purging 582

tumor therapy 571

turbo spin echo (TSE) 343

– imaging 323

T wave 170, 184f, 188, 192, 269, 271

u
unshielded setting 180f

user-interface 423

v
vectorial stimulation 513

vector magnetograph 140f

vector magnetometer 140f

VENC 348

ventricular tachycardia 173, 175, 181

vernix 276

viability 343

visual system 232, 282, 370

volume conductor 171, 177

volume current 169, 215

voxel 309, 311, 328f, 366, 385

– size 310

VSM MedTech 125ff

w
Wada test 373

Wallerian degeneration 384

wavefront propagation 176

wavelet transform 219

Weidemann relationship 536

weighting matrix 228

Wernicke’s area 239, 372

white matter tract 385

Wilhelm Fabricius of Hildanus 7

William Gilbert 3ff

Wolff-Parkinson-White (WPW) syndrome

173, 175, 177, 196, 275

Wood’s metal 502, 504

working memory 237

x
XMR unit 418

Index 629





Related Titles

J. Clarke, A. I. Braginski (Eds.)

The SQUID Handbook

Volume I: Fundamentals and Technology of SQUIDs

and SQUID Systems

2004

ISBN-13: 978-3-527-40229-8

ISBN-10: 3-527-40229-2

J. Clarke, A. I. Braginski (Eds.)

The SQUID Handbook

Volume II: Applications of SQUIDs and SQUID Systems

2004

ISBN-13: 978-3-527-40408-7

ISBN-10: 3-527-40408-2

W. R. Hendee, E. R. Ritenour

Medical Imaging Physics

2002

ISBN-13: 978-0-471-38226-3

ISBN-10: 0-471-38226-4

W. R. Hendee (Ed.)

Biomedical Uses of Radiation

1999

ISBN-13: 978-3-527-29668-2

ISBN-10: 3-527-29668-9


