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PREFACE 

This volume contains the papers presented at the IUTAM Symposium 
on Geometry and Statistics of Turbulence, held in November 1999, at the 
Shonan International Village Center, Hayama (Kanagawa-ken), Japan. 

The Symposium was proposed in 1996, aiming at organizing concen­
trated discussions on current understanding of fluid turbulence with empha­
sis on the statistics and the underlying geometric structures. The decision 
of the General Assembly of International Union of Theoretical and Applied 
Mechanics (IUTAM) to accept the proposal was greeted with enthusiasm. 
Turbulence is often characterized as having the properties of mixing, inter­
mittency, non-Gaussian statistics, and so on. Interest is growing recently 
in how these properties are related to formation and evolution of struc­
tures. Note that the intermittency is meant for passive scalars as well as 
for turbulence velocity or rate of dissipation. 

There were eighty-eight participants in the Symposium. They came from 
thirteen countries, and fifty-seven papers were presented. The presenta­
tions comprised a wide variety of fundamental subjects of mathematics, 
statistical analyses, physical models as well as engineering applications. 
Among the subjects discussed are (a) Degree of self-similarity in cascade, 
(b) Fine-scale structures and degree of Markovian property in turbulence, 
(c) Dynamics of vorticity and rates of strain, (d) Statistics associated with 
vortex structures, (e) Topology, structures and statistics of passive scalar 
advection, (f) Partial differential equations governing PDFs of velocity in­
crements, (g) Thermal turbulences, (h) Channel and pipe flow turbulences, 
and others. 

We would like to thank all the contributors for making this Proceedings 
a landmark of turbulence research open to the coming next century. The 
papers collected in this volume were reviewed by all members of the Local 
Organizing Committee. 

The assistance by the members of the Scientific committee is gratefully 
acknowledged. Sincere thanks are also extended to the Advisory committee 
and also to all the members of Local organizing committee for their efforts 
making the Symposium very successful. We are particularly grateful to 
Prof. F. Hamba as a Treasurer for this Symposium. 
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General and Mathematical 



Opening Address 

Mathematical Physics of Turbulence 

Tomomasa TATSUMI 
International Institute for Advanced Studies 
9-3 Kizugawadai, Kizu-cho, Kyoto 619-0225, Japan 

It is my great honour and pleasure to give an official Opening Address in the 
"IUT AM Symposium on Geometry and Statistics of Turbulence" on behalf of the 
President of IUT AM, Professor Werner Schiehlen. 

1. IDTAM 

The Opening Address is intended to give the audience the scope and activity of 

IUT AM, in particular on the significance of its Symposia including the present 

Symposium. In this context, however, I am not talking about the the history and 
statistics of IUTAM in detail but would like to draw your attension to its very origin 

IUTAM (International Union of Theoretical and Applied Mechanics) was founded 

in 1947. shortly after the World War ll. as an international organization under ICSU 
(International Council of Scientific Unions), so it has a long history of more than 
half a century. 

1.1. ICAM and ICTAM 

One of the main activities of IUT AM is to organize ICT AM (International Congress 
of Theoretical and Applied Mechanics) every four years at various cities in the 

world. ICTAM has an eminent prehistory before the War under the name of ICAM 

(International Congress of Applied Mechanics), which dates back to 1922 when an 

international conference on Hydro- and Aeromechanics was held at Innsbruck. Aus­
tria, under the joint chairmanship of Theodore von Karman, then the director of 
Aerodynamical Institute of Aachen Polytechnic, and Tullio Levi-Civita, an Italian 

mathematician in Rome (after Battimelli ( 1988) ) . 

3 

T. Kambe et al. (eels.), IUTAM Symposium on Geometry and Statistics ofTurbulence, 3-12. 
© 2001 Kluwer Academic Publishers. 
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Kannan's idea of having such an international meeting was motivated from his 
recognition of a large discrepancy between the rapid developments in the field of 
hydro- and aeromechanics on one hand, and only a limited space devoted to such 
problems at scientific meetings on the other hand. He proposed to break the 
dependence of hydro- and aeromechanics from their mother disciplines like mathe­
matics, physics and engineering. 

His proposal was enthusiastically supported by Levi-Civita and they succeeded in 
organizing the above-mentioned conference. In spite of the wake of the hostility 
between the nations after the World War I, thirty three scientists gathered to the 
conference from Germany, Austria, Holland, Scandinavia and Italy, including big 
names such as Ludwig Prandtl, Karman's former teacher, and Werner Heisenberg, 

who was sent by Arnold Sommerfeld to report on his research on turbulence. 

In this conference Kannan found a new partner Jan Burgers, a young Dutch 
scientist who was at Innsbruck, and they proceeded to organize an international 
congress covering the wider subjects of Applied Mechanics in 1924 at Delft, the 
Netherlands. This Congress was also very successful with 200 participants and 76 
papers read covering the whole field of applied mechanics. 

This is indeed the beginning of the series of ICAM and ICTAM which have been 
held every four years except for the interruption due to the World War II. The last 
Congress was the 19th Congress held in 1996 at Kyoto, Japan and the next will be 
the 20th Congress to be held in 2000 at Chicago, USA. 

1.2. IUTAM Symposia 

Another main activity of IUT AM is to sponsor about ten IUT AM Symposia per year 
and also a few Summer and Winter Schools of intructional nature. IUT AM Sym­
posia are selected from many proposals made by the members of IUT AM and the 
participants are limited to those invited by the Symposia. The subjects of the 
Symposia are all concerned with the current topics of scientific importance in the 
fields of IUTAM and their Proceedings are to be published in principle by Kluwer 
Academic Publishers. 

Our Symposium on "Geometry and Statistics of Turbulence" is indeed one of such 
IUT AM Symposia which has been supported and adopted by the General Assembly 

ofiUTAM. 

2. Fluid Mechanics and Turbulence 

During about eighty years since the time of Innsbruck Conference. enormous develop­

ments have been achieved in the fields of Hydro- and Aeromechanics. or Fluid 
Mechanics in modem usage. 
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2.1. Fluid Mechanics 

It should be noted that such developments have been built up on the basis of the real 

fluid which is associated with the compressibility and viscosity and governed by the 

Navier-Stokes equation of motion. Thanks to the ingenious works on the shock wave 

by Sir Geoffrey Taylor ( 1910) and the boundary layer by Ludwig Prandtl ( 1904), 

all singularities accompanied with the perfect fluid without viscosity have been 

regularized and given the physical reality. 

Now, it is generally believed that all fluid motions, including highly complex flows 

at large Reynolds numbers, can be described as the solutions of the Navier-Stokes 

equation, and this belief has been well supported so far by the results of experiments 

and numerical simulations. In this sense, Karman's idea of dealing with hydro- and 

aeromechanics as an independent research sector from their mother disciplines seems 

to be well justified. 

2.2. Turbulence 

Probably, only exceptional case to such a belief may be turbulence. Although our 

knowledge on turbulent flows has been largely progressed in recent years, there seems 

to be still lacking the consistent mathematical physics of turbulence. If we interpret 

"Geometry and Statistics" of turbulence in the title of this Symposium as "Mathe­

matics and Physics", our purpose is nothing but to build up such Mathematical 

Physics of Turbulence. 
It is usually said that a substantial difficulty of the theory of tmbulence lies in its 

lack of scale-separation between the large- and small-scale components of turbulence, 

which makes it impractical to employ the so-called quasi-particle description. This 

is indeed the cause of very limited success of the classical notion of the mixing 

length, which was introduced to the turbulence research taking analogy from the 

mean-free-path of the gas theory. 
The genuine scale-separation of turbulence has been achieved by Kolmogorov 

( 1941), who assumed the independence of small-scale components of turbulence 

from large-scale varieties of turbulent flows at large Reynolds numbers and dealt with 

the equilibrium state of the small-scale components. This idea was developed by 

himself into the t11eory of locally isotropic turbulence, resulting in the celebrated laws 

of the 2/3 power variance of the velocity difference at two points or equivalently the 

-5/3 power energy spectrum, both coined by the name of Kolmogorov. 

Probably, the independence of the small-scale components of turbulence from the 

large-scale structures can be formulated more adequately in the statistical framework 

of turbulence. Now we shall attempt to explore this possibility in the velocity 

distributions of turbulence. 
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3. Statistics of Turbulence 

It is well known that the most complete statistical description of turbulence is 
provided by the probability distribl_!tion functional of its velocity field u ( x. t) at all 

values of the coordinate x and the time t·. Actually all statistical informations of 

tmbulence can be derived from this velocity distribution functional. 
The equation governing this distribution functional was given by Hopf ( 1952) in 

terms of its Fourier transform or the characteristic functional. Thus, the Hopf 
equation provides us with the fundamental equation of the statistical theory of 
turbulence. Since, however, there is no mathematical method available for solving 
this functional equation generally, we have to be satisfied by two particular solutions 
given in this paper, that is the normal (Gaussian) distribution functionals for infinite 
and very small values of the Reynolds number R .. 

3 .1. Velocity Distributions 

A practical method for dealing with this functional equation is to expand it into an 

infinite sequence of equations for the distribution functions of the velocities at the 
discrete points, x 1, X2, X3, .... In this way, Lundgren ( 1967) and Monin ( 1967) 
derived independently an infinite system of equations for the n-point velocity 
distributions, n being positive integers. Thus, this infinite set of equations obtained 
by Lundgren and Monin also constitute the fundamental equations of turbulence. 

There arises, however, a serious diffucu1ty concerning this set of equations since 
the equation for the n-th order distribution always involves the ( n + 1) -th order 
distribution, so that any finite subset of equations is not closed. Such unclosedness 
of the equations is common to all successive approximations in turbulence and we 
have to introduce a closure assumption for connecting the highest-order distribution 
with those of lower-orders in order to make the equations solvable. 

So far a number of closure assumptions have been proposed in relation with the 

statistical moment description of turbulence, but no such work seems to have been 

made for the velocity distribution formalism. Here, a closure assumption for the 

velocity distributions will be proposed using an idea which is similar to Kolmogorov's 
scale-separation principle mentioned in § 2.2. 

3.2. One and Two-point Velocity Distributions 

Denoting the velocities at two points x 1 and x 2 and time t by u ( x 1. t) and u ( x 2, t) 
respectively, we defme the one and two-point velocity distributions as follows: 

f( u 1, x 1, t) = < o ( u (x 1, t)- u 1) > ( 1) 
fl(Ut, U2; Xt, X2; t) = < 0 (u(Xt, t)- Ut) 0 (u(X2, t)- U2)) (2) 
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where u, (i = 1, 2) denote the stochastic variables corresponding to u(x,, t), o the 

three-dimensional delta function and < > the mean value with respect to the initial 

distribution. 
For homogeneous turbulence, these distributions are written as, 

j(u1,X1,f) =f(u1,t) (3) 

/'1(ui,U2:X1,X2:t) =/21 (ui,U2:r.t) (4) 

with r = x 2 - x 1 and required to satisfy the condition of zero-mean velocity, 

f U1j(U1, t)d u1= f U2j(U2, t)d U2 
= f u1f1(u1, u2: r, t)d U1 = f uz/21 (ul, u2: r, t)d U2 = 0 (5) 

By the definition, these distributions must satisfy the reduction conditions, 

f j(u1, t)d u1= f j(u2, t)d U2 = 1 (6) 

f f 1(ul, u2: r, t)d U1 = j(u2, t), f / 21 (ul, u2: r, t)d U2 = j(u1, t) (7) 

In general there is no relationship between f and / 21 except for the reduction 

condition ( 7), but they are related with each other in the following two limits. 

Distant limit: lim,~oo f 1(ul, u2: r, t) = j(u1, t) .fiu2, t) (8) 

Coincidence limit: lim,~ o/21 (ul, u2: r, t) = j(u1, t) o (u2- u1) (9) 

Eq. ( 8) shows the independence of u 1 and u 2 at far distance. while eq. ( 9) requires 

the agreement of u 1 and u 2 for vanishing distance due to the continuity of the fluid. 

3.3. Equation for One-Point Velocity Distribution 

The equation governing the one-point velocity distribution f is given by Lundgren 

( 1967) and Monin ( 1967) in the following general form: 

[olo t+(ul· oloxl)]j(ui,XI,t) 
= ( 4 1[ ) ·I ( 0 I 0 u I • 0 I 0 X I) ff I X 2 - X I I ·I X 

X(u2. olo X2) 2./21 (ul, U2:X1,X2: t)dx2dU2 
- lim x 2 ~. x 1 JJ ( o I o x 2)' f ( u 2 · o I o u 1) /'1 ( u 1, u 2: x 1, x 2: t) d u 2 ( 10) 

where the presence of /'1 on the right-hand side makes the equation unclosed. 

In homogeneous turbulence, for which ( 3) and ( 4) hold, the tmnsfer term of eq. 

( 10) vanishes, and the pressure term which is written as 
T. = ( 4 1[ ) ·I ( 0 I a u I • a I a X I) ff I r I ·I ( u 2 . a I a r) 2 /'1 ( u I, u 2: r. t) d r d u 2 

also vanishes since the double integral is independent of x 1. Thus, eq. ( 10) becomes 

0 j( u I,{) I a t = - lim '~ " J) ( 0 I a r) 2 f ( u 2 . 0 I a u I) /'1 ( u I, u 2: r. t) d u 2 ( 11) 

Although eq. ( 11) is much simpler than eq. ( 10), it is still unclosed so that we need a 

closure assumption for correlating ./21 with f 

3.4. Closure Assumptions 

The closure assumptions proposed so far are more or less based upon the distant 

relation ( 8) assumed for finite distances r < =. 
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f'(u 1, u 2: r, t) = f(u 1, t) f(u 2, t) (12) 

Since this relation is satisfied by the normal distribution of .f , the closure of this 
kind is usually called the quasi-normal approximation. It may be obvious that such 
an approximations is valid for relatively large values of r but become less satisfactory 
for smaller rand eventually divergent at the vanishing r. 

4. Cross-Independence 

Now let us consider a new closure assumption starting from the coincidence limit 
( 9), which shows the independence of the velocity difference .Ll u = u 2- u , from the 
velocity u 1 in the limit of r = 0. If we introduce the sum and the difference of the 
velocities u 1 and u 2, that is, 

U+ = + ( U I + U 2), U- =+ ( U 2 - U I) ( 13) 

+ inserted for convenience, such an assumption amounts to require the independence 
of the cross-velocities U+ and u .. 

4 .1. Cross-Velocity Distributions 

Just like the velocity distributions of u 1 and u 2 have been defined by ( 1) "' ( 4), the 
distributions of the cross-velocities U+ and u. are defined as follows: 

g+(U+,r,t) =<o(+{u(xd)+u(x2,t)}-u+)> (14) 

g.(u.,r,t) =<o(+{u(x2,t)-u(xd)}-u.)> (15) 

i 21 (u+, u-: r, t) = < o ( +{u(x,, t)+ u(x2, t)}- U+) X 

X o (+{u(x2, t)- u(x,, t)}- u. )> (16) 

These distributions are also required to satisfy the condition of zero-mean velocity, 
fu±g±(u±,r,t)du±=O for u . ..L r (17) 

and the reduction conditions, 
fg±(u±,r,t)du±=1 (18) 

f i 21 (u+, u.: r, t)d u+= g.(u., r, t), f i 21 (u+, u.: r, t)d u. = g+(U+, r, t)(l9) 
Since i 21 is another expression of / 21 , these distributions must be connected with 

each other by 
/ 21 (u,,u2:r,t)du,du2 =i21 (u+,u.:r,t)du+du. (20) 

so that, 
f'(u,, u2: r, t)= J'3i 21 (u+, u.: r, t)= 2"'g121 (u+, u.: r, t) (21) 

where J =a ( (u ,)a,(u 2)a )/a ( (u +)a,(u .)a)= 2 denotes the second-order Jacobian 
and a an arbitrary component. 

4.2. Cross Independence 

The independence of the cross-velocities u + and u - considered in the beginning of 
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section can be expressed as 
i''(u., u. r. t) = g ,(u •. r. t) g- (u. r. t) (22) 

which may be called the cross-independence in contrast to the ordinary independence 

( 8) of the two-point velocities u 1 and u ,_ 

It can be confirmed that the relation ( 22) actually satisfies the coincidence con­

dition ( 9) in the limit of r - 0. It follows from ( 14). ( 15) that 
lim,- 11 g ,(u., r. t)d u. =lim,- 11 < o ( +{u(x,, t)+ u(xz, t)}- u.)> d u. 

= < o (u(xl, t)- u1)> d U1 =f(u,, t) d u, 

lim,- 11 g- (u., r, t)d u. =lim,- 11 < o ( +{u(x,, t)- u(x:l, t)}- +(u,- u,) > d u. 

= 0 ( + ( U 1 - U 1) ) d U · = 0 ( + ( U 2 - U I) ) c/( -t U2) = 0 ( U 2 - U I) d U1 

Then, substituting these results to ( 20) and ( 22), we find that 

lim,. 11 j'1 (u 1. u,~ r. t)d u ,d u, =Jim,- 11 g 121 (u •. u.: r. t)d u-d u. 

=lim,- 11g .(u '· r, t)g. (u .. r. t)d u.d u.=f(ul, t) o (u,- u,)d u,d u, 

so that 
lim,- 11 _r(ut. u,: r. t)=f(u,_ t) o (u,- u,) 

which is identical to the condition ( 9). 

Tllis indicates that the cross-independence relation ( 22) is satisfied with good 

accuracy for small values of r. Concenling the real extent of its validity. we have to 

learn from experimental results as shown in the next subsection. 

4.2. Kolmogorov's Local Equilibrium Hypothesis 

Kohnogorov's theory of turbulence is based on the fundamental assumption of the 

independence of small-scale components of turbulence from its large-scale structures. 

Such an assumption is essentially similar to the cross-independence assumption ( 22) 

employed here. The similarity is strengthened by the fact that the small-scale com­

ponents are represented cOimnonly by the velocity difference L1 u = u , - u 1 = 2u . 

There exists a minor difference in the theories since Kolmogorov's theory assumes 

tcmoml steadiness of the local equilibrium wllile no such restriction is imposed here. 

Actually we deal with the solutions changing self-sinlilarly in time, but even in tilis 

case Kolmogorov's similarity is satisfied between the contempordry values of the 

statistical variables. 
Kolmogorov's scaling laws have been exanlined experimentally in several aspects 

by Sree1livasan ( 1998) and others. Figure I shows the conditional mean square of 

the longitudinal component L1 u , of the velocity difference at the distance r = I r I . 

for ti1e fixed values u 11 of the longitudinal velocity at the middle point. The data 

was taken from tile grid turbulence with the Reynolds number R ; = GO. A being the 

Taylor microscale. 

The experimental points measured at fixed distances r I r; . r; denoting the 

Kohnogorov scale, clearly show ti1e statistical independence of the small-scale 
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component L1 u , from the large-scale component u o. Together with the similar 
result of the direct numerical simulation at R '= 210. it is concluded that inertial­

range quantities show no dependence on the large-scale statistics in isotropic 
turbulence. This conclusion gives an experimental support for Kolmogorov's local 

equilibrium hypothesis as well as the cross-independence assumption ( 22) so far as 

the rcll1ge of r comparable to the inertial range is concerned. 

1.6.------.---.-------.--.----,r---.--.---, 
(b) 

1.4 . .... .. . .. . . .. ;. .... .. · ·· ·(··· -······· . r/f1• 7 
0 0 r/f1• 10 
• • r/f1• 17 
0 0 r/fl-30 

1.2 ... ..... , .. .. ........ , ........... , ............ , ....... . 

·<~ ····~ ·· ·· o ... ·:-- ......... : ........... : .......... : .... ~ -· ·t ·· o· ... 9 .. ··~· .. . 

";b 0.8 
: 0 0 ~ 0 6 0 0 : 

•••• •••• u ••• • • • •••• • • • ...: •••• •• • •• :... • ;.,. . . 
N ~ 

~ ; : : : . : 

0.6 ....•.... ·t .... w··. --~-- .. -~- ·---~- - .. - ~ .... ~ ....• ... -~-- - ···· · .. - ~ .. .. • · ... ~ - - .. ..... . 

0. .. ········:· ··········<······ · ··i · ... ; ............ ; ......... .. : ... ··o··--
o 0 0 ~ 0 0 ° Q 

0.2 .... .... '. - ~' ' .'. ' ... 
* ~ 

* .• ... ~- ''f( ' ' '' ~ -- • . ~ 

~L---~~---~2-----~1----~o----~--~2L----sL--~. 

~/u' 

F1g ure I . The conditional mean of ( Ll u,) 2 conditioned on the large-scale velocity 11 o. 

Each symbols correspond to a different distance r. 11 o is taken a s the velocity at the 

middle point of the distance r, but other definition such as the average 11 +makes little 

difference. ( Sreeniva~an, 1998) 

5. One-Point Velocity Distribution 

Now, let us proceed to obtain the one-point velocity distribution using the cross­

independence relation ( 22) as the closure assumption. 

5 .1. Closed Equation for f 

First, substituting ( 21) and ( 22) into eq. ( 11). we obtain the following equation for 

the one-point velocity distribution: 
of(u,,t)fo 1=-limr - nlJ(o/o r)' f(u2· ofo Ut) X 

X 2'3g . (u +, r , t) g . (u ., r. t ) d U2 ( 23) 

In view of the limit r ~ 0. we may write 
r = x 2-x. =Ll x. u . = + (u 2-u, )= + Ll u 
U + = + (u,+ U2)= U1+ +LJ U, U2 = Ut + LJ U 



Then, the right-hand side of eq. ( 23) is written as 
T,=-lim,-o!) 2"3(alaLlx) 2 f((ui+Llu). ala UI)X 

X g + ( U 1 + + L] U, L] X, t) g . ( + L] U, L] X, t) d L] U 

=-lim,-~~v(alaLlx) 2 f((ut+2Llu) · a1a U1)X 

Xg +(U1+LJ U, L] X, t) g- (LJ U, L] X, t) d L] U 

Substituting the expansion, 
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lim , - II g + ( u 1 + Ll u, Ll x. t) = f( u 1 + Ll u, t) = ( 1+ Ll u · a 1 a u 1) f( u 1, t) 
into T , and taking only the lowest non-zero term, we obtain 

T , = - ( 213) v cg 1 a 1 a u I 1 
2 f( u 1, t) ( 24) 

cg = lim , - II ( a 1 a Ll x) 2 f 1 Ll u 1 
2 g - ( Ll u, Ll x. t) d Ll u ( 25) 

where the isotropic relation, (Ll u · a1a u 1) 2 =(113) ILl u I 2 I a1a u 1 I 2• has 

been used. Cg is a positive constant representing the curvature of the variance of 
the distribution g - at the origin .. 

Thus, eq. ( 23 ) is written in a closed form, 
a f(u, t)l a t = -a 2 !:,. _f(u, t) (26) 

a 2 = (213) JJ Cs (27) 

where 6 =I a I a u I 2 and the suffix of u 1 has been omitted. 
It may clearly be seen from eqs. ( 25) '"'"" ( 26) that the action of the small-scale 

components L1 u against the large-scale components u has solely been confined to the 
integral ( 25) and made a constant a 2 in eq. ( 26). This proves the success of the 
scale-separation by means of the cross-independence assumption. 

5.2. Normal Velocity Distribution 

It may be seen from eqs.(25) and (27) that Cg as well as a 2 generally change in 
time. Thus, it is necessary to specify their time-dependence in order to solve the 
equation. ( 26). If we asume the change in time of the kinetic energy E of turbulent 
fluid per unit mass and the energy dissipation rate s as, 

E =+ <I u I 2> =+ <u , 2> ext ·I 

s=-dEidt=+v <(a u.la xJ+a u)la x.)1>oc t.2 

(i, j =1, 2, 3) respectively. it follows that a 2 ex t ·2• 

Then, eq. ( 26) is written as 
a f(u, t)l a t = -a 112 t "2 !:,. f(u. t) 

where a 2 =a 112 t ·2 with a constant a 112 • 

(28) 

(29) 

(30) 

Eq. ( 30) can be solved generally, but here we refer only to the particular solution, 
f( U, t) = ( t I 4 11: a .n 312 exp [-I u I 2 t I 4 a n ( 31 ) 

which is the isotropic normal (Gaussian) distribution changing self-similarly in time. 

It follows from ( 31) that the energy and the energy dissipation change in time as 
E=3 a/ t·1 , s=3 a 112 r·2 (32) 

in accordance with their assumed decay. 
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Figure 2 shows the evolution of the distribution ( 31) in time. At t = 0 it 
represents a uniform distribution with zero probability density. Fort > 0 it grows up 
as a normal distribution with increasing height and decreasing breadth in time t, and 
for t- oo it tends to the a distribution at I u I= 0 corresponding to the dead-still 

state. 
f(u, t) 

u=l ul 

Fzgure 2. One-point normal velocity distribution f (u, t) of isotropic turbulence. 

Here I shall conclude my Opening Address, in which I took liberty of including my 
own view and idea on the statistics of turbulence. Concerning the geometry of 
turbulence, I entrust to the Opening Lecture by Professor Keith Moffatt. 
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THE TOPOLOGY OF SCALAR FIELDS 
IN 2D AND 3D TURBULENCE 

H.K. Moffatt 
Isaac Newton Institute for Mathematical Sciences, 

20 Clarkson Road, 
Cambridge CB3 OEH, UK 

1 Introduction 

I am honoured to present the Opening Lecture at this Symposium on the Geom­
etry and Statistics of Turbulence. I vividly recall a previous IUTAM Symposium 
in Tokyo in 1983 on the subject Turbulence and Chaotic Phenomena in Fluids; 
at that Symposium, I contributed a lecture with the title "Simple topological as­
pects of turbulent vorticity dynamics". During the last two decades, increasing 
attention has been paid to characteristic structures detected in both experimen­
tal work and in direct numerical simulation (DNS); indeed, it is these develop­
ments that have provided the main motivation for the present Symposium, and 
that will be described in many of the lectures on the programme. 

In this introductory lecture, it may be appropriate to resume the theme of 
my 1983 lecture, but at a more basic level: I propose to consider the generic 
structure of scalar fields in both 2D and 3D turbulence, the topological descrip­
tion of these fields, and the manner in which the topology may change with 
time. I shall also seek to describe how, at the simplest level, the geometry of 
these fields may be related to the most basic statistical property - the field 
spectrum. 

While the scalar field presents a tractable problem which it is sensible to 
consider as a starting point, the problem of providing a similar description of 
solenoidal vector fields such as velocity u or vorticity w in 3D is very much 
more difficult. Such fields generically exhibit chaos (as for example in the ABC­
flow studied by Dombre et al 1986, or the quadratic STF-flow studied by Bajer 
& Moffatt 1990); and the problem of classifying such chaotic flows appears 
prohibitively difficult at present. This will continue to present a major challenge 
well into the new millennium. 
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2 Streamline topology in 2D turbulence 

Consider first the problem of 2D turbulence in a periodic domain (topologically 
a torus). Let '1/;(x, y, t) be the streamfunction for the flow. The critical points at 
any instant of'¢ are the points where \I'¢= 0, i.e. they are the (instantaneous) 
stagnation points of the flow. Taking origin 0 at one such critical point, the 
streamfunction has local Taylor expansion 

(1) 

where (x1, x2) = (x, y) and where 

Cij =! (82'¢j8xi8x;)x=O = Cji · (2) 

Let >.1, >.2 be the eigenvalues of Cij· If we choose the axes Ox, Oy to be along 
the corresponding eigenvectors, then (1.1) takes the form 

(3) 

Non-degeneracy of the critical point means that >.1>.2 i 0. The index i of the 
critical point is defined as the number of negative eigenvalues, i.e. i = 0, 1 or 
2 in this case. If i = 0, both >.1 and >.2 are positive and '¢ is clearly minimal 
at 0; if i = 2, >.1 and >.2 are negative and '¢ is maximal at 0. In either case, 
the streamlines '¢ = est. are elliptic in the neighbourhood of 0, the flow being 
clockwise if i = 0, anticlockwise if i = 2. If i = 1, then one of (>.1, >.2) is positive, 
the other negative, and 0 is a saddle point of'¢, the streamlines being locally 
hyperbolic with asymptotes 

xjy = ±(->.2/>.d/2. (4) 

Regarding the periodic domain as (topologically) a torus, Euler's index theorem 
implies that 

2 

2:::C-1)ini =no -n1 +n2 = 0, 
i=O 

(5) 

i.e. the number of elliptic points n0 + n2 equals the number of hyperbolic points 
n 1 . A uniform flow for which n0 + n2 = n1 = 0 provides a trivial example. 

The streamlines through the saddle points (or separatrices) play an impor­
tant role in relation to the field topology. In general, the values of '¢ at the 
critical points within the periodic box will be all different. This means that, in 
general, 'heteroclinic' separatrices connecting one critical point to another do 
not occur. All separatrices are homoclinic in the sense that each connects back 
to a single critical point. They may connect in two distinct ways as indicated 
in figure 1; the first is a figure-of-eight configuration, while the second may be 
described as an 'inverted figure-of-eight'. 
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(a) (b) 

Figure 1: Homoclinic separatrices associated with a hyperbolic stagnation point. 
a) figure-of-eight structure; b) inverted figure-of-eight. 

A How may be topologically simplified through the coalescence of an elliptic 
point and a hyperbolic point (leaving (5) satisfied). This generic transition may 
be represented (locally in x, y and t) by the streamfunction 

'¢1 = -x2 + 3yt + y3, (6) 

which, for t < 0, has an elliptic critical point at (0, Fi) and a hyperbolic 
critical point at (0, -Ff). At t = 0, these points coalesce, and for t > 0, 
the How has no critical points. It is interesting to note that at the instant of 
coalescence, the streamline 1/J = 0 has a cusp at x = y = 0 (figure 2); at this 
instant, the critical point is degenerate. 

Conversely, a flow may be topologically 'complexified' by time-reversal of 
this process: at any point within a flow, a local distortion may introduce a 
hyperbolic-elliptic pair (otherwise known as a saddle-node bifurcation), as il­
lustrated in figure 3. This process indicates that the 'generic' instantaneous 
separatrix structure of a 2D flow consists of an array of nested figure-of-eights 
and inverted figure-of-eights, more complex flows containing higher-order nested 
structures. 

The existence of the streamfunction (6) indicates that the transition indic­
ated in figure 2 is kinematically possible; to show that it is dynamically possible, 
we need to consider the Navier-Stokes equation in dimensionless form 

~('V2'¢)- 8('¢,'il2'¢) = _!_'V4'¢. 
8t 8(x,y) Re (7) 

With '¢1 given by (6), we have 

~('V2'¢1) = 0' 8('¢1, 'V2'¢1) = -12x 
at 8(x,y) 

(8) 

and (7) is not satisfied. However, if we redefine '¢1 as 

'¢1 = -x2 + y3 + 3ty + (Re/10)x5 (9) 
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t< 0 t= 0 t>O 

Figure 2: Coalescence of an elliptic point and a hyperbolic point represented by 
the streamfunction '1/J = -x2 + yt + y 3 . 

Figure 3: Flow complexification, through successive introduction of hyperbolic­
elliptic pairs. 
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Figure 4: Change of separatrix topology through heteroclinic connexion 

then (7) is satisfied at leading order, i.e. at the order of terms linear in x and 
y. Thus, the transition of figure 2 is dynamically possible, and since t may 
be replaced by -t, this transition is possible in either direction. (Alternative 
modifications of ( 6) are equally possible.) 

As mentioned above, heteroclinic connexions are not generally present; how­
ever, they may occur instantaneously in an unsteady flow. This is illustrated 
by the streamfunction 

(10) 

where t: is small. When t = 0, there are saddle points at (0, ±t:) with heteroclinic 
connexion. Also, (7) is satisfied at leading order provided A = 3(t:2 Re)- 1 . As 
t passes through zero, the topology of the flow changes as indicated in figure 
4. The whole diagram lies within the region !xi = O(t:). Thus again, this type 
of 'heteroclinic transition' appears to be both kinematically and dynamically 
possible. Note that 

(11) 

but this term can be compensated by the introduction of higher-order terms in 
(9). 

Similar considerations apply to the vorticity field w = - '\72 '1/J in 2D turbu­
lence. The critical points of w are now those points where '\lw = 0, and these 
critical points are again elliptic or hyperbolic in equal numbers (for a periodic 
domain). The elliptic points (maxima or minima) may be identified with the 
centres of the 'concentrated vortices' that ultimately emerge in freely decaying 
turbulence at high Reynolds number. In the Euler limit ( Re = oo), the iso­
vorticity contours w = est. move with the fluid, and so the topology of the 
w-field is conserved. Thus topological transitions can now occur only through 
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the agency of viscosity. Examples of such transitions can be easily constructed. 
For example, a transition eliminating an inverted figure-of-eight occurs when­
ever a strong positive vortex engulfs and eliminates through viscous action a 
neighbouring weak negative vortex. 

3 Eddies and vortices in a 2D field of turbulence 
Consider first a simple flow whose streamfunction is 

'¢ = A1 sin k1x sin k1y + A2 sin k2x sin k2y (12) 

where k2 » k1 , A1 > 0, A2 ~ 0. The vorticity distribution w = - 'V2 '¢ is then 

(13) 

If A 2 = 0, then w = 2k~'¢ and the isovorticity curves w = est. coincide with 
the streamlines'¢= est .. The critical points are at (mr/k1 , mrr/k1 ), and the 
separatrices are all heteroclinic - a degenerate situation. The number of critical 
points in a square of side rrL is (k1 L)2 . 

Suppose now that A2jA1 is slowly increased from zero. The x-component 
of velocity on y = 0 is 

(14) 

and it is easy to see that a first saddle-node bifurcation occurs at k2 x = 3rr /2 
when A2/A1 ~ 3rrkU2k~. As A2jA1 increases further, more saddle-node bifur­
cations occur until A2k2 = A1 k1 when the number of critical points of the field 
(12) has increased to (k2 L )2 • 

Similar considerations obviously apply to the field w. Note that, when A2 j A1 

is in the range 
k~ A2 < 3rr k~ 
k~ < A1 "' 2 k~ ' (15) 

the number N of 'eddies' (i.e. extrema of'¢) per unit area is (ki/rr) 2 , while the 
number M of 'vortices' (i.e. extrema of w) per unit area is (k2/rr) 2 • 

Similarly, we may seek to estimate these numbers for a field of 2D turbulence 
with energy spectrum E(k) having an inertial range"' k->. between a maximum 
at k1 and a viscous cut-off at k2(» k1). The corresponding velocity vk at wave-

number k scales like ( kE ( k)) ~ "' k ~ ( 1 - A), so the number of eddies per unit 
area will be of order k~ or k~ according as A < 1 or A > 1. Similarly the number 

of vortices per unit area is controlled by k2vk "' k~(5 - .X), and is of order k~ 
or k~ according as A < 5 or A > 5. Note that, for A in the interesting range 
1 < A < 5, the number of eddies per unit area is O(ki) while the number of 
vortices per unit area is O(kn; this is of course consistent with the fact that far 
more structure is normally seen in the vorticity field than in the '¢-field in DNS 
of 2D turbulence. 
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4 Scalar field structure in 3D turbulence 

Consider now the generic structure of a scalar field s(x) in 3D. The critical 
points are again those points where \7 s = 0; and in the neighbourhood of a 
non-degenerate critical point 0, the field admits an expansion of the form 

(16) 

where A1 A2 A3 ¥= 0. The index i is again the number of negative eigenvalues, so 
that i = 0, 1, 2 or 3; the index theorem is now 

(17) 

for the case of a field periodic in all three directions (topologically, we are then 
in T 3). If i = 0, we have a minimum of s (denoted M0 ); if i = 3, we have a 
maximum (denoted M3 ); and if i = 1 or 2, we have a saddle point of 'type 1' 
or 'type 2' (denoted S1,S2). The separatrix surface :E: s = s0 through a saddle 
point 0 is locally a cone with elliptic cross-section, 

(18) 

and generically, this cone must 'connect' to itself in homoclinic manner. There 
are four ways (figure 5) in which it can do this, in which :E takes the following 
forms: 

1. a 'constricted' sphere :E1 (to visualise this, tie a loop of string round the 
equator of an inflated balloon and pull it tight); 

2. an inverted constricted sphere :E2 (one 'bulb' of the closure now contains 
the other); 

3. a 'pinched' sphere :E3 (push the poles of a balloon inwards till they make 
contact); 

4. a constricted torus :E4 (which may be knotted) (tie a string round the 
small circumference of a toroidal balloon and tighten it). 

(We may also pinch a torus, giving a 'pretzel' of two holes; and so on.) 
Consider now how we may complexify an s-field starting from a region inside 

a surface s = est. of spherical topology within which there is a single extremum, 
a maximum M3 say. We may perturb the field in three ways (see figure 6): 

1. by introducing another maximum M3 and a saddle point S2 of type 2; this 
topological transition is represented by 

(19) 

and generates a separatrix surface of type :E1; 
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Figure 5: Four possible homoclinic surface connections 

2. by introducing a minimum M0 and a saddle 8 1 ; this corresponds to the 
transition 

T2 : (no, nl> n2, n3) --+ (no+ 1, n1 + 1, n2, n3) 

and generates a separatrix surface of type :E2; 

{20) 

3. by introducing two saddle points 8 1 and 82; here M3 lies inside a torus 
:E4 constricted at 82, which in turn lies inside a sphere :E3 pinched at 81; 
this corresponds to the transition 

{21) 

The transitions T1, T2, T3 are all evidently compatible with {18). 
Successive complexifications will lead to a field s whose separatrix surfaces 

form a complex of nested surfaces of types :Ell :E2, :E3, :E4, with {:E3, :E4) always 
occurring as a pair with :E4 inside :E3. It would appear that this type of con­
struction should provide the generic structure of any scalar field s{x). Note that, 
because of the possibility of the transition T3 , the number n 1 + n 2 of saddles 
may be much greater than the number n 0 + n 3 of extrema. 

5 The passive scalar field O(x, t) in turbulent flow 
Suppose now that s = O(x, t) is a passive scalar field satisfying the advection­
diffusion equation 

DO_ 80 2 - = - + u. ve = ,v e Dt 8t {22) 

in a turbulent flow u{x, t). Note first that if"'= 0, then all surfaces {including 
separatrix surfaces) e = est. are frozen in the fluid; hence their topology is 
invariant, and the set of numbers n = (no, n1, n2, n3) is constant. If n = 0 at 
some initial instant (e.g. if e = c · x at t = 0, a field of uniform gradient c), then 
{when "' = 0) n = 0 for all t > 0: turbulence alone cannot generate maxima 
or minima or saddle points of 0; it needs the cooperation of diffusion ("' > 0) 
to achieve this. Some aspects of this problem have been explored by Gibson 
{1968). 
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Figure 6: Three topological transitions by which a scalar field may be succes­
sively complexified. 

If"' is small (equivalently, if the Peclet number is large) it may take a long 
time for n(t) to attain statistical equilibrium, starting from a situation in which 
n(O) = 0. The behaviour of n(t) as a function of time under the action of a 
'prescribed' field of turbulence, is a problem that should be amenable to DNS. 

Here, we simply speculate on the (statistical) equilibrium established after 
a long time, assuming that the turbulence is statistically steady and the Peclet 
number large. Suppose first that the Prandtl number Pr = vj"' is ;S 0(1). 
Then (Batchelor, Howells & Townsend 1959), the spectrum r("') of 02 has a 
k-513-range (ko ;S k ;S kc = (€/"' 3 ) 114 ) and a relatively steep (k-1713 ) decrease 
fork~ kc· The spectrum of '\10 is k2r(k) and 

(23) 

By analogy with the 2D situation already considered, the increase with kin (23) 
indicates that the topology of e is controlled at the upper end of the range, and 
that the number N = ln(t)l of critical points of e is of order k~ = (€/ "'3 ) 314 per 
unit volume. 

Suppose now that vj"' » 1. Then (Batchelor 1959) r(k) ,....., k- 513 for k0 ;S 
k ;S kv = (€jv 3 ) 114, and there is a further conduction subrange 

(24) 
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In this subrange, 
(25) 

and this suggests that the topology of (} is again controlled at the conduction 
cut-off kc, implying 

(26) 

There is reason however to doubt the validity of this result, which would imply a 
large number (of order (v j ,;) 312 ) of critical points of(} within every 'Kolmogorov 
sphere' of radius (v3 /€) 114 ; within any such sphere, the velocity gradient is (as 
assumed by Batchelor) approximately uniform, and it is difficult to see how 
transitions of types Tb T2 and T3 can be induced by such a flow on such a scale. 

For this reason, it seems more likely that in all circumstances, the number 
of critical points per unit volume is given by 

(27) 

This estimate should again be amenable to testing by DNS. 
I am grateful to Boris Khesin and Paul Glendinning for helpful discussions 

on the topic of this paper. 
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We would like to pursue a mathematical approach to turbulence that is 
able to predict bulk average quantities of experimental and practical signif­
icance. Among such bulk average quantities, the Nusselt number N, the 
enhanced bulk average heat transfer due to convection, is perhaps the sim­
plest physical objective of rigorous m~thematical study of turbulence. 

The question we wish to address here is: what are the optimal bounds 
on N as a function of Rayleigh number R? What is the effect of the Prandtl 
number? Theoretical results ([1], [2], [3]) predict a maximal ultimate behav­
ior of N "' VR. The experimental ( [4]) findings indicate however that 

where the reported values for q belong approximately to the interval [~, !J 
for large R. The exponents 2/7 and 1/3 have been discussed by several 
authors, ([5], [6]). The recent results of ([7]) favor an exponent of 3/10 with 
logarithmic corrections. We will describe below some very simple rigorous 
results. 

The mathematical formulation of the problem is based on the three di­
mensional Boussinesq equations for Rayleigh-Benard convection ([8]). These 
are a system of equations coupling the three dimensional Navier-Stokes equa­
tions ou 8t + u · 'Vu + 'Vp = u~u + uRTez, 'V·u=O 
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to a heat advection-diffusion equation 

f)T at + u · \lT = !::iT. (2) 

The five unknowns, incompressible velocity, u = (u,v,w), pressure p, and 
temperature T are functions of position z = (x, y, z) and time t. R is the 
Rayleigh number and u is the Prandtl number. ez = (0, 0, 1) is the unit vector 
in the vertical direction. For simplicity of exposition the equations have been 
non-dimensionalized: the vertical variable z is scaled so that it belongs to the 
interval [0, 1], the horizontal independent variables (x, y) belong to a square 
Q C R 2 of side L. The boundary conditions are as follows: all functions 
((u,v,w), p, T) are periodic in x andy with period L; u, v, and w vanish 
for z = 0, 1, and the temperature obeys T = 0 at z = 1, T = 1 at z = 0. We 
write 

11!11 2 = 12 1aL laL la1 lf(x, y, zW dx dy dz 

for functions and vectors f. We use < · · · > for long time average: 

11at (f) =lim sup- f(s)ds. 
t-+oo t 0 

We write f the horizontal average 

_ 1 {L {L 
f = L2 lo lo f(x, y) dx dy. 

When a function depends on additional variables we write only the remaining 
variables after integration, so for instance 

1 loL loL lol II"Vu(·,t)ll 2 = 2 I"Vu(x,y,z,tWdxdydz. 
L o o o 

The Nusselt number is given in terms of the long time average of the 
vertical heat flux: 

(3) 

with 

1 {L {L _ 
b(z,t) = L2 lo lo w(x,y,z,t)T(x,y,z,t)dxdy = wT(z,t). (4) 



25 

A consequence of the equations of motion are two additional formulas for 
the Nusselt number: 

{5) 

and 
{6) 

The classical result of Howard, conditioned on on assumptions about 
statistical averages, is that N is bounded at very large Rayleigh numbers 
by a multiple of R~. The same kind of bound can be derived without any 
conditions {[9]). This bound is valid for all solutions, aspect ratios L and 
Prandtl numbers u and is also valid in a rotating frame, at arbitrary rotation 
speed. 

The system is not isotropic: the direction of gravity is singled out. Con­
sider a function r(z) that satisfies r{O) = 1, r{1) = 0, and express the 
temperature as 

T(x,y,z,t) = r(z) + fJ(x,y,z,t). (7) 

The role ofT is that of a convenient background {[10), [11), [12) ) that carries 
the inhomogeneous boundary conditions; thus (J obeys the same homogeneo\lS 
boundary conditions as the velocity. Note that, because T does not depend 
on x, y one has 

T(x, y, z, t)- T(z, t) = fJ(x, y, z, t) - O(z, t). {8) 

The equation obeyed by (J is 

(at + u . V' - ~) () = T 11 - WT1 {9) 

where we used T 1 = :; . The horizontal average of the vertical velocity van­
ishes identically because of incompressibility 

w(z, t) = 0. 

Therefore the quantity b(z, t) can be written as 

1 {L {L 
b(z,t)= Plo lo w(x,y,z,t)(O(x,y,z,t)-O(z,t)) dxdy=w(T-T)(z,t) 

{10) 
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Multiplying the equation (9) by 0 and integrating we obtain 

N + (IIVOII 2 ) = 2 (-11 r'(z)b(z)dz) + 11 (r'(z))2 dz. (11) 

We will choose the background profile r. for simplicity to be a smooth profile 
concentrated in a boundary layer of width 8, 

r(z) = P (i) 
with P(O) = 1 and P(s) = 0 for s ~ 1. Using only elementary facts (fun­
damental theorem of calculus, the boundary conditions and the Schwartz 
inequality) it is easy to see from (10) that 

lb(z, t)i :::; ziiVu(·, t)II·IIV(T- T)(·, t)ll 

holds for any z. Let us define 

n = (IIV(T- T)ll2 ) 

Note that, from the definition of n and (5) it follows that 

n::::;N. 

From (12), (11) and (6) we obtain 

with 

and 

N:::; ~ + 2D8VR(N -1)..[ii 

C =lot ( d~~s)) 2 ds 

D= fots~d~~s)lds. 
Optimizing in 8 < 1 we get 

8-1 = JW. {R(N -1)n}t + 1 

and letting P ~ s we obtain 

N:::; 2(Rn)i(N- 1)t + 1 

Thus we have proved 

(12) 

(13) 

(14) 

(15) 

(16) 
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Theorem 1 Let 
n = (IIV(T- T)ll 2 ) 

Then the Nusselt number {3, 5, 6} for three dimensional Rayleigh-Benard 
convection satisfies 

4 1 

N ~ 2a (Rn)3 + 1. 

If one has no additional information then, using n ~ N in the inequality 
above we obtain the square-root bound 

N ~ 4VR+1 

(The prefactor is not optimal. The search for optimal prefactors is better 
motivated for other systems, where the power law obtained rigorously co­
incides with the one observed in experiments. When that is the case then 
the rigorous results can match experiments with remarkable accuracy ([13])). 
The exponent 1/3 (or anything less than 1/2 for that matter) have not been 
proven rigorously for the general system. The theorem above brings in the ex­
ponent 1/3 in the general Boussinesq system conditionally, for slowly varying 
n. Another way by which the Nusselt number dependence on the Rayleigh 
number can be lower is if the Prandtl number is very high or in rotating ([14J) 
convection. H the Prandtl number is infinity then the upper bound is closer 
to 1/3. The equations of motion for infinite Prandtl number Rayleigh-Benard 
convection ([15]) are 

- 6-u + \lp = RTez, \7 · u = 0 (17) 

coupled with the advection-diffusion equation (2). Because (17) is time in­
dependent we say that T obeys an active scalar equation. 

An important observation, true even for the general case (1) is that, in 
view of the boundary conditions and incompressibility, not only the vertical 
component of velocity w but also its normal derivative ~~ vanish at the 
vertical boundaries. Therefore we can write 

b(z,t) = foz dzl fozt ~:~(·,s,t)ds foz (8(T(·,u,t~z~T(u,t))) du·. (18) 

Consequently 

lb(z, t)i ~ Z~ II 82~~~' t) too II\7(T- T)(·, t)ll (19) 
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where 11/IILoo is the sup-norm. One can express ~:'!}, in terms of T- T. 
Indeed, eliminating the pressure from {17) one has 

{20) 

where D..h is the Laplacian in the horizontal directions x and y. Using the 
boundary conditions we may write this as 

{21) 

where (D..lm )-1 is the inverse bilaplacian with homogeneous Dirichlet and 
Neumann boundary conditions. Taking two z derivatives then yields 

[J2w -az2 = -RB(T- T) {22) 

where the linear operator B is given by 

{23) 

The temperature equation obeys a maximum principle so that 

holds pointwise in space and time. Therefore 

0 ~IT- Tl ~ 1 

holds. The operator B is not bounded in VX) but obeys a logarithmic extrap­
olation estimate. This means that higher derivatives enter logarithmically in 
the bound; the estimate 

(IIB(T- T)llioo) ~ Ci { 1 +log+ R} 4 {24) 

follows from the bounds in {[16]). The constant C1 can be computed ex­
plicitly. Therefore, using the same kind of background as above in {11) we 
obtain 
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and consequently 

c 5 { }2 N 5: 8 + 2E82C1R 1 +log+ R ..fii (26) 

with c defined in (14), c1 coming from (24) and 

E = 11 s%P(s)ds. (27) 

optimizing in 8 < 1 we find 

8-1 = [ sg C1R { 1 +log+ R r ..fii] ~ + 1 

and then letting P ---t s we deduce 

Theorem 2 There exists a constant C2 such that the Nusselt number for the 
infinite Prandtl number equation is bounded by 

N 5: 1 + C2Rt { 1 + log+ R} t n t. 

If no additional information is given then, using n 5: N in the theorem 
above we recover the result 

N 5: 1 + cj Rt { 1 + log+ R} ~ 
of ([16]). The theorem brings in the exponent 2/7 as long as n is not varying 
too much with R. 

Discussion 

There is no proof that the Nusselt number cannot ever scale like Rt for ex­
ceedingly large R. The experimental data do not seem however to encounter 
this behavior. Mathematically, the Nusselt number represents the maximum 
(among all possible invariant measures) of the expected value of the diameter 
of the global attractor in the energy dissipation norm. The functions on the 
attractor are not arbitrary, and may have certain properties that explain the 
experimentally observed bounds ([11]). In this paper we showed that if the 
ratio 

n 
N 
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is small then the Nusselt number dependence on Rayleigh is depleted. 

Acknowledgment This work was partially supported by NSF-DMS9802611 
and by the ASCI Flash Center at the University of Chicago under DOE 
contract B341495. 

References 

[1] L.N. Howard, {1964), Heat transport in turbulent convection, J. Fluid 
Mechanics 17 405-432. 

[2] L.N. Howard, {1964) Convection at high Rayleigh number, Applied Me­
chanics, Proc. 11th Cong. Applied Mech. (Ed. H. Grtler), pp. 1109-1115. 

[3] R.H. Kraichnan, {1962), Turbulent thermal convection at arbitrary 
Prandtl number, Phys. Fluids 5, 1374-1389. 

[4] F. Heslot, B. Castaing, and A. Libchaber, {1987), Transitions to turbu­
lence in helium gas, Phys. Rev. A 36, 5870-5873 . 

[5] B. Castaing, G. Gunaratne, F. Heslot, L. Kadanoff, A. Libchaber, S. 
Thomae, X.-Z. Wu, S. Zaleski and G. Zanetti, {1989), Scaling of hard 
thermal turbulence in Rayleigh-Benard convection, JFM 204, 1-30. 

[6] B.I. Shraiman and E.D. Siggia {1990),, Heat transport in high-Rayleigh­
number convection, , Phys. Rev. A 42, 3650-3653. 

[7] J.J. Niemela, L. Skrbek, K.R. Sreenivasan, and R.J. Donnelly, {1999) 
"Turbulent convection at very high Rayleigh numbers", submitted to 
Nature. 

[8] S. Chandrasekhar, {1961) Hydrodynamic and hydromagnetic stability, 
Oxford University Press, Oxford. 

[9] C. R. Doering, P. Constantin, (1996), Variational bounds on energy 
dissipation in incompressible flows III. Convection, Phys. Rev E, 53 
5957-5981. 



31 

[10] C. R. Doering, P. Constantin, {1992), Energy dissipation in shear driven 
turbulence, Phys.Rev.Lett. 69, 1648-1651. 

[11] P. Constantin, C. R. Doering, {1996), Heat transfer in convective tur­
bulence, Nonlinearity 9, 1049-1060. 

[12] P. Constantin, C. R. Doering, {1995), Variational bounds in dissipative 
systems, Physica D 82, 221-228. 

[13] C. Doering, P. Constantin, {1998), Bounds for heat transport in a porous 
layer, J. Fluid Mechanics 376, 263-296. 

[14] P. Constantin, C. Hallstrom, V. Putkaradze, {1999), Heat transport in 
rotating convection, Physica D 125, 275-284. 

[15] S.-K. Chan, {1971), Infinite Prandtl Number Turbulent Convection, 
Stud. Appl. Math 50, 13-49. 

[16] P. Constantin, C. R. Doering, {1999), Infinite Prandtl number convec­
tion, J. Stat. Phys., 94, 159-172. 



BULK DISSIPATION IN SHEAR LAYERS WITH SUCTION 

CHARLES R. DOERING AND RODNEY A. WORTHING 
Department of Mathematics, University of Michigan 
Ann Arbor, Michigan 48109-1109 

AND 

EDWARD A. SPIEGEL 
Department of Astronomy, Columbia University 
New York, New York 10027 

Introduction 

Although turbulence presents some of the most challenging unsolved prob­
lems in theoretical physics and applied mathematics, there are quantities 
we may hope to be able to bound even when we cannot compute them ex­
actly. In this report we describe some of the ways of doing this within the 
context of a flow in a shear layer with injection and suction at the bound­
aries. We obtain bounds on the rate of viscous energy dissipation, valid for 
turbulent flows as well as for any laminar (steady or unsteady) flows, that 
may be directly compared to that in an exact solution for a flow with the 
same boundary conditions. 

The quantitative study of upper bounds for turbulence was largely initi­
ated by Howard in the early 1960s with his formulation of a variational prin­
ciple for bounds on the ensemble averaged rate of energy dissipation c for 
statistically stationary flows [1]. That theory was developed by Busse and 
collaborators [2] and applied to a variety of shear flow and convection prob­
lems. In this work we utilized the "background field" method, a mathemat­
ical device introduced in 1941 by Hopf [3] which has been further developed 
and extended during the 1990s [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17]. 
This approach produces estimates on long time averages of bulk dissipa­
tion without any statistical hypotheses. Applied to problems with sufficient 
symmetry so that Howard's statistical stationarity hypotheses may be in­
voked, the two approaches have been found to share a related mathematical 
structure (18] and have in many cases produced similar estimates (19]. 
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Wang [20] recently used Hopf's approach for general flow geometries to 
show that the dissipation rate £ is typically bounded independent of the 
viscosity (v) when v --? 0 as long as there is no flux at the boundaries. If 
there is flux (a normal component) at the boundary, then Hopf's original 
estimates, where the a priori bound varies exponentially with the Reynolds 
number (Re), are generally the only known limits. For the flows considered 
in this work we find that the upper bound for the specific problem under 
consideration with mass flux at the rigid boundaries does not exhibit such 
an unphysical exponential dependence on the viscosity or the Reynolds 
number. On the other hand, in many cases of turbulent shear flows along 
highly symmetric smooth boundaries, the empirical logarithmic friction law 
[21] suggests that£ scales"' v 0 with corrections proportional to (logRe)-2 

as Re --? oo. In the presence of suction, we find that the lower estimate 
of any upper bound on £ provided by the exact solution is itself above 
that predicted by the logarithmic friction law, in accord with the upper 
bound. Hence this model and the analysis described here is an important 
example for upper bound theory: the upper bound scaling in the vanishing 
viscosity limit is sharp and only the prefactor could possibly be improved 
in the high Reynolds number limit. The details of the methods of analysis 
and the calculations, both analytic and computational, can be found in our 
complete presentation of this project [22]. 

Statement of the problem 

We consider a layer of incompressible (unit density) Newtonian fluid with 
constant kinematic viscosity v confined between parallel rigid planes sepa­
rated by distance h. The bottom plate, at y = 0, is stationary and the top 
one at y = h moves with speed U* in the x-direction. There is also uni­
form injection of fluid into the layer with speed (flux) V* on the top plane 
and fluid is removed uniformly at the same speed on the bottom plane. 
The velocity field is u = iux + juy + kuz and the conditions at the (rigid) 
boundaries are thus 

u = -jV* at y = 0, 
u = iU* - jV* at y = h. 

(1) 
(2) 

In the interior, the velocity field and the pressure field p(x, t) are governed 
by the Navier-Stokes equations 

au 
0t + U · 'Vu + 'Vp = ZI~U (3) 

'V. u = 0. (4) 

We consider periodic boundary conditions on all dependent variables in the 
horizontal directions with periods Lx and Lz. 
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The two nondimensional control parameters of this problem are the 
hU* v· Reynolds number Re = ---,;- and the entry angle, (}, defined by tan(} = u• . 

We use the notation 

( 
L h L ) 1/2 

llfll2 = fa "'dx fa dy fa z dzlf(x, y, zW , (5) 

for the £2 norm and 

1 loT < f > = lim sup T f(t)dt. 
T-.oo 0 

(6) 

for the largest possible long time average of functions of time. We identify 
the largest possible long time averaged bulk energy dissipation rate per unit 
mass in a solution as 

(7) 

A simple exact steady solution of the problem is the laminar flow 

Ux(Y) 

1 - e-V*yjv 
(8) U* 1 _ e-Retan8 

Uy = -V* 

Uz = 0. 

For (} = 0 this solution reduces to plane Couette flow ucouette = iU*yjh. 
For 0 < (} < 90° and Re tan (} > 1 the flow has a classical boundary layer 
structure near the suction plane at y = 0. That is, the velocity deviates 
from a nearly constant bulk flow only in a layer of thickness 

1/ h 
Dlaminar = V* = Re tan(} (9) 

above the suction boundary. 
The energy dissipation rate in the steady solution is 

v {h (8ux) 2 U*3 tan(} 
E:laminar = h }0 8y dy = h 2tanh(!Retan(}) (10) 

Not unexpectedly, this expression reduces to the energy dissipation rate in 
planar Couette flow as Re ---+ 0 or (} ---+ 0: 

U*2 
lim €laminar = E:Couette = 1/ h2 · 

Retan0->0 
(11) 
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Large values of the Reynolds number may be achieved in various ways 
for the flow geometry considered here, but we concentrate on two just par­
ticular extreme limits. First note that for fixed velocities and geometry, the 
Reynolds number increases as the viscosity decreases: Re -+ oo as v -+ 0. 
The laminar flow has two distinct simple limits for vanishing viscosity. For 
e = 0, Ucauette retains its structure as 1/ -+ 0. But for e i= 0, the vanishing 
viscosity limit is the constant flow field 

lim Utaminar = iU*- jV* (0 i= 0). 
11--+0 

(12) 

That is, the limiting velocity vector field is constant parallel flow in the 
bulk, continuous at the injection boundary, and discontinuous at the suction 
boundary; 8taminar -+ 0 as Re -+ oo at fixed e i= 0 and h. 

For e = 0, c:cauette vanishes as v -+ 0, but for 0 i= 0, the emerging 
discontinuity at the suction boundary results in a residual dissipation: 

tane U*3 
lim C:taminar = - 2- -h 
11--+0 

(0 i= 0). (13) 

This residual dissipation is a manifestation of v0 scaling in the vanishing 
viscosity limit, i.e., the energy dissipation rate is nonvanishing and inde­
pendent of the viscosity as Re-+ oo. Dimensional analysis insists that c: be 
composed of the cube of a velocity scale divided by a length scale, exactly 
the content of equation (13) with a geometry-dependent prefactor, i.e., the 
angle e. Such scaling is often associated with high Reynolds number energy 
dissipation in the presence of a turbulent energy cascade, but this flow is an 
example of a steady laminar flow in which the dissipation takes place on an 
ever smaller length scale ( 8taminar) which disappears in the zero viscosity 
limit. One of the major points of this study was to compare this laminar 
dissipation rate to an upper limit valid for any solution of the Navier-Stokes 
equations, even solutions corresponding to turbulent flows. 

The Reynolds number also becomes large for fixed velocities and viscos­
ity as the layer thickness increases: Re -+ oo as h -+ oo. The semi-infinite 
layer is a trivial limit for e = 0 at fixed U*, but for e i= 0, the laminar 
solution with suction on the boundary has the nontrivial limit 

hlim Utaminar = iU*(1- e-YI6laminar)- jV* (0 i= 0). (14) 
--+00 

Then the energy dissipation rate per unit horizontal area is 

, 1" 
C:taminar = 1m 

h-+oo 

independent of the viscosity. 

d _ taneU*3 y--
2 

(15) 
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Summary of results 

We explored the stability characteristics of the steady laminar solution 
in the Re - 0 plane. Energy stability theory [23] was used to search for 
sufficient conditions for absolute stability, establishing that for sufficiently 
large values of the injection angle (0 > 3°) or sufficiently small values of 
the Reynolds number (Re < 82), the steady laminar flow is indeed abso­
lutely stable. We also used linear stability theory [24] to establish sufficient 
conditions for instability, finding that for sufficiently small but nonzero an­
gles (0 < 0 < .001 °) the laminar flow is linearly unstable at high Reynolds 
numbers. This is consistent with a previous stability analysis for the semi­
infinite layer [25]. Instability of the steady flow does not prove that turbu­
lence necessarily follows, but it is highly suggestive that turbulent flows may 
appear at high Reynolds numbers with sufficiently small injection angles. 

Using the background field method we proved [22] that for any flow 
with Reynolds numbers Re ~ 2\1"2, 

c < cB := -- 1 +- tan2 0 1- -- -- --. 1 ( 8 ( 3\1"2 1 )) U*3 

- 2\1"2 3 2 Re h 
(16) 

This is the explicit upper bound valid for any solution, steady, unsteady or 
turbulent, of the Navier-Stokes equations with these boundary conditions. 
This estimate displays the v0 scaling at high Reynolds numbers: 

CB rv -- 1 + -tan2 0 - as Re-+ 00. 
1 ( 8 ) U*3 

2\1"2 3 h 
(17) 

Note also that the upper bound on the energy dissipation rate per unit 
horizontal area of the suction boundary is finite in the limit of a semi­
infinite fluid layer: 

I I l" h 1 ( 8 2 e) U*3 c ~ c B = 1m c B = 10 1 + -3 tan . 
h->oo 2v2 

(18) 

The upper bound on the energy dissipation rate-valid even for turbu­
lent solutions of the Navier-Stokes equations-scales precisely the same as 
that in the steady laminar solution with regard to the viscosity as v-+ 0. 
The laminar dissipation and the upper bound on turbulent dissipation ex­
hibit a residual dissipation in the vanishing viscosity limit when 0 =f 0. 
That is, both €laminar and cB obey 

U*3 
c rv ----,;::F(O) as Re-+ oo. (19) 

Hence the turbulent bound and high Reynolds number laminar energy dis­
sipation for flows in this geometry differ only by just a prefactor that de­
pends only on the injection angle. This establishes the sharpness of the 
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upper bound's scaling for these boundary conditions. This system provides 
a mathematically accessible example of the delicacy of corrections to high 
Reynolds number scaling-such as logarithmic terms as appearing in the 
law of the wall-to perturbations in the boundary conditions. This obser­
vation is consistent with the sensitivity of logarithmic corrections to wall 
roughness or other disturbances in turbulent shear flows [26, 27]. 
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Trying a metric on atmospheric flows 

Ruben A. Pasmanter1 and Xue-Li Wang 
KNMI, P. O.Box 201, 3730 AE De Bilt, Netherlands 

1 Introduction 

It is not obvious how to introduce, in a natural and intrinsic way, a metric struc­
ture in the configuration space of a fluid, i.e., in a space with (p, T, il) = (density, 
temperature, velocity) as coordinates. Such a lack of geometric structures im­
poses many restrictions on the kind of computations that one can perform: it is 
impossible to talk of "the distance" between two states of the fluid, i.e., between 
two positions with coordinates (Pl. T1, ill) and (p2, T2, il2) respectively; neither is 
it possible to talk of "the norm" of the vector formed by the rate of change of the 
dynamical variables (dpjdt,dT/dt,diljdt); it is not possible to consider the angle 
between two such vectors; there is no volume element defined in configuration 
space, therefore, it does not make sense to talk about "the density" of a distribu­
tion of points in that space; etc. These limitations are too restrictive since, to name 
but a few examples: 1) A norm is needed when studying the (in)stability of flows, 
especially when the linear growth of the perturbations is only transient [[6]]; 2) 
The angle between two directions is required in order to determine how strongly 
a given perturbation projects along an optimal perturbation [[7]]; 3) A volume 
element is needed in order to determine the density distribution of ensemble sim­
ulations of flows [[8]]. Therefore, it is often opted to circumvent these limitations 
by introducing an acceptable, if somewhat arbitrary, metric tensor [[9, Hanifi A., 
Schmid P. and Henningson D.S., Transient growth in compressible boundary layer; 
Phys. Fluids 8 (1996) 826-837.]]. In the case of incompressible, isentropic flows, 
the kinetic-energy metric is justifiably employed [[6, 9]]. 

In [[5]] we constructed a natural metric tensor in the configuration space of 
a compressible fluid in local thermal equilibrium and in uniform motion. In the 
present work, we try this metric on atmospheric flows, i.e., on strongly non-uniform 
flows, and show that even in this case the metric leads to interesting and useful 
results. In order to avoid possible misunderstandings: we are now working on the 
derivation of a metric that includes the gradients of the extensive variables from 
the outset; this metric will be much better suited to deal with non-uniform flows 
than the one considered in the present work. 

1Corresponding author; e-mail: pasmante@knmi. nl 
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2 Metric of a gas in thermal equilibrium 

In [[5]] we constructed a natural metric tensor in the configuration space of a com­
pressible fluid in local thermal equilibrium and in uniform motion. In this Section, 
we briefly review its derivation. The thermodynamical variables (p, T, it) can be 
seen as the parameters defining the probability distribution of the microscopic, 
thermal fluctuations. The distance between two probability distributions [[2]], 
e.g., parametrized by (p, T, it) and by (p + dp, T + dT, it+ dit) respectively, is given 
by the so-called Fisher metric [[3]]. It is computed as follows: 1) For a system 
in local thermal equilibrium and occupying a volume V, the probability density 
of finding N identical particles of mass m possessing a total linear momentum 
M(eN) and a total energy E(eN) is 

PN(eN; ,, {3, K) = exp[TN- {3E(eN) + K. M(eN )JiliN N!Z(T, /3, K), (1) 

where eN stands for the positions and the momenta of the particles and the grand­
canonical partition function Z(T, /3, K) is 

Z(/,/3,K) :='EideN exp[IN-f3E(eN)+K·M(eN)]/nNN!. (2) 
N 

The intensive parameters characterizing the thermal bath are: the inverse temper­
ature /3, the chemical potential Jl. = 1//3 and the velocity it = K/ {3. In accordance 
with Galilean invariance, the chemical potential of the fluid moving with velocity 
it is shifted by an amount mu2 /2 with respect to the chemical potential of the 
fluid at rest. One identifies ln Z(T, /3, K) as the (dimensionless) thermodynamic 
grand potential, i.e., ln Z(T, /3, K) = {3PV, where P = P(/, {3, K) is the pressure. 2) 
In the intensive-variables coordinate system(}:= (1, /3, K), the components of the 
Fisher metric tensor, are given by 9ii(O) := ((81npN/80i) (8lnpN/80i)), where 
the pointed brackets indicate an average taken over the distribution defined in (1). 
These components turn out to equal, 

(3) 

In the case of an ideal gas lnZideaz(/,/3, K) = V {3-312 exp(T + (mK-2 /2/3)). In this 
case, the metric is diagonal when expressed in the coordinate system (p, T, it); the 
contribution of a volume element V to the squared distance between two states 
(p, T, it) and (p + dp, T + dT, it+ dit) turns out to be 

2 Vp dp 3 dT ... ... [( )2 ( )2 ] (dL)ideal =-;; p + 2 T + mf3du · du . (4) 

This metric is not flat, however, there are two, conjugate flat connections. For 
more details, see [[5]]. 
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3 Atmospheric states 
The metric described in the previous Section is the most natural one when dealing 
with fluids in thermal equilibrium and in uniform motion. In practice, however, 
one is more interested in non-uniform or even turbulent motion. Work is now under 
way [[11]] in order to generalize the results in the previous Section to flows with 
gradients in their configuration variables, e.g., in p, T and in u. While waiting for 
the results of this generalization, we decided to check the performance of (4) when 
it is applied to mesoscopic-scale motions in the atmosphere. One of the first things 
one wants to check is whether the three terms in eq. (5) are, statistically speaking, 
of the same order of magnitude. Suppose that at two different times t1 and t2, 
we are given two atmospheric configurations which are characterized by velocity, 
temperature and density fields, i.e., by Ui(R) = u(R, ti), Ti(R) = T(R, ti) and by 
Pi(R) = p(R, ti) with i = 1 and 2, respectively. Define t:::.p(R) = P2- Pl. t:::.T(R) = 
T2 - T1, etc. From the available atmospheric data it follows that, on the average, 
IL:::..pl « p, lt:::..TI « T and ml:::.u· t:::.il « kT. Therefore, in equation (4) we can 
replace the infinitesimals dil, dT and dp by the finite differences t:::.il, t:::.T and t:::.p; 
subsequently we sum the contributions from each volume element V +-t d3R so 
that the total distance between these two atmospheric states is 

(5) 

where the quantities p, L:::.p, T, t:::.T and t:::.il are all functions of the position R. 
The constants in (5) are: Boltzmann's constant k {1.38066 x w-23 Joule/Kelvin) 
and m, the mass of an 'air molecule' (28.9644 x 1.67265 x w-27 kgr). Notice 
that (t:::..£)2 is a dimensionless quantity; its value is independent of the spatial 
coordinate system and of the coordinates system used to describe the dynamical 
variables. 

Most data are available on isobaric surfaces; this turns out to be convenient for 
our calculations because, when passing from the space coordinates R = (x, y, z) to 
pressure coordinates (x, y,p), the following simplifications take place: 1) Due to the 
hydrostatic balance, the volume element times the density, dx dy dz p, appearing 
in the integral (5) becomes g-1dx dy dp (g being the gravity constant); 2) At fixed 
pressure, density and temperature are inversely proportional to each other so that 
the first term in the integral (5) can be approximated as 

as long as L:::.p « p, t:::.T « T. Then the first two terms in the integral (5) can be 
combined into one so that (5) becomes 

(6) 



42 

For the sake of simplicity, we shall call the first term "the temperature contribu­
tion". It can be shown [[10]] that, on the average, by using isobaric data with 
p1 = p2 one underestimates the contribution of the first two terms in (5). 
For later use, we introduce also the definition of a "distance" in terms of the 
geopotential height Z(x, y,p, t): 

(7) 

where D.Z = Z(x,y,p,t2)- Z(x,y,p,t1). 
All the results presented below were computed on fixed pressure levels, i.e., 

the integral over p in the integrals (6) and (7) were not performed. Moreover, 
the constant of gravity g has been ignored and the results of integrating over the 
horizontal coordinates (x, y) have been divided by the total area of integration. 
Consequently, in the results presented below, (D..L)2 is dimensionless while (D.L)~ 
has dimensions length2 • 

We can express (D..L) 2 in terms of the gradientsofthegeopotential ~(x, y,p, t) = 
gZ(x, y,p, t) as follows: 1) Assuming hydrostatic balance, the temperature on the 
p-surface is related to the vertical gradient of the geopotential by T = - R-1p( 8~ I 8p)' 
2) At midlatitudes, assuming geostrophic balance, the (horizontal) velocity is re­
lated to the horizontal gradient of the geopotential by it = /-1 z 1\ V ~ where f is 
the Coriolis parameter; therefore 

D.TI =D.(8~j8p) d !!::A-. A-= __ 1_8p IA".._I2 
T p 8~/8p an kTu.u u.U j2p8~ u.v~ • 

Consequently, when these assumptions are valid, a very small value of {6) with 
the volume integration restricted to the extra-tropical regions means that the 
corresponding geopotentials have very similar values over the 3D, extra-tropical 
atmosphere. Similarly, a very small (7) restricted to the extra-tropical areas im­
plies a very small value of (6) restricted to the same extra-tropical area. However, 
horizontal and vertical gradients of ~(x,y,p,t) contribute with different weights 
to (6); moreover, in tropical regions and whenever deviations from geostrophy are 
appreciable, it is not possible to relate (D..L)2 to the geopotential gradients. 

4 Data description and results 

We used ECMWF analysis data on the temperature, zonal wind velocity, meridi­
onal wind velocity2 and geopotential height fields on the 850, 500, 250, 100 hPa 
isobars of 14 Northern hemisphere winters (December through February) corres­
ponding to the years 1982 through 1995. These data sets contain 4 time steps 
per day at 00 GMT, 06 GMT, 12 GMT and 18 GMT each. We wanted to check 
whether the three terms in eq. (5) are, statistically speaking, of the same order of 
magnitude. We took the fields of the first 15 days in December 1995 at 00 GMT 

2The vertical velocity gives a negligible contribution to the integral (1). 
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and computed, separately, the two terms in eq. (6) for fields ranging from 6hs up 
to 360hs after the chosen day for each of these 15 days and for each isobar; finally, 
we averaged the results over the 15 initial days. 
The results are presented in Figs. 1 and 2. The general picture one gets agrees 
with the theoretical expectations: at short time differences, less than one day, 
the growth is dominated by the deterministic part of the dynamics ("ballistic" 
regime) and (.D..£)2 <X (t2- t1)2 ; at later time differences, approximately between 
one and five days, the time-correlation ("memory") is lost and the motion ac­
quires a random-walk or diffusive character so that d (.D.L) 2 /dt <X 2D where Dis 
a diffusion-like constant; finally, I.D..LI reaches the average distance between two 
arbitrary points on the attractor and saturation sets in around a time difference 
of approximately 15 days. However, a systematic, weak increase is observed also 
at these relatively large time differences. Since the data has not been detrended 
this trend is probably due to systematic seasonal effects; in fact, a couple of tests 
that we have performed validate this conjecture. 

The "temperature contribution" has approximately the same value on all pres­
sure surfaces. On the lowest and highest pressure surfaces, i.e., on the 850 hPa 
and 100 hPa pressure surfaces, the square of the "temperature term" ~ ( LJ.,J) 2 is 
comparable to the kinetic energy term ;;r .D.u· .D.u. On the other pressure surfaces, 
the kinetic energy term is appreciably larger than the square of the "temperat­
ure term", the largest difference occurs on the 250 hPa pressure surface where 
the kinetic-energy term is one order of magnitude larger than the temperature 
term. We interpret this as a manifestation of large velocity fluctuations in the 
atmospheric jets. In order to check this and in order to get an idea about any 
possible spatial dependence of the results, we looked at the Northern (see Fig. 1) 
and Southern (not shown) extratropical and at the tropical (see Fig. 2) regions 
separately. As one can see, both contributions to (.D..£) 2 are a factor 1/8-th to 
1/6-th smaller in the tropics than in the extratropics, the only exception being the 
100 hPa pressure surface where they are approximately 1/2 (kinetic-energy term) 
to 1/4-th (temperature term) smaller than in the extra-tropics. All the differences 
between tropical and extratropical regions, as well as those between Northern and 
Southern extratropical regions, are compatible with associating stronger velocity 
fluctuations with the jet areas. 

A similar study was performed using (.D..L)~, the geopotential-height defini­
tion of the "distance" as in equation (7). For this computation we used ECMWF 
analysis of geopotential height on 850, 500, 250 hPa pressure levels for the same 

_period, i.e., December 1995. In this case, tropical squared "distances" are, ap­
proximately, twenty times smaller than those in the extratropics; the 250 hPa 
pressure surface, which strongly overlaps with the jets, gives a squared "distance" 
five times larger than the 850hPa surface. The most striking differences observed 
between the geopotential-height results and those obtained with (6) are: 1) when 
using the geopotential-height distance (.D..L)~, the lack of saturation even after 
17days3 is particularly evident on the 500 hPa and 250 hPa pressure surfaces in 

3We extended the maximum time-lag to 20 days and still did not find signs of saturation on 



44 

the extratropics, 2) in the tropical area, the tidal oscillation is more clearly visible 
with the geopotential-height definition and 3) the difference between tropical and 
extratropical regions is stronger with the geopotential-height distance (~L)~. 

5 Conclusions and comments 

The definition of a "distance" as given by eq. (5) was obtained by considerations 
about fluids in local thermal equilibrium and in uniform motion. In spite of this, 
we have found that it gives reasonable results also in the atmosphere. More spe­
cifically: 1) Even in the jet regions, the kinetic-energy term is, at most (remember 
that some density fluctuations have been neglected by taking isobaric coordin­
ates), 10 times larger than the other contributions. 2) The magnitude of the wind 
and temperature terms are of the same order on the 850 hPa level over the whole 
globe. The level on which the wind contribution is more dominant is the 250 hPa 
surface. 3) Extra-tropical regions contribute, per unit area, approximately 5 times 
the contribution of tropical ones. If one uses the geopotential-height measure then 
this difference grows to become a factor of approximately 25, i.e., the geopotential 
measure gives an overwhelming weight to the extra-tropical regions. 

We have extended the distance definition by including humidity. It turned out 
that this variable gives a contribution comparable to the temperature terms only in 
the lower tropical atmosphere; this agrees with one's expectations. We performed 
other checks, like searching best analogues in the record available to us. For more 
details, please refer to [[10]]. As already mentioned, we are developing the metric 
generated by non-uniform flows, i.e., with gradients in the density, temperature 
and velocity. 
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Fig. 1. Average growth with time of the wind and temperature contributions 
to the distance in the Northern extra-tropics (>30°N) on the 850mb, 500mb, 
250mb and 100mb isobar levels. Notice the difference in scales. 
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ON THE ANALOGY BETWEEN TWO-DIMENSIONAL 
VORTICESAND STELLAR SYSTEMS 
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1. Introduction 

Two-dimensional flows with high Reynolds numbers have the striking prop­
erty of organizing spontaneously into coherent structures. The robustness 
of Jupiter's Great Red Spot, a huge vortex persisting for more than three 
centuries in a turbulent shear between two zonal jets, is probably related to 
this general phenomenon. Similarly, it is striking to observe that galaxies 
themselves follow a kind of organization revealed in the Hubble classifica­
tion or in de Vaucouleur's R114 law for the surface brightness of ellipticals 
(Binney & Tremaine, 1987). We shall discuss some analogies between stel­
lar systems and 2D vortices and show that their structure and organization 
can be understood from relatively similar statistical mechanics [for a short 
review on this subject see Chavanis (1998a)]. 

2. Equilibrium states of stellar systems and 2D vortices 

2.1. THERMODYNAMICS OF STELLAR SYSTEMS 

Basically, a stellar system can be considered as a collection of N point 
masses in gravitational interaction described by the Hamilton equations: 

dri aH 
m-=-, 

dt OVi 

dvi aH 
m-=--

dt ari 
(1) 

N 1 2 Gm2 
H= l:-mvi- z:=-. 

i=l 2 i<j rij 
(2) 

When N is large, it is neither feasable nor useful to describe the motion 
of each individual star in detail and one is forced to recourse to statistical 
methods. We shall be particularly interested in the distribution function 
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f(r, v, t) which gives the average density of stars with position rand veloc­
ity v at time t. For short times, the evolution of the system is collisionless 
and the distribution function is solution of the Vlasov-Poisson equations 

8f +vaf +Faf =O 
at or av (3) 

F=-\7<I>, b. <I> = 47rG j f d3v (4) 

where <I> is the gravitational potential. At later times, the collisions will 
substantially deviate the stars from their unperturbed mean field trajecto­
ries. By analogy to what happens in a gas as a result of "molecular chaos"·, 
one expects that the system will ultimately relax towards an isothermal 
distribution 

2 
f = Ae-,8m("'2+<I>) (5) 

which maximizes the Boltzmann entropy at fixed mass and energy. Sim­
ple arguments of kinetic theory show that the relaxation time is given by 
trelax "" 1!:N tD where tD is the dynamical time. This relaxation time is 
consistent with the age of globular clusters so most methods of statistical 
mechanics were initially developed for such systems. 

However, the statistical mechanics of self-gravitating systems makes 
problems. This is due to the unshielded long-range nature of the poten­
tial and its singularity at short distances. The problems are first apparent 
when we realize that the solutions of the Boltzmann-Poisson system (4) (5) 
have an infinite mass since the star density decays only as r- 2 at large dis­
tances. This means that there is no equilibrium state in an infinite domain: 
one can always increase entropy by spreading the density profile. One is 
forced therefore to invoke incomplete relaxation and use truncated models 
instead of (5). The Michie-King model takes into account the escape of high 
energy stars and gives relatively good fits with globular clusters. Another 
possibility, used by theorists, is to work inside a box against which the stars 
bounce ellastically. However, even when the system is confined to a box, 
statistical equilibrium does not exist in general: for low energies, the system 
takes a "core-halo" structure and can always create entropy by making the 
core denser and denser (and hotter and hotter) up to a black hole singular­
ity. This instability, known as gravothermal catastrophe, can be related to 
the negative specific heat of self-gravitating systems: by losing heat, they 
grow hotter and evolve away from equilibrium! 

For elliptical galaxies, the relaxation time is much larger than the age of 
the universe and their evolution is collisionless. Yet, these systems seem to 
have reached a universal equilibrium state as evidenced by de Vaucouleur's 
R114 law. In 1967, Lynden-Bell showed that the solutions of the Vlasov­
Poisson equations are not smooth but involve intermingled filaments at 
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smaller and smaller scales. This is the result of a mixing process in phase 
space associated for example with the damped oscillations of a protogalaxy 
initially far from mechanical equilibrium. During this process, the strong 
fluctuations of the gravitational field redistribute energy between stars and 
provide a mechanism analogous to collisions in a gas. On account of these 
fluctuations, the system is expected to achieve, on a coarse-grained scale, an 
equilibrium state on a very short time scale ,..._, t D. This is called violent re­
laxation. Due to the collisionless nature of the evolution, the coarse-grained 
distribution function can only decrease by internal mixing and must satisfy 
everywhere 1:::; 'flo, where 'T/O is the maximum phase-space density of the ini­
tial state. This results in an effective "exclusion principle", like in quantum 
mechanics, and leads to the Fermi-Dirac distribution at equilibrium 

1 = 'flo 2 

1 + >.eflTJo( v2 +<I>) 
(6) 

This distribution function also suffers the infinite mass problem and specific 
truncated models must be introduced. However, when the system is con­
fined to a box there exists now a global entropy maximum for any accessible 
energy. For low energies, it is made of a degenerate core surrounded by a 
halo of stars as calculated by Chavanis & Sommeria (1998a). Like in quan­
tum mechanics, the exclusion principle has a stabilizing role and removes 
the problems associated with the singularity of the gravitational potential 
at short distances. 

2.2. CLASSIFICATION OF 2D VORTICES 

Two-dimensional incompressible and inviscid flows are described by the 
Euler equations 

8w 
at+uVw =0 

u = -z 1\ V'l/J, b..'ljJ = -w 

(7) 

(8) 

where '1/J is the stream function and w the vorticity. It is often convenient to 
approximate the vorticity field by a cloud of point vortices with individual 
circulation r· This system has a Hamiltonian structure 

dyi 8H 
~-=--

dt 8xi 

1 " 2 H=--L.....trlnrij 
27f . . 

t<J 

(9) 

(10) 

where the coordinates (x, y) are canonically conjugate. Point vortices be­
have therefore like particles in interaction (like stars or electric charges) 
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except that they produce directly a velocity, not an acceleration. This is 
therefore a very peculiar Hamiltonian system. 

The statistical mechanics of point vortices was first considered by On­
sager (1949) who showed that negative temperatures were possible. He pre­
dicted that, at negative temperatures, point vortices would cluster into 
"supervortices". His theory was further developed by Joyce & Montgomery 
(1973) in a mean field approximation. They found that the equilibrium 
state is given by 

(11) 

where {3 is the inverse temperature (the Lagrange multiplier associated with 
the energy constraint). At negative temperatures, the mean field equation 
obtained by substituting (11) into (8) is formally similar to the system 
(4)(5) and the interaction is "attractive" like gravity: the vortices clus­
ter into large-scale structures. At positive temperatures, the interaction is 
"repulsive" like for electric charges, and the vortices are pushed against 
the boundaries. Consequently, the analogy between 2D vortices and stellar 
systems is intimately related to the existence of negative temperatures in 
2D turbulence! However, unlike gravity, there is no gravothermal catastro­
phe because the Hamiltonian is purely "potential": point vortices cannot 
collapse otherwise their energy would not be conserved. 

The analogy between stellar systems and 2D vortices is not limited 
to the point vortex approximation. The Euler equations for continuous 
vorticity fields are similar to the Vlasov-Poisson system and can generate 
a mixing process associated for example with the nonlinear developement 
of the Kelvin-Helmholtz instability or with vortex merging. As a result, 
a large-scale coherent structure is formed which can be considered as a 
maximum entropy (i.e most mixed) state with distribution: 

- ao w - ---:---;:;----;-
- 1+>..ef3uo'I/J (12) 

similar to Lynden-Bell's statistics (Miller 1990, Robert & Sommeria 1991). 
In general, the relaxation is incomplete because the fluctuations necessary 
to provide ergodicity are effective only in a finite region of space and for 
a finite period of time. Therefore, isolated vortices can be considered as 
restricted maximum entropy states or "maximum entropy bubbles". 

Unlike the stellar case, vorticity can be positive and negative which im­
plies a wider variety of structures like monopoles, rotating or translating 
dipoles or tripoles. The interesting problem in that context is to obtain a 
classification of the "zoology" of vortices met in 2D flows. A step in that 
direction was made by Chavanis & Sommeria (1996,1998b) in a particular 
limit of the statistical theory (the strong mixing limit) where the maximiza­
tion of entropy becomes equivalent to a kind of enstrophy minimization. 
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3.1. DYNAMICAL FRICTION OF STARS 
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The relaxation of stars towards the isothermal distribution (5) was treated 
by Chandrasekhar (1943) by analogy with Brownian motion. Since the de­
flections due to two-body encounters are weak but numerous, he wrote a 
Fokker-Planck equation for the evolution of the distribution function 

and calculated the moments of the velocity increments from a heuristic 
Langevin equation 

D.v = -~vb.t + B(D.t). (14) 

The term B(D.t) is a stochastic force and a dynamical friction -~v must 
be introduced in order to recover the Maxwell-Boltzmann distribution at 
equilibrium. When substituted in the Fokker-Planck equation, this yields 

(15) 

where D is the diffusion coefficient and ~ the coefficient of dynamical 
friction. The condition that the Maxwell-Boltzmann distribution (5) is a 
stationary solution of (15) requires that~ and D be related according to the 
Einstein formula ~ = D{3m which expresses the "fluctuation-dissipation" 
theorem. Equation (15) can also be obtained from a general Maximum 
Entropy Production Principle (Chavanis, Sommeria & Robert 1996). In this 
formalism, {3 is the Lagrange multiplier associated with the conservation 
of energy and the Einstein relation is automatically satisfied. The same 
variational principle can be advocated for the coarse-grained relaxation of 
collisionless stellar systems and leads to the equation ( Chavanis 1998b): 

- +v- +F- =- D - +f3f("'o- f)v . a] a] -a] a { (a] - - ) } 
at ar av av av 

(16) 

The nonlinearity 1 ( 'f/O - ]) of the effective friction accounts for the degen­
eracy discovered by Lynden-Bell at equilibrium. From equations (15) and 
(16) one can derive stationary distributions with a finite mass known as 
Michie-King models (possibly degenerate, Chavanis 1998b): 

_ e-f31Jo£ _ e-f31Jofm 

f = 'f/O A+ e-f31Jo£ 
(17) 

These models take into account the escape of stars with energy E ~Em· 
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3.2. SYSTEMATIC DRIFT OF POINT VORTICES 

Physically, the dynamical friction experienced by a body moving through 
a stellar system arises from the attraction that the body experiences for 
the region of enhanced density that taUs behind it as a wake behind a 
ship. It is therefore the result of a polarization process: the star attracts 
the surrounding mass and in response the system exerts a "back-reaction" 
which is responsible for its decceleration. We can use a similar approach to 
show that a point vortex in 2D turbulence experiences a systematic drift 
normal to its mean field velocity. This drift can be calculated precisely with 
a linear response theory which yields (Chavanis 1998c): 

(V)drift = -Df3!"V'l/J. (18) 

The drift coefficient e = D f3! is an amuzing generalization of the Einstein 
relation to the case of point vortices. The direction of the drift is consistent 
with Onsager theory: when f3 < 0, the drift is "attractive" and the vortices 
cluster into supervortices and when f3 > 0 the drift is "repulsive" and 
the vortices are ejected against the boundaries. This can be understood 
as follows. Consider a collection of N point vortices at equilibrium. When 
f3 < 0, the density of these "field" vortices decreases from the center to 
the periphery of the domain. A "test" vortex moving through this medium 
modifies locally the vorticity field and produces a polarization cloud which 
amounts typically to a rotation of the surrounding vortices. This creates 
more density behind it than in front of it. Therefore, the retroaction of the 
field vortices leads to a drift of the test vortex directed inward. 

If we apply this reasoning to all point vortices in the system, we can 
derive the following Fokker-Planck equation (Chavanis 1998c): 

ow at + (V)'\lw = '\l(D('\lw + f31w"V'lj;)) (19) 

for the relaxation of the average vorticity. At equilibrium the drift is pre­
cisely balanced by random scattering and the distribution (11) is settled. 
Equation (19) can also be obtained from the MEPP. Its generalization to 
continuous vorticity fields yields (Robert & Sommeria 1992): 

(20) 

Equations (19)(20) conserve energy, increase entropy and converge towards 
the equilibrium distributions (11) (12). The diffusion coefficient is space de­
pendant (related to the local fluctuations of the vorticity) and can "freeze" 
the system in a subdomain (Robert & Rosier 1997), giving further support 
to the concept of incomplete relaxation a.nd "maximum entropy bubbles". 
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1. Introduction 

It has been known for some time that intermittency is an inevitable conse­
quence of multiplicative cascades, which arise naturally from two assump­
tions [8]: 

1. Causal locality, which implies that a variable Vn, associated with the 
cascade step n, depends only on the value of a single 'parent' in the 
preceding cascade step, so that its probability distribution Pn is 

Pn(vn) = J W(vniVn-1i n)Pn-dVn-1) dvn-1· (1) 

This is in contrast to more complicated functional dependences, such 
as on the values of Vn-1 in some extended spatial neighbourhood, or 
on several previous cascade stages. 

2. Scale similarity, which implies that the transition probability distribu­
tion W is independent of the cascade step n, and depends only on the 
ratio Vn/Vn-1· 

The model assumes that each step generates eddies with smaller length 
scales b.x, usually .6.02-n. After the initial effects are forgotten, the proba­
bility distribution of Vn is completely determined by the distribution W of 
the 'breakdown coefficients' vnfvn-1 [6]. These assumptions are known to 
describe well some of the statistical properties of isotropic turbulence, and 
in particular the scaling exponents of the velocity structure functions [11], 

Sp = (lb.uLlxiP) "'b.x<P, (2) 

where () stands for global averaging, and 

b.uLlx = u(x + b.x/2) - u(x- b.x/2). 
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This is so even if there is no precise implied dynamical model of how the 
multiplicative process is related to the Navier-Stokes equations [7]. 

The converse of the previous discussion is not true, and intermittency 
does not necessarily imply a multiplicative cascade. Structural observations 
of numerical and experimental turbulent flows show for example that the 
vorticity is partially organized into coherent filaments with large aspect 
ratios, whose lifetimes are long compared to those which would correspond 
to their smallest dimensions [10]. The concept of 'scale' is difficult to apply 
to these anisotropic structures, and several models have been proposed in 
which the flow is described in terms of self-similar and coherent components. 

It was argued in [8, 10] that such differentiation into components is a 
natural consequence of intermittency itself, and that any intermittent field, 
as opposed to a set with no spatial topology, is likely to develop a coherent 
component which is essentially different from the background. This is be­
cause the first of the two assumptions above is violated, and the evolution 
of the field variable generically depends on global, besides local, informa­
tion. The nonlocality of the interactions introduces the average intensity 
of the fluctuations as an extra scale for the cascade, self-similarity is lost, 
and strong structures behave differently from weaker ones. Thus, while self­
similarity is natural for variables, it is not a generic behaviour for fields in 
which several elements at the same stage of the cascade are coupled to each 
other. 

In such cases, such as in three-dimensional turbulence, a full description 
of the strong structures should include their geometry, which controls how 
they interact with the background, but this has only been possible at the 
moderate Reynolds numbers accessible by numerical simulations. Such flows 
have very short inertial ranges, and it is difficult in them to study structures 
whose dimensions are neither in the dissipative nor in the integral range 
of scales. This was nevertheless the way in which vortex filaments with 
diameters of the order of the Kolmogorov scale were first identified. Only 
later could similar signals be educed from experimental flows at higher 
Reynolds numbers. For a summary, see [7]. 

It was argued theoretically in [10] that these dissipation-scale struc­
tures should only be the most obvious manifestations' of coherence, and 
that a continuum of both weaker and stronger ones should be expected. 
The former would have larger diameters and weaker vorticities, and could 
perhaps be related to the low-pressure filaments observed in some experi­
ments [3]. The latter would have diameters below the Kolmogorov scale and 
velocity differences comparable to those of the presently observed vortic­
ity filaments. Reliable numerical and experimental data are lacking for the 
sub-Kolmogorov scales, but the purpose of this note is to discuss whether 
evidence can be found in the available experiments for, or against, organized 
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structures in the inertial range of scales. 
Experimental data are analyzed in the next section, of which a more ex­

tended version can be found in [9]. The structure of filtered direct numerical 
simulation fields is briefly described in §3, and conclusions are offered in §4. 

2. Analysis of experimental data 

The scaling properties of the inertial range have traditionally been charac­
terized by the probability density functions (p.d.f.s) of the velocity differ­
ences at different separations, and in particular by their structure functions. 
It has been repeatedly noted, however, that statistical moments are poor 
discriminants of the differences between probability distributions [4, 9, 12], 
so that, even if is found that the structure functions scale approximately as 
powers, as in equation (2), it is difficult to conclude from that observation 
that the p.d.f.s of the breakdown coefficients are truly independent of the 
length scale. 

Here we study directly the probability distributions, using three time 
series of the longitudinal velocity component in approximately isotropic 
turbulence in low-temperature helium gas [2]. The Reynolds numbers are 
Re>.. = 155, 760 and 1600. The range between the integral length Le and 
the Kolmogorov scale 17 is 8, 400 at the highest Reynolds number, and each 
set contains 104 -105 integral scales. For more details, see [9]. Only the two 
highest Reynolds numbers have clear power-law ranges in their spectra, and 
they are the ones used below. The remaining set, whose Reynolds number 
is comparable to those of numerical simulations, does not collapse well with 
them. 

We first discuss the p.d.f.s of the breakdown coefficients 

(4) 

for the averaged dissipation 

(5) 

They are roughly symmetrical in (0, 1), and approximately bell-shaped. It 
was suggested in [14] that they can be characterized by their mid-point 
values, W(0.5), which is where their maxima approximately occur. This 
value varies with the separation [14] and with the dissipation in the par­
ent interval, which can be expressed as a velocity scale 8u = (cA.x~x) 113 , 
arguing against strict self-similarity of the cascade. It is given in figure 1, 
where it is seen that the fluctuations with the lowest parent dissipations 
at each length scale have narrower distributions, whose taller central peaks 
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Figure 1. Midpoint value of the conditional p.d.f.s of the breakdown coefficients for the 
surrogate averaged dissipation, as a function of the averaging length and of the 'parent' 
velocity increment. Re>. = 1600. The diagonal dashed line represents the standard Kol­
mogorov cascade. Uk = v/7] is the global Kolmogorov dissipative velocity scale, and u' is 
the one-component r.m.s. velocity. Areas in which there are not enough points to collect 
statistics are marked in black. 

correspond to the light region in the lower diagonal strip of the figure. This 
implies that eddies with weak fluctuations break down into sub-segments 
whose dissipations tend to be half of that of their parents, as would be 
expected in an incoherent situation in which the parents are composed of 
several uncorrelated smaller pieces. More intense fluctuations have more 
spread distributions, with lower central peaks, suggesting coherence. This 
effect is most pronounced at the smallest scales. 

Another way of characterizing the cascade is to study directly the con­
ditional probability distributions of the velocity increments as a function 
of the velocity increments of their parent intervals. This was done in [9] 
for the data sets discussed here. If the cascade were completely self-similar 
the conditional p.d.f.s would be universal, and their means and standard 
deviations would be proportional to the velocity increment of the parent 
interval, 

(6) 

The second relation assumes Kolmogorov's inertial scaling for the energy 
spectrum. The first relation in (6) is approximately satisfied by the data, 
but the second one is not, and the form of the conditional distributions 
depends on Ax. The conditional standard deviations are given in figure 2 
for several separations in the inertial range. The dotted lines are equation 
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Figure 2. Standard deviation of the conditional distributions of the velocity increments, 
as a function of the separation and velocity increments of their 'parent' intervals. Each 
line represents a logarithmically spaced separation in the range 2!:::.x/'TJ = 25( x 2)1600, 
and is normalized with the global Kolmogorov velocity scale Uk. The dotted lines would 
correspond to complete self similarity of the cascade, and the open circles are the abscissae 
of the velocity thresholds used to compute figure 3. Re>. = 1600. 

(6) and do not describe the experiments well. The measured deviations are 
bounded below by a global additive 'noise' which is of the order of the 
Kolmogorov velocity scale at that particular separation, ( cl::..x) 113 . This is 
consistent with the idea introduced above that the breakdown of the weak 
fluctuations is controlled by the background. The situation is different for 
the stronger fluctuations, whose intensities depend more linearly on the 
velocity differences of their parent intervals. It was shown in [9] that it is 
possible to approximately describe figure 2 as the superposition of a ran­
dom additive process, corresponding to the minimum conditional standard 
deviation at each separation, and a multiplicative one that generates the 
linear tails. A similar conclusion was reached in [5]. 

Several refinements of this analysis are possible. It was for example 
noted in [9] that velocity increments are used in this context as band-pass 
filters to isolate a range of length scales, and that sharper filters could give 
different results. It was also remarked in [13] that this and other flows are 
not isotropic, and that the scaling improves if this is taken into account 
by analyzing increments associated with a given mean velocity. Both cor­
rections were tested here, the former by using a five-point band-pass filter 
instead of (3), and the latter by repeating the analysis only for those seg­
ments for which the mean velocity is in a narrow range around the global 
mean. Figure 2 is essentially unchanged by both corrections. 
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Figure 3. Top: Mean velocity, conditioned on Llu6x > Uthr, where the threshold is 
given in figure 2. Velocities and abscissae are normalized with the conditioning values, 
and Llx/1] = 12(x2)3000, increasing in the direction of the arrow. Re>. = 1600. Bottom: 
Three of the velocity traces used for the averages in the top figure. Llx / 1J = 100, Uthr :::::: u' . 
The traces are arbitrarily offset vertically for clarity. They are consistent with: -- , 
a positive vortex advected along the x axis; ---- , a negative vortex; ···· ···· , a vortex 
layer or an stagnation flow. 

2.1. EDUCED VELOCITY TRACES 

To gain some understanding of the approximately self-similar intense struc­
tures implied by the linear tails of figure 2, we compiled averaged velocity 
traces conditioned on strong velocity increments across a given distance. 
Some precautions had to be taken to avoid the smearing that would result 
from counting each structure more than once. Disjoint 'active' segments 
were defined, each of which was the largest connected union of segments of 
width b.x for which b.uLlx > Uthr, where Uthr was fixed to three times the 
global r .m.s. value of b.uLlx · The velocities around the mid-points of all the 
active segments were then extracted and·averaged together. The thresholds 
Uthr are plotted in figure 2, and fall in the approximately linear part of the 
conditional standard deviation curves. It was checked that the results are 
independent of the precise threshold as long as it falls in the linear part of 
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the standard deviation curves. 
The resulting conditionally averaged velocities are shown in figure 3 

for separations ranging from the dissipative to the integral range of length 
scales. They are roughly antisymmetric, with widths and intensities which 
are consistent with those of the conditioning algorithm. Somewhat similar 
traces were found in [1] for the dissipative range, and were interpreted 
there as the effect of single vortices advected at an angle to the mean 
stream. In the present analysis the averaged structures in figure 3 are not 
representative of individual traces, some of which are shown in the bottom 
part of the figure. Different traces can be interpreted as caused by different 
kinds of structures. A hump of width 8 and height u 0 is consistent with a 
positive vortex of circulation 21r8u0 passing at a distance 0(8) below the 
probe (or with a negative one above it). A negative hump is also consistent 
with a vortex, but a step which does not return to the mean velocity within 
a distance comparable to its width c'an only be explained by a vortex sheet 
or by a plane stagnation strain. The three kinds of traces are found in our 
sample, as well as others which are harder to interpret, and neither type is 
clearly dominant. Because of the relative alignment of each of them with 
respect to the detection criterion, which is visible in the samples in the 
bottom part of figure 3, their average results in the antisymmetric traces 
found in the top of the figure. The interpretation of figure 3, and especially 
of the part of the traces outside the detection interval ( -0.5, 0.5), should 
be that there is some coherence at all the scales tested. This is for example 
not true for weaker conditioning increments, for which the averaged traces 
fall to the overall mean velocity just outside the detection interval. 

The traces for the smaller separations are more asymmetric than those 
for the larger ones, which could be interpreted as an indication that sheets 
or stagnation structures become more common at the smaller scales. 

3. Direct numerical simulations 

Given the difficulties in interpreting the conditional velocity traces ob­
tained from one-dimensional signals, it is tempting to compare them with 
the results of similar conditioning in three-dimensional direct numerical 
simulations, even if their Reynolds numbers are lower. In this section we 
present two figures from an isotropic simulation at Re>.. = 168 [10], for which 
Lc/'rl = 290. A plane section of the vorticity magnitude, without filtering, 
is shown at the top of figure 4, and shows a complicated pattern of vortex 
sheets whose width is a few Kolmogorov scales. Detailed inspection shows 
that the most intense vorticity is in the form of circular vortices, some of 
which are associated to sheets, presumably corresponding to the filaments 
observed in three-dimensional visualizations [10]. 
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Figure 4. Top: Vorticity magnitude in a plane section across a triply periodic compu­
tational box of isotropic turbulence at Re>. = 170 [10]. The smallest visible features are 
approximately 2-3 Kolmogorov lengths across. Bottom: 'Discrete vorticity' magnitude in 
the same plane. The velocity increments are cqxnputed over D.x/TJ =50, which is the size 
of black cross. The scale bars to the right are normalized with the global r.m.s. vorticity 
magnitude. 
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To obtain an equivalent representation for the velocity differences, we 
define a 'discrete vorticity', 

f2~x,i = f:lx- 1 Eijkf:luk,~xi' (7) 

where Eijk is the fully antisymmetric unit tensor, and the velocity incre­
ments replace the usual derivatives. That quantity, although not a true 
vector, is an approximation to the result of filtering the vorticity over a 
box of size b.x3, and gives a sense of how the velocity increments sepa­
rate into rotational and potential components. The magnitude of n~x is 
showed at the bottom of figure 4, and is dominated by a strong 'vortex' 
at the location of the cross. It can be shown from three-dimensional repre­
sentations that the most intense values of the discrete vorticity magnitude 
are organized into roughly tubular objects, although with smaller aspect 
ratios than those found in the dissipation range, and that 'vortex' lines of 
n~x run along their axes and connect neighbouring objects as would be ex­
pected of true vortices. It can be tested independently that a probe moving 
in the neighbourhood of each of these objects, more or less perpendicularly 
to their axes, would see velocity increments at scale b.x which are consis­
tent with the passage of a vortex, but a two-dimensional section of b.u~x 
contains other structures which are difficult to explain in this way. 

The comparison of the two parts of figure 4 shows that the discrete 
'vortex' is not simply a smoothed version of a single dissipation-scale struc­
ture, but the collective effect of a particularly strong sheet and a cluster of 
smaller vortex cores. 

4. Conclusions 

We have shown that available experimental evidence is inconsistent with a 
strictly self-similar multiplicative cascade in the inertial range. A better de­
scription is that the velocity increments at scale b.x are related to those at 
their 'parent' interval by the superposition of a local multiplicative process 
and of a 'global' additive noise whose intensity is proportional to the stan­
dard deviation of b.u2~x· This is consistent with the theoretical arguments 
outlined in §1, which suggest that this superposition is a generic property 
of cascades in fields, and results in the separation of the field into weak and 
strong components with different behaviours. This separation is illustrated 
here by the conditional distributions of the breakdown coefficients of the 
dissipation, which are shown to depend on the relative intensity of their 
parent intervals with respect to their Kolmogorov-predicted average. 

The multiplicative cascade is recovered for fluctuations which are much 
stronger than the background, and such fluctuations were studied both 
through conditional averaging and, to a lesser extend, through visualiza­
tions of numerical fields at lower Reynolds numbers. It was noted that the 
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symmetry of the conditionally obtained averages is spurious, and can be 
interpreted as the superposition of different structures that include both 
quasi-circular vortices and vortex or stagnation sheets. The latter seem to 
become more prevalent at smaller separations. 

It is impossible with the present data to distinguish between the differ­
ent structural models, but the comparison with the results of DNS suggest 
that inertial-scale structures, including vortices, exist, and that at least 
some of them consist of clusters of smaller structures. The dynamics of the 
inertial range of scales, in isotropic turbulence or otherwise, is one of the 
greatest unknowns in our present understanding of turbulence. The ambi­
guities of the present study underline the need for high Reynolds number 
experiments which are more complete than time traces of one velocity com­
ponent. 

This work was supported in part by the Spanish CICYT under contract 
PB95-0159, and by the Training and Mobility programme of the EC under 
grant CT98-0175. 
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COHERENT FINE SCALE STRUCTURE IN TURBULENCE 
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1. Introduction 

The understanding of fine scale structure in turbulence is very important 
in the development of turbulence theory. In the theory of fine scale motion 
in turbulence, tube-like vortices are frequently assumed to represent the 
phenomenon of intermittency (Townsend, 1951; Tennekes, 1968; Lundgren, 
1982; Pullin and Saffman, 1993; Saffman and Pullin, 1994; Hatakeyama 
and Kambe, 1997). Recently, direct numerical simulations of the turbu­
lent flows have shown that similar tube-like structures can be observed 
by the visualization of intense yorticity regions in turbulence (Kerr, 1985; 
She et al., 1990; Vincent and Meneguzzi, 1991; Ruetsch and Maxey, 1991; 
Jimenez et al., 1993). In thi• study, the universality of the fine scale struc­
ture is discussed by analyzing DNS database of various turbulent flows. 
Fine scale eddies in homogeueous isotropic turbulence, turbulent mixing 
layer, turbulent channel flows and MHD homogeneous turbulence are com­
pared to show the scaling law of the tube-like structures in turbulence. The 
relationships between coherent fine scale eddy and the characteristic length 
of turbulence are also discussed in homogeneous isotropic turbulence. 

2. Universal Scaling Law of Coherent Fine Scale Eddies 

2.1. INVESTIGATED FLOW FIELDS 

In this study, DNS database of homogeneous isotropic turbulence, turbulent 
mixing layer, turbulent channel flows and MHD homogeneous turbulence 
are used. In Table 1, numerical parameters of DNS are listed. In Fig.1, 
contour surfaces of the second invariant of the velocity gradient tensor 
(Q = (WijWij- SijSij)/2) are shown for four turbulent flows with posi­
tive threshold. Figure 1 suggests that all of the investigated turbulent flows 
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TABLE 1. DNS database of turbulence. HIT: homogeneous isotropic tur­
bulence, TTML: temporally developing turbulent mixing layer, TCF: tur­
bulent channel flow and MHT: MHD homogeneous turbulence (magnetic 
Prandtl number= 0.1). Re>..: Reynolds number based on u~ms and .X, Res: 
Reynolds number based on the velocity difference and momentum thick­
ness of a mixing layer, A: the most unstable wave length in a mixing layer, 
Re.,.: Reynolds number based on the friction velocity, h: channel half width, 
IBol: magnitude of imposed magnetic field. 

ID Re N., X Ny X Nz £.,X Ly X Lz 

HIT1 Re>.. = 37.1 256 X 256 X 256 211' X 211' X 211' 
HIT2 Re>.. = 66.1 216 X 216 X 216 211' X 211' X 211' 
HIT3 Re>.. = 87.9 216 X 216 X 216 211' X 211' X 211' 

TTML Res= 1034 216 X 325 X 144 4A x 6_' X 8A/3 
TCF1 Re.,. = 100 128 X 129 X 128 4rrh X 2h X 211'h 
TCF2 Re.,. = 180 192 X 193 X 160 4rrh x 2h x 2rrh 
MHT1 Re>.. = 38.3(1Bol = 0.5) 256 X 256 X 256 211' X 211' X 211' 
MHT2 Re>.. = 38.3(1Bol = 1.0) 256 X 256 X 256 211' X 211' X 211' 

consist of similar tube-like fine scale eddies. The characteristics of fine scale 
eddies have been investigated :)y Tanahashi et al. {1997a; 1997b) in homo­
geneous isotropic turbulence, Tanahashi et al. (1997c; 1998) in turbulent 
mixing layer, Tanahashi et al. (1999a; 1999b) in turbulent channel flows 
and Tanahashi et al. {1999c) in MHD homogeneous turbulence. Detailed 
descriptions of DNS and characteristics of fine scale eddies can be found in 
the corresponding references. 

2.2. DIAMETER AND 1\ZIMUTHAL VELOCITY OF COHERENT FINE 
SCALE EDDIES 

Figure 2 shows n1ean azimuthal velocity profiles of the tube-like fine scale 
eddies in various turbulent flows. The identification scheme of the center of 
the tube-like eddies is described in Tanahashi et al. (1997b). By this iden­
tification scheme, center of the swirling motion can be determined directly 
from the local flow pattern on the cross-sections with the local maximum 
of the second invariant along the tube-like structure. The ·ensemble aver­
age is conducted over the velocity distributions on these detected cross­
sections. The mean azimuthal velocity profiles in Fig. 2 are normalized by 
Kolmogorov micro scale ( 1J) and r. m. s. of velocity fluctuations ( u~ms). The 
volume averaged values of 1J and u~ms are used in homogeneous isotropic 
turbulence and MHD homogeneous turbulence. In the turbulent mixing 
layer, 1J and u~ms at the center of the shear layer are used . In the turbu-
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(b) 

(a) 

(c) 
(d) 

FigHe 1. Contour surfaces of the second invariant in homogeneous isotropic turbulence 
with Re>. = 37.1 (a), turbulent mixing hyer with Reo = 1048 (b) , turbulent channel flow 
with Rer = 180 (c) and MHD homogeneous turbulence with JBoJ = 1.0 (d). The level of 
threshold is Q* = 0.03 for (a) , (c) and (d) and Q* = 0.056 for (b) where Q* is normalized 
by 11 and u~,r.s· 

lent channel flows, T} and u~ms which are defined a::. a function of y+ are 
used. Hereafter, the symbol* denotes a variable normalized by T} and u~ms· 
The mean azimuthal velocity profile of the fine scale eddies in all investi­
gated flows can be approximated by the Burgers' vortex. Mean diameter 
and maximum azimuthal velocity is always about lOry and about 0.6 u~ms· 

Under the normalization by T} and u~ms, statistical properties of the fine 
scale eddy such as pdfs of diameter, azimuthal velocity, circulation etc. in 
all kinds of turbulent flows coincide very well. In the case of the turbulent 
mixing layer, these fine scale eddies compose so-called large scale structure 
(Brown and Roshko, 1974). Near the wall, well-known streamwise vortices 
and hairpin like vortices are also identified as fine scale eddies and they 
obey the same scaling law. In the case of MHD homogeneous turbulence, 
imposed magnetic field causes strong anisotropy. This anisotropic feature 
can be explained by the orientation of coherent fine scale eddies. 
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Figure 2. Mean azimuthal velocity profiles of coherent fine scale eddies in various 
turbt:lent flows normalized by TJ and u~ms. 

Although the geometry of the flow field is different, the most expected 
diameter and maximum azimuthal velocity of the tube-like eddies are 817 
and 0.5u~ms' respectively. These features coincide with the results of the 
vorticity filaments in homogeneous turbulence reported by Jimenez et al. 
(1993; 1998) except for the magnitude of the azimuthal velocity. The scaling 
law of the fine scale eddies implies that the educed fine scale eddies are 
universal. We can call them as 'coherent fine scale structure' in turbulence 
because they show distinct coherency and universality. 

2.3. THREE-DIMENSIONAL FEATURES OF COHERENT FINE SCALE 
EDDIES AND CHARACTERISTIC LENGTH SCALES OF TURBULENCE 

In t,his section, three-dimensional features of coherent fine scale eddies are 
discussed using the results obtained in homogeneous isotropic turbulence 
(Tanahashi et al., 1999d). Figure 3 shows the distribution of the axes 
of coherent fine scale eddies in homogeneous isotropic turbulence with 
Re>., = 87.9. Visualized region is selected to be 14..\ x 14..\ x 14..\ and vi­
sualized diameters of the axes are drawn to be proportional to the square 
root of the second invariant of the velocity gradient tensor on the axis. 
Larger diameter corresponds to larger second invariant. The parts with 
large second invariant tend to be nearly straight. In homogeneous isotropic 
turbulence, length of the axes of coherent fine scale eddies shows relatively 
large variance ranging from the order of the integral length scale (lE) to 
near 10 times l E as discussed later. 

Each fine scale eddy has several sharp kinks and can be divided into 
several segments that are defined by the parts between local minimums 
of the second invariant on the axis. Most of the segments correspond to 
the straight parts of the axis in Fig. 3 and the second invariant on the 



71 

Figure 3. Axes of coherent fine scale eddies in a decaying homogeneous isotropic tur­
b:,lence with R e;.. = 87.9. Visualized region is 14A x 14A x 14A and dsualized diameters 
of the axes are drawn to be proportional to ~. 

----+-- R~l.z:37.1 

--- : ... e-.1. ;66,.~ 
R•, =57.9 

10" 101 

(h) Re._~37. 1 

--- Rt-1;;66.1 

-Rel..~87.9 

10" 101 

Figure 4. Pdfs of the segment length of coherent fine scale eddies in homogeneous 
isotropic turbulence. (a): segment length is normalized by A, (b): by l e . 

axis show local minimums at the kinks (Tanahashi et al., 1999d). Figure 
4(a) shows the probability density function (pdf) of the segment length 
(ls) of coherent fine scale eddies in homogeneous isotropic t urbulence. The 
segment length is normalized by the Taylor micro scale (A). The pdfs of the 
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Figu-re 5. Scatter plots of the segment length and the maximum second invariant in the 
segment in homogeneous isotropic turbulence with Re;;. = 37.1. 
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Pz!i ..tn 6. Probability density function of advection velocity in the radial direction of 
the segment in homogeneous isotropic turbulence with R e;;. = 37.1. 

segment length show peaks at A for all cases. The results imply that the 
coherent fine scale structure is directly related to the Taylor micro scale. 
The tails of pdffor large ls/ A seem to depend on Re>., as shown in Fig. 4(a). 
The probability of long segments becomes high with the increase of Re>.. 
In Fig. 4(b), the segment length is re-normalized by l£. The probability 
decreases significantly at the length of lE, which indicates that segment 
length is between the Kolmogorov micro scale and the integral length scale: 
"7 ~ ls(~ A) ~ l£. 

The length of each segment shows strong correlation with the maxi­
mum second invariant in the segment ( Q~ max) . The relation between ls 
and Q~,max for Re>. = 37.1 is shown in Fig: 5. The segments having large 
second invariant tend to be long, which coincides with the observation in 
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Figure 7. Histograms of the length of the axis in homogeneous isotropic turbulence with 
Re>. = 87.9. 

Fig. 3, and the length increases with the second invariant by a power of 
1/2 (lsf>.. <X (Q~max) 1 1 2 ). Similar correlation can be observed for the cases 
with different Re>. . 

Furthermore, segments of the coherent fine scale eddies have relatively 
large advection velocity in the radial direction. Figure 6 shows the pdf of 
th~ radial advection velocity in the cross-sections with Q~ max for the case 
of Re>. = 37.1. The radial advection velocities are normalized by u~ms· As 
shown by Tanahashi et al. (1999d), the magnitudes of the axial flows along 
the axis are of the order of u~rns· Although the total advection velocity 
of the fluid elements near the central axis is represented by the sum of 
the axial velocity and radial advection velocity, only the radial advection 
velocity is discussed because the axial velocity does not correspond to the 
advection of the eddy. In the case of the stretched Burgers' vortex, the 
axial velocity is induced by the outer strain field, even though the vortex 
has no advection velocity. Tanahashi et al. (1999d) also showed that the 
radial advection velocity scarcely changes its direction and magnitude in 
the segment. The pdfs of the advection velocity show a peak at 1.25u~ms 
for all cases and are independent of Re>.. The largest advection velocity 
exceeds 4u~ms· This result suggests that the movement of the axis of the 
coherent fine scale eddy is very active in turbulence. 

Jimenez et al.(1993; 1998) have shown that the mean length of the 
intense vorticity filaments in homogeneous turbulence is about 2 "' 3lE 
and tends to decrease with the increase of Re>.. The histogram of length 
of the axis are shown in Fig. 7 for Re>. = 87.9. The length of the axis is 
normalized by l E. For all cases, a peak of the histogram can be observed 
near lE. Therefore, the most expected length is of the order of the integral 
length scale. The longest one reaches to 8lE. In the present study, the mean 
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Figure 8. Characteristics of the coherent fine scale eddy in homogeneous isotropic 
turbulence. The presented axis is educed from the results with Re>. = 37.1 

length is 2.07lE for Re>-. = 66.1 and 1.74lE for Re>-. = 87.9. Although the 
definitions of the intense vorticity filaments by Jimenez et al. (1993; 1998) 
and the coherent fine scale eddies in the present study are quite different, 
the mean length is almost the same. However, the most expected length in 
this study is shorter than that by Jimenez et al. (1993; 1998). 

3. Summary 

In this study, characteristics of coherent fine scale eddies in homogeneous 
isotropic turbulence, turbulent mixing layer, turbulent channel flows and 
I\THD homogeneous turbulence are compared to show the universal scaling 
law of tube-like fine scale eddies observed in fully-developed turbulence. It 
is shown that tube-like eddies in all investigated turbulent flows have the 
most expected diameter of 8ry and the most expected maximum azimuthal 
velocity of 0.5u~ms· 

Characteristics of the coherent fine scale eddies are presented schemat­
ically in Fig. 8 using a typical axis educed in homogeneous isotropic tur­
bulence with Re>-. = 37.1. On the axis, the coherent fine scale eddies show 
axial velocity of the order of u~ms· The coherent fine scale eddies can be 
divided into several segments, length of which is of the order of the Taylor 
micro scale, and each segment shows large advection velocity in the radial 
direction which is also of the order of u~ms· The length of these eddies is 
of the order of the integral length scale. Therefore, the coherent fine scale 
structure includes three important characteristic length scales of turbu­
lence: ry, A and l E, and all characteristic velocities of the coherent fine scale 
eddies: azimuthal velocity, axial velocity and advection velocity, are of the 
order of u~ms. 
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COHERENT FINE SCALE EDDIES IN TURBULENT SHEAR 
FLOWS AND IT'S RELATION TO ANISOTROPY 

M. TANAHASHI AND T. MIYAUCHI 
Department of Mechano-Aerospace Engineering, 
Tokyo Institute of Technology 
2-12-1 Ohokayama, Meguro-ku, Tokyo 152-8552, Japan 

1. Introduction 

The relation between coherent fine scale structure and anisotropy of tur­
bulence is investigated by using DNS data of turbulent mixing layers and 
turbulent channel flows. These turbulent flows include tube-like fine scale 
eddies which are commonly observed in homogeneous isotropic turbulence 
(Kerr, 1985; She et al., 1990; Vincent and Meneguzzi, 1991; Jimenez et al., 
1993; Tanahashi et al., 1996; Tanahashi et al., 1997a). In turbulent mixing 
layers, large scale structures which were found out by Brown and Roshko 
(1974) are composed of coherent fine scale eddies (Tanahashi et al., 1997c; 
Tanahashi et al., 1998). In turbulent channel flows, well-known streamwise 
vortices possess the same feature as the coherent fine scale eddies (Tana­
hashi et al., 1999a; Tanahashi et al., 1999b). Characteristics 01 fine scale 
eddies in turbulent mixing layers and turbulent channel flows coincide with 
those in homogeneous isotropic turbulence: the most expected diameter and 
maximum azimuthal velocity are about 10 times of Kolmogorov micro scale 
(17) and 0.5 times of r. m. s. velocity fluctuation (u~ms)· However, global 
characteristics of turbulence statistics are quite different in these flow fields. 
In this study, the origin of these difference is discussed from a viewpoint of 
the coherent fine scale eddies in turbulence. 

2. DNS Database and Identification of Fine Scale Eddies 

2.1. DNS DATABASE 

DNS data of a temporally developing turbulent mixing layer and turbulent 
channel flows are analyzed. The temporally-developing turbulent mixing 
layer has been simulated by using spectral methods in all directions and 
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Figure 1. Contour surfaces of second invariant in a fully-developed turbulent mixing 
layer (ReJ = 1034) 

Figure 2. Contour surfaces of second invariant in a fully-developed turbulent channel 
flow (ReT = 400). 

Reynolds number based on initial vorticity thickness and a velocity differ­
ence across the mixing layer is 500. At a fully developed state, Reynolds 
number based on momentum thickness (Re0) reaches to 1034. Since the 
length of the calculation domain in the streamwise direction is selected to 
be 4A (A: most unstable wavelength), twice parings oflarge-scale structures 
(Brown and Roshko, 1974) occur. DNS of turbulent channel flows was con­
ducted by using spectral methods in the streamwise and spanwise direction 
and 4th-order finite difference method in the transverse direction. Reynolds 
number based on the friction velocity (ReT) is 180 and 400. Detailed de­
scriptions of numerical schemes and calculation conditions can be found in 
Tanahashi and Miyauchi (1995) and Tanahashi et al. (1997c) for the turbu­
lent. mixing layer and Tanahashi et al. (1999a; 1999b) for turbulent channel 
flow. 
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Figure 3. The pdf of the inclination angle (a) and the diameter (b) of coherent fine 
scale eddies in a fully-developed turbulent mixing layer (Reo = 1034) 

2.2. IDENTIFICATION SCHEME OF COHERENT FINE SCALE EDDIES 

Figures 1 and 2 show the contour surfaces of the second invariant of the 
velocity gradient tensor defined by Q = ( Sij Sij - Wij Wij) /2), where Sij 

and Wij is symmetric and asymmetric part of the velocity gradient tensor 
Aij = ouifouj· As reported by previous works (Moser and Rogers, 1991; 
Moser and Rogers, 1993; Tanahashi and Miyauchi, 1995), the transition to 
turbulence of mixing layers occurs after the first pairing and before the sec­
ond pairing of Kelvin- Helmholtz rollers. Kelvin- Helmholtz rollers become 
large by successive parings, and they consist of many fine scale eddies as 
shown in Fig.l . In the case of the turbulent channel flow, stream wise vor­
tices near the wall and hairpin like vortices can be visualized by the positive 
Q region, which coincides with the results by the ).2- definition (Jeong et 
al. , 1997) and by the Ll- definition (Blackburn et al. , 1996). 

From these flow field1>, coherent fine scale eddies are educed by using 
the identification scheme based on the local flow pattern (Tanahashi et al., 
1997b). In this identification scheme, the cross-sections which include the 
local maximum Q on the axis of fine scale eddies are determined. 

3. Coherent Fine Scale Eddies in Turbulent Shear Flows 

Characteristics of fine scale eddies in turbulent mixing layers and turbu­
lent channel flows show similar features: the most expected diameter and 
maximum azimuthal velocity are about lOT] and 0 .5u~ms· However, the co­
herent fine scale eddies in two turbulent shear flows show different spatial 
distribution, which is related to anisotropic nature of each turbulent flow 
field. 

Figure 3 shows the pdf of the inclination angle of the rotating axis of 
coherent fine scale eddies and the relationships between the diameter and 
the inclination angle in a turbulent mixing layer. The diameter in Fig. 3(b) 
is normalized by 17 at the center of the shear layer. The inclination angle of 
the rotating axis of a coherent fine scale eddy with respect to the direction 
of mean vorticity vector is defined by cosO= (we · ew)/(1 We II ew 1), where 
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Figure 4. The diameter (a) and the maximum azimuthal velocity (b) of the coherent 
fine scale eddies as a function of the distance from the wall in a fully-developed turbulent 
channel flow (Rer = 180). 

We and ew represent the vorticity vector at the center of a coherent fine 
scale eddy and the direction of mean vorticity vector(= (0,0, -1)) in the 
mixing layer, respectively. The value of cos 0 becomes 1 for fine scale eddies 
co-rotating with large-scale structure, and becomes -1 for counter-rotating 
case. If the turbulence is isotropic, the pdf does not depend upon cos 0. 

The probability density in Fig. 3( a) increases linearly with cos 0, which 
means that the number of co-rotating eddies is larger than that of counter­
rotating ones. Figure 3(b) shows that the diameter of the coherent fine 
scale eddies depends on the direction of the axis. Large eddies tend to be 
co-rotating. With the decrease of the diameter, the directional dependencies 
become weaker. The coherent fine scale eddies with 107] diameter are dis­
tributed nearly uniformly and do not depend on cosO. These results suggest 
that randomness of distribution of coherent fine scale eddy increases with 
the decrease of the diameter, which seems to coincide with the assumption 
of local isotropy. Tanahashi et al. (1998) have shown that the most expected 
value of maximum azimuthal velocity ( < u0 >max) is almost independent 
on cosO and is about 0.5u~ms' while the variances in < u(, >max are large 
for the co-rotating coherent fine scale eddies. Therefore, most of fine scale 
eddies with large D* and < u(, >max are co-rotating with the large scale 
structure. 

Figure 4 shows the diameter and the maximum azimuthal velocity of 
the coherent fine scale eddies in the turbulent channel flow with Rer = 180 
as a function of the distance from the wall. The diameter and the maximum 
azimuthal velocity are normalized by 1J and u~ms at y+ where the coherent 
fine scale eddy exists. In the turbulent channel flow, 1J and u~ms are defined 
as a function of y+. In the wall unit, the maximum azimuthal velocity 
increases and the diameter decreases with the decrease of the distance from 
the wall, whereas the most expected diameter and the maximum azimuthal 
velocity become independent on y+ under the normalization by 1J and u~ms 
as shown in Fig. 4. They are 107] and 0 . 5u~ms respectively. 

In the case of turbulent channel flows, the spatial distribution of the axes 
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Figure 5. The inclination angle (a) and the tilting angle (b) of the coherent fine scale 
eddies as a function of the distance from the wall in a fully-developed turbulent channel 
flow (Rer = 180) . 

shows strong directional dependence with the decrease of the distance from 
the wall. Figure 5 shows the inclination angles and the tilting angles of the 
coherent fine scale eddy. The inclination angle and the tilting angle are de­
fined by the similar method of Jeong et al. ( 1997). The distributions of both 
angles show strong dependence on direction near the wall. These structures 
correspond to hairpin like eddies and streamwise vortices observed near the 
wall (Tanahashi et al., 1999a; Tanahashi et al., 1999b). The variance of the 
diameters becomes relatively small near the wall as shown in Fig. 4(a) and 
probability of the diameters shows a very sharp peak near 101] (Tanahashi 
et a.l., 1999b), which means that diameter of almost all coherent fine scale 
eddies near the wall is about 101]. Therefore, the anisotropy near the wall 
occurs in the smallest coherent fine scale eddies. These results suggest that 
the anisotropic feature in near-wall turbulence is significantly different from 
that in free-shear turbulence from the view point of the fine scale structure. 

4. Summary 

In this study, spatial distribution of the coherent fine scale eddies in turbu­
lent mixing layer and turbulent channel flow are compared to understand 
the relation between the anisotropy of turbulence and the coherent fine scale 
eddies. In turbulent mixing layer, coherent fine scale eddies with small diam­
eter(:::::: 101}) tend to be distributed randomly in the space, while those with 
relatively large diameter are co-rotating with large scale structure(Kelvin­
Helmholtz rollers). In turbulent channel flows , directional dependence or 
alignment of the rotating axis appears near the wall. The aligned coherent 
fine scale eddies correspond to the streamwise vortices, which are one type 
of the smallest coherent fine scale eddies which has about 101} as diameter. 
These results suggest that anisotropy is caused by coherent fine scale ed­
dies with relatively large diameter in the free-shear flows and by those with 
smallest diameter in wall-shear turbulence. 
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SHEAR STRESS AND DISSIPATION INTERMITTENCY IN 
HIGH-REYNOLDS-NUMBER TURBULENCE 

YOSHIYUKI TSUJI 
Department of Energy Engineering and Science, Nagoya UnitJersity 
Furo-cho, Chikusa-ku, Nagoya city, 464-8603, JAPAN 

1. Introduction 

Energy dissipation and instantaneous shear stress fluctuations are consid­
ered for high-Reynolds-number (up toR>.,:::::: 104) turbulent flow field using 
the concept of maximum norm. 

The instantaneous fluctuation of the Reynolds shear stress, defined as 
'Yij = -UiUj 1 i :f:. j, has previously been explored in several ways. To compli­
ment these classical analyses, we apply a new idea to characterize intermit­
tency in shear stress fluctuations. Attention is paid to the rapid change in 
'Yii, with positive and negative signs, and the maximum norm is introduced 
to quantify their behavior in the inertial range. With the help of multifrac­
tal analysis, the intermittency exponent, J.ts, is obtained for different flow 
fields (boundary layer, grid turbulence, round jet) and Reynolds numbers 
(90 ~ R>. ~ 10000). It is found to be 0.1 ~ J.ts ~ 0.15 independent of 
the mean strain rate [6]. In addition to this, the maximum norm approach 
is applied to the energy dissipation field at a very high Reynolds number 
to obtain its scaling behavior, including the corresponding intermittency 
exponent [7]. 

2. Experimental Conditions 

The high-Reynolds number atmospheric turbulent boundary layers are an­
alyzed, whose typical features are summarized in Table 1. We used the 
x-probe for the measurements, with a sensitive length of 0. 7mm and di­
ameter of 5p.m. The data were measured at the meteorological tower at 
Brookhaven National Laboratory. The measurement station is located at 
about 35 m above ground. The velocity signals are sampled by a 12-bit 
A/D converter at a frequency of 5 kHz "' 10 kHz with a low-pass filter no 
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TABLE 1. U is a local mean velocity, u' and v' are r.m.s. values of streamwise 
and vertical component, respectively. (e} is the energy dissipation obtained by the 
assumption of Taylor's frozen flow hypothesis, A and 11 are Taylor micro scale and 
Kolmogorov scale. The turbulence Reynolds number is defined as R). = u' A/II. 

U (m/s) u',v'(m/s) - (uv} fu'v' (e}(m2s-3 ) A(cm) 11(mm) R). 

2.82 0.77,0.49 0.39 1.06 X 10-2 10.9 0.72 5,940 
5.16 1.87, 1.40 0.42 8.40 X 10-2 9.6 0.44 12,240 
5.67 1.87, 1.40 0.42 8.40 X 10-2 11.3 0.46 15,630 

greater than half the sampling frequency; the measurements are made for 
one hour for each data set. The probe is positioned about 3 m from the 
tower. As the tower is made of angle irons, the wind passes through them. 
We assume that there is little effect of the tower on the measurements. 
Another important problem is the wind direction. We equipped the tower 
with a wind vane and observed it from the ground. The probe direction was 
corrected in terms of the flow condition in case there were any dramatic 
changes during the measurements. A more detailed analysis of the wind 
direction is found in [2]. Since only the 'Y12 component is measured, we use 
the character 'Y instead of 'Y12 for convenience hereafter. 

3. Maximum Norm and Scaling Exponents 

For statistical analysis, the time axis is divided into small boxes with length 
r. The largest positive and smallest negative values of 'Y within the box are 
expressed by max(r) and min(r), respectively (see Fig. 1). Therefore, the 
difference between max(r) and min(r) should contain the typical features 
of 'Y oscillation. We introduce the maximum norm; 

Mr = [max(r)- min(r)] , (1) 

which is defined in each box with size r. It is, however, necessary to add 
the following condition: 

max(r) >as and min(r) < -as. {2) 

This condition is to disregard fluctuations which are contained in the 
narrow band [-as, as]. Note also that max(r) and min(r) have a positive 
and negative sign, respectively. It is well known that a large part of 'Y 
fluctuates around the zero value. We assume that the electrical noise may 
affect these fluctuations around the zero-crossing. Although the band width 
as is set as a function of the Reynolds number [6], in a high Reynolds 
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Figure 1. The horizontal axis is divided into small boxes whose size is r . The largest 
and the smallest values of "Y fluctuation are defined as max(r) and min(r), respectively. 
The broken lines indicate the narrow band with 26s width. 

number flow it is not a problem to set it as 8 8 = 0. Then the condition of 
Eq. (2) is that max(r) is positive and min(r) is negative in a finite box size 
r, which is expressed in the units of sampling intervals. 

3.1. SCALING EXPONENTS IN DISSIPATION FIELD 

For analyzing the dissipation fluctuation, there is no additional complica­
tions on the definition of Mr . Since the dissipation rate is never negative, 
the definition becomes Mr = max(r). The maximum norm is a positive 
random quantity which may be used to characterize intermittent fluctua­
tions. 

Figure 2 shows typical examples of Mr distribution in shear stress and 
the dissipation field. The horizontal axis is a unit of box size r, and the 
vertical one is normalized by its average, (Mr) · Although the distributions 
depend on the size r, they look intermittent for various box sizes in both the 
dissipation and inertial ranges. In this figure, the box size is set at r = 155 
which is in the inertial range, and it is apparent that the dissipation field 
is more intermittent. 

The maximum norm exponents, vq, are introduced as follows, in analogy 
to the local energy dissipation rate, cr. 

(3) 

For convenience, the characters v: and vf are used as the exponents for 
the maximum norm of shear stress and dissipation, respectively. It should 
be noted that, there is a significant difference between cr and Mr . When 
q = 1, the local averaged energy dissipation equals the total average, that 
is kr) = (c) =constant. However, for the maximum norm this condition 
is not satisfied [6]. 
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Figure 2. An example of maximum norm distribution for (a) shear stress fluctuation 
for the box size r = 155, (b) dissipation fluctuation for the same box size. This box size 
is located within the inertial range. r has a units of sampling intervals. 

We have computed the moments, (M~), and confirmed that the maxi­
mum norm, for this case, has firmly a power law distribution in the inertial 
range. Thus, the slope is equal to the exponent vf. 

3.2. SCALING EXPONENTS IN SHEAR STRESS FIELD 

As the shear stress, 'Y, fluctuates with positive and negative signs, the max­
imum norm is introduced to characterize them. We have found that the 
maximum norm has also a power law distribution for this case in the in­
ertial range. Experimental accuracy limited the analysis up to the sixth 
order, but we have analyzed the lower-order moments which contain valu­
able information about the central region of the pdfs. 

These scaling exponents are summarized in Fig. 3. The dissipation ex­
ponents, vf (solid circles), are larger than those for the shear stress for 
q > 1. Hence, the dissipation field is more intermittent, which is consistent 
with the qualitative observation of 'Y indicating the intermittent phenom­
ena. For lower-order moments (0.2 ::; q ::; 0.8) the scaling exponents are 
negative, and the shear stress has larger exponents. 

If the locally averaged dissipation, cr , is approximated by the log-normal 
distribution (this condition is expressed as K62) [4], the scaling exponents 
are given as 

Tq = -J.Lq(l- q)/2 = -T2q(l- q)/2, (4) 
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Figure 3. Scaling exponents of the maximum norm for shear stress (v; :circle) and 
the dissipation fluctuation ( vf :solid circle). They are compared with the exponents Tq 

predicted by K62 assumption, Eq. (4) , which is expressed by the dotted line. The other 
model (Eq. (5)) evaluating Tq is plotted by the solid line. p-model (the parameter pis set 
at the recommended value, 0.7) is plotted by dashed line. 

where J.t ( = r2) is the intermittency exponent. In Fig. 3 we compare the 
predicted exponents, rq, from K62 and those obtained from the present 
measurements, v!( and v%. We find there is good agreement between the 
predicted and measured values for -0.8 ::; q ::; 3.0. However, there is a 
noticeable difference in high-order moments. Sheet al., [5] proposed a phe­
nomenology involving a hierarchy of fluctuation structures associated with 
the vortex filaments. From this they derived a relation with no adjustable 
parameters, which agrees very well with v!( when q is positive, but negative­
moment values differ slightly from tliese. Another excellent model, called 
P-model [1], was plotted in the figure. The open parameter was set at the 
recommended value, 0.7, and they agree well with the experimental data 
for positive and negative q values. 

It is remarkable that the maximum norm exponents in energy dissi­
pation match those of locally averaged dissipation, that is, v!( ::: Tq- We 
believe this is a strong reason to believe that the maximum norm is a valu­
able quantity in characterizing the small-scale intermittency in turbulence. 

3.3. INTERMITTENCY EXPONENT 

There is much interest in quantifying the intermittency exponents. In this 
section, the maximum norm concept is used to extract the intermittency 
exponents for high Reynolds number turbulence data. The exponent using 
the conventional approach yields a value of J.t = 0.22 for the average rate of 
energy dissipation. We can get the intermittency exponent for the maximum 
norm by Eq. (3), in which v2 is the exponent in analogy to r2.It is found that 
in the dissipation field vf = 0.21 and in the shear stress v~ = 0.12; here 
we use the characters J.lD and J.ts to indicate the intermittency exponent 
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calculated using the maximum-norm approach for dissipation and shear 
stress, respectively. That is, we find /1-D = 0.21, /1-S = 0.12. We wish to 
make two important remarks. First, the maximum norm exponent, Ji-D, 
agrees remarkably well with p, derived by cr. Second, P,s < /1-Di indicating 
that the shear stress field is less intermittent than the dissipation field. 

To explain the first remark, notice that the largest value of the dissi­
pation rate within a given box size, Mr, may be a significant portion of 
the locally averaged dissipation field, cr. Thus, the qualitative properties 
of these two quantities may be equivalent. A more detailed discussion of 
the second remark on the difference in the scaling exponent between shear 
stress and dissipation is given in the reference. We should also note that 
the vorticity and scalar dissipation field are more intermittent than the en­
ergy dissipation field [3]. Despite much numerical and experimental research 
along this theme, a clear explanation has not yet been presented. 

4. Conclusion 

Shear stress and dissipation fluctuations are considered in high Reynolds 
number turbulence. A new concept of the maximum norm is introduced to 
characterize their spike-like oscillations. The scaling exponents, vq, are nat­
urally introduced, and the intermittency exponent is obtained. The classical 
scaling exponents, Tq defined by local averaged energy dissipation E:r, are 
very close to vq at least for -0.8 ::::; q ::::; 4.0. Therefore, the intermittency 
exponents are p, = T2 = 0.22 and /1-D = v2 = 0.21, respectively. For the 
shear stress fluctuation, we obtained the exponent /1-S = 0.12 by the max­
imum norm, thus confirming that the shear stress field is less intermittent 
than the energy dissipation field. 
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CHARACTERISTIC TIME SCALES AND ENERGY TRANSFER 
IN MHD TURBULENCE 
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Abstract. Statistical properties of MHD turbulence are studied by GOY­
type shell models and direct numerical simulation. We introduce the Alfven 
effect with randomized coherent magnetic field into the shell model. It leads 
to k-312 spectrum and is consistent with Iroshnikov-Kraichnan picture of 
MHD turbulence. The PDF's of shell models are compared with those of 
wavelet coefficients obtained from DNS data. 

1. Introduction 

Much attention has been payed to MHD turbulence not only in the context 
of plasma physics but also in the context of turbulence theory. However, the 
statistical properties of MHD turbulence are not fully understood. There 
are two plausible theories for the scaling laws of homogeneous and isotropic 
MHD turbulence. One is the well-known theory by Kolmogorov proposed 
for hydrodynamic turbulence; it predicts k-513 spectrum (hereafter referred 
to as K41 spectrum). The other is proposed by Iroshnikov and Kraichnan 
independently[!]; it predicts k-312 spectrum (hereafter referred to as IK 
spectrum). In the latter, the Alfven effect plays a key role. When coherent 
magnetic structures exist in MHD turbulence, the Alfven waves introduce 
the characteristic time scale TA = (Bck)- 1 , which is called Alfven time, 
to the energy transfer. Since the Alfven time is much smaller than the 
hydrodynamic local time scale ( vk k) - 1 , the Alfven effect weakens the energy 
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transfer so that the energy dissipation rate is proportional to the Alfven 
time: E <X (Bek)-1. Then dimensional analysis yields k-3/ 2 spectrum. The 
data from solar wind seem to support k-5/ 3 spectrum[2]. On the other 
hand, the spectrum is close to k-312 in two-dimensional simulations[3]. 

In this paper, we study the statistical properties of MHD turbulence 
by direct numerical simulation (DNS) and GOY-type shell models. We pay 
special attention to the characteristic time scales in MHD turbulence and 
their effect on the energy transfer. 

2. GOY-type Shell model of MHD turbulence 

The shell models of MHD turbulence are studied by several authors[4-7]. 
The extension of the original GOY-type shell model to MHD turbulence 
was first studied by Biskamp[6]. Here we consider an MHD version of Sabra 
model for hydrodynamic turbulence[8]. It is written as 

iakn+lz;=~l z;r+2 + if3kn+lz;r~l z;=+2 - iaknz;=_:l z;r+l 

+ifknZ:f_:1 z;=+l + if3kn-lz;=_2Z;f_1 + ifkn-1Z;f_2z;=_1 

-vk~z;= ± iknBez;= + J;=, (1) 

where Z$ is a representative mode of Elsasser variable z± = u ± B 
corresponding to the wavenumber kn = ko>..n, a,/3 and 1 are constants, 
v corresponds to diffusivity (unit magnetic Prandtl number is assumed) 
and J$ is an external force. As in the case of normal GOY-type mod­
els[6], the total energy Er = t En(IZ;il2 + IZ.;;-12 ) and the cross helicity 
He = t En(IZ;il2 - IZ; 12) are conserved in the inviscid limit v = 0. Fur­
thermore, the magnetic quantity HM =En k~IBnl2 , which can be regarded 
as the squared magnetic potential in two-dimensional case or the magnetic 
helicity in three-dimensional case, becomes an inviscid invariant by impos­
ing 

;..28 _ ;..28 + 1 I 
)..28 + )..28 _ 1' a 

)..28- )..28- 1 

)..28 + )..28- 1" 

The term iknBeZ$, first discussed by Gloaguen et al.[4], is introduced 
to take account of the Alfven effect in the presence of large-scale coher­
ent magnetic field. Biskamp[6] found that when Be is a non-zero constant 
the energy spectrum has two ranges of different scaling exponents; k-5/ 3 

spectrum is observed in the lower wavenumber range and the spectrum 
is flatter than k-3/ 2 spectrum in the higher wavenumber range (as seen in 
figure 1). Although the above choice seems to be consistent with Iroshnikov­
Kraichnan picture, it does not lead to k-3/ 2 spectrum. The reason for this 
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unexpected result is that the Alfv{m term iknBeZi: was too coherent for 
constant Be so that the average of the nonlinear terms in eq. (1) almost 
vanish for the inertial time scale. 

We apply two methods for incorporating the Alfven effect correctly: in 
the first one we take small .A instead of the usually chosen value A = 2; in 
the second one the coherent magnetic field Be is randomized as 

- , dBcn Ben 1 
Be,n =Be+ Be,n' _d_,_ = ---' + g(t), Tn = ---=, 

t Tn knEe 

where g(t) is Gaussian white noise. Both methods are designed to relax the 
coherency of the Alfven term. In addition, forcing is introduced by fixing 
Zi:0 since both constant forcing and random forcing, which are often ap­
plied to shell models, can lead to "dynamic alignment"; dynamic alignment 
itself occurs in MHD turbulence, but it is undesirable for the present pur­
pose since we need turbulent behavior for a long time to obtain statistical 
properties from shell models. 

3. Results 

3.1. NUMERICAL METHODS 

The shell model (1) is numerically solved by Runge-Kutta method. The 
constants are chosen as a = -0.5, {3 = 1.5, 'Y = -1. The diffusivity is 
fixed to v = 2 x 10-8 . The first modes are fixed: Zf = 0.5 ± 0.5i. For 
constant Be case, three sets of the wavenumber ratio .A and the number 
of modes N are used: (.A, N) = (2, 26), (2112 , 45), (2114 , 85). For random Be 
case, both the average and the fluctuation amplitude are set to be equal to 
B1 = (Zi- Zl)/2i: Be,n = (B6,n) 112 = B1; the wavenumber ratio A is 2 
and the number of modes N is 26. 

Direct numerical simulation of two-dimensional MHD turbulence is per­
formed by pseudo-spectral method. The total number of modes is 20482 . 

The velocity field and magnetic field are analyzed by wavelet decomposi­
tion. See Ishizawa and Hattori[9] for the details of DNS. 

3.2. ENERGY SPECTRUM 

Figure 1 shows the energy spectrum for constant Be case. The spectrum is 
multiplied by k312 to show the difference from IK spectrum clearly. Figure 
1(a) shows the spectra for three values of Be: Be/ B 1 = 0.1, 0.3, 1. The 
spectrum is close to K41 spectrum for small k and it is flatter than IK 
spectrum for large k. The dividing wavenumber becomes smaller as Be be­
comes larger. These results are observed by Biskamp[6]. Figure l{b) shows 
the spectra for different .A with Be/ B 1 = 1. The spectrum for .A = 2114 



92 

seems to close to IK spectrum, but it still has two scaling regions. The 
scaling exponent in the large wavenumber range is seen to depend on >.. 
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Figure 1. Energy spectrum multiplied by k3 / 2 . Constant Be. 

On the other hand, the 
energy spectrum for ran­
dom Be case shown in fig­
ure 2 is close to IK spec­
trum. 

In order to clarify why 
IK spectrum is observed 
for random Be case and 
not observed for constant 
Be case, the following cor­
relation between neighbor­
ing cells is calculated 

Cor(n,n+ l;T) 

- E~(t)E~+l(t + T) 

{Fit!.jE~+l2 ' 
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k 
Figure 2. Energy spectrum multiplied by 
k312 . Random B e . 

Figure 3 shows this correlation. For constant Be case; the correlation is 
small for larger n, showing that the energy is not transferred effectively. 
For random Be case, the correlation has a maximum of 0.35 ,...., 0.5 for all 
n shown in the figure. It shows that the energy is transferred effectively. 

3.3. PDF 

Probability distribution function (PDF) of Re( un) for the shell models and 
wavelet coefficients 'lixb~ obtained from DNS are shown in figures 4 and 5, 
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Figure 3. Correlation between neighboring shells: (a) Constant Be, (b) random B e . 
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Figure 4- Normalized PDF of velocity modes: (a) Constant Be, (b) random Be. 

respectively. Two scales are chosen: one is in the inertial range (n = 12 
for shell models and j = 5 for DNS); the other is in the dissipation range 
(n = 16 for shell models and j = 7 for DNS). In the inertial range, PDF of 
Re( un) is nearly Gaussian for constant Be case; it has stretched tail for ran­
dom Be case. In the dissipation range, PDF shows extremely intermittent 
nature for constant Be case; it is almost exponential for random Be case. 
PDF of u~~~ obtained from DNS data appears to be close to random Be case 
in the inertial range and to constant Be case in the dissipation range. Fig­
ure 6 shows PDF of the corresponding magnitudes, lunl for shell models and 
[L:j{(tix~~) 2 + (1iy~~) 2 }jll2 for DNS, in the dissipation range. It shows that 
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Figure 5. Normalized PDF of wavelet coefficients obtained from DNS data. 
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Figure 6. PDF's of magnitude of velocity 
modes and wavelet coefficients. 

4. Concluding Remarks 

Statistical properties of MHD turbulence are studied by GOY-type shell 
models and direct numerical simulation. We have proposed the shell model 
with randomized Alfven effect. It leads to k-312 spectrum and is consistent 
with Iroshnikov-Kraichnan picture of MHD turbulence. The present mod: 
fied model would serve as a powerful tool for studying MHD turbulence. 
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STATISTICS OF TRANSVERSE VELOCITY DIFFERENCES 
IN TURBULENCE 

VICTOR YAKHOT1 
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Boston University 
Boston, MA 02215 

1. Introduction 

Beginning with classic Kolmogorov papers, the ability to theoretically de­
scribe statistical properties of velocity differences became, justly or not, a 
measuring stick of our understanding of turbulence. Development of tur­
bulence theory proceeded in two directions. First, the equations of motion, 
resulting from the relatively simple and physically appealing second-order 
closures were so successful that they evolved into a design tool widely used 
in engineering community [1]. Since all such models can be formulated in 
terms of perturbation expansions in powers of an 0(1) parameter [2], their 
success in description of the large-scale features of the flow somewhat resem­
bles remarkable precision achieved by the small-parameter-lacking Hartree­
Foc approximations in prediction of the properties of atoms and molecules 
in quantum mechanics. Frequent complains of mathematicians and physi­
sists about "total" lack of understanding of turbulence are typically related 
to our inability even to formulate a theoretical (dynamic) framework yield­
ing the the experimentally observed small-scale structure of the flow [3]. 
Early attempts to attack the problem were based on various expansions in 
powers of the renormalized Reynolds number (RN) Re* = UrmsL/v where 
Urms and L stand for the rms velocity and integral scale of turbulence, re­
spectively. The parameter v denotes the renormalized, "dressed", viscosity. 
Since v :::::: UrmsL, the coupling constant, which is a measure of the strength 
of nonlinear interaction, Re* :::::: 0(1). Thus, the RN as a basis for the per­
turbative treatment, must be disqualified. In fact, the expansion in powers 
of Re* is equivalent to the one in powers of non-linearity. 
The fatal blow to perturbative treatments of the small-scale statistics of 
turbulence was discovery of intermittency or multi-scaling of turbulence 
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which is formulated as follows: consider the two points x and x' and define 
r = x - x'. Assuming that the x-axis is parallel to the displacement vector 
r we can measure the moments of velocity differences: 

Sn = (u(x + r)- u(x))n::: (~u)n oc ren oc (Pr)~-c5n (1) 

The parameter Pin (1) stands for the rate of turbulence production which 
in the steady state is equal to the mean dissipation rate £. Numerous ex­
preriments, conducted in a wide variety of flows, revealed that instead of 
expected "normal" en = n/3, the exponents en were "strange" (anoma­
lous) and could not be derived on dimensional grounds. This means that 
if a perturbative treatment is possible at all, the number of closures ( dy­
namic constraints) needed to obtain first n exponents is at least equal ton. 
This fact was the main reason for the failure of Kraichnan 's "decimation" 
schemes, proposed in the end of 80's [4]. 
Realization of futility of the closure-based renormalized perturbation ex­
pansions to describe small-scale intermittency led, as it often happens in 
life, to the opposite extreme: the closures became a taboo, not taken seri­
ously by many researchers in the field. Recently, this taboo was somewhat 
shaken by a counterexample, produced by Kraichnan for the case of a pas­
sive scalar advected by a random velocity field [5]. It was shown later [6] 
that Kraichnan 's anzatz corresponded to an expression for the dissipation 
contribution to the equation for the probability density of the scalar dif­
ferences. Kraichnan's suggestion, though incorrect for the scalar problem, 
demonstrated the ability of a single closure model, applied directly to the 
equation for the probability density, generate an infinite set of anomalous 
exponents. Recent Polyakov's operator product expansion was the first the­
oretical approach to yield a dosed equation for the pdf of velocity differences 
in a non-linear problem of Burgers equation driven by a random force [7]. 
The expression for the probability density (pdf) of velocity differences was 
derived from this equation together with an explanation of the observed 
bi-fractality of velocity field. 
In this paper we derive an exact equation for the generating function of 
velocity difference in turbulence. It is shown how combining this equation 
with plausable and simple models for the pressure and dissipation terms 
leads to the results which are in a good agreemnt with expremental data 
on both two- and three-dimensional turbulence. 

2. Equation for the Generating Function 

The equations of motion are (density p = 1): 

OiVi = 0 (2) 
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where f is a forcing function mimicking the large-scale turbulence produc­
tion mechanism and in a statistically steady state the mean pumping rate 
P = f · v. In what follows we will be mainly interested in the probability 
density function of two-point velocity difference U = u(x') - u(x) = ~u. 
The generating function is: Z =< exp(.A · U) >. It is easy to see that in 
the incompressible case the equation for the generating function of velocity 
differences is [8]-[9]: 

(3) 

with 

If=< .A· Afe>.·~u >; Ip =-.A·< e>.-~u(V2p(x2)- Vtp(xt)) >; 

D = v.A· < (V~v(x2)- V~v(x1 ))e>.·U > ~ .A2 < (t'(x + r) + t'(x))e>.·U > 
+0(.A4 ) (4) 
The most interesting and surprising feature of these equations is the fact 
that, unlike in the problem of Burgers turbulence, the advectice contri­
butions are represented in (3) in a closed form. To completely close the 
problem the expressions for Ip and D are needed. The equations (3)-(4). 
formulate the turbulence theory in terms of "only" two uknowns Iv and D. 
The Kolmogorov refined similarity hypothesis stating that ( ~ u )3 = <Pt'r r 
where ¢ is a scale-independent random process and t'r is a dissipation rate 
averaged over a ball of radius r around point x, can be a promising starting 
point to a closure for the dissipation term D. This will be done below. The 
pressure term in (3)-(4) is also of a very specific and rather limited nature: 
all we have to know is the correlation functions < UiUj · · · Um~ Vp >. 
Thus, the definite targets needed for derivation of the closed equation for 
Z-functions are well-defined. 

The generating function can depend only on three variables: 'f/l = r; 'f/2 = 

>./ = .Acos(O); 'f/3 = J.x2 - 'fli; and 

where, to simplify notation we set {)i a = ~ and v(i) = v(xi)· The func-
' uX.Ot 

tions Ip, If and D are easily extracted from the above definitions. 

3. Two-Dimensional Flow in the Inverse Cascade Range 

Now we will be interested in the case of the two-dimensioanl turbulence in 
the inverse cascade range. If a two-dimensional (2d) fluid is stirred by a ran-
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dom (or non-random) forcing, acting on a scale lJ = 1/kJ, the produced en­
ergy is spent on creation of the large-scale ( l > I 1) flow which cannot be dis­
sipated in the limit of large Reynolds number as v ---+ 0. This is a direct and 
most important consequence of an additional, enstrophy conservation, law, 
characteristic of two dimensional hydrodynamcs [12). As a result, the dissi­
pation terms are irrelevant in the inverse cascade range and we set D = 0 in 
(5) and hope that in two dimensions the situation is greatly simplified. This 
hope is supported by recent numerical and physical experiments [11]-[13) 

3 

showing that as long as the integral scale Li ex t2 is much smaller than the 
size of the system, the velocity field at the scales Li > > l > > l 1 is a sta­
tionary close-to-gaussian process characterized by the structure functions 
(1) with the Kolmogorov exponents ~n = n/3. In a recent paper Bofetta, 
Celatti and Vegrassola [13) reported the results of very accurate numerical 
simulations of two-dimensional turbulence generated by a random force. 
No deviations from gaussian statistics of transverse velocity differences as 
well as from the Kolmogorov scaling ~n = n/3 were detected. Moreover, 
the measured pdf of longitudinal differences could be represented as a sum: 
P(l1u) = P8 (f1u) + Pa(L'1u) were Pa(x) = P8 (-x) and Pa(x) = -Pa(-x) 
with Ps ( x) indistinguishable from the gaussian. The generating function 
in the new variables can be written as: Z =< exp(TJ2 tl.u + Jli"=!TJ3 L.'1v) 
so that the pdf of transverse velocity differences is obtained in the limit 
'f/2 ---+ 0. With D = 0, the solution of the problem of 2d- turbulence is re­
duced to evaluation of the pressure term lp which, when 'f/2 ---+ 0, which can 
be rewritten as: 

The Na.vier-Stokes equations are invariant under transformation: v ---+ -v 
and y---+ -y. That is why: < (8yp(O)- 8yp(r))(tl.v)m >::f:. 0 if m = 2n + 1 
with n > 1 and is equal to zero if m = 2n. The pressure gradient 8yp = 
8y8i8/)-2£1vil1Vj and the difficulty in calculation of lp is in the integral 
over the entire space defined by the inverse Laplacian a-2 • The huge sim­
plification, valid in 2d only, comes from the fact that all contributions 
to the left side of equation (5) as well as If are independent on time. 
This means that the integrals involved in the pressure terms cannot be 

infra-red divergent since in a. two-dimensional flow L = L(t) ex d. The 
expression (6) can formally be represented as: lp =< ip(U, V, r)e-\·V >, 
where ip = A·< (V2p(2)- VIp(l))IU, V, r > is the conditional expecta­
tion value of l1 Vp for the fixed U = l1u; V = l1v; r. We also have that 
ip--+ a2ip when U, V --+aU; aV. Based on this and taking into account 
that< (L'1v) 2n+l(u; + v; + uyvx) >= 0, we have 
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where a, b, c are as yet undetermined constants. This expression is exact, 
provided the coefficients a; b; c are finite in the limit l 1 -+ 0. This is the 
only assumption of the theory. All, but last, terms in the right side of (7) 
are equal to zero. Thus: 

fp = b 173 < ~u~ve112Au+11aAv > 
r 

(8) 

Let us consider a strirring force f = (fx, 0), acting on the same scale l1. 
It has been tested numerically that at the scales l > l 1 the flow rapidly 
recovers isotropy [14]. In this case in the limit 172 -+ 0 the information 
about the forcing function disappears from the equation: 

(9) 

Taking lp given by the second in (8) equation and assuming that the field 
~v obeys gaussian statistics (see below) we can write: 

(10) 

Substituting (10) into (9 ) we discover the most remarkable and unusual 
feature of the resulting equation: it can be represented as: 8172 (£Z) where 
£ is a differential operator which in the limit 172 -+ 0 does not include the 
variable "72· Integrating this equation over "72 and choosing an arbitrary 
function 'l1(173, r) in such a way that the remaining equation satisfy the 
normalizability constraint Z(172 = "73 = 0, r) = 1, gives: 

(11) 

and 

(12) 

with parameter 1 defining the width of the gaussian. The first-order dif­
ferential equation (11) tells us that the dynamics of transverse velocity 
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differences is goverened by a linear Langevin equation, driven by a solution­
dependent forcing. This equation is non-local in the physical space but local 
in the wave-number space. 
Now let us consider the third equation for Ip (8). Repeating the above proce­
dure gives an identity from which no information about generating function 
can be extracted. This is explained very simply: consider the forced diffusion 
equation: OtC = K,\l2C + f with the same as above forcing function. The 
steady state Fokker-Plank equation in this case is: >.2 PZ- >.2 < [e>..c >= 0, 
telling us that < (£- £)e>..c >= 0 or in other words, that the dissipation 
rate and scalar fluctuations are statistically independent. All this is consis­
tent with the derived linearity of dynamic equation for transverse velocity 
differences. It is clear that, to obtain the above solution in this case, we 
have to modify the function \ll(773 , r) accordingly. 

4. Three-Dimensional Flow 

The difficulty of the three-dimensional case comes from the dissipation 
contributions. This is easily understood on the basis of the Navier-Stokes 
equations giving [ = O(oxu3 ). The dissipation term can be written as: 

(13) 

where dp = ).. < (\l~v(2)- \l~v(l))l~u; ~v; r > is a conditional expec­
tation value of~ \lp for fixed ~U; ~v : r. The dissipation term is local 
in physical space and, since the displacement r = (r·, 0, 0), dp is invariant 
as v ---+ -v. In addition, dp is invariant as u ---t -u: and x ---t -x. The 
combination satisfying this set of constraints in the limit 772 ---t 0 is: 

D ~ C1730"12 0"13 Or Z 

~ c772 < ~u~v o~v e"~2 ~u+..;;:r=T'TI3 ~v > +O(o fJ Z) 
3 or r ~ (14) 

The locality of this expression is clear since 88~v = 88v(2) + 88v(l). The last 
r X2 X! 

term in the right side of (14), simply modifies the coefficient in front of 
the first term in the left side the equation (5) and does not generate any­
thing new. The expression (14) resembles Kolmogorov's refined similarity 
hypothesis, connecting the dissipation rate, averaged over a region of radius 
r, with (~u)3 . At the present time we cannot prove (14). Thus, in the limit 
772 ---+ 0: 
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2 113 02 112 02 113 o2 
[o'lto'72+-o'l2+-~--"ii"2+b-~+c77307)2 0'l3 or]Z(112 = 0, 773, r) = 0 

r r u'l2 uf13 r uf13 r uf12uf13 
(15) 

where unknown coefficients b and c will be determined below. Integrating 
(15) over '172 gives 

2 '1730 '1730 
[0711 +- + --0 + b--0 + C'I730713 0r]Z('I72 = 0, 773, r·) = 'l/('173 1 r) (16) 

r r173 r173 

We must choose 'l/(173) in such a way that the generating function Z(O, 0, r) = 
1. Inverse Laplace transform gives the equation for the pdf P(~v, r) 

oP + 1 + 3,8 o VP _ ,B_i_VoP = O 
or 3r oV oV or 

(17) 

Since Sj = 0, the coefficients in (17) are chosen to give s~ = l~vl3 = 
a3 Pr with an undetermined amplitude a3. This is an assumption of the 
present theory, not based on rigorous theoretical considerations. Seeking 
the solution in a forms~=< (~v)n >ex r€n we obtain 

1 + 3,8 1.15 
~n = 3(1 + ,Bn) n ~ 3(1 + 0.05n) n (18) 

which was derived in [15) together with ,8 ~ 0.05. It follows from (17) 

that: P(O, r) ex r-K, where K = 3(i~g) ~ 0.4 for ,8 = 0.05. Very often 

the experimental data are presented as P(X, r) where X = V jr~-' with 
2p = 6 ~ 0.696 for ,8 = 0.05. This gives P(X = 0, r) ex r-"'+1-' ~ r-0·052 

compared with the experimental data by Sreenivassan [16]: -K+f.L ~ -0.06. 
Introducing P(V, r) = r-"' F(~, r) = r-"' F(Y, r) and -oo < y = Ln(Y) < 
oo, substituting this into (17) and evaluating the Fourier transform of the 
resulting equation gives: 

(19) 

with the result: F ex r'"Y(k), where 1(k) = ,8K 1-_i;::t;kLn(r/L) with r/L << 
1. We have to evaluate the inverse Fourier transform: 

F = 1: dke-ikyery(k) (20) 

in the limit y = 0(1) and r -t 0 so that Ln(r/L)-+ -oo. The integral can 
be calculated exactly. However, the resulting expression is very involved. 
Expanding the denominator of 1(k) gives : 
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100 -ik( +,B"(Ln(r))) _.B~<{l+,B)ILn(r)l k2 
F = dke Y 1-,a e (1 .B) 

-oo 
(21) 

and 

1 ( (Ln(~)) 2 ) 
F ex JITA"exp - 4n (22) 

with~= Vjr 1 ~.B and U(r) = 4,6K~~g1Ln(r/L)I. 
To understand the range of validity of this expression, let us evaluate 
< vn > using the expression (22) for the pdf. Simple integration, ne­
glecting 0(,62 ) contributions, gives: < vn >ex ran with G'n = (1 + 3,6)(n­
,6(n2 + 2))/3. Comparing this relation with the exact result (18) we con­
clude that the expression for the pdf, calculated above, is valid in the range 
n > > 1 and ,Bn < < 1. The properties of the pdf in the range 3 ~ ~ ~ 15 
are demonstrated on Fig. 1 for r/L = 0.1; 0.01; 0.001. The log-normal dis­
tribution (22), is valid in a certain (wide but limited) range of V- variation. 
It is clear from (17) that neglecting the dissipation terms ( c ex ,6 = 0) leads 
to ~n = n/3, i. e. disappearence of anomalous scaling of moments of veloc­
ity differences. This result agrees with the well-developed phenomenology, 
attributing intermittency to the dissipation rate fluctuations: the stronger 
the fluctuations, the smaller the fraction of the total space they occupy 
[1], [3]. To the best of our knowledge, this is the first work leading to mul­
tifractal distribution of velocity differences as a result of approximations 
made directly on the Navier-Stokes equations. The expression (22) is sim­
ilar to the one obtained in a groundbreaking paper by Polyakov on the 
scale-invariance of strong interactions, where the multifractal scaling and 
the pdf were analytically derived for the first time [17)-(18]. In the review 
paper [18] Polyakov noticed that the exact result can be simply reproduced 
considering a cascade process with a heavy stream (particle) transformed 
into lighter streams at each step of the cascade (fission). Due to relativistic 
effects the higher the energy of the particle, the smaller the angle of a cone, 
accessible to the fragments formed as a result of fission. Thus, the larger 
the number of a cascade step, the smaller is the fraction of space occupied 
by the particles (18). 

5. Conclusions 

The importance of exact equation (5) is in the fact that it provides a mathe­
matic framework for discussion and understanding of small-scale structure 
of turbulence. The approximations and models, developed in this paper, 
show how both close-to-gaussian statistics and Kolmogorov scaling in two 
dimensions and anomalous scaling and intermittency in 3d appear directly 



105 

Ln(P(~,r) 

Figure 1. Ln(P(€, r)). From bottom to top: r/1=0.1; 0.01; 0.001, respectively. 

from dynamic equations. All previous attempts were unable not only to 
produce the results but even to point to feasible directions of research. 
The presented above theory of two-dimensional turbulence involves only 
one assumption: locality of the pressure gradient contributions to the ex­
pression for lp which is based on the rigorous conclusion that the time­
dependent large- scale features of the flow cannot enter the equation. (5). 
Still, some corrections to the above results may exist. Elucidation of the 
role of these corrections is an extremely important task. Numerical test of 
(7), is straitforward. It has been shown recently that in accord with (7) 
< ~OyPI~u >=< ~OyPI~v >= 0 even in a three-dimensional turbulent 
flow [19]. 

The power of equation (5) has been demonstrated above on an example of 
a theory of three-dimensional turbulence. It ha.s been shown that (.5), com­
bined with the two plausable models, can describe both anomalous scaling 
and the entire pdf of transverse velocity differences. The assumptions of 
the theory are: locality of the pressure gradient, as in 2d, and a model 
expression, similar to Kolmogorov's refined similarity hypothesis for the 
dissipation terms. The equation (5) and the theory presented above, pro­
'vide a promising intellectual and mathematical framework for discussion of 
both semi-empirical and theoretical models aimed at description of exper­
imental data. Moreover, they directly point to the neccessary experiments 
which can be crucial for development of "the final theory". 

The unusual symmetry of the equation for tra1isverse velocity differences is 
a. new feature, never seen before. That is why, in our opinion, state-of-the­
art simulations of two-dimensional turbulence aiming at verification of the 
gaussian statistics of ~v is the most important and urgent task. 
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1. Introduction 

The common picture of fully developed local isotropic turbulence is that 
the velocity field is driven by external fields on large scales. By this, driving 
energy is fed into the system at scales larger than the integral length L 0 • A 
cascading process will transport this energy to smaller and smaller scales 
until at the viscous length scale 'fJ the injected energy is finally dissipated by 
viscous effects [1, 2]. It is commonly believed that this picture of a cascade 
leads to the universality of the statistical laws of small scale turbulence. 

The standard quantity to study the statistics of turbulent fields is the 
longitudinal velocity increment of the length scaler defined as v(r) = u(x+ 
r) - u(x), where u denotes the velocity component in the direction of the 
separation r. x is a selected reference point. 

To analyze the statistical content of the velocity increments two common 
ways have been established. On the one side, the structure functions have 
been evaluated by supposing a scaling behavior 

(1) 

where P(v, r) denotes the probability density function (pdf) for v at the 
length scale r. Using the recently proposed so-called extended selfsimilarity 
[3], it has become possible to evaluate the characterizing scaling exponents 
(q quite accurately c.f. [4, 5]. On the other side, it is interesting to find 
out how to parameterize directly the evolution of the probability density 
functions (pdf) P(v,r) c.f. [6, 7]. 

One major challenge of the research on turbulence is to understand 
small scale intermittency, which is manifested in a changing form of P( v, r) 
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or equivalently in a nonlinear q-dependence of the scaling exponents (q, 
provided that the scaling assumption is valid. 

For a long time, the main effort has been put into the understanding of 
the q-dependence of (q (for actual reviews see [2, 5] ) , although it is well 
known that due to the statistics of a finite number of data points (let's 
say 107 data) the determination of scaling exponents (q for q > 6 becomes 
inaccurate [8]. In addition there are different experimental indications that 
no good scaling behavior is present [9, 10]. 

There have been less attempts to analyze directly the pdfs. This might 
be based on the fact that up to now the scaling exponents are regarded as 
the simplest reduction of the statistical content and that this analysis does 
not depend on model assumptions. In contrast to this, proposed parame­
terizations of the form of the pdfs [6, 7], although they are quite accurate, 
are still based on some additional assumptions on the underlying statistics. 
Based on the recent finding that the turbulent cascade obeys a Markov pro­
cess in the variable rand that intermittency is due to multiplicative noise 
[10, 11, 12], we show in Section III that it is possible to estimate from the 
experimental data a Fokker-Planck equation, which describes the evolution 
of the pdfs with r. We show that this Fokker-Planck equation reproduces 
accurately the experimental probability densities P(v, r) within the inertial 
range (see Fig. 1). Thus, an analysis of experimental data which quantifies 
the statistical process of the turbulent cascade and which neither depends 
on scaling hypotheses nor on some fitting functions for pdfs is possible [13]. 
Having determined the correct Fokker-Planck equation for an experimental 
situation of local isotropic turbulence, we show in section VI that with this 
approach also the statistics of inhomogeneous turbulence can be analyzed. 
Here, we present results for velocity data in a turbulent wake behind a cylin­
der. In two recent works it has been shown that the analysis of a Markov 
process in r also holds for the energy dissipation averaged over distances r 
[14, 15]. 

2. Experimental data 

The results presented here are based on 107 velocity data points measured 
in two different flows, namely, a free jet and a turbulent wake flow. Local 
velocity fluctuations were measured with a hot wire anemometer (Dantec 
Streamline 90N10). A single hot wire probe (55P01) with a spatial reso­
lution of about 1 mm as well as an x-wire probe (55P71) with a spatial 
resolution of about 1.5 mm were used. The measurements were performed 
with sampling frequencies up to several kHz. 

For the free jet, the stability was verified by measurements of the self­
similar profiles of the mean velocity according to [16]. The turbulence mea-
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surements were performed by placing the probe on the axis of a free jet of 
dry air developing downwards in a closed chamber of the size of 2 m x 1 m 
x 1m . To prevent a disturbing counterflow of the outflowing air, an outlet 
was placed at the bottom of the chamber. The distance of the hot wire to 
the nozzle was 125 nozzle diameters D. As a nozzle we used a convex inner 
profile [17] with an opening section of D = 8 mm and an area contraction 
ratio of 40. Together with a laminarizing prechamber we achieved a highly 
laminar flow coming out of the nozzle. At a distance of 0.25 D from the noz­
zle, no deviation from a rectangular velocity profile was found within the 
detector resolution. Based on a 12bit A/D converter resolution, no fluctu­
ations of the velocity could be found. For the experimental data used here, 
the velocity at the nozzle was 45.5 m/s corresponding to a Reynolds num­
ber of 2.7 104 . At the distance of 125 D, we measured a mean velocity of 
2.25 m/s, a degree of turbulence of 0.17, an integral length La = 67 mm, 
a Taylor length(}= 6, 6 mm(determined according to [18]), a Kolmogorov 
length ry = 0.3 mm, and a Taylor Reynolds number Re = 190. 

As a second experimental system, a wake flow was generated behind a 
circular cylinder inserted in a wind tunnel. Cylinders with two diameters d 
of 2 em and 5 em were used. The wind tunnel [19] we used has the following 
parameters: cross section 1.6 m x 1.8 m; length of the measuring section 
2 m; velocity 25 m/s; residual turbulence level below 0.1 %. To measure 
longitudinal and transversal components of the local velocity, the x-wire 
probes were placed at several distances between 8 and 100 diameters of the 
cylinder. Depending on the used cylinder, the Reynolds numbers based on 
the cylinder diameter were of 5 104 and 1.2105 . In the far field, the integral 
length varied between 10 em and 30 em, the Taylor lengths were around 2 
mm, the Taylor Reynolds numbers were Re = 280 and 650. 

The space dependence of the velocity increments v was obtained by 
the Taylor hypotheses of frozen turbulence. For the structure functions, we 
found a tendency to scaling behavior for La ~ r ~ 0. Intermittency clearly 
emerged as r -+ (}, as shown in Fig.1 by the different form of the pdfs for 
different scales r. Note that the velocity increments given in this paper are 
normalized to the saturation value of a 00 = J < v6o > for length scales 
larger than the integral length. 

3. Measurement of Kramers-Moyal coefficients 

Next, we show how to determine from experimental data appropriate sta­
tistical equations to characterize the turbulent cascade. The basic quantity 
for this procedure is to evaluate the cascade by the statistical dependence 
of velocity increments of different length scales at the same location x [20]. 
Either two-increment probabilities p(v2 , r2; v1, rl) or corresponding condi-
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Figure 1. Probability density functions P( v, r) determined from the experimental data 
of the free jet (bold symbols) and calculated pdfs (lines) by the numerical iteration 
with the experimentally determined Fokker-Planck equation (5) . The length scales 
r = Lo, 0.6Lo, 0.35Lo, 0.2Lo and O.lLo going from up to down. For the numerical it­
eration as initial condition, an empirical fitting function for the large scale pdf was used 
which is shown by a broken line. For clarity of presentation the pdfs were shifted in 
y-direction. 

tiona! probabilities p( v2, r2l VI, ri) := p( v2, r2; VI, ri) / p( VI, ri) are evaluated 
from the whole data set. (Here, we use the convention that ri+I < ri, fur­
thermore v(ri) = Vi = u(x + ri) - u(x).) Investigating the corresponding 
three-increment statistics, we could provide evidence that the evolution of 
these statistics with different r fulfills the Chapman-Kolmogorov equation 
[10, 11, 21). Furthermore, evidence of the validity of the Markov process is 
obtained as long as the step size between different r is larger than a Markov­
length Lmar, which is in the order of the Taylor length [12). Thus we know 
[21) that the evolution of the increments v is given by a master equation 
without the involvement of memory functions and that the evolution of 
the pdfs P(v, r) as well as p(v, r ivl> r 1) is described by a Kramers-Moyal 
expanswn: 

d 00 8 
-r-d P(v, r) = 2)-!:l]kD(k)(v , r) P(v, r). 

r k=l uv 
(2) 
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Here, the Kramers-Moyal coefficients D(k)(v, r) are defined by the following 
conditional moments: 

M(k)(v1, r~, ~r) 

D(k)(v1, r1) (3) 

where ~r = r2 - r1. The presentation of the Kramers-Moyal expansion 
and the definition of the Kramers-Moyal coefficients were chosen in a way 
adapted to assumed scaling behavior, i.e., all was multiplied by r. Know­
ing the Kramers-Moyal coefficients and thus the evolution of P(v,r), the 
differential equations for the structure functions are obtained easily [10] 

d q-1 ' 
-r- < (v(r))q >= '""" q. < D(n)vq-n > . 

dr ~ (q- n)! 
(4) 

If the Kramers-Moyal coefficients have the form D(q) = dqvq (where dq are 

constants), scaling behavior of (1) is guaranteed with (q =- I::~."::i (q~~)!dn. 
For a discussion of this finding in terms of multifractality and multiaffinity 
see [22]. 

An important simplification is achieved if the fourth Kramers-Moyal 
coefficient is zero. In this case the infinite sum of the Kramers-Moyal ex­
pansion (2) reduces to the Fokker-Planck equation of only two terms [21]: 

(5) 

Now, only the drift term D(l) and the diffusion term D(2 ) are determin­
ing the statistics completely. From the corresponding Langevin equation 
characterizing the evolution of a spatially fixed increment, we know that 
D(l) describes the deterministic evolution, whereas D(2 ) describes the noise 
acting on the cascade. If D(2 ) shows a v-dependency one speaks of multi­
plicative noise. 

In Figs. 2 and 3 we show the evaluated conditional moments M(l) and 
M(2) at scale r 1 = L/2 for ~r = 8. For the higher Kramers-Moyal coeffi­
cients we found that M(4) < 10-2 M(2). Thus, we take the Fokker-Planck 
equation as the adequate description. 

The moment M(1) shows a linear dependence on the velocity increment 
with small second- and third-order term corrections, while M(2) can be 
approximated by a polynomial of degree two in v: This behavior is found 
for all scales r and for all values of ~r. It is therefore reasonable to assume 
that the Kramers-Moyal coefficients show the same dependence on v as 
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Figure 2. The moments M( 1)(v,r,.6.r) as a function of the velocity increment v for 
r = L/2 and .6.r = (J (circles). The data are well fitted by a polynomial of degree three 
(solid line), where the second and third order term are small. 
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Figure 3. The moment M(2l(v,r, .6. r) as a function of the velocity increment v for 
r = L/2, .6.r = (J (circles) and the fitting polynomial of degree two (solid line). the error 
bars indicate the increasing uncertainty for large v. 

the moments M(k). With this functional dependence we could perform the 
limit 6-r---+ 0. The complete results for the coefficients D(l) and D(2) are 
(p = ~) : 

D(l)(v, r) 

o(r) 

1(r) 

-o(r) - 1(r)v + 11:(r)v2 - E(r)v3 

0.0015 pl.6 

0.61 p1/ 3 



h:(r) 
E(r) 

D(2)(v, r) 

a(r) 
8(r) 

j3(r) 

0.0096 p 
0.0024 p1.3 

a(r) - 8(r)v + j3(r)v2 

0.034 p1.2 

0.017 p 

0.062l·23 . 
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(6) 

Let us briefly comment this result. For the estimation of the limiting 
values, we considered only ~r values larger than the Markov length. This 
yields to 1 values larger than 1/3, in contrast to the expected value in 
[10]. A puzzle (see also [25]) we have not solved yet is the finding that 
the approximation for smaller 8-value yields a 1 value of 1/3. Having es­
timations for D(l) and D(2), it becomes possible to verify this finding by 
the numerical iteration of the Fokker-Planck equation (5). Here, we start 
with an approximation for the large scale pdf, as initial condition for the 
iteration. In Figure 1, the result of such a numerical iteration is shown by 
solid curves. We find an almost perfect accordance between the numerical 
solutions and the experimental data. On the basis of this result, it is not 
possible to decide the correct value of I· Within the same functional depen­
dencies of D(l) and D(2) it is possible to reproduce the pdf correctly with 
different combinations of the prefactors (6). If not only the pdf of single 
increments but also the conditional pdfs are taken as a testing ground for 
the correctness of the extracted D(l) and D(2) coefficient, we see that only 
the values given in (6) work well [26]. 

4. Anisotropic turbulence 

Up to now the gained insight into details of local isotropic turbulence has 
not improved essentially the understanding of real flow situations which are 
commonly not local isotropic. Thus we investigated with our method, which 
is mentioned above, also the disorder in the velocity field close to a cylinder. 
Here, even in the case of high Reynolds numbers, pronounced large scale 
structures are present. More precisely, we investigated the longitudinal and 
transversal velocity measured in the near field of the turbulent wake already 
mentioned. 

First, we evaluated the pdf P(v, r) and found out that close to the 
cylinder at large scales r the pdfs clearly deviate from a Gaussian form. 
Sometimes even a double hump structure appears. The question whether 
this situation can also be described by a Markov-process was verified by the 
evaluation of the Chapman-Kolmogorov equation. We found again that this 
equation is nicely fulfilled and thus it makes sense to evaluate the Kramers­
Moyal coefficients. The result for the first moments M(l) is shown in Fig. 4. 
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Figure 4. The moment M(ll ( v, r, 6r) as a function of the transversal velocity increment 
v for r =8.5 mm (a), 26.6 mm (b), 44.3 mm (c), and 62 mm (d); cylinder diameter 5 em; 
6r =0, 177 mm. 

For small scales, M(l) has a similar form like the one found for local isotropic 
turbulence. This may be taken as an indication of universal small scale 
turbulence. For large scales r, we find pronounced new structures in M(l). 
The formerly linear behaviour changes to an n-shaped form. An important 
effect is that the number of zeros (M(1)=0) changes from 1 to three. These 
zeros correspond to fixed points of the deterministic part of the stochastic 
process. Fixed points with negative slope are accumulation points. The 
random part of the stochastic process causes fluctuations around these fixed 
points. This leads to a building up of maxima in the corresponding pdfs 
for large scales, which vanish as one comes to smaller scales r (see also 
[27]). Thus, the symmetric arrangement of the fixed points for large scales 
corresponds to higher probabilities for finite positive and negative velocity 
increments. In our interpretation this is a signature of turbulent Karman 
vortices passing over the detector. These vortices are rotating alternately 
in opposite senses. In this way, the changing from of M(l) can be taken as a 
signature of large scale coherent structures within the turbulent near field 
of the wake flow. 
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5. Conclusion 

We have presented a method to analyze the disorder of the velocity in 
a turbulent field. We showed how stochastic equations can be extracted 
directly from the measured data. The presented results from isotropic tur­
bulence and from anisotropic turbulence in the near field of a turbulent 
wake flow show that this method seems to work in many turbulent situ­
ations. The characterization of turbulence by Markov processes, or even 
by Fokker-Planck equations, comprises that any n-increment distribution 
p( Vn, rn; Vn-l, rn-l; .... VI, rt) is given, too. More precisely, these n-increment 
distributions can be expressed as a product of conditioned probabilities, 
which are given by the Markov process. The knowledge of the probability 
of the occurrence of n increments on different length scales can be regarded 
as a complete statistical description of increments. 

At last we want to set our finding into the context of other contributions 
to this issue. Differential equations in r, which describe the evolution of the 
pdfs, are discussed by Yakhot (28] and by Nakano [29]. The estimations of 
joint probabilities as an important quantity to characterize the cascade are 
presented by Jimenez [30]. Our finding of a finite length Lmar seems to be 
connected to the finding of Kambe [31]. The Burger vortex represents the 
coherent small scale structure ( < 107]). They seem to correspond to the 
finding that below the length Lmar the Markov properties is not valid any 
more. The random arrangement of these vortices seem to be linked to our 
finding of a stochastic Fokker-Planck process. 
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STATISTICAL LAWS GOVERNED BY VORTEX 

STRUCTURES IN FULLY DEVELOPED TURBULENCE 
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Hongo, Bunkyo-ku, Tokyo 113-0033, Japan 

Abstract. Statistics of fully developed turbulence is modeled by an en­
semble of strained vortices (i.e. Burgers vortices) distributing randomly in 
space, and probability density functions (pdfs) for longitudinal and transver­
sal components of velocity difference are estimated by taking statistical av­
erages of isotropy and homogeneity. It is found [15] that the pdfs tend to 
close-to-exponential forms at small scales, and that there exist two scaling 
ranges in the structure function of every order, which are identified as the 
viscous range and inertial range respectively. The pdfs deviate increasingly 
away from the Gaussian as the separation distance decreases. For the in­
ertial range (second scaling range of'larger scales), scaling exponents are 
obtained and found to be close to those known in the experiments and 
DNSs. It is remarkable that the Kolmogorov's four-fifths law is observed 
to be valid in a small-scale range. The scaling exponents of higher order 
structure functions are numerically estimated up to the 25th order. It is 
found that asymptotic scaling exponents as the order increases are in good 
agreement with the behavior of recent experiment of Praskovsky & Oncley 
[4]. The above model analysis is considered to represent successfully the sta­
tistical behaviors at small scales (possibly less than the Taylor microscale) 
and higher orders. The present statistical analysis leads to scale-dependent 
probability density functions. 

1. Introduction 

Fully developed turbulence is structured with a number of intense elon­
gated vortices, observed in many laboratory experiments and computer 
simulations [1]"" [13]. Turbulence is often characterized by intermittency, 
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non-Gaussian statistics with negative skewness, inertial range, multi-scaling 
and so on. A natural question would be as follows: how the statistical laws in 
turbulence are influenced by such structures. It is reasonable that random 
distribution of discrete vortices accounts for the intermittency. The present 
paper considers whether the non-Gaussian statistics with negative skewness 
and the inertial range with multi-scaling are predicted by an ensemble of 
strained vortices distributing randomly in space. 

In the limit of high Reynolds numbers, it is considered that there is an 
invariant measure in the turbulence governed by Navier-Stokes equation: 
8tv + ( v · V)v = - Vp+ vLlv, V ·V = 0, where vis the kinematic viscosity. 
A probability desnsity function (pdf) P( v, s) is defined for the turbulence, 
where v is a velocity difference at two points separated by the distance s 
in the field, v being either the longitudinal v1(s) or transversal Vt(s). Non­
Gaussian turbulence is often investigated in terms of the structure function 
defined with 

(1) 

for the nth-order moment, where ( ·) is an ensemble average for a fixed s. 
Behaviors of Sn( s) with respect to the order n and the distance s give us 
information about the above characteristics of turbulence. 

In the homogeneous isotropic turbulence, the second- and third-order 
structure functions satisfy the Kolmogorov equation [16, 17]: 

d 4 
S3(s)- 6v-S2 (s) = -- Es 

ds 5 ' 
(2) 

where E is the rate of energy dissipation. This exact relation holds at the 
scales including the viscous range as well as the inertial range. The equation 
provides the testing ground of the present model analysis, which is not 
usually done in many phenomenological models of turbulence. In the limit 
of vanishing viscosity, the third-order structure function in the inertial­
range is given by the four-fifths law [18]: S3(s) = -(4/5)c s. In this context, 
the parameter E would be termed more appropriately as the constant rate 
of energy transfer across each wave number shell in the inertial range. The 
Kolmogorov 1941 theory (16] implies the scaling properties of the structure 
functions given by dimensional arguments as Sn(s)""' (cs)n/3 , so the scaling 
exponent is given by (n = n/3 (referred to as K41 below). It is known 
that real turbulence is a dynamical system characterized with anomalous 
exponents different from the K41 phenomenology of single scaling. 

We will examine the pdfs P( v, s) and the structure functions derived 
from ensembles of Burgers vortices in detail. Although the model analysis 
is already reported [12, 19, 20], much improvement has been done in the 
recent paper [15], described below, and calculations are carried out with a 
renewed scheme. 
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2. Scaling exponents 

In the homogeneous isotropic turbulence, the structure functions are con­
sidered to follow power laws in the inertial range as, 

(3) 

where v(x,s) is velocity difference at a distances either longitudinal v1 or 
transversal Vt, and (n is the scaling exponent to be sought. 

The first model predicting the scaling exponents based on p dfs would 
be the lognormal theory for the rate of dissipation which however predicts 
unfavorable behaviors of scaling exponent (n decreasing when the order n 
becomes larger [18]. Recent models [21, 22] predicting the scaling expo­
nents of intermittent energy dissipation is based on the notion of filamen­
tary structure in turbulence. It is also proposed by [21] that the scaling 
exponents are represented in the parametric form: (n = hn + C(1- {r), 
where the following scaling law with a parameter h is assumed: 

v(s) = V£ (sf L)h . (4) 

Experimental pdfs for v1 are determined by Praskovsky and Oncley [4] 
at very high Reynolds number turbulence of R>. = 103 "' 104 • This suggests 
that asymptotic behavior of the scaling exponents is represented as (iPO) ~ 
0.16 n+const as n--+ oo.1 In the present analysis below, it will be shown as 
n becomes large that the exponent (n asymptotes to the lines represented 
as (n ~ 0.158 n + const, with different values of the constant for the even 
nand odd n. It is remarkable that the proportional coefficients are almost 
coincident. The experimental results of van de Water and Herweijer [23] 
also favor the asymptotic behavior (nfn --+ 0.16, which is interpreted as 
the minimum of the exponent h in ( 4) from the multifractal point of view. 

In the theory of multifractal model, the scaling behavior ( 4) of the 
exponent h is assumed to have a fractal distribution of dimension D(h) 
in space with a probability measure dJ.L(h) for the parameter h. Then the 
structure function is given by Sn(s)fv£"' f(sfL)nh+J-D(h)dJ.L(h), and in 
the small scale limit Sn(s) is dominated with the smallest exponent and 
the exponent (n is given by (n = infh [nh + 3 - D(h)]. The function 
D(h) is supposed convex with a maximum at h ~ 1/3. The minimum value 
hmin of h, if any, corresponds to the most singular scaling. As the order n 
gets larger, the moment Sn(s) is dominated by the strongest singularity of 
hmin· Therefore in the limit of large n, the scaling exponent would be given 
asymptotically as 

(n rv nhmin + 3- D(h). (5) 

11f (2 = 0.69 is used instead of the value ( 2 = 2/3 of [4], (~PO)~ 0.17 n + const. 
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3. Burgers vortex 

The velocity field of Burgers vortex is represented, at the point r = ( cr, </>, z) 
in the cylindrical system called vortex frame V, as va(r) = ( -aa, v.p(a), 2az), 
where a is assumed a positive constant. The total velocity field is a super­
position of an azimuthal circulating flow (0, v.p(cr), 0) and an irrotational 
axisymmetric straining field ( -acr, 0, 2az). The vorticity has only axial 
component: ws(r) = (0, 0, w(cr)). The circulating velocity and the axial 
vorticity of the exact solution are given as, 

w( cr) = _!!_ exp [- (.!!.._) 2 ] 
1l'r~ rs 

respectively, where rs = (2vja)112 and K is the vortex strength. Local 
rate of energy dissipation is given explicitly as Etoc = 4v(3a2 + e;.p), with 

eu.p = (1/2)(v~(cr)- v.pjcr). 
It is to be noted that the Burgers vortex is an exact steady solution 

of the incompressible Navier-Stokes equation (24] and also a solution in 
the asymptotic limit of large time (25], and that the combined field vs(r) 
is characterized with negative skewness at points satisfying a < ieu.pi (1, 
19, 26], while neither circulating component (a = 0) nor pure straining 
component ( v.p = 0) is so. 

4. Statistical Ensembles 

In a laboratory frame L, the vortex structures in turbulence are assumed to 
distribute randomly, isotropically and homogeneously. To begin with, the 
velocity difference v at two points 0 and P (separated with a distance s) 
in the frame L of the origin at 0 is to be determined, where the velocity 
difference vis either vz(s) or Vt(s). 

It is assumed that vortices in the laboratory frame are statistically in­
dependent to each other, and that only the nearest vortex dominates the 
velocity difference. In the leading order, the latter would be approximated 
with the state that there exists only a single Burgers vortex in space. The 
vortex position is characterized by the nearest point A on the vortex axis 
to the origin 0. Provided that the point A is located at a distance r from 
0, the difference v can be calculated by using the velocity field VB ( r) for 
various values of separation distance s. In this way one obtains a function 
v(s). Further, the statistical averages Sn(s) = (vn)(s) (n = 1, 2, .. ·)are 
also to be determined from the v(s) with respect to an ensemble of vor­
tices of all possible positions and orientations. If the function v( s) had a 
scaling form like ( 4), then we would be led to the viewpoint similar to the 
multifractal model. 
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The statistical average ( · ) is taken triply so as to take account of 
the isotropy, homogeneity and ensemble of various strengths and sizes of 
strained vortices. First, the nearest point A of the vortex axis to the origin 
0 is assumed to distribute according to the Poisson distribution in 3D 
space (27]. Then the probability of the point A located at a distance r 

from 0 is given by Pv(V) = (1/(V))exp(-V/(V)), whrere V denotes the 
space volume of no vortex including 0 and (V) is its expectation. Using 
V = ( 411" /3)r3 and the relation Pv(V)dV = Pr( r )dr, one obtains 

Pr(r) = 3br2 exp(-br3 ), (6) 

where b = (f(4/3)/r0 ) 3 and r0 = (r) (the expectation ofr). The probability 
Pr(r) corresponds to the event that there is no vortex within the distance 
r from 0, namely the single vortex is located at A (of distance r). An 
experimental evidence of the Poisson statistics is found in [5]. 

Further, an ensemble of vortices of various strengths (and various sizes) 
is considered. Its probability density function F( K) is assumed to be given 
in the form of a gamma distribution [11, 28]: F(RK) = 0.5C3 Rk exp( -CRK ), 
where RK = J( / v is the vortex Reynolds number and C is a normalizing 
constant. (For the probability function of vortex size rs, see [15].) Thus, 
various vortex strengths are taken into account. 

The statistical analysis gives the nth-order structure function Sn( s) 
dominated by a single vortex in turbulence, hence considered to predict 
statistics for large n and small s. This model would describe the statistics 
very well at scales less than the Taylor microscale, above which scale the 
study of Friedrich e1 al. (29] would be more appropriate. Their important 
finding is an experimental verification of existense of a Markov length Lmar 

of the order of Taylor scale, above which the process is Markovian. 
Suppose that there exists a Burgers vortex (of strength K) tangent 

at the point A to the sphere of radius r centered at the origin 0 in the 
laboratory frame L. Correspondingly, we consider the vortex frame V in 
which the Burgers vortex is fixed with its axis being along the z-axis of 
the system ( (7, ¢, z) with the velocity field VB ( r). The origin of the vortex 
system V is taken at A in the system L. Transformation of the velocity 
field between the two frames V and L is expressed in terms of the Euler 
angles denoted by n collectively. The vortex position and orientation are 
determined by the parameters nand r. 

5. Statistical Averages 

Choosing a point P denoted by the vector s in L with lsi = s, the veloc­
ity increment between the points P and 0, ~v = v(P) - v(O), can be 
calculated as a function of n, r, s and J(. Denoting a stochastic variable 
like one of (~v)n as X(n, r,s, K), an average of X is taken first over n. 
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Figure 1. Three lowest order structure functions, Sn(s) (n = 1, 2, 3). 
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Figure 2. Structure functions with fitting lines in the inertial range. 

The resulting value (X)sph corresponds to the average over the spherical 
surface Sr of the sphere V and considered as a function of r, s and K. Next 
is an average with respect to the distance r with the probability Pr(r): 
(X)( s, K) = J (X)sph( r, s, K) Pr( r) dr. Thus we obtain the statistical prop­
erties of isotropy and homogeneity influenced by a single strained vortex of 
strength K in turbulence. The n-th order structure function is given by 

(8) 

6. Computed Results 

Figure 1 shows three lowest-order structure functions ( v = v1, R>. = 2000 
and ro = 2.5rs). It is observed that the Kolmogorov equation, 6vS2(s)­
S3 (s) = (4/5)£s, is satisfied reasonably well below the scales~ 15r8 , 

where the right hand side ( 4/5)ts is denoted by the solid straight line. 
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Only the function S1 (s ) is calculated for lvd, otherwise S1(s) = 0 by the 
solenoidality. In Fig. 2, the structure functions ( v = Vi) are illustrated for 
the higher orders of n = 10 "" 30. It is observed that there exist two scaling 
ranges in each structure function . 

The scaling exponents in the second inertial range are plotted in Fig. 3 
and compared with those obtained from other models, DNSs and experi­
ments. In the figure the dotted straight line shows the slope 0.16 predicted 
by Praskovsky and Oncley [4] . In Fig. 4, two lines of least square fitting to 
the present reslts for large n are shown. The slopes are estimated separately 
for the even- and odd-orders, both being found to be remarkably close to 
the slope 0.16. 

Figure 5 shows the pdfs of (a) longitudibal velocity difference Vi and (b) 
transversal one Vt. normalized by Vrms for various values of the separation s. 
It is observed that the pdfs of Vi are asymmetric, resulting in the negative 
skewness, while the pdfs of Vt are symmetric. The properties are consistent 
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with those obseerved in DNSs and experiments. The pdfs tend to dose-to­
exponential forms as s gets smaller. 

Taking into account the probability distribution P( rs) of vortex radius 
rs, the structure functions of both longitudinal velocity difference S~L)(s) 
and transversal velocity difference S~T) ( s) are estimated, assuming mutual 
independence between Rr and rs. The results are shown in Fig. 6. In the 
isotropic turbulence, the statistical theory [17) predicts that both of S~L) ( s) 

and sf>(s) have the same scaling exponent, and that sf>(s) = 2S~L)(s) = 
(2/15)(c/v)s2 in the viscous range. It is found in the figure that these 
properties are approximately satisfied. 

7. Scale-Dependent PDFs 

An exact relation, H p + ({)I aU)( G P) = 0 , is known to be valid in the 
homogeneous turbulence (Pope & Ching, Phys. Fl. 5 (1993), 1529), where 
H(U,s) = -(Y'iU(x)IU), and G(U,s) = (IY'xU(x)i21U). The func­
tions H(U,s) and G(U,s) are the conditional averages with the value of 
U = v1(x,s) fixed. This equation is integrated immediately: P(U,s) = 
(N/G(U,s)) exp( - f~(H(x,s)/G(x,s))dx]. Recent DNS analysis (30] im­
plies that the functions H(U,s) and G(U,s) are represented as quadratic 
polynomials of U. For large values of the normalized variable u = U /V (V = 
J S2( s) ), the probability function of u is given asymptotically as, 

p(u,s) ~ C(s)u- 2 exp[-c±(s)lul], C(s) = D(s)ja2(s), (8) 

( C± are numerical constants depending on the sign of u), where D(s) = 
NV /h(s) , h(s) = ( IY'xU(x)l2) and g(u,s) = G(U,s)fJ2(s) ""' a2(s) u2 
for large u. Thus the function u2 P( u) tends to an exponential form as lui 
becomes large, which is confirmed in Takahashi et al. [30]. It can be shown 
that the present pdfs of Fig. 5 also have such asymptotic property. 
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Figure 6. Structure functions s~L)(s), s~L)(s) and s~T)(s), with the probability Pa(ra) . 

Praskovsky and Oncley [4] determined the coeffcient c(s) of Eq. (9) ex­
perimentally at O(R.\) = 103rv104 , which is represented as b(s) = b1(s/1JK ).6 
with f3 = 0.17 and b1 = 0.58 ( u > 0), 0.51 ( u < 0). Then the pdf is repre­
sented as p(u,s) = (D(s)fg(u,s)) exp [-b(s) lui]. Thus, 

J un 
= vnD(s) ( )exp[-b(s)lul]ducxs'n 

g u,s 
(for large n ), 

where g(u,s) is replaced for large n by a2(s)u 2 • Assuming Nf(ha2 ) ex s'\ 
the exponent (n for large n is expressed as (n ~ (0.5(2 -/3) n+o:+/3+0.5(2 ~ 
0.17 n + const, where f3 = 0.17 and ( 2 ~ 0.69 are used. As is shown in 
Fig. 4, the exponents in the present model tend to the asymptotic slope 
0.16 (with separate linings between the even and odd orders), which is 
remarkably close to the above value. This value is also reported to favor 
the experimental results of van de Water and Herweijer (23]. 
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1. Introduction 

In this paper we present an analysis of the PDF for the longitudinal ve­
locity increment with the aid of the conditional average method (CAM). 
The functional forms of the necessary averages are derived and compared 
with the results of simulation. The derived PDF is categorically shown; the 
Gaussian for small amplitudes, the stretched exponential for intermediate 
ones and the exponential for large ones. The comparison with the PDF 
obtained in high Reynolds number flows is given. 

2. Conditional Averages and PDF 

In a statistically homogeneous system, it is rigorously shown that the PDF 
for the longitudinal velocity increment wr(x) = u(x +rex)- u(x), where 
u(x) is the x component of the velocity field at x and ex is a unit vector 
along x axis, can be expressed in terms of the conditional averages for 
viscous term and dissipation rate with a given value of Wr. Although the 
CAM can be applied to the PDF for the increments of a passive scalar[l] 
and transversal velocity, we stress that the application to Wr [2] IS more 
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interesting and important for the following reasons. (1) Statistics of Wr are 
the most essential to characterize the turbulence and experimentally the 
most easily accessible. (2) Two conditional averages related to Wr can be 
interpreted in the dynamical context of the Navier-Stokes turbulence more 
directly than the ones for other fields. 

The conditional averages we examine are 

H(wr) = v(~7~u(x +rex)- V'~u(x)lwr) = v\V'~wr(x)lwr ), (1) 

G(wr) = v\IY'xu(x +rex)- Y'xu(xWiwr) = v\IY'x wr(x)l 2 lwr ), (2) 

where the average is taken with the value of Wr fixed, and 11 the viscosity. 
Combining the both averages, we are led to the PDF P ( Wr) in homogeneous 
turbulence as 

P(wr)G(wr) ex exp [lawr ~~=? dx]. (3) 

If the functional forms of H and G are figured out, we are able to know the 
PDF. The derivation of (3) is seen in Re£.2. 

Before going to show the behavior of Hand G, it is convenient to express 
Wn Hand Gin the following dimensionless forms; 

Ur = JS2(r)' 
(4) 

where h(r) = v(IY'xwr(x)l 2) and S2(r) is the second order structure func­
tion. Then the PDF becomes 

[ rur h(x) ] 
P(ur)g(ur),...., exp - Jo g(x) dx . (5) 

3. Functional Forms of Conditional Averages 

In the present section we show the behavior of hand g against Ur for simu­
lated turbulence and obtain their fitted functional forms, and then, attempt 
to justify those forms from the view point of the turbulence dynamics. 

The averages hand g are calculated for decaying turbulence simulated 
on 5123 mesh points. Figures 1 and 2 are the curves of h and g against ur 
for various values of r /rJ, 'l1 being the Kolmogorov length. It is interesting to 
notice that h( Ur) is almost independent,of separation r, while g( Ur) depends 
on r. We find that hand g are satisfactorily fitted by the formulae 

(6) 
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Figure 1. h( Ur) against Ur 

for various values of r/TJ. 
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Figure 2. g ( Ur) against Ur 

for various values of r/TJ. 

The parameters Ci are almost independent of r in the inertial range. On 
the other hand, ao increases with r, while a 1 and a2 decrease. 

Next, we discuss what are H and G. To this end we investigate the 
difference of velocities at x2 and x1: 

r r 
X} =X - 2' X2 = X+ 2' (7) 

The equation for wi(X, r, t) = Wi is derived from the Navier-Stokes equa­
tion of incompressible fluids of unit density as 

(8) 

where &p is the difference of pressures at x 1 and x2, and V is the average 
velocity at the two points. Taking the conditional average of (8) for the 
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fixed value of Wi with the aid of the stationary condition, we are led to 

Hence wi(r)H(wi(r)) is the conditional average of the energy transfer rate. 
(Note that H(wr) denotes H(wx(r)).) In order to turn toG, consider the 
following identity; 

Wi(r)H(wi(r)) = v('V X. (wi '\! xwi)lwi(r))- v\ i'V xwil 2 lwi(r)) 

= v('V X· (wi'\1 xwi)lwi(r))- G(wi(r)). (10) 

Thus G is the conditional averaged dissipation rate. The difference between 
-wi(r)H(wi(r)) and G(wi(r)) is due to the effect of the spatial diffusion, 
which increases with lwi(r)i. If the diffusion term were neglected, i.e. G"' 
wrH, (3) predicts that the PDF would be the power law of Wr to the 
contrary to observation[3, 4]. It is of interest to indicate that the PDF 
is determined by the combination of the conditional energy transfer and 
energy dissipation. 

Now let us model Hand G. Since -wrH(wr) is the conditional average 
of the energy transfer rate with the fixed value of Wr, it must be expressed 
as 

(11) 

What is Tr? When Wr is weak, Kolmogorov's idea should be valid; Tr rv 

~-l/3r213 = TK(r). When Wr is strong, the relaxation time is regulated by 
itself, i.e. the local turnover time Tr rv r/lwrl· Both relaxational processes 
must coexist, so that 

(12) 

where Ci are independent of r. If the above relation is non-dimensionalized 
according to (4), (12) reduces to (6). Hence, the comparison of (12) with the 
simulation is remarkable in the following respects; (1) the combination of 
linear and quadratic in Wr, and (2) the r-independence of Ci· Of importance 
is that the above derivation is not based on a perturbative way, implying 
that the highest order of H is w;. 

Finally turn to G. In the inertial region G(wr) = 2v(i'Vxu(xWiwr)· 
For small amplitude of Wr, G( Wr) must be constant, which is of order of 
the average dissipation rate. For large amplitude of Wr, G( Wr) cannot be 
of order of w~, because the PDF would become power-law like. For large 
amplitude of Wr the first term on the right hand side of (10) is dominant. 
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to think that G( Wr) is proportional to the energy density w';, although we 
need more persuasive argument. 

4. Classification of PDF 

Substituting the fitted forms (6) for h(ur) and g(ur) into (5) , we can com­
pute the PDF. For small amplitudes of Ur, h rv Ur and g"' const, yielding 
the Gaussian PDF. For extremely large amplitudes, where the deterministic 
picture is valid, h rv Ur iur I and g rv u;' providing the exponential PDF 

(13) 

where c2/a2 rv 1/a2 is found to increase with r. The above tendency is 
clearly seen in Fig.3, where the product form P( Ur )g( Ur) is given. 

Since the Reynolds number of the present simulation is not large, we had 
better refer the experimental results of high Reynolds flows[3, 4]. According 
to Praskovsky and Oncley[3], P(ur) takes the form exp [- b(r)luriJ, where 
b(r) ex rf3 with f3 = 0.17 ± 0.01 for flows with R>.. ~ (2.0 - 12. 7) x 103 . 

Hence, the present result (13) is consistent with the experiments of high 
Reynolds numbers. 

For the intermediate amplitudes the factor 1/ g( Ur) before the exponen­
tial in (3) has a certain effect to yield the PDF flatter than the exponential, 
i.e. the stretched exponential, as seen from P( Ur) in Ref.2. 
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5. Connection to Work by Yakhot 

\ 
4 6 

Figure 3. P( Ur )g( Ur) a­
gainst Ur for various values 
of r/TJ. 

Recently how the PDF propagates in scale space was investigated exper­
imentally[5] and theoretically[6]. We want to show the connection of the 
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present result with Yakhot's model equation for P(r, w) [6]; 

8 A A 8 
(B- 1)Pr- w 8w Pr = --:;: P- -:;:w 8w P, (14) 

where Pr = 8Pj8r. Here w is used for the velocity increment Wr in order 
to avoid the misunderstanding that Wr is the derivative of velocity with 
respect to r. The parameters A and B were adjusted in accordance with 
the observation; B = 20 and A= (3 + B)/3 = 23/3. The interesting results 
obtained from (14) are seen in Ref.6. 

In order to make the connection with (14) let us take derivative of the 
equation H P = 8GP j8w, which is obtained from (3), with respect tor: 

( H _ 8G) p _ G8Pr = _ (H _ 8Gr) p + G 8P (15) 
8w r 8w r 8w r 8w ' 

where Hr and Gr are derivatives of Hand G with respect tor. Notice that 
every term in (15) is contained in (14). The comparison of (15) to (14) 
yields the following relations: 

B - 1 = w (H - 8G) 
G 8w ' 

A= w (H _ 8Gr) 
r G r 8w' (16) 

A w 
-:;:w =-GGr. 

With the use of the formulae (6), the parameters A and B can be 
estimated. The agreement with Yakhot's values is obtained partly. The 
detailed comparison is referred to Ref.2. 
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STATISTICS OF SMALL-SCALE STRUCTURE OF 
HOMOGENEOUS ISOTROPIC TURBULENCE 

Data-base analysis of direct numerical simulation 

T. ISHIHARA, Y. YAMAZAKI, ANDY. KANEDA 
Department of Computational Science and Engineering, 
School of Engineering, Nagoya University, 
Chikusa-ku, Nagoya 464-8603, Japan 

1. Introduction 

In order to study the properties of the inertial subrange, we have recently 
generated a data-base by direct numerical simulation (DNS) with 5123 grid 
points of forced homogeneous isotropic turbulence obeying the incompress­
ible Navier-Stokes (NS) equations. In the DNS, the enstrophy grows mono­
tonically in time and then attains its peak value at about t = 12.0 (in eddy 
turnover time units), after which the turbulence is in a quasi-steady state. 
The Taylor scale Reynolds number R>.. at t = 12 is 126, and the energy 
spectrum E(k) is close to K 0 E213k-513 , (Ko = 2.28) in the wavenumber 
range 8 < k < 18. Here we study the small-scale structure of turbulence 
on the basis of the data-base. Jimenez et al. [1] analyzed the structure of 
intense vorticity by using a data-base with 5123 grid points of a homo­
geneous isotropic turbulent field of R>.. = 169. We analyze our data-base 
by paying attention mainly to the structure at length scales in the iner­
tial subrange. First, we investigate the probability distribution functions 
(pdf's) of the Eulerian and Lagrangian time-derivative fields and fourth­
order velocity moments, to study the intermittent and non-Gaussian na­
ture of turbulence. Next, in order to get some idea on the mechanism by 
which the turbulence exhibits the intermittent and non-Gaussian nature, 
we analyze the turbulent field from the viewpoint of vortex dynamics by 
visualizing the regions with high vorticity magnitude, high dissipation, and 
high enstrophy generation, as well as the regions where the vorticity and 
the eigenvector of rate-of-strain tensor align well. Finally, in order to study 
the flow structures at the scales of the inertial subrange, we analyze geo­
metric relations between the vorticity and rate-of-strain tensor at several 
coarse-grained levels. 
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- UO.vO 
-u1 
-- - u2 

Figure 1. Pdf's of the Eulerian and Lagrangian time-derivative fields; pdf's of the 
Eulerian Oth-, 1st-, and 2nd-order time-derivative fields are indicated as uO, ul, and u2, 
respectively, while those of the Lagrangian ones as vO, vl, and v2, respectively. 

2. Pdf's of the Eulerian and Lagrangian time-derivative fields 

It is well known that the pdf's of turbulent velocity fields are nearly Gaus­
sian, while those of spatial derivative fields deviate from Gaussian, showing 
an intermittent nature.[2] As compared to the spatial derivatives, little is 
known about the time derivatives. Since turbulence is a phenomena in space 
and time, it may be of interest to know not only the spatial derivatives but 
also time derivatives. Moreover, the latter derivatives, in contrast to the 
former, have a direct dynamical significance, since they appear in the equa­
tions governing the fluid motion. Recently, Kaneda, et al.[3, 4] developed 
a systematic method to generate the Taylor expansions in powers of time 
difference of the Eulerian and Lagrangian two-time velocity correlations, 
subject to given dynamics as well as initial and boundary conditions. The 
expansions are obtained by computing the time-derivatives of the Eulerian 
and Lagrangian velocity fields. Figure 1 shows the pdf's of the Eulerian 
and Lagrangian time derivative fields. It can be observed that the Eule­
rian, as well as Lagrangian, time derivatives of the velocity field are more 
intermittent for the higher order time derivative, and also that for given 
order of the time derivative, the Lagrangian derivative is more intermittent 
than the Eulerian one. 

3. Fourth-order velocity moments 

Statistical moments like ((E- (E) )2), (IV'pl2), or (lux wl2) are among the 
simplest measures which may show the non-Gaussian nature of turbulence, 
where u, w, p and E are, respectively, velocity, vorticity, pressure, and energy 
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Figure 2. Spectra of fourth-order velocity moments obtained from the DNS data at 
t = 12T (black lines) and those generated by an artificial Gaussian velocity fields with 
the same energy spectrum (gray lines). 

dissipation rate per unit mass.(5] Here we investigate the spectra P(k), 
W(k), D(k), and F(k) defined by 

(l\7pl2 ) = fooo k2P(k)dk, (l~~r) = fooo w(k)dk, 

( (E- (t:) )2) = fooo D(k)dk, and (!) = fooo F(k)dk, 

where f is a fourth-order velocity moment such as lul4 , lu · wl2 , lux wl2 , 

and lwl4 . In Fig. 2, we compare the spectra of various fourth-order velocity 
moments obtained from the data-base against those generated by an artifi­
cial Gaussian velocity field with the same energy spectrum. The comparison 
suggests that (lul4 ), (laulat12 ), (lu x wl2 ), and (u · w) are less sensitive to 
the non-Gaussianity of the real turbulent field than ((E- (t:) )2), (l\7pl2), 
and (lwl2 ) . 

4. Vortex dynamics 

It is clear that the intermittent and non-Gaussian nature of the turbulence 
is closely related to the NS dynamics. However, the detailed mechanism 
which generates such flow structures is not well understood. Here we study 
the flow structures from the viewpoint of vortex dynamics. 

The vorticity w and its amplitude w = lwl obey, respectively, 

and 
D Wi(li~Wi) 
-D w=aw+ 2 , t w 

where D I Dt = a I Ot + ( u. \7), Wi is the ith component of w, Sij is the rate­
of-strain tensor, 11 is kinematic viscosity, and a = wiSijWjlw2 is the rate of 
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Figure 3. !so-surface of the amplitude of vorticity (w = w + 3uw) (top left), the total 
rate of strain (s = s + 3u.) (top right) , o (a= a+ 3u,) {bottom left), and cos82 = 0.98 
{bottom right), where a and <To. denotes the mean and the standard deviation of a. 

enstrophy generation. Regions with large a are called active regions.[6] Let 
>.1 > >.2 > A3 be the eigenvalues of Sij and Ai be the eigenvector of Sij 

associated with Ai· Then a can be expressed as a = >.1 cos2 fh + >.2 cos2 02 + 
>.3 cos2 03, where ()i is the angle between wand Ai· Ashurst et al.[7] showed 
in the analysis of their DNS data that w is well aligned with A2 in high 
enstrophy regions. 

Figure 3 shows the region of high w, highs= (SijSij)112, high a, and the 
region where cos 02 ~ 1. Note that s is proportional to the local dissipation. 
A close inspection of the figures shows that (i) the location of high w and 
that of high s are almost the same, whereas their shapes are different; in 
contrast to the worm-like shape of the high w region, the shape of the high 
s region is sheet-like, (ii) the location of high a region is in the immediate 
neighbourhood of the high w region and the shape of the high a region is say 
petal-like, and (iii) the regions with cos02 ~ 1 do not always correspond 
to high enstrophy. Regarding (i) and (ii), similar observations were also 
reported in Ref. [1). 
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Figure 4. Pdf's of the cosine of the angle between w<M) and Ith eigenvector of sJtl; 
M = N = 8 (top left}, M = N = 16 (top right), M = N = 0 (bottom left), and 
M = 0, N = 32 (bottom right}. Black solid lines are for I = 1, broken ones for I = 2, 
and gray for I = 3. 

5. The alignment in coarse grained fields 

In order to get some idea on the flow structure at the inertial subrange 
scales, we have studied the alignment between vorticity and eigenvectors of 
rate-of-strain tensor computed from several coarse-grained filterings of the 
same data-base. Replacing spatial derivatives by central differences with 
spacing 2N ~'we define the central differences at coarse grained level 'N', 
i.e., 

8A(x) (N) _ A(x1 + N ~' x2, x3) - A(x1 - N ~' x2, x3) 

~ = 2(N~) 

where ~ = 21r /512 is the grid spacing of the DNS data. The vorticity and 
rate-of-strain tensors at coarse-grained level 'N' are defined by 

(N)- OUk (N) 
wi = Eijk -;---- ' 

ux· J 

(N) = ~ ( OUi (N) OUj (N)) 

sij - 2 ax j + axi ' 

respectively, where Eijk is the alternating tensor and we have defined w~o) = 
Wi and S~) = Sij. Since x-derivative of sin kx is expressed as C k cos kx, 

where C = (sink&)/(k8), in the central difference scheme with spacing J, 
the scheme gives a good approximation when k& < E7r and 0 < E « 1. This 
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consideration suggests that the central difference scheme at the coarse­
grained level 'N' resolves approximately the behavior of the x-derivative of 
exp(ikx) fork< 128/N, where we have put E = 1/2 and 8 = N Ll. We have 
studied the alignment between the vorticity and the eigenvectors of the 
rate-of-strain tensor at coarse-grained levels N = 0, 4, 8, 16, and 32. Note 
that level '32' roughly resolve modes in energy containing ranges, while 
levels '16' and '8' resolve those in the inertial ranges (8 < k < 18). 

The top two figures in Fig. 4 suggest that the alignment between the 
coarse-grained vorticity vector and the eigenvectors of the coarse-grained 
strain tensor are almost independent of the scale of the coarse graining, 
provided that it is in the inertial subrange. On the other hand, the bottom 
two figures suggest that although the vorticity vector is well aligned with 
the second eigenvector of the strain tensor in the original data, it is well 
aligned with the first, instead of the second, eigenvector of the coarse­
grained strain, when the coarse-grained level of the rate-of-strain tensor is 
at the scale of energy containing eddies. 

This work was supported by "Research for the Future" Program of 
the Japan Society for the Promotion of Science under the project JSPS­
RETF97P01101. The computation was carried out by the VPP500/42 sys­
tem at the computer center of Nagoya University. 
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ON UNIVERSALITY OF STATISTICS OF PRESSURE FIELD 

IN HOMOGENEOUS TURBULENCE 
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1. Introduction 

Since the source term '1f the Poisson equation for pressure is quadratic in the 
velocity gradient and the PDFs for the vorticity and velocity gradients are 
themselves different from Gaussian, it is quite natural to expect markedly 
non-Gaussian statistics for the pressure field. Moreover the pressure and 
its gradients are given by the volume integral of the source term weighted 

. by the Poisson kernel, so that non-local effects in physical space as well 
as local ones affect the statistics. These facts suggest that small scales of 
pressure field are highly intermittent and may be influenced by large scales. 

We consider how the small scales of the pressure field are scaled in 
length and Reynolds number and to what extent they are affected by large 
scales. Also relation bewteen pressure statistics and coherent structure in 
turbulence is explored. Our approach here is to examine the changes of the 
pressure and pressure gradient statistics to the Reynolds nmbers by DNS 
with different forcings and to see to what extent they are universal. 
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2. Numerical computation 

An incompressible fluid is assumed to obey the Navier Stokes and the con­
tinuity equations: 

au - + u · Vu = - Vp + vV2u + f w at 
V·u 0, 

(1) 

(2) 

where u is the velocity vector, p is the pressure, v the kinematic viscosity 
and the density p is assumed to be unity without loss of generality. Two 
kinds of forcings are considered. One is the random force f which is additive, 
solenoidal, statistically homogenous and isotropic. And it is assumed to be 
white in time and Gaussian with zero mean and the second order moment 
given by 

(/i(re, t)fi (re', s)) Kij(re- x')8(t- s), (3) 

Ko = Kii(O) (f2 (re, t)) = fooo EF(k)dk, (4) 

EF(k) { ~/ > 0 for low band 
(5) 

otherwise 

where ( ·) denotes the ensemble average [2]. Another is an excitation of the 
Fourier modes by the instability coefficient applied at lower wavenumber 
band, that is, in the wavevector representation, to replace f u(k, t) in (1) 
by c(k, t)u(k) with 

c(k, t) = { ~(t) > 0 for low band 
otherwise 

(6) 

where c(t) is determined to keep the Kmax'T/ constant greater than unity 
during the computation [1, 3]. Yeung and Pope, and Vedula and Yeung 
used the additive forcing which obeys the Orstein-Uhlenbeck process [4, 5]. 

Runs with additive forcing are further separated into two groups. One 
is a group of data (group A) computed from a series of DNSs in which 
turbulence field at higher Reynolds number is succesively generated from 
that of lower Reynolds number. Another is a group of data (group B) which 
are generated through long time evolution from independent initial velocity 
fields. When the averaging time is sufficiently long, the statistics of two 
groups of data should be the same, but for the first group, practically, there 
remains some statistical correlation between large scales of two turbulent 
flow fields of adjacent Reynolds numbers. In the second group, on the other 
hand, there is no correlation, so that the large scale flow structures at 
different Reynolds numbers are different and independent. 
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Figure 1. Comparison of DNS variances Fp, H;;p by various forcings . 1: Fp (group A) , 
2: Fp (group B), 3: Fp (Gotoh & Rogallo 1998) , 4: Fp (Vedula & Yeung 1999), 5: Fvp 
(group A), 6: Fvp (group B), 7: Fvp (Gotoh & Rogallo 1998) , 8; Fvp (Yeung & Pope 
1989). 9; Fvp (Vedula & Yeung 1999) . 10; Fvp (Voth et al. 1998). Batchelor's values 
(estimated using Gaussian approximation for the fourth order moment of the velocity 
gradients.) are Fff = 0.15 and F[JP = 3.9, repsectively. 

3. Normalized variances of pressure and pressure gradient 

The normalized variance of the pressure Fp and the one for the pressure 
gradient F'ilp are defined as 

(7) 

where lis the average rate of energy dissipation. In the classical Kolmogorov 
scaling, both Fp and Fvp are independent of R>.. Figure 1 shows the varia­
tion of Fp and Fvv against R>. . Fp decreases slowly with R>., approximately 
as R>. - 0·2 , and Fvv increases roughly as R>. 112 for low to moderate R>., but 
the rate of increase for Fvp becomes smaller at high end of R>. , irrespective 
of the type of forcing. This is consistent with recent DNS studies [1, 5, 7]. 
On the other hand, for R>. between 1000 and 2000, the experimental data 
of Fvv are seen to be nearly independent of R>. [6] . DNS values seem to ap­
proach the experimental values when the Reynolds number becomes large. 
It is not known whether or not Fp becomes independent of R>. for large 
R>.. 
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Figure 2. Kolmogorov Scaling of the Energy spectra. Data are group B. 

4. Scaling of pressure spectrum 

In the K41 the pressure spectrum, defined by (p2 ) = f P(k)dk, is scaled as 
P(k) = t314v714 fp(kry) and of the form P(k) = Cpt13 k- 713 in the inertial 
range, where fp(x) is a nondimensional function and Cp is a constant of 
order one. However, it has been growing to observe the facts that the K41 
scaling of the pressure spectrum P(k) is not as good as the case of the 
energy spectrum even for the wavenumber range kry = 0.1 ....._, 1.0 [5, 1, 7]. In 
fact, as seen from figures 2 and 3, collapse of energy spectrum by the K41 
scaling from the data of group B is very satisfactory, while, but not good 
for the K41 scaling for the pressure spectra. 

Here we propose a new scaling of the pressure spectrum as 

(8) 

where rJ is the Kolmogorov length and ¢ is a nondimensional function. 
Figure 4 shows the pressure spectra by two kinds of forcings at various 
Reynolds numbers by using the scaling (8) and compensation (kry) 513 . Col­
lapse of the curves is satisfactory, supporting the scaling (8). Another point 
is that the curves extend toward lower wavenumbers horizontally as the 
Reynolds number increases, implying that P(k) is proportional to k-5/3, 
unlike the Kolmogorov scaling k-7/ 3 . The k-513 scaling of the pressure 
spectrum has also been found in other recent DNS with different forcing 
[5, 7]. Physical explanation for this scaling has not been known [1]. These 
observations suggest that the pressure spectrum in the inertial to higher 
wavenumber range is universally scaled when F\lp is included for the range 
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Figure 3. Kolmogorov Scaling of the pressure spectra {group B) with compensation by 
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Figure 4- Scaling of the pressure spectra by using Fvp and compensation by (k1J) 5/3. 

The data are from group A, B and Gotoh & Rogallo {1999). 

of Reynolds numbers studied here. However, since the experimental data 

suggests that Fvp tends to be independent of R>., which implies that the 
scaling of pressure spectrum by (8) becomes independent of R>. so that 
universal scaling of the pressure spectrum is achieved at large Reynolds 
numbers. Further studies at large Reynolds numbers are necessary. 

The above discussion means that the Reynolds number dependency of 
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Figure 5. Average volume of the domains of the source termS for the Poisson equation 
for the pressure normalized by Vo = LATJ at Sc = 2u, . Data are group A. 

Hip is a key ingredient to the scaling of the pressure statistics, and it re­
quires physical explanation. A physical argument using a model field for 
the source term of the Poisson equation for the pressure has recently been 
presented by Gotoh and Rogallo [1]. The model is given by a random distri­
bution of dipoles consisting of a pair of positive and negative source terms. 
It is found that the Reynolds number dependence of F'Vp is explained by 
this model as that of the effective volume over which the space integral for 
the pressure gradient is done. A direct measurement of the effective volume 
shown in figure 5 indeed shows that the average of the effective volume 
is of the order of L>..TJ, where L is the integral scale. In the limit of large 
Reynolds numbers, we expect that the effective volume would be of the 
order of ALTJ2 , where A is a constant of the order of ten, and this leads to 
independence of F'Vp on R>.. [2]. 
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(C) 09640260 by The Ministry of Education, Science, Sports and Culture 
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A STATISTICAl LAW OF VELOCITY CIRCULATIONS 
IN FULLY DEV:_.jLOPED TURBULENCE 
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1. Introduction 

Numerical simulations of the Navier-Stokes equations allow us to investigate 
the three-dimensional field of the fluid motion at R>.. ~ 200, where R>.. is 
the Reynolds number based on the Taylor microscale .X. It is observed in 
many DNSs that the region of the high amplitude vorticity has filament­
like structures and the details of the geometry of the vortex filaments has 
been investigated (e.g., [3, 2]). The average radius of the cross section (R) 
is observed to be 3 "' 6ry, where 77 is the Kolmogorov dissipation scale. 

A question arises that how the fine vortex structures are reflected in the 
statistical properties of turbulence. The statistics of longitudinal velocity 
increments is usually discussed in the theory of isotropic turbulence since 
Kolmogorov [4]. However, the relation between the statistics and the geo­
metric picture of vortex filaments would become clearer when we discuss 
the statistics of the velocity circulation r{A}, which is defined as 

r{A} = [ u · dl = [ w · dS, 
JaA }A 

where A is a plane region with a boundary oA in the whole domain D, dl 
and dS are the line and the surface elements respectively and w = V' x u the 
vorticity. The velocity circulation is given by the vorticity over the region 

tcurrent address: Department of Computational Science and Engineering, Nagoya 
University, Nagoya 464-8603, Japan 
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distance d. 

A. It takes a large magnitude when an intense vorticity structure intersects 
the region A. Cao et al. [1] studied the statistical properties of velocity 
circulation using data from DNS. They found that the PDF of velocity 
circulation depended on the area a of the region A and the form of PDF 
varied as a function of a and has significant exponential tails when vfa is 
in the inertial range. 

In this context, we study the relation between the statistical properties 
of the circulation and the intense vorticity structure in turbulence using 
the data from DNS. 

2. Statistics of f(a) 

The DNS of the force-free Navier-Stokes equations was performed with the 
resolution of 2563 in three dimensional torus by Yamamoto et al. [6, 5]. 
The sample space is generated by calculating the velocity circulations for 
the snap-shot velocity field at the maximum energy dissipation rate along 
all possible square contours on the grid for each fixed area a. The Taylor 
microscale Reynolds number at the time is R>.. = 89.5. 11 is 0.424 [grid] and 
Taylor microscale is >../11 = 18.6. The inertial range is located in 19 ::; r /11 ::; 
40. 

Figure 1 shows the PDFs of the velocity circulations f(a) normal­
ized with respect to the variance for various areas. The PDF has a sub­
stantial stretched tail compared to that of Gaussian when the area a is 
0(>..2 ) (aj172 = 192 ) or 0(172 ) (a/112 = 4.72 ). The PDF approximates 
Gaussian when the vfa is as large CJ.S the integral scale Lp (a/112 = 642). 

The deviation from Gaussian is ·estimated by computing flatness F4 = 
((f(a)) 4)/((f(a)) 2?. It is found that the flatness of the PDF of circulation 
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is substantially larger than the Gaussian value 3 or that of the longitudinal 
velocity increments 8u1 ( yla) and closer to that of the transversal velocity 
increments 8ut ( yla), yet still larger. This suggests that the statistics of the 
circulation is of different type from that of the velocity increments. The 
results are consistent with those of the DNS analysis of Cao et al. [1]. 

3. Decomposition of the vorticity field 

Let us fix a planeS CD, where Dis the whole cubic domain, and consider 
the scalar field w0 (x)(x E S) of the vorticity component normal to the 
planeS. We fix a positive threshold Wth and decompose the scalar field Wn 

into two components: the strong component w> and the weak component 
w<. Their definitions are as follows: 

( ) _ { Wn(x) 
W> X - Q 

(lwn(x)l 2: Wth) 

(lwn{x)l < Wth) ' w<(x) = { ~n(x) (lwn(x)l 2: Wth) 

(lwn(x)l < Wth)· 

The motivation of the decomposition is to investigate the contributions 
of the strong component often concentrated in small regions and the weak 
component to the statistics of the velocity circulation separately. The strong 
vorticity region {x E S : lwn(x)l 2: Wth} occupies rather a small area 
fraction. 

The geometry of the connected components of the strong vorticity re­
gion {x E S : lwn(x)l 2: Wth} is studied. Six arbitrary planes which are 
perpendicular to the axes of the cube are chosen and the number of the 
connected components is counted. The average distance d and the average 
diameter i5, which are defined from the average area and the number density 
of the connected components respectively is shown in Figure 2 for various 
thresholds Wth. It is found that d increases exponentially as the threshold 
Wth increases and that the average diameter i5 = 7 "' 9ry for Wth = 2 "' 3w 
where w is the r.m.s. of the normal components of the vorticity field W 0 • 

The average diameter d is consistent with the average diameter of the vor­
tex filaments which are known from other DNS analyses. We expect that 
the strong component w> (x) corresponds to the intersections with vortex 
filaments for the appropriate threshold ( Wth = 2 "' 3w). 

4. Statistics of r>(a) and r <(a) 

The circulations r>(A) and r <(A) associated with the strong vorticity W> 
and the weak vorticity w< respectively are defined by 

r <(A) = L w<(x)dx, 

where A c S. It is obvious that f(A) = r>(A) + r <(A). 
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It is found that the normalized PDF of r <(a) is less dependent on the 
area a (Figure 3), that is, the statistics of r <(a) is approximately self­
similar. The self-similarity of r <(a) may be related to the Kolmogorov's 
picture. This suggests that the fine vortex structure is responsible for the 
non self-similarity, namely intermittency, at least at this range of Reynolds 
number R>... 

Indeed, the PDF of r>(a) depends strongly to the area a and it has 
stretched tail compared to Gaussian. The normalized PDFs are shown for 
Wth = 3w in Figure 4. The oscillating behavior of the PDF at the small 
amplitude of If> (a) I is due to the truncation of the vorticity field and the 
finite grid size in the following reason. Let ~ be the grid size, then the 
minimum positive value of lf>(a)l is ~2Wth· The existence of this finite 
minimum causes jumps in PDF at r> = n~2wth for integers n of small 
absolute value. 

The behaviors of the PDFs of r>(a) and r <(a) are qualitatively same 
as long as the average size of the connected components of w> corresponds 
to that of the intersections of the filaments ( Wth = 2 ,....., 3w). 

5. A model of the statistics of vortex filaments 

The authors considered a simplified model of the statistics of velocity cir­
culation caused by a random distribution of vortex filaments in turbulence 
in [7] . Here we neglect the weaker back ground vorticity field. 

Let N vortex filaments in which the vorticity is concentrated is ran­
domly distributed in the domain D . We choose a plane S in the domain D. 
It is assumed that each vortices intersects with S only once and that ar­
eas of intersections are small and approximated by points. Let }j E S(j = 
1, . . . , N) and Zj E R(j = 1, .. ,, N) be the intersection point with the 
plane S and the circulation of the j-th vortex respectively. By assuming 
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the randomness and mutual independence of Yj and Zj, it is shown that 
the circulation in the model denoted by r m (a) obeys a compound Poisson 
distribution P( Oa, a-) whose characteristic function is given by 

'Prm(a)(s) = exp (oa /_: (eisr- 1)o-('"y)df'), (1) 

where(}= N/ISI is the number density of the intersections and o-(1') is the 
common probability distribution of Zj. 

The tail of a compound Poisson distribution in general decays with 
the order P(lfm(a)l ~ x) ,....., exp(-xlogxjc) where c depends on a- and 
it decays slower than that of Gaussian distributions. Normalized PDF of 
r m(a) depends on the area a and approximates Gaussian for large a. We 
assume the probability distribution a- of the circulation is symmetric. Then 
it is shown that the second moment ((f m(a)) 2) is proportional to the area. 

It is easily seen from the equation ( 1) that the characteristic function 
of the circulation r m (a) satisfies 

c 
( 'Pr m (a) ( S) ) -;;- = 'Pr m (C) ( S) (2) 

where C is an arbitrary positive constant, thus l.h.s. is independent of the 
area a. We call the PDF corresponds to the l.h.s. (i.e. the Fourier transform 
of the l.h.s. multiplied by a normalizing factor) the convoluted PDF. The 
convoluted PDF of r m(a) is independent of the area a. The property is due 
to the fact that r m (a) is an additive ~rocess in area a. 

6. Comparison between f>(a) and r m(a) 

Here we compare the statistics of the circulation associated with the strong 
vorticity r > (a) obtained from the data of DNS and the statistics of the 
circulation r m(a) of the model in §5. 

The scaling exponent of the second moment of r m (a) is 1. The local 
exponent of the second moment of r > (a) asymptotically approaches to 1 
when the threshold Wth becomes large or the area a becomes large. 

The convoluted PDF of the circulation r m(a) in the model is indepen­
dent of the area a and is identical. The convoluted PDFs of the r > (a) are 
computed from the data of DNS for various a and are shown in Figure 
5. They tend to converge for the larger areas. From the investigation of 
the second moments and the convoluted PDFs, it appears that the model 
r m (a) represents an asymptotic behavior of r > (a) for the large area. 

The discrepancy found in the smaller scale may be due to the finite size 
of the strong components. Since the Reynolds number achieved by the DNS 
is limited, the inertial range scale is not sufficiently separated from the size 
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Figure 5. Convoluted PDFs of the circulation r>(a) (wth = 3w) with the parameter 
c = 192772 . 

of the strong components and the model may be a over-simplification for 
the small scale statistics. 

In the model, the probability distribution of the circulation of the fil­
aments O"('-y) is a free parameter and is not determined a priori. However, 
it is found that the PDF of the circulation r > (a) associated with strong 
component for the area larger than >.2 is reproduced well by setting O" as 
a two-sided exponential distribution O"('-y) = (1/2G) exp( -11'1/G), where G 
is the average circulation of the filaments. The distribution O" seems to be 
related to the dynamics and the stability of the filaments. The detailed 
analysis of the dynamics is beyond the scope of this paper. We just point 
out that the probability distribution of the circulation O" of filaments plays 
an important role in the statistics of velocity circulation r(a) at the range 
of Reynolds number of the DNS (R>. ......., 90). 
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Abstract. A Lagrangian method is introduced for calculating simultane­
ous n-point correlations of a passive scalar advected by a random velocity 
field, with random forcing and finite molecular diffusivity K.. The method, 
which is here presented in detail, is particularly well suited for studying the 
K. -+ 0 limit when the velocity field is not smooth. Efficient Monte-Carlo 
simulations based on this method are applied to the Kraichnan model of 
passive scalar and lead to accurate determinations of the anomalous inter­
mittency corrections in the fourth-order structure function as a function of 
the scaling exponent e of the velocity field in two and three dimensions. 
Anomalous corrections are found to vanish in the limits e -+ 0 and e -+ 2, 
as predicted by perturbation theory. 

1. Introduction 

Robert Kraichnan's model of passive scalar advection by a white-in-time 
velocity field has been particularly fertile ground for theoreticians trying 
to develop a theory of intermittency [1, 2, 3] (see also Refs. [4, 5]). AI-
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though the model leads to closed equations for multiple-point moments, 
only second-order moments can be obtained in closed analytic form [6]. 
Theoretical predictions differed as to the behavior of higher-order quanti­
ties, regarding in particular the survival or the vanishing of intermittency 
corrections (anomalies) in certain limits. Obtaining reliable numerical re­
sults was thus an important challenge. Until recently numerical simulations 
have been based on the direct integration of the passive scalar partial dif­
ferential equation and have been limited to two dimensions [5, 7, 8]. Such 
calculations are delicate; to wit, the difficulty of observing for the second­
order structure function the known high-Peclet number asymptotic scal­
ing [6]. Also, the numerical scheme used in Refs. [5, 7] involves a slightly 
anisotropic velocity field which is not expected to give exactly the right 
scaling laws for the passive scalar [9]. 

Lagrangian methods for tackling the Kraichnan model and which re­
quire only the integration of ordinary differential equations were recently 
proposed independently by Frisch, Mazzino and Vergassola [10] and by Gat, 
Procaccia and Zeitak [11 ]. Our goal here is to give a detailed presentation 
of the Lagrangian method and to present new results. 

In Section 2 we give the theoretical background of the Lagrangian 
method for general random velocity fields which need not be white-in-time. 
In Section 3 we investigate the limit of vanishing molecular diffusivity which 
depends crucially on how nearby Lagrangian trajectories separate. We then 
turn to the Kraichnan model which is given a Lagrangian formulation (Sec­
tion 4). Then, we show how it can be solved numerically by a Monte-Carlo 
method (Section 5) and present results in both two and three space dimen­
sions (Section 6). We make concluding remarks in Section 7. 

2. The Lagrangian method 

The (Eulerian) dynamics of a passive scalar field O(r, t) advected by ave­
locity field v(r, t) is described by the following partial differential equation 
(written in space dimension d): 

BtO(r, t) + v(r, t) · V O(r, t) = KV'20(r, t) + f(r, t), (1) 

where f ( r, t) is an external source (forcing) of scalar and K is the molecular 
diffusivity. In all that follows we shall assume that O(r, t) = 0 at some 
distant time in the past t = -T (eventually, we shall letT -t oo). 

In this section the advecting velocity v and the forcing f can be either 
deterministic or random. In the latter case, no particular assumption is 
made regarding their statistical properties. 

In order to illustrate the basic idea of the Lagrangian strategy, let us 
first set K = 0. We may then integrate (1) along its characteristics, the 
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Lagrangian trajectories of tracer particles, to obtain 

O(r, t) = jt f(a(s; r, t), s) ds, 
-T 

(2) 

where a(s; r, t) is the position at time s ~ t of the fluid particle which 
will be at position r at timet. (Two-time Lagrangian positions of this type 
were also used in Kraichnan's Lagrangian History Direct Interaction theory 
[12].) This Lagrangian position, which will henceforth be denoted just a(s), 
satisfies the ordinary differential equation 

da(s) 
---;{;-- = v (a(s), s), a(t) = r. (3) 

For ,;, > 0 we shall now give a stochastic generalization of this La­
grangian representation. Roughly, (} will be the average of a random field 
<f; which satisfies an advection-forcing equation with no diffusion term, in 
which the advecting velocity is the sum of v and a suitable white-noise 
velocity generating Brownian diffusion. 

To be more specific we need to introduce some notation. We shall use 
a set of n d-dimensional time-dependent random vectors 

wi(s)={wi,ai i=1, ... ,n; a=1, ... ,d}, (4) 

which are Gaussian, identically distributed, independent of each other and 
independent of both v and f. The time dependence is assumed to be white 
noise: 

(5) 

The notation Ow stands for "average over the Wi's for a fixed realization 
of v and f". Similarly, Ovt stands for "average over v and f for a fixed 
realization of the wi's". Unconditional averages are denoted just(·). Clearly, 

(6) 

The white noise, which is a random distribution, is here denoted by w(s) 
since it is the time derivative of the Brownian motion (or Wiener-Levy) 
process. In the numerical implementation we shall work with increments of 
w(s). 

We can now state the main result which is at the basis of our Lagrangian 
method. 

Let </Ji(r, t) (i = 1, ... , n) be the solutions of the following advection­
forcing equations : 

8t<Pi(r, t) + ( v(r, t) + ~wi(t)) · V¢i(r, t) = f(r, t). 

</Ji(r, -T) = 0, i = 1, 2, ... , n. (7) 
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For any r1, r2, r3, ... , we have 

O(r1) = (¢(ri})w, Vi {8} 
O{ri}O{r2} = (¢i{ri)¢j{r2})w, Vi=/: j, {9} 
O(ri}O(r2)0(r3) = (¢i(ri}¢j(r2)¢k(r3))w, 

Vi,j, k, i =/: j =/: k =/: i, (10) 
.................................................. , 

where all the fields 0 and ¢ are evaluated at the same time t. 
The proof of (8} is obtained by taking the mean value of (7) (only over 

w) and noting that 

{11) 

(This is a standard result for linear stochastic equations having white-noise 
coefficients; it is derived using Gaussian integration by parts (see Ref. [13), 
Chap. 4). For similar derivations see Refs. [6, 14, 15).) 

To prove (9), we first derive from (7), assuming i =/: j, 

8t (¢i(ri}¢j(r2)) + [v(ri) · Y'1 + v(r2) · Y'2 

+~(wi · Y'1 + Wj · Y'2))¢i(ri)¢j(r2) = 

/(ri)¢j{r2) + /(r2)¢j{ri), (12) 

where Y'1 and Y'2 stand for Y'r1 and Y'r2 • We then average {12} (over w) 
and use a relation similar to (11} 

( ~ (wi · Y'1 + w2 · V'2) ¢i(ri)¢j(r2)) w 

= -K (v~ + Y'~) (</Ji(ri}</Jj(r2))w. (13) 

(Notice that cross terms involving V'1 · Y'2 disappear because of the inde­
pendence of Wi and Wj.) The higher order equations in (10} and following 
are proved similarly. 

Because of the absence of a diffusion operator in (7}, its solution has an 
obvious Lagrangian representation 

where 

¢i(r, t) = 1t f(ai(s), s) ds, 
-T 

dai(s) ~. ----;I;- = v (ai(s}, s) + v 2Kwi(s}, 

ai(t) = r. 

(14} 

(15} 

(16} 
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So far we have not used the random or deterministic character of v and 
f. In the random case, taking the average of (8)-(10) over v and J, we 
obtain 

(O(r1)) = (</>(ri)), Yi (17} 

(O(ri)O(r2)} = (</>i(ri)</>;(r2)}, Yi =/: j (18} 

(O(r1)0(r2)0(r3)} = {</>i(ri)</>;(r2)</>k(r3)}, 
Yi, j, k, i =/: j =/: k =/: i, {19) 

Eqs. (14), (15), (16), together with (17), {18} and higher orders, con­
stitute our Lagrangian representation for multiple-point moments of the 
passive scalar. 

Let us stress that, for moments beyond the first order, it is essential to 
use more than one white noise. Indeed, we could have made use of just (8} 
and written 

(20} 

(Including the case i = j.) It is however not possible to (v,J)-average (20} 
because it involves a product of w-averages rather than just one average as 
in (9). 

In the more restricted context of the Kraichnan model, a functional 
integral representation of nth order moments involving, as here, n white 
noises has already been given in Refs. (16, 17]. 

3. The limit of vanishing molecular diffusivity 

Interesting pathologies occur when we bring two or more Eulerian space 
arguments of the moments to coincidence and simultaneously let ~ --t 0. 

This is already seen on the second-order moment (02(ri)). From (14} 
and {18}, we have 

(02(r1)) = J:T [T (f(ai(s), s)j(aj(s'), s')) dsds', (21} 

for any i =/: j. The differential equations for ai(s) and a;(s) involve different 
white noises. If, in the limit ~ --t 0, we simply ignore the ~Wi terms in 
(15), we find that all the ai(s)'s satisfy the same equation (3} and the same 
boundary condition ai(t) = r 1. It is then tempting to conclude that all the 
ai(s)'s are identical, namely are just the Lagrangian trajectories a(s) of 
the unperturbed v-flow. As a consequence, we can then rewrite (21) as 

(02(ri)} = J:T [T (f(a(s}, s)f(a(s'), s')) dsds', 
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(22) 

For a large class of random forcings I of zero mean the r.h.s. of (22) 
will diverge ex T as T -t oo. This is for example the case when I is ho­
mogeneous, stationary and short- (or delta-) correlated in time as in the 
Kraichnan model. The reason of this divergence is that, although the forc­
ing has zero mean, its integral (along the Lagrangian trajectory) over times 
long compared to the correlation time behaves like Brownian motion (in the 
T-variable) and, thus, has a variance ex T. From this naive procedure we 
would thus conclude that, when T = oo, the scalar variance becomes infinite 
asK -t 0. 

This conclusion is actually correct when the v-flow is smooth (differen­
tiable in the space variable) : this is the so-called Batchelor limit which has 
been frequently investigated [6, 16, 18, 19, 20, 21]. The conclusion however 
becomes incorrect when the v-flow is only Holder continuous, i.e. its spa­
tial increments over a small distance i vary as a fractional power of i (e.g. 
i 113 in Kolmogorov 1941 turbulence). As pointed out in Ref. [16] (see also 
Ref. [4]), when v is not smooth the solution to (3) lacks uniqueness, so that 
two Lagrangian particles which end up at the same point r1 at time t may 
have different past histories. This is exemplified with the one-dimensional 
model 

dx = -x113 -T ~ s ~ t, x(t) = £ ~ 0, 
ds ' 

(23) 

where x is a deputy for ai- aj, the separation between two nearby La­
grangian particles. For £ > 0, the solution of (23) is 

[ 2 ] 3/2 
x(s) = £213 + 3(t- s) (24) 

If we now set£= 0 in (24) or consider times s such that lt- sl » £213 , we 
obtain 

[ 2 ] 3/2 
x(s) = 3(t- s) (25) 

This is indeed a solution of (23) with £ = 0, but there is another trivial one, 
namely x(s) = 0. Related to this non-uniqueness is the fact that, when£ is 
small the solution given by (24) becomes independent of £1 namely is given 
by the non-trivial solution (25) for£= 0. 

Whenever the flow v is just Holder continuous, the separation of nearby 
Lagrangian particles proceeds in a similar way, becoming rapidly indepen­
dent of the initial separation. Such a law of separation is much more ex­
plosive than would have been obtained for a smooth flow with sensitive 
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dependence of the Lagrangian trajectories. In the latter case we would 
have x(s) = E e.X(t-s) (.X > 0), which grows exponentially with t- s but still 
tends to zero with E. 

We propose to call this explosive growth a Richardson walk, after Lewis 
Fry Richardson who was the first to experimentally observe this rapid sep­
aration in turbulent flow and who was also much interested in the role of 
non-differentiability in turbulence [22]. It is this explosive separation which 
prevents the divergence of (02(r1)) when r;, --+ 0 (and more generally of 
moments with seyeral coinciding points). Indeed, as the times moves back 
from s = t, even an infinitesimal amount of molecular diffusion will slightly 
separate, say, by an amount c:, the Lagrangian particles ai(s) and aj(s) 
which coincide at s = t. Then, the Richardson walk will quickly bring the 
separations to values independent of E and, thus of r;,. Hence, the double 
integral in (21), which involves points a1(s) and a2(s) with uncorrelated 
forces when Js- s'l is sufficiently large, may converge forT--+ oo. (For it to 
actually converge more specific assumptions must be made about the space 
and time correlations of v and f, which are satisfied, e.g., in the Kraichnan 
model.) 

An alternative to introducing a small diffusivity is to work at r;, = 0, 
with "point splitting". For this one replaces (02 (r1)) by (O(rl)O(r'l)), where 
r1 and r'1 are separated by a distance E. Eventually, E --+ 0. In practical 
numerical implementations we found that point splitting works well for 
second-order moments but is far less efficient than using a small diffusivity 
for higher-order moments. 

4. The Kraichnan model 

The Kraichnan model [6, 1] is an instance of the passive scalar equation 
(1) in which the velocity and the forcing are Gaussian white noises in their 
time dependence: This ensures that the solution is a Markov process in the 
time variable and that closed moment equations, sometimes called "Hopf 
equations", can be written for single-time multiple-space moments such 
as (O(r1, t) ... O(rn, t)). The equation for second-order moments was pub­
lished for the first time by Kraichnan [6] and, for higher-order moments, 
by Shraiman and Siggia [20]. Note that Hopf's work [23] dealt with the 
characteristic functional of random flow; it had no white-noise process and 
no closed equations, making the use of his name not so appropriate in the 
context of white-noise linear stochastic equations. The fact that closed mo­
ment equations exist for such problems has been known for a long time 
(see, e.g., Ref. [14] and references therein). We shall not need the moment 
equations and shall not write them here (for an elementary derivation, see 
Ref. [15]). 
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The precise formulation of the Kraichnan model as used here is the 
following. The velocity field v = { v0 , a = 1, ... , d} appearing in {1) is in­
compressible, isotropic, Gaussian, white-noise in time; it has homogeneous 
increments with power-law spatial correlations and a scaling exponent e in 
the range 0 < e < 2 : 

where, 

((v0 {r, t) - v0 (0, O}][v.a(r, t)- v.a(O, 0}]) = 

2o(t)Da.a(r }, {26} 

{27} 

Note that since no infrared cutoff is assumed on the velocity its integral 
scale is infinite; this is not a problem since only velocity increments matter 
for the dynamics of the passive scalar. Note also that when a white-in-time 
velocity is used in {15}, the well known lto-Stratonovich ambiguity could 
appear (24]. This ambiguity is however absent in our particular case, on 
account of incompressibility. 

The random forcing f is independent of v, of zero mean, isotropic, 
Gaussian, white-noise in time and homogeneous. Its covariance is given by: 

(f(r,t)f(O,O}) = F(r/L) o(t), {28} 

with F{O} > 0 and F(r/L) decreasing rapidly for r » L, where Lis the 
(forcing) integral scale. 

In principle, to be a correlation, the function F ( r / L) should be of pos­
itive type, i.e. have a non-negatived-dimensional Fourier transform. In our 
numerical work we find it convenient to work with the step function 8L{r) 
which is equal to unity for 0 ::S r ::S L and to zero otherwise. Hence, the 
injection rate of passive scalar variance is c = F{0}/2 = 1/2. The fact 
that the function 8 is not of positive type is no problem. Indeed, let its 
Fourier transform be written E(k} = E 1(k}- E2(k}, where E(k} = E 1 {k} 
whenever E(k} ~ 0. Using the step function amounts to replacing in {1) 
the real forcing f by the complex forcing /I + i/2 where /I and h are inde­
pendent Gaussian random functions, white-noise in time and chosen such 
that their energy spectra {in the space variable) are respectively E 1 ( k) and 
E2(k). Since the passive scalar equation is linear, the solution may itself 
be written as fh + i02 where 01 and 02 are the (independent) solutions of 
the passive scalar equations with respective forcing terms h and /2. Using 
the universality with respect to the functional form of the forcing (25], it 
is then easily shown that the scaling laws for the passive scalar structure 
functions are the same as for real forcing. 
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We shall be interested in the passive scalar structure functions of even 
order 2n (odd order ones vanish by symmetry), defined as 

(29) 

From Ref. [6] (see also Ref. [15]) we know that, for L » r » 11 "' ,l/{, the 
second-order structure function is given by 

{30) 

where C2 is a dimensionless numerical constant. If there were no anomalies, 
we would have, for n > 1, 

{31) 

Note that (30) and (31) do not involve the integral scale L. Actually, for 
n > 1, we have anomalous scaling with S2n(r; L) ex: r'2n and (2n < n(2. 
More precisely, we have 

{32) 

{33) 

where the structure function now displays a dependence on the integral 
scale L. Our strategy will be to measure the dependence of S2n(r; L) on L 
while the separation r and the injection rate E: are kept fixed and, thereby, 
to have a direct measurement of the anomaly (~~om. 

Let us show that, in principle, this can be done by the Lagrangian 
method of Section 2 using 2n tracer (Lagrangian) particles whose trajec­
tories satisfy {15). The structure function of order 2n can be written as a 
linear combination of moments of the form (O(rt)O(r2) ... O(r2n)), where p 
of the points are at location r and 2n- p at location 0 (p = 0, ... , 2n). 
Because of the symmetries of the problem, p and 2n - p give the same 
contribution. Thus, we need to work only with the n + 1 configurations 
corresponding to p = 0, ... , n. For example, we have 

Let us first consider the case of the two-point function (second-order mo­
ment). Using (14), (18) and the independence of v and J, we have 

(O(rt)O(r2)) = 

(f_T f_T {f(at(St), St)f(a2(s2), 82)) f ds1ds2) vw. (35) 



162 

Here, ( ·} 1 is an average over the forcing and ( · }vw denotes averaging over 
the velocity and thew's, and a1(s1} and a2(s2) satisfy (15} with the "final" 
conditions a1(t) = r1and a2(t) = r2, respectively. 

In (35} the averaging over I can be carried out explicitly using (28}. 
With our step-function choice for F, we obtain 

(36} 

where 

(37) 

is the amount of time that two tracer particles arriving at r1 and r2 
and moving backwards in time spent with their mutual distance la1(s)­
a2(s)i < L. Whether the particles move backwards or forward in time is ac­
tually irrelevant for the Kraichnan model since the velocity, being Gaussian, 
is invariant under reversal. 

For the four-point function, we proceed similarly and use the Wick rules 
to write fourth-order moments of I in terms of sums of products of second­
order moments, obtaining 

(O(rl)O(r2}0(r3)0(r4)) = (T12(L)T34(L))vw 
+ (T13(L)T24(L))vw 

+ (T14(L)T23(L))vw· (38) 

Expressions similar to Eqs. (36} and (38} are easily derived for higher order 
correlations. 

We see that the evaluation of structure functions and moments has been 
reduced to studying certain statistical properties of the random time that 
pairs of particles spend with their mutual distances less than the integral 
scale L. Generally, the distance between pairs of particles tends to increase 
with the time elapsed but, occasionally, particles may come very close and 
stay so; this will be the source of the anomalies in the scaling. 

5. Numerical implementation of the Lagrangian method 

In Section 4 we have shown that structure functions of the passive scalar 
are expressible in terms of v-averages of products offactors 1ij(L). For the 
structure function of order 2n, these products involve configurations of 2n 
particles, p of which end at locations r at time s = t and the remaining 
2n - p at location 0. In the Kraichnan model v and I are stationary, so 
that after relaxation of transients, 0 also becomes stationary. We may thus 
calculate our structure functions at t = 0. Time-reversal invariance of the 
v field and of the Lagrangian equations allows us to run the s-time forward 
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rather than backward. Also, Tij(L) is sensitive only to differences in particle 
separations, whose evolution depends only on the difference of the velocities 
at ai and ai. Furthermore, the v field has homogeneous increments. All this 
allows us to work with 2n - 1 particle separations, namely 

ai(s) = ai(s)- a2n(s), i = 1, ... '2n- 1, (39) 

ai(t) = ri = ri- r2n· (40) 

Using (15) we find that the quantities ai(s) satisfy 2n- 1 (vector-valued) 
differential equations which involve the differences of velocities v ( ai ( s), s)­
v(a2n(s), s). The statistical properties of the solutions remain unchanged 
if we subtract a2n(s) from all the space arguments. We thus obtain the 
following Lagrangian equations of motion for the 2n-1 particle separations: 

(41) 

(42) 

(43) 

For numerical purposes (41) is discretized in time using the standard 
Euler-Ito scheme of order one half [24] 

(44) 

where b..s is the time step and the Vi's and the Wi's (i = 1, ... , 2n- 1) 
are d-dimensional Gaussian random vectors chosen independently of each 
other and independently at each time step and having the appropriate 
correlations, which are calculated from (5) and (26), namely 

(Vi,a Vj,,B} = 
Da,a(ai) + Da,a(aj)- Da,a(ai- aj) , 

(Wi,a Wj,,B} = (1 + c5ij)c5a,a, 

where Da,a(r) is defined in (27). 

(45) 

(46) 

To actually generate these Gaussian random variables, we use the sym­
metry and positive definite character of covariance matrices like (45) and 
(46). Indeed, any such matrix can be factorized as a product (taking Vas 
an example) [26] 

(V ® v} = cc7 , (47) 

where£, is a nonsingular lower triangular matrix and £7 is its transpose. £, 
can be computed explicitly using the Cholesky decomposition method [26], 
an efficient algorithm to compute the triangular factors of positive definite 
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matrices. It nevertheless takes 0([(2n- 1)d)3 /3) flops to get C from (V®V) 
and this is the most time-consuming operation at each time step. Once C 
is obtained, a suitable set of variables V can be obtained by applying the 
linear transformation 

V=CN (48) 

to a set of independent unit-variance Gaussian random variables M,o: com­
ing from a standard Gaussian random number generator, that is with 
(Ni,o: Nj,fJ) = Oij OafJ. The resulting variables (Vdo: then have the required 
covariances. 

From the ai(s )'s we obtain the quantities Tij(L) for all the desired values 
of the integral scale L, typically, a geometric progression up to the maxi­
mum value Lmax· The easiest way to evaluate S2n(r; L) is to evolve simulta­
neously the n + 1 configurations corresponding to p = 0, ... , n, stopping the 
current realization when all inter-particle distances in all configurations are 
larger than some appropriate large-scale threshold Lth, to which we shall 
come back. The various moments appearing in the structure functions are 
then calculated using expression such as (38) in which the (v, w)-averaging 
is done by the Monte-Carlo method, that is over a suitably large number 
of realizations. We note that the expressions for the structure functions of 
order higher than two involve heavy cancellations between the terms cor­
responding to different configurations of particles. For instance, the three 
terms appearing in the expression (34) for the fourth-order function, all 
have dominant contributions scaling as £ 2(2-e) for large L and a first sub­
dominant correction scaling as £ 2-f.. The true non-trivial scaling ex: £(:nom 
emerges only after cancellation of the dominant and first subdominant con­
tributions. For small ~ the dominant contributions are particularly large. 
In the presence of such cancellations, Monte-Carlo averaging is rather dif­
ficult since the relative errors on individual terms decrease only as the 
inverse square root of the number of realizations. In practice, the num­
ber of realizations is increased until clean non-spurious scaling emerges. In 
three dimensions, for S4(r; L), between one and several millions realiza­
tions (depending on the value of ~) are required. In two dimensions even 
more realizations are needed. For example, to achieve comparable quality 
of scaling for ~ = 0. 75, in three dimensions 4 x 106 realizations are needed 
but 14 x 106 are needed in two dimensions. 

Now, some comments on the choice of parameters. 
The threshold Lth must be taken sufficiently large compared to largest 

integral scale of interest Lmax to ensure that the probability of returning 
within Lmax from Lth is negligible. But choosing an excessively large Lth is 
too demanding in computer resources. In practice, the choice of Lth depends 
both on the space dimension and on how far one is from the limit ~ = 0. 
In three dimensions, it is enough to take Lth = 10 Lmax· In two dimen-
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sions there is a new difficulty when ~ is small. At ~ = 0 the motion of 
Lagrangian particles and also of separations of pairs of particles is exactly 
two-dimensional Brownian motion. As it is well-known, in two dimensions, 
Brownian motion is recurrent (see, e.g., Ref. [27]). Hence, with probability 
one a pair of particles will eventually achieve arbitrarily small separations. 
As a consequence, at ~ = 0 in two dimensions, the mean square value of (J 

is infinite. For very small positive ~ this mean square saturates but most 
of the contribution comes from scales much larger than the integral scale. 
This forces to choose extremely large values of Lth when ~ is small. In 
practice, for 0.6 ~ ~ ~ 0.9 we take Lth = 4 x 103 Lmax and beyond ~ = 0.9 
we take Lth = 10Lmax· (The range~< 0.6 has not yet been explored.) In 
view of the accuracy of our results, we have verified that the use of larger 
values for Lth does not affect in any significant way the values of the scaling 
exponents. 

The molecular diffusivity "' is chosen in such a way that r is truly in the 
inertial range, namely, we demand (i) that the dissipation scale 'fJ ,...., ,.,l/1;. 
should be much smaller than the separation rand (ii) that the time a pair of 
particle spends with a separation comparable to ry, which is ,...., ry2/"' ,...., ry2-t;. 

should be much smaller than the time needed for this separation to grow 
from r to L, which is ,...., L2-l;. - r 2-( The latter condition becomes very 
stringent when~ is close to 2. 

Finally, the time step b..s is chosen small compared to the diffusion time 
ry2/"' at scale 'fJ • 

6. Results 

We now present results for structure functions up to fourth order. The 
three-dimensional results have already been published in Ref. [10]. The 
two-dimensional results are new. Some results for structure functions of 
order six have been published in Ref. [28] and shall not be repeated here 
(more advanced simulations are in progress). 

A severe test for the Lagrangian method is provided by the second­
order structure function S2(r; L), whose expression is known analytically 
[1]. Its behavior being non-anomalous, a flat scaling in L should be observed. 
The L-dependence of S2, measured by the Lagrangian method, is shown in 
Fig. 1 for ~ = 0.6 and d = 3 (all structure functions are plotted in log-log 
coordinates). The measured slope is 10-3 and the error on the constant is 
3%. (These figures are typical also for other values of~ studied.) We observe 
that, for separation r much larger than the integral scale L, correlations 
between O(r) and 0(0) are very small; hence, the scaling for the second­
order structure function is essentially given by the L-dependence of (02), 
namely L 2-t;.; the transition to the constant-in-L behavior around r = L is 
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Figure 1. 3-D second-order structure function 82 vs L for ~ = 0.6. Separation 
r = 2.7 X 10-2 , diffusivity K = 1.115 X 10-2 , number ofrealizations 4.5 X 106 • 
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Figure 2. 3-D fourth-order structure function 84 vs L for ~ = 0.2. Separation 
r = 2.7 x 10-2 , diffusivity K = 0.247, number of realizations 15 x 106 • 

very sharp, on account of the step function chosen for F. 
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Figure 9. Same as in Fig. 2 for e = 0.9. Parameters: r = 2.7 X 10-2, "' = 4.4 X w-4, 
number of realizations 8 x 106 • 

Figs. 2, 3 and 4 show the £-dependence of the fourth-order structure 
function in three dimensions for~= 0.2, 0.9 and 1.75, respectively. In each 
case the scaling region {which is basically L > r) is indicated by a dashed 
straight line whose slope is the anomaly. Note that, to obtain a similar 
high-quality scaling as shown on these figures, a much larger number of 
realizations is needed for small~; this is required to permit cancellation of 
leading contributions to (34), as explained in Section 5. 

The two-dimensional case, which is numerically more difficult for rea­
sons explained near the end of Section 5, is shown in Figs. 5, 6 and 7 for 
~ = 0.6, 0.9 and 1.75, respectively. Fig. 6 also shows the data obtained for 
various values of the number of realizations. Note that if only 150 x 103 

realizations are used, the anomaly (that is the slope obtained, e.g., by a 
least square fit) is grossly overestimated. 

Fig. 8 shows a plot of the anomaly (:nom vs ~ in both two and three di­
mensions. The error bars {shown in 2-D only for~ :::; 1.1 to avoid crowding) 
are obtained by analyzing the fluctuations of local scaling exponents over 
octave ratios of values for L, a method which tends to overestimate errors. 

Let us now comment on the results. In three dimensions, the error bars 
near~ = 2 are exceedingly small and the data have a good fit (shown as 
dashed line) of the form (:nom = a"{+ lry312 with 'Y = 2 - ~ (the parameters 
are a= 0.06 and b = 1.13). This is compatible with an expansion in powers 
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Figure 4· Same as in Fig. 2 for { = 1. 75. Parameters: r = 2. 7 X 10-2 ' K = 10-9 ' number 
ofrealizations 1.5 x 106 • 
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Figure 5. 2-D fourth-order structure function S4 vs L for { = 0.6. Parameters: 
r = 2.7 X 10-2 , K = 1.1 X 10-2 , number of realizations 5 X 106 • 
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Figure 6. Same as in Fig. 5 for e = 0.9. Parameters are r = 2. 7 X 10-2 ' I( = 4.4 X 10-4• 

To illustrate convergence, various numbers of realizations are shown: (1) 150 x 103 , (2) 
1.5 x 106 , (3) 3.4 x 106 , (4) from 4.8 x 106 to 7 x 106 (several curves superposed). 
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Figure 7. Same as in Fig. 5 for e = 1. 75. Parameters: r = 2. 7 X 10-2 ' I( = 10-9 ' number 
of realizations 2.4 x 106 . 
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Figure 8. The anomaly 2(2- (4 for the fourth-order structure function in two dimensions 
(stars, upper graph) and three dimensions (circles, lower graph) . Error bars in 2-D shown 
only for { ::; 1.1. The dashed line is the three-dimensional linear ansatz prediction (49) . 

of ..;;y [29] in which a term ex: ..;;y is ruled out by the Holder inequality 
(4 ~ 2(2 = 2,. 

Of particular significance is that, when~ is decreased from 2 to 0, the 
anomaly grows at first, achieves a maximum and finally decreases. In three 
dimensions, where small-~ simulations are easier than in two dimensions, we 
have good evidence that the anomaly vanishes for ~ -+ 0 as predicted by the 
perturbation theory of Gaw~dzki and Kupiainen [2], whose leading order 
(,rom = 4~/5 is shown as a dot-dashed straight line on Fig. 8. Note that 
the next-order correction ex: e is known [30] but the convergence properties 
of the (-series are not clear. The "linear ansatz" prediction for the anomaly 
given in Refs. [1, 7], that is 

(:nom= 3(22+ d- ~V8d(2 + (d- (2)2, 

(2 = 2- ~. 

(49) 

(50) 

is consistent with our results only near~ = 1, the point farthest from the 
two limits ~ = 0 and ~ = 2, which both have strongly nonlocal dynamics. 
This suggests a possible relation between deviations from the linear ansatz 
and locality of the interactions [31]. Whether this consistency for ~ = 1 
persists for moments of order higher than four is an open problem. 
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The fact that the anomalies are stronger in two than in three dimensions 
is consistent with their vanishing as d --+ oo [3]. The fact that the maximum 
anomaly occurs for a value of~ smaller in two than in three dimensions can 
be tentatively interpreted as follows. Near~= 0 the dynamics is dominated 
by the nearly ultraviolet-divergent eddy diffusion, whereas near ~ = 2 it is 
dominated by the nearly infrared-divergent stretching. The former increases 
with d, but not the latter. The maximum is achieved when these two effects 
balance. 

7. Concluding remarks 

Compared to Eulerian simulations of the partial differential equation (1) 
our Lagrangian method has various advantages. When calculating moments 
of order 2n we do not require the complete velocity field at each time step 
but only 2n - 1 random vectors, basically, the set of velocity differences 
between the locations of Lagrangian tracer particles which are advected by 
the flow and subject to independent Brownian diffusion. As a consequence 
the complexity of the computation (measured in number of floating point 
operations) grows polynomially rather than exponentially with the dimen­
sion d. Furthermore, working with tracers naturally allows to measure the 
scaling of the structure functions S2n(r; L) vs the integral scale L of the 
forcing. Physically, this means that the injection rate of passive scalar vari­
ance (which equals its dissipation rate) and the separation rare kept fixed 
while the integral scale L is varied. Anomalies, that is discrepancies from 
the scaling exponents which would be predicted by naive dimensional anal­
ysis, are measured here directly through the scaling dependence on L of 
the structure functions. 

Actually, direct Eulerian simulations and the Lagrangian method are 
complementary. Very high-resolution simulations of the sort found in Ref. [5] 
are really not practical in more than two dimensions but do give access to 
the entire Eulerian passive scalar field. Hence, they can and have been 
used to address questions about the geometry of the scalar field and about 
probability distributions. 

Although we have presented here the numerical implementation of the 
Lagrangian method only for the Kraichnan model, it is clear that the gen­
eral strategy presented in Sections 2 and 3 is applicable to a wide class of 
random flows, for example, with a finite correlation time. 

An important aspect of the results obtained for the Kraichnan model 
is that they agree with perturbation theory [2] for e --+ 0. As is now clear 
from theory and simulations, anomalies in the Kraichnan model and other 
passive scalar problems arise from zero modes in the operators governing 
the Eulerian dynamics of n-point correlation functions [2, 3, 32]. It is likely 
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that some form of zero modes is also responsible for anomalous scaling in 
nonlinear turbulence problems. An instance are the "fluxless solutions" to 
Markovian closures based on the Navier-Stokes equations in dimension d 
close to two, which have a power-law spectrum with an exponent depend­
ing continuously on d [33]. Attempts to capture intermittency effects in 
three-dimensional turbulence are being made along similar lines (see, e.g., 
Ref. [34]). The Kraichnan model for passive scalar intermittency puts us 
on a trail to understanding anomalous scaling in turbulence. 
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ANOMALOUS SCALING IN PASSIVE SCALAR ADVECTION 

AND LAGRANGIAN SHAPE DYNAMICS 

ITAI ARAD AND !TAMAR PROCACCIA 
Department of Chemical Physics, The Weizmann Institute of 
Science, Rehovot 76100, Israel 

Abstract. The problem of anomalous scaling in passive scalar advection, 
especially with a-correlated velocity field (the Kraichnan model) has at­
tracted a lot of interest since the exponents can be computed analytically 
in certain limiting cases. In this paper we focus, rather than on the evalu­
ation of the exponents, on elucidating the physical mechanism responsible 
for the anomaly. We show that the anomalous exponents (n stem from 
the Lagrangian dynamics of shapes which characterize configurations of n 
points in space. Using the shape-to-shape transition probability, we define 
an operator whose eigenvalues determine the anomalous exponents for all 
n, in all the sectors of the S0(3) symmetry group. 

1. Introduction 

In the lecture at the IUTAM symposium the work of our group on the 
consequences of anisotropy on the universal statistics of turbulence has 
been reviewed. This material is available in print, and the interested reader 
can find it in [1, 2, 3, 4, 5, 6]. A short review is available in the proceedings of 
"Dynamics Days Asia" [7]. In this paper we review some recent work aimed 
at understanding the physical mechanism responsible for the anomalous 
exponents that characterize the statistics of passive scalars advected by 
turbulent velocity fields. We will consider isotropic advecting velocity fields, 
but will allow anisotropy in the forcing of the passive scalar. In such case 
the statistical objects like structure functions and correlation functions are 
not isotropic. Instead, they are composed of an isotropic and non-isotropic 
parts. We overcome this complication by characterizing these functions in 
terms of the S0(3) irreducible representations. Any such function can be 
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written as a linear combination of parts which belong to a given irreducible 
representation of 80(3). We will show that each part is characterized by 
a set of universal scaling exponents. The weight of each part however will 
turn out to be non-universal, set by the boundary conditions. 

The S0(3) classification will appear to be natural once we focus on 
the physics of Lagrangian trajectories in the flow. We will see that one 
can offer a satisfactory understanding of the physics of anomalous scaling 
by connecting the the statistics of the passive scalar to the Lagrangian 
trajectories. This connection provides a very clear understanding of the 
physical origin of the anomalous exponents, relating them to the dynamics 
in the space of shapes of groups of Lagrangian particles. 

2. The Kraichnan Model of Passive Scalar Advection 

The model of passive scalar advection with rapidly decorrelating velocity 
field was introduced by R.H. Kraichnan [8] already in 1968. In recent years 
[9, 10, 11, 12, 13, 14] it was shown to be a fruitful case model for under­
standing multiscaling in the statistical description of turbulent fields. The 
basic dynamical equation in this model is for a scalar field T( r, t) ad vected 
by a random velocity field u(r,t): 

[8t- '"'o \72 + u(r, t) · \7]T(r, t) = J(r, t) . (1) 

In this equation J( r, t) is the forcing and ,.,;0 is the molecular diffusivity. 
In Kraichnan 's model the ad vecting field u( r, t) as well as the forcing field 
J(r, t) are taken to be Gaussian, time and space homogeneous, and delta­
correlated in time: 

where the "eddy-diffusivity" tensor ho:f3( r) is defined by 

Here TJ and A are the inner and outer scale for the velocity fields, and the 
coefficients are chosen such that 8o:ho:f3 = 0. The averaging ( ... )u is done 
with respect to the realizations of the velocity field. 

The forcing f is also taken white in time and Gaussian: 

(f(r,t)f(r',t')) 1 = 3(r- r')6(t- t'). (4) 

Here the average is done with respect to realizations of the forcing. The 
forcing is taken to act only on the large scales, of the order of L (with a 
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compact support in Fourier space). This means that the function 3(r) is 
nearly constant for r ~ L but is decaying rapidly for r > L. 

From the point of view of the statistical theory one is interested mostly 
in the scaling exponents characterizing the structure functions 

(5) 

For isotropic forcing one expects S2n to depend only on the distance R = 
lr1 - r2l such that in the scaling regime 

(6) 

In this equation we introduced the "normal" (n(2) and the anomalous (82n) 
parts of the scaling exponents (2n = n(2-82n· The first part can be obtained 
from dimensional considerations, but the anomalous part cannot be guessed 
from simple arguments. 

When the forcing is anisotropic, the structure functions depend on the 
vector distance R = r 1 - r 2. In this case we can represent them in terms 
of spherical harmonics, 

S2n(R) = L at,m(R)"Yt,m(R) , (7) 
l,m 

where R = R/ R. This is a case in which the statistical object is a scalar 
function of one vector, and the appropriate irreducible representation of the 
S0(3) symmetry group are obvious. We are going to explain in the next 
section that the coefficients at,m( R) are expected to scale with a universal 

leading scaling exponent d~. The exponent will turn out to be f dependent 
but not m dependent. 

Theoretically it is natural to consider correlation functions rather than 
structure functions. The 2n-order correlation functions are defined as 

(8) 

For separations Tij __. 0 the correlation functions converges to (T2n), whereas 
for Tij __. L decorrelation leads to convergence to (T)';J,,1. For all Tij ~ 

O(r) ~ L one expects a behaviour according to 

where F2n is a scaling function depending on Ti which denote a set of 
dimensionless coordinates describing the configuration of the 2n points. 



178 

The exponents and scaling functions are expected to be universal, but not 
the c coefficients, which depend on the details of forcing. 

It has been shown [11] that the anomalous exponents ( 2n can be ob­
tained by solving for the zero modes of the exact differential equations 
which are satisfied by F2n. The equations for the zero modes read 

(10) 

A 2 A A 

The operator B2n = Li;j Bij, and Bij are defined by 

Bij = B( Ti, Tj) = hcx/3( Ti- Tj )fP j8rf8rJ . (11) 

3. Lagrangian Trajectories, Correlation Functions and 
Shape Dynamics 

An elegant approach to the correlation functions is furnished by Lagrangian 
dynamics [7, 15, 16, 17, 18]. In this formalism one recognizes that the actual 
value of the scalar at position r at time t is determined by the action of 
the forcing along the Lagrangian trajectory from t = -oo tot: 

i to 
T( ro, to) = -oo dt (!( r( t), t))17 , (12) 

with the trajectory r( t) obeying 

r(to) ro , 

u(r(t),t) + ~TJ(t), (13) 

and TJ is a vector of zero-mean independent Gaussian white random vari­
ables, ( rycx(t)r/(t')) = 6cxf36(t- t'). With this in mind, we can rewrite F2n 

by substituting each factor of T(ri) by its representation (12). Performing 
the averages over the random forces, we end up with 

(14) 

(15) 

To understand the averaging procedure recall that each of the trajecto­
ries ri obeys an equation of the form (13), where u as well as { TJi}[~1 are 
independent stochastic variables whose correlations are given above. Alter­
natively, we refer the reader to section II of [18], where the above analysis 
is carried out in detail. 
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In considering Lagrangian trajectories of groups of particles, we should 
note that every initial configuration is characterized by a center of mass, 
say R, a scales (say the radius of gyration of the cluster of particles) and 
a shape Z. In "shape" we mean here all the degrees of freedom other than 
the scale and R: as many angles as are needed to fully determine a shape, 
in addition to the Euler angles that fix the shape orientation with respect 
to a chosen frame of coordinates. Thus a group of 2n positions {ri} will be 
sometime denoted below as { R, s, Z}. 

One component in the evolution of an initial configuration is a rescaling 
of all the distances which increase on the average like tl/(2 ; this rescaling is 
analogous to Richardson diffusion. The exponent (2 which determines the 
scale increase is also the characteristic exponent of the second order struc­
ture function [8]. This has been related to the exponent~ of (3) according 
to (2 = 2 - ~· After factoring out this overall expansion we are left with 
a normalized 'shape'. It is the evolution of this shape that determines the 
anomalous exponents. 

Consider a final shape Zo with an overall scale so which is realized at 
t = 0. This shape has evolved during negative times. We fix a scale s > so 
and examine the shape when the configuration reaches the scale s for the 
last time before reaching the scale s0 • Since the trajectories are random 
the shape Z which is realized at this time is taken from a distribution 
1(Z; Z 0 , s----> s0). As long as the advecting velocity field is scale invariant, 
this distribution can depend only on the ratio sf so. 
Next, we use the shape-to-shape transition probability to define an operator 
"f(sfso) on the space of functions 'li(Z) according to 

[i'(s/so)'li](Zo) = j dZ1(Z; Zo,s----> so)'li(Z) {16) 

We will be interested in the eigenfunction and eigenvalues of this operator. 
This operator has two important properties. First, for an isotropic statistics 
of the velocity field the operator is isotropic. This means that this operator 
commutes with all rotation operators on the space of functions 'li(Z). In 
other words, if (his the rotation operator that takes the function 'li(Z) to 
the new function 'li(A -l Z), then 

(17) 

This property follows from the obvious symmetry of the Kernel1(Z; Z 0 , s----> 
s0 ) to rotating Z and Z 0 simultaneously. Accordingly the eigenfunctions 
of i' can be classified according to the irreducible representations of S0(3) 
symmetry group. We will denote these eigenfunctions as Bqlm(Z). Here 
f = 0, 1, 2, ... , m = -f, -e + 1, ... f and q stands for a running index if 
there is more than one representation with the same £, m. The fact that 
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the Bqtm(Z) are classified according to the irreducible representations of 
S0(3) in manifested in the action of the rotation operators upon them: 

OABqtm = L D~~m(A)Bqtm' (18) 
m' 

where D~~m(A) is the S0(3) f X f irreducible matrix representation. 
The second important property of i follows from the 6-correlation in 

time of the velocity field. Physically this means that the future trajectories 
of n particles are statistically independent of their trajectories in the past. 
Mathematically, it implies for the kernel that 

(19) 
and in turn, for the operator, that 

i(sfso) = i(sjsi)i(sJ/so) . (20) 

Accordingly, by a successive application of i( s / s0 ) to an arbitrary eigen­
function, we get that the eigenvalues of i have to be of the form aq,t = 

( ( q,() 
(sf so) 2n : 

s ((q,i) J 
(-) 2 n Bqem(Zo) = dZ"f(Z; Zo, s- so)Bqem(Z) 

so 
(21) 

Notice that the eigenvalues are not a function of m. This follows from 
Schur's lemmas [19), but can be also explained from the fact that the rota­
tion operator mixes the different m's (18): Take an eigenfunction Bqem(Z), 
and act on it once with the operator OAi(s/so) and once with the operator 
i(sjs0 )0A. By virtue of (17) we should get that same result, but this is 
only possible if all the eigenfunctions with the same f and the same q share 
the same eigenvalue. 

To proceed we want to introduce into the averaging process in (15) by 
averaging over Lagrangian trajectories of the 2n particles. This will allow 
us to connect the shape dynamics to the statistical objects. To this aim 
consider any set of Lagrangian trajectories that started at t = -oo and end 
up at time t = 0 in a configuration characterized by a scale s0 and center 
of mass R 0 = 0. A full measure of these have evolved through the scale L 
or larger. Accordingly they must have passed, during their evolution from 
time t = - oo through a configuration of scale s > s0 at least once. Denote 
now 

J.l2n(t,R,Z;s- so,Zo)dtdRdZ (22) 
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as the probability that this set of 2n trajectories crossed the scale s for the 
last time before reaching s0 , Z 0 , between t and t+ dt, with a center of mass 
between R and R + dR and with a shape between Z and Z + dZ. 

In terms of this probability we can rewrite Eq.(15) (displaying, for clar-
ity, Ro = 0 and t = 0) as 

F2n(Ro = 0, so, Zo, t = 0) = j dZ L: dt j dR P.2n(t, R, Z; s--+ so, Zo) 

X < ]_0
00 

dt1 · · · dtn [:=:(rt(tt)- r2(tt)) · · ·3(r2n-t(tn)- r2n(tn)) 

+ perms ]l(s;R,Z,t) >u,"'; . (23) 

The meaning of the conditional averaging is an averaging over all the re­
alizations of the velocity field and the random "'i for which Lagrangian 
trajectories that ended up at time t = 0 in R = 0, so, Zo passed through 
R, s, Z at timet. 

Next, the time integrations in Eq.(23) are split to the interval [-oo, t] 
and [t, 0] giving rise to 2n different contributions: 

]_too dt1 · · · j~= dtn + 1° dt1 j~oo dt2 ···]_too dtn +... (24) 

Consider first the contribution with n integrals in the domain [ -oo, t]. It 
follows from the delta-correlation in time of the velocity field, that we can 
write 

< [= dt1 · · · dtn [:=:(rt(tt)- r;(tt)) · · · 3(r2n-t(tn)- r2n(tn)) 

+ perms) l(s; R, Z, t) >u,11, 

< j_t= dt1 · · · dtn [:=:(rt(tt)- r2(tt)) · · ·3(r2n-l(tn)- r2n(tn)) 

+ perms ] >u,"'; 
= F2n(R, s, Z, t) = F2n(s, Z) . (25) 

The last equality follows from translational invariance in space-time. Ac­
cordingly the contribution with n integrals in the domain [-oo,t] can be 
written as 

j dZF2n(s, Z) j_o= dt j dR P.2n(t, R, Z; s--+ so, Zo) . (26) 

We identify the shape-to-shape transition probability: 

"Y(Z; Zo, s --+so) = j_0
00 

dt j dR /12n(t, R, Z; s--+ so, Zo) . (27) 
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Finally, putting all this added wisdom back in Eq.(23) we end up with 

F2n(so, Zo) =I+ J dZ1(Z; Zo, s---+ so)F2n(s, Z). (28) 

Here I represents all the contributions with one or more time integrals in 
the domain [t, 0]. The key point now is that only the term with n inte­
grals in the domain [ -oo, t] contains information about the evolution of 2n 
Lagrangian trajectories that probed the forcing scale L. Accordingly, the 
term denoted by I cannot contain information about the leading anomalous 
scaling exponent belonging to F2n, but only of lower order exponents. The 
anomalous scaling dependence of the LHS of Eq.(28) has to cancel against 
the integral containing F2n without the intervention of I. 

Representing now 

F2n( so, Zo) L aq,lm(so)Bq(m(Zo) , 
q(m 

F2n(s, Z) L aq,lm(s)Bq(m(Z), 
q(m 

I L Iq(mBqtm(Zo) (29) 
q(m 

and substituting on both sides of Eq.(28) and using Eq.(21) we find, due 
to the linear independence of the eigenfunctions Bq(m 

c< q,!) 

aq,lm(so) = Iq(m + Cso) 2
n aq,lm(s) (30) 

To leading order the contribution of Iq(m is neglected, leading to the conclu­
sion that the spectrum of anomalous exponents of the correlation functions 
is determined by the eigenvalues of the shape-to-shape transition probability 
operator. Calculations show that the leading exponent in the isotropic sec­
tor is always smaller than the leading exponents in all other sectors. This 
gap between the leading exponent in the isotropic sector to the rest of the 
exponents determines the rate of decay of anisotropy upon decreasing the 
scale of observation. 

4. Concluding remarks 

The derivation presented above has used explicitly the properties of the 
advecting field, in particular the 8-correlation in time. Accordingly it can­
not be immediately generalized to more generic situations in which there 
exist time correlations. Nevertheless we find it pleasing that at least in the 
present case we can trace the physical origin of the exponents anomaly, and 
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connect it to the underlying dynamics. In more generic cases the mecha­
nisms may be more complicated, but one should still keep the lesson in 
mind - higher order correlation functions depend on many coordinates, and 
these define a configuration in space. The scaling properties of such func­
tions may very well depend on how such configurations are reached by the 
dynamics. Focusing on static objects like structure functions of one vari­
able may be insufficient for the understanding of the physics of anomalous 
scaling. 
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CORRELATION BETWEEN ENERGY AND TEMPERATURE 

DISSIPATION RATES IN TURBULENT FLOWS 

Abstract. 

R. A. ANTONIA, T. ZHOU AND G. XU 
Department of Mechanical Engineering, 
University of Newcastle, N.S. W., 2308, Australia 

The correlation coefficient p between the locally averaged energy and 
temperature dissipation rates, E and Eo respectively, is studied using mea­
surements in a plane wake, decaying grid turbulence and a round jet. In 
the first two flows, E and Eo are approximated by quantities, denoted by Eap 

and Eoap respectively, derived from measurements using a probe comprising 
a combination of 4 hot wires and 2 cold wires. In contrast to the wake, the 
magnitude of p in grid turbulence calculated using Eap and EOap are com­
parable to those obtained using Eiso and EOiso' the isotropic counterparts of 
E and Eo. In a particular flow, p decreases both with increasing wire sep­
aration and as the Taylor microscale Reynolds number R>. increases. The 
major effect on p appears to be associated with R>. although a possible 
dependence of p on the flow type cannot be discounted. 

1. Introduction 

By analogy to the refined similarity hypothesis (RSH) proposed by Kol­
mogorov (1962) and Obukhov (1962) for the turbulent velocity field, the 
RSH for a passive scalar (RSHP) states that the nth_order moment of the 
temperature increment MJ = 0( x + r) - 0( x) between two points separated 
by a distance r may be expressed as (e.g. Korchaskin, 1970; VanAtta, 1971; 
Antonia and Van Atta, 1975; Stolovitzky et al., 1995; Zhu et al., 1995) 

((60t)""' {E;! 2 E-;n16)rnf3 ""' r(o(n) , (1) 

when the separation r is in the inertial range (IR), i.e. 'f/ ~ r ~ L, where 

'f/ = (v3j(E))1/4 is the Kolmogorov length scale, Lis the integral length 
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scale, v is the kinematic viscosity of the fluid, (E) is the mean energy dis­
sipation rate, Er and Eor represent the locally averaged dissipation rates of 
turbulent energy and temperature variance, (o( n) is the IR scaling expo-

nent of ( ( b'O)n). Clearly, the correlation between €;! 2 and E;n/G is important 
to the scaling of ( ( b'O)n) in RSHP. 

VanAtta (1971) assumed that the probability density functions (pdfs) 
of Er and Eor for IR scales are lognormally distributed and their joint pdf is 
bivariate lognormal with a correlation coefficient p defined as 

((a- (a))(,6- (,6))) 
p = ' 

aoJ!(3 
(2) 

where a and ,6 represent ln Er and ln Eor respectively, a 01 and af3 are the 
standard deviations of a and ,6. With this assumption, the scaling ex­
ponent (o( n) is related directly to p (e.g. Antonia and Van Atta, 1975; 
Meneveau et al., 1990). The correlation between Er and Eor is therefore 
important in terms of quantifying the scaling of ( ( b'O)n), and perhaps in 
a more physical sense, ascertaining the interdependence between the two 
dissipative fields through their relation to the vortical structure of the flow. 
Van Atta (1971) argued that p should vary only weakly with r across the 
IR. Previous experimental results obtained by simply approximating E and 
Eo with Eiso = 15v( 8uj 8x )2 and E(Jiso = 3K-( 80/ 8x )2 , where "' is the thermal 
diffusivity of the fluid, have yielded apparently disparate values for p in 
different flows (e.g. Antonia and Van Atta, 1975; Antonia and Chambers, 
1980; Meneveau et al., 1990). However, the validity of Eiso and Eoiso as sur­
rogates for E and Eo has been questioned. The magnitude of p may depend 
on a number of factors, e.g. the Reynolds number, the separation between 
the hot and cold wires as well as the type of approximation used for E and 
Eo. Meneveau et al. (1990) noted that the apparent discrepancy of p may 
be due to the influence of the hot wire on the cold wire signal; this effect 
may be significant in a turbulent jet because of the large turbulent inten­
sity of this flow. However, this explanation may not be adequate, especially 
when the separation between the hot and cold wires is sufficient to avoid 
any interference from the hot wire signal. The main aim of this paper is to 
quantify the dependence between Er and Eor, using measurements in a plane 
wake, decaying grid turbulence and a round jet. The dependence of p on 
different approximations to E and Eo is studied in the first two flows. In the 
round jet, parallel single hot and cold wires provide "isotropic" estimates 
for E and E(J; the wires are mounted on separated traversing mechanisms. 
The separation between the wires is varied in order to assess its influence 
on p. The dependence of p on the Taylor microscale Reynolds number R;.. 
(= (u2 ) 1/ 2 >..jv, where>..= (u2 ) 1/ 2 j(u~ 1 ) 1/ 2 is the Taylor microscale) is also 
examined in the jet (R;.. = 386- 550)'. 
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2. Experimental Details 

Three types of flows: grid turbulence, a cylinder wake and a circular jet are 
investigated. Grid turbulence is generated by a square mesh (M = 24.76 
mm) grid, located at the entrance of the test section. A screen, located at 
a distance xo = 1.5M downstream of the grid, introduces heat into the 
flow. The measurements are made at xjM = 40. The wake is generated 
by an aluminium circular cylinder with a diameter d = 6.35 mm. The 
measurement location is x / d = 240, i.e. in the self-preserving region. Details 
of the probe and its performance check can be found in Zhou and Antonia 
(1999). 

The jet which issues from an axisymmetric nozzle of diameter d = 55 
mm, is supplied by a variable centrifugal blower. The air is heated by an 
electrical fan heater located at the blower entrance. The measurement loca­
tion is at xfd = 40, where the flow is approximately self-preserving. Details 
of the jet facility can be found in Xu (1999). 

3. Experimental Results and Discussions 

3.1. DEPENDENCE OF p ON THE APPROXIMATIONS TO f AND Ee 

In the present wake and grid experiments, the true values off and Eo are not 
measured. The six-wire probe allows three of the nine velocity derivatives 
which feature in f and two of the three temperature derivatives which ap­
pear in Eo to be measured. Approximations to E and Eo can then be obtained 
using isotropy and continuity (Zhou and Antonia, 1999) 

[ ( {)u) 2 
( {)u) 2 

( {)v ) 2 
( {)u) ( {)v ) l 

Eap ~ 1/ 6 8x + 3 {)y + 2 8x + 2 {)y {)x (3) 

and 

(4) 

The validity of Eqs. (3) and (4) has been checked extensively in grid tur­
bulence (Zhou and Antonia, 1999). The values of p can then be quantified 
using different approximations forE and Eo, for example ( Eap, Eoap) or (Eisa, 

Eoisa)- It has been shown (Zhou and Antonia, 1999) that, for grid turbu­
lence, important differences exist between the statistics of either Eap and 
Eisa or EOap a.nd EOisa· Since Eap and Eoap represent E and Eo more reliably than 
Eisa and Eoisa• the correlation coefficient p based on ( Eap, Eoap) may be differ­
ent from that based on (Eisa, Eoisa)- The values of p calculated using either 
( Eap, Eoap) or (Eisa, EOisa) in grid and wake turbulence are shown in Figure 1 
(hereafter, the asterisk represents normalization by the Kolmogorov length 
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scale 1J). For grid turbulence (R>. = 52), the values of p, obtained either 
with (fap, fBap) or (£i80 , fBiso), agree quite well in the scaling range. They 
increase steadily and reach a maximum at the centre of this range with a 
magnitude of about 0.1, indicating that (f i so• £Biso) seems to represent (£, 
£e) well enough for the purpose of evaluating p. This value is in close agree­
ment with that reported by Mydlarski and Warhaft (1999) at R>. = 582 for 
turbulence generated by an active grid; apparently suggesting that p is ap­
proximately independent of R>., at least in decreasing shearless turbulence. 
For forced box turbulence, the DNS data of Wang et al. (1999) indicated 
that p increases slightly with R>, . For the plane wake (R>. = 40), however, 
the magnitude of p, obtained using ( fap• fBap), is about 20% larger in the 
scaling range than when ( fiso, fBiso) is used. This suggests that, for this 
flow, the isotropic surrogates ( f i so , fBi so) cannot represent ( f, fB) as reliably 
as in the grid flow . The magnitude of pin the wake is about twice as large 
as that in the grid . The different behaviours of (fap,f8ap) and (fiso,fBi so) in 
the wake and grid flows may reflect the influence of the mean shear and of 
the structural organization in the wake. They may also indicate that local 
isotropy is better satisfied in grid turbulence than in the turbulent wake. 

0.20 

p 
0.10 

0.05 

Figure 1. Comparison of estimates of p obtained using different approximations to c 
and {(J . Wake: 0, (tap,fOap) i 'i/, (ta so,fo .. o)· Grid: • • (tap,fOap)i ~ . (fiso ,fiJi so)· 

3.2. DEPENDENCE OF p ON WIRE SEPARATION s• 

Intuitively, one may expect p to increase as the separation between the hot 
and cold wires decreases. Too small a separation may result in the hot wire 
contaminating the cold wire signal. Values of p for different separations 
(s* = 2 - 11) are presented in Figure 2a for the jet (R>. = 550). The 
dependence of p on s* is evident even though it is not as significant as 
one might have expected. For example, when s* decreases from 11 to 2, p 
increases by only 10%. Using different combinations of single hot and cold 
wires, p was evaluated for two different separations in the two flows (Figure 
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Figure 2. Dependence of p on the wire separation. (a) jet: ., s• = 2; 0, 5.2; 6., 8.6; *• 
11. (b) grid: 0, s• = 1; ., 7. wake: *• s• = 0.4; 6., 3 . 
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Figure 9. Dependence of p on R>. in the jet and comparison with other data. Present 
jet: 6., R>. = 386; *• 410; 'V, 550. Present grid: o, 52. Meneveau et al.: 0, 160. Antonia 
and Van Atta: e. 240. 

2b ). For grid turbulence, when s* increases from 1 to 7, p decreases by about 
20% across the scaling range; for the wake, p decreases by about 6% when s* 
increases from 0.4 to 3, in qualitative agreement with the results of Figure 
2a. 

3.3. DEPENDENCE OF p ON R>. 

To gain some insight into the R>. dependence of p, measurements are made 
on the jet axis for three values of R>. over the range 386 ~ R>. ~ 550. 
The results are shown in Figure 3 together with the values from Antonia 
and Van Atta (1975) for R>. = 240 in a co-flowing jet. The magnitude 
of p increases approximately linearly with ln r* in the scaling range, but 
decreases significantly with the increase of R>.. The influence of R>. on p is 
much larger than that of s* (Figure 2). The smaller values of pin the grid 
flow (R>. =52) than in the wake (R>. = 160) of Meneveau et al. (1990) and 
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in the jet flows suggest that p may vary from flow to flow. 

4. Conclusions 

The present values of the correlation coefficient p and those reported previ­
ously show apparently large discrepancies. While different approximations 
to £ and £8 may influence the magnitude of p in shear flows, the magnitude 
of p is only reduced slightly when fiso and fBiso are used in grid turbulence. 
The separation s* between hot and cold wires has been found to affect p 
slightly. Neither of the previous effects can account for the above discrep­
ancies. However, the evidence of Figure 3 indicates that the effect of R>. 
cannot be ignored. Further, the possibility that p can depend on the nature 
of the flow or initial conditions cannot be dismissed. The dependencies of p 
on R>. and flow type indicate that, with the assumption made by Van Atta 
(1971), the scaling exponents of ((oO)n) should also reflect a dependence on 
both R>. and the nature of the flow. 
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1. Introduction 

It is well known that the characteristics of the diffusion field of a scalar 
quantity like the concentration of matter and temperature in turbulent 
flow are remarkably different from ones in laminar flow. This fact is very 
important and interesting not only in fluid mechanics as a typical nature 
of turbulence, but also in engineering (e.g., mixing problems with chemical 
reactions). A lot of theoretical and experimental studies have been done in 
the past, and in recent years, numerical studies have been extensively made 
with the development of computer systems. 

In this study, a new Lagrangian numerical scheme to calculate scalar 
fluctuation fields by a non-buoyant plume in grid-generated turbulence has 
been developed. The Lagrangian velocities of fluid particles are simulated 
by a summation of unsteady random Fourier modes[l, 2). The previous ran­
dom Fourier modes methods developed by Fung et al.[2) is only useful to 
simulate the non-decaying homogeneous isotropic turbulence. So, firstly we 
improved their random Fourier modes method to simulate the downstream 
decaying turbulence. Next, the two-particle backward diffusion technique[4) 
was applied to calculate the scalar statistics up to the second order mo-
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ments of scalar probability density function. The simulations of two types 
of scalar fluctuation fields (a point source plume of dye solution and a line 
source thermal plume) have been performed, and the simulation results are 
compared with the experimental results. 

2. The outline of the model 

2.1. RANDOM FOURJER MODES METHOD 

The details of the random Fourier modes method are shown in references[!, 
2]. Here the outline of the method and only the improved points are shown. 
The velocity vector u is represented as a Fourier series in the limits N, 

N 

u(x, t) =~)(an X kn) cos(kn·X- Wnt) + (bn X kn) sin(kn·X- Wnt)], (1) 
n=l 

where k is a wavenumber vector, w is an angular frequency. Subscript n 
shows a value concerned with the nth Fourier mode, k is a unit vector which 
has the same direction ask, kn = kn/lknl· an, bn, kn are chosen indepen­
dently with each other, and these vectors are also independent upon the 
position :z:, then u is satisfied with the continuity condition automatically. 
kn are decided so that their directions are distributed isotropically. an and 
bn are three-dimensional random vectors which have zero average and have 
the distribution of the mean square value expressed as 

lanl 2 = lbnl2 = 3 {kn+l E(k)dk, 
}kn 

(2) 

where k = lkl. The overlines show the ensemble average. E(k) is an arbitrar­
ily prescribed three-dimensional energy spectrum. The angular frequencies 
Wn in Eq.(l) determine the unsteadiness associated with the nth Fourier 
mode, which is modeled here by Wn = kn ·vn, where 

21kn+l 
v~ = 3" E(k)dk. 

kn 
(3) 

The present distribution of wave numbers kn is on algebraic progression 
(Vassilicos et al.[3]) 

k _ k n(n- 1) 2 (kN- ki) 
n- 1 + 2 . N (N- 1). (4) 

With regard to the energy spectrum, we chose one for the low Reynolds 
number turbulence proposed by Kraichnan [1] 

(5) 
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where u' is a r.m.s. value of one component of velocity fluctuation u, ko is 
a wave number that the spectrum shows a peak, which is given by ko = 

..)2; j L E, and L E is the integral length scale of the Eulerian velocity field. 
The grid-generated turbulence is not homogeneous, and the intensity 

of the turbulence decreases and the length scale increase in the down­
stream direction from the grid. So, in order to simulate the downstream 
decaying turbulence like the grid-generated turbulence, we need incorpo­
rate the spatial variation of the turbulence intensity and length scale into 
the model. Fortunately, the Kraichnan's energy spectrum(Eq.(5)) contains 
these parameters in the simple form. By using this energy spectrum, the 
downstream decaying turbulence can be easily modeled by adjusting only 
two parameters , i.e. u' and LE. 

The positions of particles x(t) are calculated by the following equations, 

x(t + L1t) = x(t) + v(x(t), t)L\t + J2~L\tx, (6) 

where ~ is a moleculer diffusion coefficient, X is a normalized white noise 
vector. We should note that the influence of molecule diffusion is considered 
in the last term of Eq.(6). 

2.2. TWO-PARTICLE MODEL 

The statistics of the scalar field are calculated by tracking the fluid particles 
that transport the scalar quantity. The mean scalar value r at the position 
x and time t is calculated by the following equation, 

r(x, t) =I Pl(x', 0; x, t)s(x')dx1, (7) 

where P 1 is the transition probability density function[4], s(x) is a function 
of the scalar source distribution. P1 ( x', t'; x, t) means the probability den­
sity that the particle reaches x' at time t' on the condition that it existed 
in the position x at time t. We also consider another transition probability 
density function P.2(x'(1) x'(2) t'· x(l) x(2) t) for the two particles where 

' ' ' ' ' ' the superscripts (1) and (2) show the quantity concerned with particles 1 
and 2. P2 is the probability density that the particles arrive at the position 
x(lY and x(2)' at timet' on the condition that these existed at the position 
x(l) and x(2) at time t. The mean square value of the scalar fluctuation 
(''?) is similarly given by the following equation with P 2 , 
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Figure 1. Downstream variation of r and "(1 on plume centerline for the continuous 
point source. 

3. Simulation results 

As the targets of the simulation, two kinds of scalar diffusion fields are cho­
sen, i.e. one is the concentration field of dye solution from the continuous 
point source in grid-generated turbulence by Nakamura et aL[5], and an­
other is the thermal diffusion field from the heated wire in grid-generated 
turbulence by Stapountzis et al.[6]. 

In both case, the number of simulation trials is 10000. The turbulent 
velocity fluctuation, integral length scale and time scale which are necessary 
to make the simulation are determined on the basis of the experimental data 
in references[5, 6] 

Figure 1 presents the downstream variations of the mean concentration 
r and r.m.s. value "(1 of the concentration fluctuation on the plume cen­
terline in case of the continuous point source. r and "(1 are normalized by 
the injection concentration r i. The abscissa shows the distance x from the 
source, and it is normalized by the grid size M. In the figure, "Sim" shows 
the simulation results by the model suggested in this study, and "Exp" 
shows the experimental results by Nakamura et al.[5]. The simulation re­
sults of the both r and "(1 give good agreements with experimental data. 

Figure 2 and Figure 3 show the radial distributions of the mean con­
centration r and the r.m.s. value of the concentration fluctuation 'Y' in 
case of the continuous point source, respectively. In these figures, the ab­
scissa represents the distance from the centerline z, and it is normalized 
by the half width br of the mean concentration distribution. The ordinate 
is normalized by the value on the plume centerline f(O) or 'Y'(O). For the 
mean concentration, the simulation results obey well the Gaussian curve 
r(z)/r(O) = exp ( -(ln2)e), ~ = z/br which is shown as a "Gaussian" in 
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Figure 2. Normalized mean concentration against cross-stream distance for the contin­
uous point source. 
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Figure 3. Normalized r.m.s. value of the concentration fluctuation against cross-stream 
distance for the continuous point source. 

the figure. This Gaussian curve is known to be a good approximation of 
the distribution of experimental data. With regard to the r.m.s. value of 
concentration fluctuation, the simulated distribution agrees well with the 
experimental results shown as "Exp" . 

With regard to the line source thermal plume, it was found that the 
model predictions of r and 'Y' are consistent with the experimental results. 
However, in the near region of the source, we observed some deviation 
between the simulation and experimental results of 'Y' (Figure 4) . This 
deviation may be caused by the "meandering effect" but the modeling of 
this meandering effect is a difficult task at present, so we remains this work 
in the future. 
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Figure 4. Radial profile of the r .m.s. value of the temperature fluctuation for the line 
source thermal plume. 

4. Concluding remarks 

In this research, a random Fourier modes method has been improved to 
simulate the downstream decaying turbulence. The Lagrangian velocities 
of fluid particles ware calculated with this improved random Fourier modes 
method, and the diffusion fields were simulated by the two-particle diffusion 
model in cases of a continuous point source and a continuous line source in 
the grid-gernerated turbulence. The predictions of the mean and fluctuation 
r.m.s. values are on the whole consistent with the experimental data. So we 
conclude that the present scheme is useful to simulate the scalar fluctuation 
fields in the decaying turbulence. 
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Vortical structure and its dynamics in turbulence arc investigated by 

the usc of the low-pressure vortex. The double spiral structure of cross-axial 
vorticity is formed around a tubular vortex on which the axial vorticity is 

dominant. Vortex axes arc being rc-linkcd by rcconncctions either of tip­
type or T-typc. An automatic tracking scheme of vortex axes is successfully 
applied to a turbulent field. 

1. Introduction 

It is widely recognized that long-lived tubular vortices commonly exist in 

many kinds of turbulence. They arc characterized not only by strong ax­

ial vorticity along their axes but also by double spiral layers of cross-axial 

vorticity wrapping around them. These spiral layers may play significant 

roles in turbulence dynamics such as enhancement of mixing, diffusion and 

drag, activation of turbulent motion itself. There arc two dynamical mecha­

nisms of generation of spiral layers. One is the Kelvin-Helmholtz instability 

through which a vortex layer rolls up into numbers of thin tubular vor­

tices. The original vortex layer forms into double spiral structures around 

tubular vortices. Vorticity in the layers is parallel to the tube. A strong 
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tubular vortex thus generated tends to wrap and stretch the surrounding 
background vorticity into a double spiral [2]. This is the second mechanism 
of spiral formation, in which vorticity in spiral layers is perpendicular to 
the tube. 

It is not easy to characterize the time-dependent three-dimensional vor­
tical structures. Actually there have been proposed so far a lot of represen­
tation methods by emphasizing different aspects of vortical structures. The 
low-pressure vortex we have recently introduced picks up tubular swirling 
vortices irrespective of their intensity and define their central axes and core 
regions [3-5]. The axes of low-pressure vortices can be used for a concise 
representation of the flow structures. 

In this paper we investigate numerical turbulence by the usc of the 
low-pressure vortex. The spiral structure around a low-pressure vortex is 
analyzed in §2. A couple of typical reconncction mechanisms are taken up 
in §3. A new automatic tracking scheme of vortex axes is described in §4. 
Section 5 is devoted to concluding remarks. 

2. Spiral Structure around a Vortex Axis 

The numerical turbulence we employ in this section has evolved from a ran­
dom velocity field of relatively large scales with isotropic energy spectrum 
E(k) ex (k/k0 ) 4cxp[-2(k/k0 ) 2], where k0 = 4. The flow is periodic in the 
three orthogonal directions with period 27r, and the simulation is performed 
by the Fourier spectral method with 2563 modes. The temporal evolution 
of enstropy is shown in figure 1. It takes a single peak at t ~ 195. The 
micro-scale Reynolds number at t = 200 is 106. 

Initially, vorticity-concentrated blobs arc scattered due to statistical 
fluctuation of vorticity, but the intensity is relatively low. As time pro­
gresses, these blobs are distorted and elongated more and more into layers 
with intensified vorticity, some of which subsequently roll up into many 

0.014 ,---~--~--~-~~--, 

0.002 

0 !-o ----,2"*"oo;;----.c4o:C.o-----:6'*'oo,--====2.oSCo =='T.itooo 
t 

Fig.l Temporal evolution 
of enstrophy. 
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tubular vortices [4]. In general they arc accompanied with spiral vortical 
structure. In figure 2, we draw the vorticity distribution on a cross-section of 
a low-pressure vortex chosen arbitrarily at t = 200 (see figure (d)). Figures 
(a), (b), and (c) show contours of the magnitude, the axial component, and 

1 

2 

-1 

- 10-F""'---'""-'-r-----"'-----'-":;-'= ~~~~Jj 

- 10 0 
e, 

10 

10 - 10 

Fig.2 Spiral vortical structure around a low-pressure vortex. 
Contours of (a) magnitude, (b) axial component, and (c) cross­
axial component of vorticity in a cross-section shown in (d). 
Darker shade implies larger values in (a) and (c). Vorticity is 
pointed into (or out of) the paper in gray (or white) area in (b). 
The coordinates of the cross-section, e1 and ez, arc measured 
in the unit of the grid width taken in the numerical simulation. 

10 
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the cross-axial component of vorticity, respectively. The vortex axis is lo­
cated at the center. The axial component of vorticity is concentrated cir­
cularly on the axis, while the cross-axial component forms a double spiral 
wrapping around it. A similar double spiral is observed in a simple sheared 
turbulence as well [2]. 

3. Reconnection of Vortex Axes 

Low-pressure vortices which are moving about in a turbulent flow frequently 
interact with each other. They are disconnected and reconnected. Two typi­
cal reconnection processes arc conspicuous. One is of tip-type and the other 
is ofT-type. Figure 3 is an example of the tip-type reconnection, in which 
two vortices link at their tips in a numerical turbulence obtained with res­
olution of 1283 . This is reminiscent of the rclinking of vortices by pressure 
waves [6] . This type of rcconnection contributes to increase of the length of 
vortex axes in the mean. 

(a) (b) 

Fig.3 Tip-type rcconncction of low-pressure vortices. Two vor­
tex axes arc being linked at their tips. (a) t = 265, (b) 290. 

Another type of rcconncction, T-type, is shown in figure 4. There are 
two long vortex axes. The one which is running from the top of the (X, Y)­
planc to the left in figure (a) has reconnected at the middle with another 
one which is going to the right in figure (b). This T-type reconncction is 
observed quite a few over the whole flow field (sec figure 5). 



(a) (b) 

Fig.4 T-type rcconncction of low-pressure vortices. 
(a) t = 602, (b) 611. 

4. Automatic Vortex Tracking 
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Since there are so many vortices in a turbulent flow, it is not easy to grasp 
their movement as a .whole. Therefore it may be useful if a particular vortex 
can be followed automatically. Very recently we have invented an automatic 
tracking scheme of vortex axes and identified successfully the motion of 
vortex axes in a collision of two orthogonal pairs of vortex tubes [1]. 

Here, we apply it to a decaying isotropic turbulence of the initial micro­
scale Reynolds number 34. Enstrophy decays monotonically and becomes 
half around t = 2. In figure 5, we show the temporal evolution of a particular 
vortex axis chosen arbitrarily at t = 10 (figure (a)) which is followed by 
the present tracking scheme. The vortex axis in question is highlighted by 
black thick lines. It reconnects with other vortex axes in course of time. 
Those portions of axes linked by rcconncction arc depicted by gray thick 
lines. Many other vortex axes arc drawn with thin lines. Vortex axes arc 
almost straight at most parts and kinked strongly at several rcconncction 
points where other axes arc attached to make Y-branchcs. 

5. Concluding Remarks 

\Vc have shown that the axis of the low-pressure vortex is convenient to 
represent the vortical structure of complex flow fields. The spiral structure 
of cross-axial vorticity around a tubular vortex has been discovered with 
reference to it. The topology of vortex axes changes through the tip-type 
and the T- type reconnections. Their dynamical role in various turbulent 
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transport processes as well as their own physical characteristics such as the 
Reynolds number dependence of shape and size of the core arc interesting 
future subjects. The automatic tracking scheme of vortex axes is expected 
to be useful for these studies. 

References 

(c)' , . 

Fig.5 Vortex tracking. A vor­
tex axis chosen arbitrarily in 
figure (a) is followed by the 
automatic tracking scheme. 
Thick lines denote the union 
of the chosen vortex axis 
(shown by black) and those 
linked with it (shown by 
gray). There are many other 
vortex axes drawn with thin 
lines. (a) t = 10, (b) 12, (c) 14. 
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GEOMETRIC ASPECTS OF THE INTERACTION OF 
VORTICITY AND STRAIN IN HOMOGENEOUS 
SHEARED TURBULENCE 

K.K. NOMURA 
Department of Mechanical and Aerospace Engineering 
University of California, San Diego 
La Jolla, CA 92093, U.S.A. 

1. Introduction 

The interaction of the vorticity vector w and the rate-of-strain tensor S 
through vortex stretching is considered a primary mechanism in the gen­
eration and associated dynamics of the small scales in three-dimensional 
incompressible turbulence. As described by the evolution equation for w, 

(1) 

SikWk represents the response of w to S. Implicit is the coupled, nonlocal 
nature of the interaction which is indicated by the equation for S, 

The quantity, IIij = EPpjaxiaXj, is the pressure Hessian and represents 
local and nonlocal action through the pressure field. 

Experiments and simulations have revealed the presence of distinct 
small-scale structures and various geometric properties of w and S. Re­
sults from direct numerical simulations (DNS) of homogeneous turbulence 
show that intense w tends to concentrate into tube-like or filamentary 
structures (She et al., 1991; Jimenez et al., 1993; Tanaka and Kida, 1993; 
Kida and Tanaka, 1994). As observed by Kida and Tanaka (1994) (here­
inafter referred to as KT94), in homogeneous shear flow, these structures 
tend to exhibit distinct spatial orientation. Preferential alignment of w with 
the intermediate principal strain eigenvector, efJ, is also observed (Ashurst 
et al., 1987; Nomura and Elghobashi, 1992). This can be explained in terms 
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of the coupled dynamics of w and S in the principal strain basis (Nomura 
and Post, 1998). In this reference frame, vortex stretching and rotation of 
the principal S axes, 0, are effectively distinguished. The latter mechanism 
is associated with misaligned w with respect to the S axes and includes both 
local and nonlocal effects. By applying the assumptions of the restricted Eu­
ler problem (denoted here as RE) which considers isotropic II (Vieillefosse, 
1984), the strain basis equations show that local (misaligned) w rotates 
the S axes such that w orients away from ea and towards ef3 or e1 . Results 
from DNS of isotropic turbulence (Nomura and Post, 1998) show the signif­
icance of this mechanism in the dynamics of the flow. Nonlocally-induced 0 
through II is found to be influenced by the proximate spatial structure. In 
this paper, we consider the interaction of w and S in homogeneous sheared 
turbulence. DNS provide data for the analysis. Results further demon­
strate the strain basis dynamics and illustrate various geometric aspects 
of the interaction. Comparison with linear simulations establish nonlinear 
aspects of the structure and dynamics. 

2. Results and Discussion 

Results from two DNS of homogeneous sheared turbulence are presented. 
These are parameterized by the initial values of the turbulent Reynolds 
number, Re>. = v>..jv, and Shear number, Sh = S v2 jE, where S is the 
mean shear. Note, rw = Re>./Sh = (w')/S, gives the ratio of fluctuating 
vorticity to mean vorticity (w = S). In RUN1, Re>.o = 24, Sho = 1.5; thus 
Tw 0 = 16. In RUN2, Re>.o = 29, Sho = 16.0; thus Tw0 = 1.8. 

Due to the imposed mean shear, w and the principal axes of S tend to 
exhibit preferential spatial orientation. Here, the S axes are denoted by ea, 
ef3, and e1 , corresponding to the principal eigenvalues, a 2: {3 2: '' respec­
tively. In general, the orientation of a vector may be described by the angle 
pair, ((}pitch, Oyaw), where (}pitch is the angle of the vector from its projec­
tion in the x- y (horizontal) plane and Oyaw is the angle of the projection 
from the positive y- (spanwise) axis (Fig. 1a). In the early development 
of the flow, as observed by KT94, amplification of w' in the direction of 
the extensional strain of the mean shear, ea (±45°, ±90°), prevails. The 
presence of w establishes a predominant misalignment of w with respect to 
the 5 axes (Fig. 1 b). This results in a locally-induced rotation of the S axes 
as described by the first term on the right-hand side of, 

· Dea 1 ( 1 
Oe" -ef3 = Dt . ef3 = - a - {3 ~ + 

local 

IIa,{j ) . ..__,_.., 
non local 

(3) 

If the eigenvectors of S initially coincide with those of the mean shear, i.e., 
ea, ef3, and e1 , the induced rotation, Deaf Dt · ef3, will reorient ea and ef3 
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in the plane comprised of e0 and ef3· The sense ofrotation is such that ef3 
is directed towards w (RE dynamics). Further amplification of w' will occur 
along the reoriented S axes. If these local effects are significant, w, e0 , and 
ef3 will occur primarily in the e0 - ef3 plane. Note, this plane corresponds 
to a reverse "S" -shaped curve on a (sin{ Opitch), Oyaw) plot {Fig. 1c). In gen­
eral, the presence of w' in other directions {isotropic initial conditions) will 
cause n to vary and the simultaneous reorientation of all three axes may 
result in rather complex orientations inS and w. 

Joint probability distributions (jpd) of {sin Opitch, Oyaw) for wand w' {not 
shown) indicate spatial orientations which are similar to those observed by 
KT94 and consistent with the described dynamics. Figure 2 shows proba­
ble orientations for e0 • Here, we consider the total flow and three condi­
tional samples based on the second invariant of the velocity gradient tensor, 
II= (w2 /2-52)/2, which indicates the relative significance of rotation ver­
sus strain. In each case, the shape of the distributions generally follows the 
e0 - ef3 curve {Fig. 1c). Since the rate of locally-induced rotation is pro­
portional to the vorticity components {3), these effects may be particularly 
significant in high-amplitude, rotation-dominated (I I > 0) regions (Fig. 
2b). However, in regions characterized by significant strain {Figs. 2c,d), 
strain generation acts to promote positive (J which then tends to approach 
a. This will effectively enhance the induced rotation through the prefactor 
in {3) thereby retaining its significance in these regions. In regions where 
both w and S are significant (II "' 0; Fig. 2c), reorientation of the S axes 
will contribute to amplification of spanwise w which, in turn, will affect the 
relative orientation of w. The S axes tend to equilibrate in these regions 
as a result of this feedback {Fig. 2c). In strain-dominated (II< 0) regions 
{Fig. 2d), the orientation of the S axes is particularly sensitive to the flow 
parameter rw. Results for flows with differing rw indicate that the extent 
of rotation of e 0 and ef3 in these regions depends on the local geometry 
which is associated with the relative significance of (w') to w {Fig. 1 b). 

In regards to the term associated with fi in {3), we consider this as 
a nonlocally-induced rotation of the S axes. Recall in RE, II is assumed 
isotropic. In this case, the strain basis equations are autonomous and ef­
fectively describe the local dynamics of a fluid particle. The anisotropic 
component of II, which contributes to n, then represents deviation from 
RE and, in this sense, is regarded as nonlocal. As shown in Fig. 3a, the 
nonlocally-induced rotation of the S axes through fio,{3 tends to counter­
act locally-induced rotation, !wowf3, in high-amplitude rotation-dominated 
regions (II > 0). As discussed in (Nomura and Post, 1998), these regions 
are characterized by tube-like spatial structure as indicated by the strong 
alignment of w with the eigenvector of II, f3 , corresponding to its smallest 
{nearly zero) eigenvalue. Similar structures and properties are observed in 



208 

the shear flow. Fig. 3c shows the relative orientation of w with the eigenvec­
tors of S and IT. As indicated, there is a strong tendency for w to orient in 
the direction of f3 for high positive I I. Note, this tendency is much stronger 
than that associated with the alignment of w with e13 in these regions. As 
in isotropic turbulence, the corresponding spatial structure of these regions 
is tube-like (Fig. 4a). 

Simulation results of the linearized Navier-Stokes equations exhibit sim­
ilar local characteristics at early time. However, they lack the distinct non­
local features present in the nonlinear flow. In particular, characteristics 
of IT differ significantly. The strain basis components exhibit n~arly sym­
metric distributions about zero. The anisotropic component I1a,(3 is no 
longer significant in rotation-dominated regions (Fig. 3b). This suggests 
the absence of nonlocal effects as represented by theRE problem in which 
isotropic IT acts to preserve the volume of a fluid element with no direc­
tional distinction. In high amplitude rotation-dominated regions in fully 
nonlinear flow, IT exhibits distinct directionality with respect to w due to 
the presence of spatial structure. In the corresponding regions of the linear 
flow, such directionality does not exist (Fig. 3d). This indicates that the 
(nonlinear) influence of the surrounding flow is absent, i.e., there is no spa­
tial coherence. Visualization of high amplitude rotation-dominated regions 
in the linear flow (Fig. 4b) show elongated structures which do exhibit in­
clination from the streamwise (xi) direction as in the nonlinear flow (Fig. 
4a). However, based on the characteristics of IT, these structures are not 
consistent with vortex tubes. It is likely that these isosurfaces represent re­
gions of concentrated w2 reorganized by mean advection rather than what 
are considered to be coherent structures. 
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Figure 1. (a) Definition of the angles of orientation ((}pitch,(}yaw) of a vector in 3-D 
cartesian coordinates. (b) Diagram of ea - e13 plane indicating locally-induced rotation 
of the principal strain axes, (c) Curve representing ea- e13 plane on (sin(epitch), (}yaw) 
plot. Note: 'o' indicates orientation of ea, '•' indicates orientation of e13, and arrows 
indicate trajectories of principal axes. 
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Figure 2. Joint probability distributions of (sin( (}p,tch), (}yaw) indicating orientation of 
eigenvector ea for (a) total flow and high-amplitude (b) rotation-dominated (II > 0) , 
(c) comparable rotation-strain (II ,....., 0, w 2 ?: 2(w2 )), (d) strain-dominated (II < 0) 
conditional samples (RUNl, St = 6). 
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(a) nonlinear flow (b) linear flow 
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Figure 3. (a},(b} Scatter plots showing correlation between -i'i.,.Bf(a - (3) and 
-w01 w.B/4(a - (3), (c}-(d} Conditional expectation of cosO indicating relative orienta­
tion between w and each of the eigenvectors of S and II (conditioned on the value of I I 
with III< 0} (a),(c) nonlinear and (b},(d} linearized shear flow (RUN2- St = 6.0} . 
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Figure 4. Three-dimensional visualizations (643 subdomain of computational grid) of 
high-amplitude rotation-dominated (Il > 0} regions in (a) nonlinear and (b) linearized 
shear flow (RUN2 - St = 6.0) (streamwise (x!) and vertical (x3 } directions shown) . 



MOTION OF A CURVED VORTEX FILAMENT: 
HIGHER-ORDER ASYMPTOTICS 
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Graduate School of Mathematics, 
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Abstract. Three-dimensional motion of a slender vortex tube, embedded 
in an inviscid incompressible fluid, is investigated based on the Euler equa­
tions. Using the method of matched asymptotic expansions in a small pa­
rameter t:, the ratio of core radius to curvature radius, the velocity of a 
vortex filament is derived to 0( t:3 ), whereby the influence of elliptical de­
formation of the core due to the self-induced strain is taken into account. 
In the localized induction approximation, this is reducible to a completely 
integrable evolution equation among the localized induction hierarchy. 

1. Introduction 

The traveling speed U for a thin axisymmetric vortex ring in an inviscid 
incompressible fluid of infinite extent is known, to third (virtually fourth) 
order in a small parameter t: = a/ Ro, the ratio of core radius a to the ring 
radius Ro, as 

U = -- log - - - - - log - - - + 0( t: log t:) . r { ( 8) 1 3t:2 
[ ( 8) 5) 4 } 

47rRo t: 4 8 t: 4 
(1) 

Here r is the circulation carried by the ring and a particular distribution of 
vorticity is assumed (Dyson 1893). The first two terms are Kelvin's formula 
which are considered as the first order. Dyson's correction takes account 
of an elliptical deformation of cross-section of the core caused by the self­
induced straining field. 

In practical flows, viscous diffusion of vorticity swells the core with time. 
Extending the Saffman's first-order formula (Saffman 1970), Fukumoto & 
Moffatt (1999) succeeded in constructing a formula for the third-order cor­
rection to the traveling speed of a viscous vortex ring. 
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In contrast, it is not easy to render the motion of a curved vortex fil­
ament amenable to a systematic analysis. The simplest asymptotic theory 
is the so called 'localized induction approximation (LIA)' put forward by 
Da Rios (1906). By limiting the domain of Biot-Savart line-integral to the 
neighboring segment of length 2L and, in--addition, introducing a short cut­
off a to avoid the logarithmic infinity, we are led to the following evolution 
equation for the filament curve X = X(s, t), expressed as functions of the 
arclength s and the time t: 

r (2L) C= -log - , 
471" (J 

(2) 

where K is the curvature, b is the binormal vector, and a subscript denotes 
a differentiation with respect to the indicated variable. 

A distinguishing feature is that {2) is a completely integrable evolution 
equation equivalent to a cubic nonlinear Schrodinger equation (Hasimoto 
1972). Langer & Perline (1991) unveiled the hi-Hamiltonian structure of (2) 
behind this integrability, and manipulated a recursion operator to gener­
ate successively an infinite sequence of commuting vector fields, called the 
'localized induction hierarchy (LIH)'. The first three of them are 

y(l) = V(2) = ~K2 t + K 8 n + KTb 
2 

y(3) 2 2 1 3 = K, Tt + (2K8 T + KT8 )n + (KT - Kss- 2/'l, )b, 

(3) 

(4) 

where r is the torsion and ( t, n, b) are the Frenet-Serret vectors. Observe 
that, when specialized to a circle with constant curvature K-=/= 0 and r = 0, 
a superposition of y(l) and y(J) is no other than (1). 

This unexpected coincidence inspires us to pursue the higher-order ve­
locity of a vortex filament in three dimensions. Fukumoto & Miyazaki 
(1991) showed that a vortex filament with axial velocity in the core is gov­
erned by an evolution equation comprising a summation of (3) ( cf. Moore & 
Saffman 1972). In the present investigation, we rule out axial flow at lead­
ing order, and make an attempt at an extension of matched asymptotic 
expansions to 0(E3). 

2. Asymptotic development of the Biot-Savart law 

The velocity v ( x) of the fluid at a position x is uniquely determined from 
the vorticity w ( x) by the Biot-Savart law. In order to evaluate this volume 
integral at points near the core, it is expedient to introduce local coordinates 
(x, fl, 0 moving with the filament .. Here ~parameterizes the central curve of 
the filament. Given a point x sufficiently close to the core, there corresponds 
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uniquely the nearest point X(~, t) on the centerline of filament. Then xis 
expressed as x = X(~, t) + xn(~, t) + jjb(~, t). We conveniently use the 
cylindrical coordinates (r, ¢, ~) such that x = r cos¢ and fj = r sin¢. They 
are rendered orthogonal by replacing ¢with 0: 

O(s, t) = ¢- rs r(s', t) ds'. 
lso 

(5) 

Though incomplete, we begin with the following ansatz for vorticity: 

w = ((x, iJ, t)t(~. t). (6) 

Using the shift-operator technique, the vector potential A for velocity, with 
the vorticity being substituted from (6), is rewritten as 

A(x) = 4~ jjj ((x, jj) lx- X ~sln- iJbl (1- ~x) dsdxdjj 

= 4~ j ds {jj dxdjj((x, jj)(1- ~x) e-x(n·V')-y(b·V')} t~) .(7) 

where 
R = lx- X(s)l. (8) 

The exponential function is formally expanded in powers of x and fj as 

A = 4~ j ds{ff dxdiJ((1- ~x- x(n. \7)- jj(b. \7) + ~[x2 (n. \7)2 

+2xjj(n. \7)(b. \7) + jj2(b. \7) 2] + ~x2 (n. \7) + ~xjj(b. \7) + .. ·)} ~ .(9) 

We shall know from the inner expansion that the axial component ( of 
vorticity has the following dependence on ¢: 

((x, jj) = (o(r) + (u (r, (, t) cos¢+ (12(r, ~. t) sin¢+ (21 (r, ~. t) cos 2¢ + .. · , 
(10) 

where 

(o = ((o)(r) + ~2 (~2)(r) + · · · , (u = ~(g)(r) + · · · , (21 = ~2 (g)(r) + · · · . 
(11) 

The transversal components emerge at 0( t:2 ) in the form: 

Wr = Wr(~T cos¢+ ~8 cos¢), we= we(~s cos¢- ~T cos¢). (12) 

Substituting (10) into (9), we get 

A(x) = Am(x) + Ad(x) + .. · , (13) 
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where 

(14) 

with 

d(l) = 2~ { [7r fooo r2(Wdr]- ~[7r fooo r3((o)dr]} . (16) 

The second term Ad corresponds to the flow field induced by a line of 
'dipoles', arranged on the centerline, with their axes in the binormal direc­
tion. 

In the LIA, the dipole velocity field v d = \7 x Ad simplifies to 

d(l) { 21\: 1\:2 
vd = -2 ;2[sin¢er- cos¢eo]---:;: cos2¢eo 

+log ( 2:) [(21\:sT + 1\:Ts)n + (I\:T2 - 1\:ss -ll\:3 )] b} + · · ·, (17) 

where non-singular terms are omitted. The first terms stand for the dipole 
field. Intriguingly, the logarithmic terms are identical with the third vector 
field vC3) of the LIH ( 4), except for the coefficient of 1\:3 . We are reminded 
of the fact that, for the speed of a vortex ring, the logarithmic terms at 
0( E3 ) arise also from the inner solution. This remarkable coincidence invites 
a further investigation of the inner solution to higher orders. 

3. Inner solution 

The inner solution is addressed by solving the Euler equations in the moving 
coordinates. We introduce the dimensionless variables; the radial distance r 
is normalized by <7, the core radius, time by Rfilr with Ro being a measure 
of the curvature radius, relative velocity by r I <7 and the centerline velocity 
by r I R(O). To eliminate pressure from the Euler equations, it is advan­
tageous to handle the vorticity equation by taking the curl of the Euler 
equations. We introduce the relative velocity v =X(~, t) +uer +veo +wt, 
where a dot stands for a derivative in t with fixing ~' and er and eo are 
the unit vectors in the radial and azimuthal directions respectively. 

Suppose that the leading-order flow consists only of the azimuthal com­
ponent vC0) possessing both rotational and translational symmetry about 
the local central axis t: v(o) = vC 0)(r). We can conveniently introduce 
the streamfunction 'ljJ for the local flow in the plane transversal to the 
t-direction. 
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The solution at 0( E), meeting the condition that the relative velocity is 
finite at r = 0, is written out as follows: 

(18) 

where 

,(1;( 1) = v(O) { r 2 + r dr' r' r 11 [v(O)(r")] 2 dr"} + c( 1)v(O) (19) 
11 2 lo r'[vC0)(r')J2 lo 11 ' 

with cW being a constant. The matching condition then relates C in (2) to 
the flow structure in the core (Widnall, Bliss & Zalay 1971). 

Fortunately p(1) is straightforwardly available: 

{ a;j;Cl) 1 } 
p(l) = K, V(O) a~1 - ((0),(/;~1)- r[v(O)(r)f cos </J. 

The gradient of pCl), in turn, drives axial flow at O(t:-2 ): 

w(2) = w~2) (- 1\,T COS </J + 1\,s sin </J) , 

where 

(20) 

(21) 

(22) 

Notice that torsion and arcwise variation of curvature is vital for the pres­
ence of pressure gradient and thus of axial velocity. The streamfunction 
'lj;(2) at 0( t:2 ) for flow in the transversal plane is built in parallel with the 
case of a circular vortex ring. 

We are now ready to deduce the third-order velocity. The vorticity equa­
tion in the axial direction has much in common with that for a circular 
vortex ring. The effect of r and "'s' which is missing in the latter case, 
makes its appearance only in the following few terms: 

'(1) ( 2 "'ss) a(C1) a [fns(~,t) '] a(C1) v(o) a(C3) (3) a(CO) 
( +A r -- --+- rds --+---+u --"' ao at 0 ao r ao ar 

(Co) awC2) 
+ ... = --:;;--~ + ... ; rJ = 1ax;ae1. (23) 

The third-order velocity X(2) under question is included in (C3) and 
uC3). Relevant to the traveling speed is the terms proportional to cos¢ and 
sin¢. The relevant part of the matching condition is 

"'1jJ(3) "' (-3-r3 - d(
1
) r) log ( 2£) [("'ss- K,T2) cos¢ 

327f 2 t:r 

+(2K,8 T + K,T8 ) sin¢]+··· as r ---too. (24) 
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After some manipulation, we eventually arrive at 

+(~~:r2 - 11:8 s)b + ~~:2 rt]- ()2 Cb~~:3 b}. (25) 

Determination of the coefficients Cb requires a further task. 
As an example, we consider a specific vorticity distribution at 0( E0 ) of 

constant vorticity in the circular domain of unit radius surrounded by an 
irrotational flow, known as the Rankine vortex: 

v(O) = r/(2rr) for r::; 1, v(o) = 1/(21fr) for r > 1. (26) 

With this choice, J000 r 3(( 0ldr = 1/4 and 

Cb = ~ + ( cg)·- ~ ) (27) 

The disposable parameter c~i) in (19) has bearing with the freedom of 
choosing the local origin r = 0, to 0( E), in the n-direction (Fukumoto & 
Moffatt 1999). When cg) = 5/8, the origin r = 0 sits at the form center. It 
is remarkable that the choice of c~i) = 3/8 reduces (25) to a summation of 
y(l) and y(J) of the LIH provided by (3) and (4). This implies that there 
is a line in the core obeying the integrable equation. Since the stagnation 
point is located at the distance (5/8)w, this 'integrable line' is located 
between the form center-line and the stagnation line. 
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STATISTICS OF TURBULENCE AROUND A COLUMNAR 

VORTEX 
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1. Introduction 

Interactions between intense elongated vortices and surrounding turbulent 
motions are often produced artificially in engineering and environmental 
flows, and they occur naturally in most homogeneous and sheared turbulent 
flows. Several experimental and computational studies have been under­
taken on the instability of vortices interacting with background turbulence 
(Sreedhar & Ragab (1994) and Risso et al. (1995)). These interactions are 
thought to play an important role in the three- dimensionalization of the 
flow fields. It is, also, of practical interest to estimate the lifetime of trailing 
vortices under the influence of atmospheric turbulence. 

2. Direct Numerical Simulation 

Melander & Hussain (1993) conducted an idealized DNS at moderate Reynolds 
numbers, and showed the followings; ( 1) azimuthal alignment of small­
scale vorticity, (2) merger and axisymmetrization of these vortex rings, 
(3) excitation of bending waves on the columnar vortex. In this paper, the 
statistics of initially isotropic homogeneous turbulence interacting with a 
Lamb-Oseen vortex (with circulation r = 40r5wrms = 41.23 and initial 
radius ro = 0.5 = ~LINT) are investigated numerically by extending the 
work by Melander & Hussain. Unlike their artificial initial conditions, the 
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Figure 1. ( a)Distorted turbulent eddies, (b )Distortion of the columnar vortex. 

1=2.0 85.6 
1=2.0 85.6 

60.7 60.7 

35.8 
35.8 

11.0 
11.0 

-13.9 
-13.9 

-38.8 -38.8 

Figure 2. (a)Vorticity contours inside the vortex core at z = 1rj2. (b)at z = 57r/6. 

initial homogeneous isotropic turbulence Re;.. = 126, itself, is produced by 
a direct numerical simulation of decaying turbulence. Statistical properties 
are computed by averaging 20 cases, and they are compared with the results 
of a linear RDT. 

After the columnar vortex is introduced in the fully developed turbu­
lence, the vorticity field is distorted. Intense vortices are wrapped around 
the vortex core (Fig.la). This is because the differential rotation in the 
mean flow causes the azimuthal component of turbulent vorticity to grow 
algebraically, in proportion to time, while the other components do not 
grow. 

We show, in Fig.l(b), the iso-surface of Wz (axial vorticity). This corre­
sponds to the surface of the columnar vortex. As time goes on, the surface 
is distorted and it becomes like a spiral, indicating that bending waves are 
excited on the vortex core. 

Figures 2a,b show contours of Wz at two horizontal cross-sections of the 
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Figure 3. One~dimensional energy spectrum,E(kz). 
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columnar vortex at t = 2.0. We can see that axisymmetric waves (with 
"bubbles" and "hot spots" of vorticity) are excited on the vortex core. 

3. Statistics of turbulence 

Next, let us consider the statistical properties of the flow field. As a result 
of the distortion of the turbulence by the mean flow, it becomes inho~ 
mogeneous and anisotropic. The flow field, however, remains statistically 
homogeneous in the azimuthal and axial directions. The one-dimensional 
energy spectrum , where the horizontal axis is k z , is shown in Fig.3. The 
energy of higher wavenumbers is piled up and an inverse energy cascade 
can be observed, although this tendency is weak. 

The velocity correlation functions can be Fourier-decomposed in the 
azimuthal and axial directions, whereas the coefficients have spatial de~ 
pendence on the radial coordinate, so that the two-point energy spectrum 
tensors <I>ij(r1,r2,t;k,m) , i.e., 

are computed by averaging "20 realizations"(Re.x = 126) produced numer­
ically. 

Figures 4a,b show the time-evolution of axisymmetric axial and radial 
components, respectively. We find two peaks in Fig.4a, i.e., at the center and 
at the core-surface of the Lamb-Oseen vortex. The central peak corresponds 
to the excitation of axisymmetric vortex waves, whereas the peak at the 
vortex surface indicates a blocking effect, i.e., the outer turbulent eddies 
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Figure 4. (a)Axisymmetric axial component, (b)Axisymmetric radial component. 
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Figure 5. (a)Bending axial component, (b)Bending radial component . 

are blocked by the columnar vortex and they cannot penetrate inside the 
core. In Fig.4b, the axisymmetric radial component grows with time, again. 
Comparing two figures, we find that the axial velocity dominates near the 
core surface ( r ~ 1 : 'blocking' effect) but the radial velocity dominates 
away from the vortex core ( r ~ 1.5- 2.0 ), corresponding to the formation 
of dipole vortex rings wrapped around the columnar vortex. 

Figures 5a,b show the bending (m = 1) component. These are nonzero, 
only inside the vortex core, where the bending component oscillate with 
time, indicating the excitation of bending vortex waves. Higher (m 2: 2) 
components are presented only inside the core, too, and they are small 
compared with the axisymmetric and bending components. Thus only the 
axisymmetric component grows with time outside the vortex core and the 
velocity field of small scale eddies near the vortex becomes statistically 
axisymmetric, within a period of two or three revolutions of the columnar 
vortex. 

Figure 6a shows the time-evolution of the maximum values of axisym­
metric axial component (at the vortex surface) for several kz, showing the 
strength of the blocking effect. They grow with time initially, but saturate 
after t= about 1.5. Similarly, the axisymmetric radial component grow 
with time, as we can see in Fig.6b. They are not saturated, although satu­
ration may occur later. This is because the maximum values of the radial 
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Figure 6. Peak values of ( a)axisymmetric axial component, (b )axisymmetric ra­
dial component, (c)axisymmetric axial component at the center, (d)bending radial 

component. 

component are attained away from the vortex surface, where the effect of 
differential rotation is weaker than at the core surface. Higher (larger kz) 
components seem to be saturated faster than lower components. 

In Figs.6c,d, the peak values at the vortex center of axisymmetric axial 
component and those of bending radial component are shown. They oscil­
late with time, representing the vortex axisymmetric and bending waves 
excited by the turbulence outside the vortex core, respectively. The am­
plitude of these oscillations seem to increase gradually, leading to vortex 
breakdown. 

4. Comparison with RDT 

These findings are compared with the theoretical results based on the linear 
rapid distortion theory (RDT: Miyazaki & Hunt (1999)). For simplicity, 
we consider a "solid cylinder vortex", i.e., a model vortex whose core is 
replaced by a solid cylinder rotating with a constant angular velocity. Then, 
quantitative comparisons with the results of DNS, inside the core and near 
the core surface, are difficult (Fig. 7a shows the axial component near the 
core- surface). However, a fairly good agreement is found, in Fig. 7b, for the 
axisymmetric radial component, which grows away from the vortex core 
surface. 



222 

0.1 ,..,--------=o-:-:No:--S,-I:-,---1.0:--___:::-=--. 
: ' 1 .~2.0 ---

o.oa \: ROT ::~:g .. :::::::_ 
i ' 1=2.0 --· -

0-06 {; 1=3.0 ...... . ,., 
0.04 '-\ ~ -

. \;\\\,_ 
002 ', \ " ' 

- 0 ~'Z:,;_~~·-.., ' 
1 1.5 2 2 .5 3 3.5 

0.04 .----~-~----::D""NS:r:l-= 1:----:_0:-_-___::::-, 
0.035 1=2.0 --

0.03 , ' . \ RDT:::g:g ·--- .. 
1=2.0 ------· 
1=3.0 ... .... : I 

:/ 

1.5 2 2 .5 3 3.5 

Figure 7. Comparison with RDT (a)axisymmetric axial component, (b)radial compo­
nent. 

RDT theory tells that the energy of small scale turbulence around the 
columnar vortex decays about r- 5 in the radial direction, grows like t 2 

in time, in the earlier stage of the simulation. As we have seen in Fig.6a, 
nonlinear effects, such as, the inverse energy cascade due to the merger of 
"vortex rings" and the breakdown of the columnar vortex caused by the 
amplification of vortex waves, are observed at later times. 

5. Summary 

In this paper, statistical properties of turbulence around a columnar vortex 
is investigated numerically. The followings are explored. 

l.The intense vortices are wrapped around the columnar vortex core. 
2.Bending and axisymmetric vortex waves are excited in the vortex core. 

3. The turbulent eddies around the vortex core become statistically ax­
isymmetric, within a period of two or three revolutions of the columnar 
vortex. 

4.The outer turbulence is blocked by the columnar vortex, whereas vortex 
waves are excited inside the core.The axial velocity dominates near the 
core surface and radial velocity dominates away from the core surface. 

5.The linear RDT can explain the behavior of the two-point energy spec­
trum tensors in the earlier stage of the simulation, but nonlinear effects, 
such as, the inverse energy cascade, are observed later. 
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STUDY OF THE GEOMETRY OF FLOW PATTERNS 
IN A COMPRESSIBLE WAKE 

On the behavior of velocity gradient tensor invariants 
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1. Introduction 

Direct numerical simulations of turbulence provide better understanding 
of fine scale motions and indicate that the dissipation motion in incom­
pressible turbulence has a universal character. The fine scale motion by the 
evolution equation of the velocity gradient tensor ~i in incompressible tur­
bulence has been investigated by Vielliefosse [1] and others. In compressible 
turbulence, there is another kind of dissipation motion, so called dilatation 
dissipation due to divv f= 0. Maekawa [2](1998) extended the incompress­
ible evolution equations analyzed by Cantwell[3] (1992) for compressible 
flow and found that the velocity gradient tensor was governed by a linear 
second order system whose coefficients are expressed in terms of the in­
variant P and its derivatives and the invariant Q. This fact suggests that 
analytical feature of Aij is characterized by the analytical features of the 
invariants P and Q. Maekawa and Matsuo [4](1998) applied the solutions 
of the evolution equations to explain the statistical robust tendency of ho­
mogenous isotropic compressible turbulence for initial high turbulent Mach 
numbers. In what follows, flow structures of inhomogeneous compressible 
flow such as a wake in the invariant space are investigated. The solutions 
of the evolution equations are applied to understanding the definite trends 
presented in the invariant space. 

2. Numerical simulations 

2.1. FLOW DESCRIPTION 

The initial conditions for the time-developing wake simulations consists of 
linear eigenfunctions obtained from a linear stability analysis superimposed 
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on the laminar mean flow. For a perfect gas with a Prandtl number of unity, 
the Crocco-Busemann relation is employed to relate the mean temperature 
to the mean velocity. The most unstable 2-D antisymmetric mode with a 
pair of equal and opposite oblique 3-D modes are superimposed on the mean 
velocity, temperature, and density profiles at the beginning of a simulation. 
The code was validated by comparison between the numerical result and 
the linear theory. Simulations addressed the range of wavenumber leading 
to secondary transition. Then, the spanwise wavenumber was chosen to 
correspond to pair of oblique waves inclined at 0 = ±45° relative to the 
streamwise direction, because the modal energies for the oblique modes 
grow well after saturation of the fundamental mode. 

2.2. SIMULATION TECHNIQUE 

The technique used in this study is direct numerical solution of the com­
pressible N a vier-Stokes equations without modeling assumptions. This is 
naturally very expensive, even for a very low Reynolds number wake, but 
this method is uniquely capable of providing the desired detailed look at 
the physics. Because fully resolved information is available for the fine­
scale motions, it offers an ideal means of studying the flow dynamics. To 
compute the flow solution, the fully compressible equations are solved on 
Cartesian grid systems having 72 x 150 x 48 points in the streamwise, 
transversal and spanwise directions respectively. The algorithm employed 
to solve the equations used sixth-order compact finite difference schemes. A 
fourth-order Runge-Kutta algorithm was employed to integrate the equa­
tions forward in time. For time-developing wake, periodic boundary condi­
tions can be applied in the streamwise and spanwise directions. The major 
gradient direction is finite with NSCBC applied at y = ±10. The length 
of the computational domain in the streamwise and spanwise directions is 
determined from linear stability theory. In the direct numerical simulations 
of the temporally evolving wake, the governing equations were nondimen­
sionalized by the characteristic physical scales such as the initial half width 
8 and free stream velocity U. 

3. Numerical results 

3.1. EVOLUTION OF MODAL ENERGY 

To illustrate the effect of Mach number, comparisons were made for simula­
tions performed at M=1 and M=2 for an initial velocity profile of Re=200. 
Simulations for Re=600 were performed to minimize the effects of viscosity 
on the flow field. The modal energy history of the fundamental and oblique 
waves is shown in Fig.1 for Re=400, and Re=600 wakes. The modal energy 
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is defined as Ek = J ili(a, y, {3)ili(a, y, {3)dy where summation over i from 1 
to 3 is imposed, u( a, y' {3) is the Fourier transform of Ui in the X - z plane. 
Several simulation data at varying time shown by arrows in Fig.l beyond 
the region of exponential growth are analyzed. When the oblique modes 
grow well, the streamwise fine structures are observed.In this paper, the 
results for M=l.2 and Re=600 are described. 

--2-Dmode M= 1.2,Re=600 

--3-Dmode M=l.2,Re=600 

----- 2-Dmode M=l.O,Re=400 

----3-Dmode M=l.O,Re=400 

t 

Fig.l Evolution of modal energies of the fundamental and oblique 
modes. 

3.2. FLQW STRUCTURE IN PHYSICAL/INVARJANT SPACE 

The main points to note, observed in physical space, are that high values 
of the enstrophy and high rates of dissipation occur in relatively isolated 
regions which tend to be highly elongated in the streamwise/transversal 
direction. These observations are similar to those of incompressible mixing 
layers. These structures are composed by the flow patterns characterized 
by stable-focus-stretching and unstable-focus-compressing and also a few 
flow patterns due to compressibility such as stable-focus-compressing. In 
terms of the topology there has been a change from stable-focus-stretching 
to unstable-focus-compressing and vise versa in these structures. This fact 
is investigated by the solutions of the evolution equations for the invariants. 
Figure 2 is the very pronounced nearly straight ridgeline extending into the 
upper left quadrant. As will be examined, however, only a small fraction 
of the data collects along the ridgeline. A significant fraction of the data 
lies in an elliptical region about the origin in the Q-R space. In the P­
R space, as shown in Fig.3, the predominance of points collects along a 
straight ridgeline of R=O. Around the region of modal energy saturation 
of the 2-D fundamental disturbance, a small fractioD 0f the data shows the 
pronounced plot in the Q-R space. 
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Fig.2 Scatter plots of Q versus Rat tU /8 = 120. 
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Fig.3 Scatter plots of P versus R at tU /8 = 120. 

4. Homogeneous model for compressible flow 

Differentiating the Euler equations with respect to Xj leads to the transport 
equation for the velocity gradient tensor Aii. The evolution equations for 
the invariants P,Q and Rare given by 

dQ 4 dP 2 3 7 
dt- "3pdi + 3P - 3 PQ + 3R = -AikHki (1) 

dR 1 2 dP 1 2 2 2 
di-3(Q+P )di+3P Q-PR-3Q = -AinAnmHmi+AikHkip (2) 

dP + p2- 2Q = _ _i_ (..!-. 8p) (3) 
dt 8xi p 8xi 
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where Hij = - ( tk ( ~ -$t) - ~ ( ~ ~)-¥). The evolution equations for 
imcompressible flo.- ' re obtained from the condition of the invariant P = 0 
by incompressibility. A homogeneous model, imposing the right hand sides 
of the evolution equations (1) and (2) to be 0, is employed in this paper. 

4.1. STATISTICS OF RIGHT HAND SIDES OF EVOLUTION EQUATIONS 

Figure 4 shows the histogram of the right hand side of AikHki of the evo­
lution equation ( 1). Significant fraction of the plots is concentrated around 
the origin. A small fraction of the data in Fig.4 lies on the large mag­
nitudes. This feature suggests that the homogenous model should not be 
applied for the fraction of data. The Laplacian of pf p is a local quantity 
which is directly related to the vorticity and shear. An examination of the 
histogram of-(~(~~!;)) shows that the magnitudes are close to -2Q in 
the simulated resclts fo~ Re=600. We can propose a homogeneous model 
for compressible flow that the right hand side of the equation (3) equals to 
-2Q even for the particle lying far from the origin. 
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M = 1.2,Re=600 
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-· ·-- ---· 
0 -· ·-· ---··-

10 -0 .04 -0 .02 0 0.02 0 .04 

Fig.4 Histogram of AikHki for the compressible wake at tUjo = 120. 

4.2. FAMILIY OF SOLUTION 

Figure 5 shows the solutions of the compressible evolution equations where 
DNS data at tU /8 = 120 are employed as the initial conditions. Homoge­
nous model can predict characteristics of evolving around the origin of the 
invariant space. Trajectories are indicative of a slowing down of the evo­
lution of invariants for particles close to the origin and the regions where 
the curvatures of the solution trajectories have highly changed. When P is 
very small, the solution family projected in the Q-R space is very close to 
the incompressible case. In the P-R space, a plot remains for a long time 
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around the P axis. However, further examinations of the right hand sides 
of the evolution equations for the points far from the origin suggest that a 
small correction will be required for the homogeneous model. 

Q 
-----.. 0-------D--------D-------a 

-----o.._ --z--v, 
.......... 

0 0.01 0.02 
R 

Fig.5 Trajectories of the invariants of the velocity gradient tensor. 

5. Conclusions 

When the streamwise fine-scale structures appear in a simulated compress­
ible wake, corresponding to the saturation of oblique modes, the predom­
inance of points collects in an elliptical region about the origin with its 
major axis aligned with upper left and lower right quadrants in the Q-R 
space. Significant number of plots is described by the evolution equations 
of the velocity gradient tensor with a homogeneous model of compressible 
turbulence. Points far from the origin tend to be associated with relatively 
large rates of the right hand sides of the evolution equations 
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INTERACTION OF A VORTEX RING LINKED WITH A 
VORTEX FILAMENT 
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Saiwai-cho 3-5-8, Fuchu, Tokyo 183-0054, Japan 

Abstract. In the laboratory, we produced a system of vortices with link 
helicity, i.e., a vortex ring linked with a vortex filament. Observations based 
on flow visualization reveal several processes of interactions including the 
topological change by reconnection. 

1. Introduction 

Conservation of helicity in an ideal fluid leads to a concept of topological 
invariants of the field, such as the winding number of vortex lines [1]. The 
idea is important for understanding not only the dynamics of an ideal fluid 
but also that of nondissipative MHD [2, 3]. However, reconnection will 
cause the topological change of field lines in viscous fluid, which makes 
the dynamics much more complicated than that in ideal one. There are a 
lot of numerical while a few experimental works in which the processes of 
reconnection are reported [5, 6, 7]. Especially, to the author's knowledge, 
the dynamics of vortex tubes with link helicity has never been investigated 
experimentally. The aim of the present work is to realize linked vortices in 
the laboratory and study their dynamics. 

2. Experimental Apparatus 

Commonly, a vortex ring is produced by impulsive ejection of fluid from a 
nozzle (or an orifice), while a vortex filament by strong suction. We combine 
these methods to generate a system of vortices with link helicity. 
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As a working medium, water in a rectangular tank of 50 x 50 x 70 cm3 

is used. In order to maintain a thin vortex filament, a pump sucks the water 
through a pipe at the center of the upper surface of the tank (Figure 1). An 
acrylic cylinder with a diameter of 30 em and a height of 60 em is installed 
in the tank to keep the axial symmetry of the flow. The circulation r flmt of 
the filament is controlled by the volume flow rate Qf of the pump. 

cylinder 

vortex filament 

Figure 1. General schematic of the apparatus. 

The vortex ring is produced by ejecting a given volume of the fluid from 
a nozzle (diameter D =10.4 em) at the upper surface of the tank. Water 
impulsively expelled by a piston from a separate chamber is led to the 
nozzle through six hoses. This geometry enhances the reproducibility of the 
vortices because it prevents the harmful oscillations generated by the piston 
from affecting the test section. The strength rring of the ring is determined 
by the ejection time and the ejection volume, which are controlled by a cam 
and a spring driving the piston. r ring takes discrete values, depending on 
the form of the cam. 

The "linked" topology of the vortices is achieved by a configuration il­
lustrated in Figure 2: the suction pipe for the maintenance of the steady 
filament passes through the center of the nozzle. The inner tube is installed 
in order that the fluid ejected from the nozzle may not influence the fila­
ment. 
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fil.ament 

Figure 2. Geometry of the nozzle and the suction pipe. 

3. Observations 

3.1. MEASUREMENT OF THE CIRCULATION 

A laser-Doppler velocimeter (LDV) system (DANTEC, FlowLite Optics/ 
Flow Velocity Analyzer/ FLOware system) is used to measure the velocity 
field induced by each vortex. When only the vortex filament exists, the 
velocity field is almost steady and axisymmetric for all the tested ranges of 
Q,. According to the measurement by the LDV, the radial distribution of 
the azimuthal velocity Vo (in a cylindrical coordinate system), has a peak 
typical of the flow induced by a straight vortex filament, from which both 
the core radius cflmt and the strength rflmt are evaluated. It is found that 
cflmt ranges from 5.5 mm to 10 mm, and rflmt from 1.1 X 10-3 m2 s- 1 to 
1.9 X 10- 2 m2 s- 1. 

Concerning the velocity field induced by the vortex ring, it is unsteady 
because the ring moves downwards from the nozzle to the bottom of the 
tank. Owing to this property, the core radius Ering of the ring can be eval­
uated from LDV signals obtained at a single point, where the center of 
the vortex core passes. In fact, a t - Vr curve measured at the point can 
be converted to z - Vr one, by multiplying t by the translational velocity 
U of the ring. Then the distance between a positive maximal peak and a 
negative minimum one in the latter curve corresponds to Ering · Similarly, 
the circulation r ring of the ring can be calculated by measuring Vr and Vz. 
Utilizing the radial distribution of Vr and the vertical one of Vz converted 
from t - Vz curves, one can execute the line integral of the velocity field 
along a rectangular path around the core. Two kinds of vortex rings with 
(Ering 1 fring) = (5.0 mm, 1.9 X 10-3 m2 S- 1) and (cring 1 fring) = (5.1 rnm, 
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2.4 x 10-2 m2 s-1 ) are employed in the present experiments. In the follow­
ing, we simply call the former "strong ring", and the latter "weak ring". 
The major radii of both rings are 55 millimeters immediately after their 
formation. The measurement described so far indicates that the Reynolds 
number Re = r o:/v (a = flmt, ring) ranges from 1.1 x 103 to 2.4 x 104 , 

where v is the kinematic viscosity of water. 

3.2. INTERACTION OF THE VORTICES 

Interaction of the filament with the ring is examined by flow visualization 
using tracer particles (neutrally buoyant polystyrene beads) and dye. We 
utilized the particles for strong filaments (rtlmt = 0( 10-2 m2 s-1 )) while 
dye for weak ones (rflmt = 0( 10-3 m2 s-1) ). The ring is visualized by the 
particles loosely sticked inside the nozzle with glue. It is found that the 
glue itself is efficient to make the ring visible, since it is well concentrated 
into the core. 

Based on the visualization, the following processes are observed: 

1. If the strength of one of the vortices is much stronger than that of the 
other, the structure with weaker circulation is broken down immedi­
ately after the outset of the interaction. 

2. If only the weak ring exists, a wave with a wavenumber n ~ 8 be­
gins to appear on it about 1.5 s after its formation (Figure 3). The 
wavenumber is consistent with Maxworthy's work [4] because the ring 
Reynolds number is about 5 x 103 in this case. Though the wave does 
not propagate along the ring, it slowly rotates around the core at a 
frequency of 0.5 Hz. After moving downwards for about 60s, the ring 
is broken just before it arrives at the bottom plane. Provided that the 
filament with rflmt = 1.2 X 10-3 m2 s-1 (~ rring) coexists with this 
ring, the swirling flow induced by the filament strongly distorts and 
amplifies the wave, which causes faster decay of the ring at t ~ 12 s. 
The filament is also broken in this case. Therefore, the vortex system 
consists of vortices with weak strength (of the same order) is unstable. 

3. After the formation of the strong ring alone, it proceeds downwards 
to reach the bottom of the tank within 10 s, without showing insta­
bility. If the filament with the strength rflmt = 1.9 X 10-2 m2 s-1 

(~ rring) is simultaneously generated with this stable ring, two kinds 
of interactions are observed. 

(a) If the cylindrical symmetry of the system is well maintained, the 
part of the filament ahead of the ring becomes thick because the 
flow induced by the ring compresses it. (On the contrary, the part 
behind the ring will be stretched, though it is not well visualized 
in this work.) It is also observed that some tracer particles swirling 
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around the filament are entrained to the ring, which may corre­
spond to the transportation of the vorticity from the filament to 
the ring. 

(a) (b) 

Figure 3. The collapse of a vortex ring caused by a vortex filament. 
(a) When only the weak ring (rring = 1.1 x 10-3 m2 s- 1 ) exists, 
a wave with wavenumber n ~ 8 appears on it. (t = 15.8 s after 
the formation of the ring.) (b) When the ring and a filament exist 
(rt!mt = 1.2 x 10-3 m2 s- 1 ), the wave is amplified to break at 
t = 11.8 s. (The filament is not visualized.) 

(b) We can intentionally break the cylindrical symmetry of the setup, 
because the position of the suction pipe can be slightly changed. 
It is also observed that the symmetry can be spontaneously bro­
ken during the process of interaction. In fact, if the filament is 
relatively thick (cflmt ~ lOmm), the filament is not compressed 
but bended by the flow induced by the ring. In either cases of 
broken symmetry, visualization suggests the occurrence of recon­
nection of the vortices. In Figure 4, typical process is illustrated. 
After such a stage that the ring becomes wavy and the filament is 
bended, it seems that a new helical filament is generated through 
reconnection. 

4. Summary 

We produced a system of vortices with link helicity in the laboratory, and 
investigated the interactions of it by flow visualization using tracers and 
dye. When rflmt ~ fring = O(lo-3 m2 s-1 ), both the vortices are unstable. 
When fflmt ~ fring = 0(10-2 m2 s- 1 ), the compression of the filament 
is observed in cylindrically symmetric case, and the topological change of 
vortices caused by reconnection is suggested if the symmetry is broken. For 
the sake of more quantitative and precise study of the processes observed in 
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the present work, we are planning to introduce PIV and execute numerical 
simulations in the near future. 

(a) 

(b) 

(c) 

c 
I 
I 

I 
• 

~~ 

\ 

Figure 4. Topological change observed when the symmetry is broken ( r ftmt ~ 

fring = 0(10-2 m2 s- 1 )). (a) The vortex ring proceeds downwards, keeping 
the linked topology. (b) The filament approaches the ring, deforming its shape. 
(c) It seems that two vortices are reconnected to form a helical structure. 
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MECHANISM OF FLAME PROPAGATION ALONG A 
VORTEX TUBE 
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Nagoya Institute of Technology 
Gokiso-cho, Showa-ku, Nagoya 466-8555, Japan 

1. Introduction 

Vortex tubes are recognized as sinews of turbulence: The length of the vor­
tex tube represents the integral scale of turbulence, the spacing of the nodes 
of the vortex tube represents the Taylor micro scale, and the diameter of 
the vortex tube represents the 10 times the Kolmogorov scale (Tanahashi 
and Miyauchi, 1999). Thus the interaction between a fine vortex tube and a 
flame seems to be an essential process in turbulent combustion. The aim of 
this work is to study the mechanism of flame propagation along a fine vor­
tex tube of a premixed gas when the vortex tube interacts perpendicularly 
with the flame {Chomiak, 1976). It is well known that a premixed flame 
propagates rapidly with a velocity similar to the maximum circumferen­
tial velocity of the vortex core. It is also known that the premixed flame 
can propagate along the vortex tube when the maximum circumferential 
velocity is faster than the burning velocity and the core diameter is larger 
than the flame thickness {Hasegawa et al., 1995). However, the mechanism 
of the flame propagation is still not clear though several models have been 
proposed. In this study, the flame propagation along a fine vortex tube is 
numerically simulated and the mechanism that provokes the flame to prop­
agate along the vortex tube is discussed in terms of the vorticity transport 
equation. 

2. Numerical Simulation 

Three-dimensional conservation equations for compressible reacting flows 
are solved on the basis of the following assumptions: i) The chemical reac­
tion is an one-step irreversible one with heat release, where the molecular 
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weights of the reactants and products are the same. ii) The bulk viscosity, 
the Soret and the Dufour effects and the pressure gradient diffusion are 
neglected. iii) The specific heat at constant pressure and the specific heat 
ratio are constant. iv) The equation of the state of the burned and un­
burned gases is that of an ideal gas. The physical parameters are given as 
Q = 2.446x106 Jjkg, Cp = 1.25x103Jjkg·K, >. = 7.4x10-2 W/m·K, 'Y = 
1.4, Pr = 1.0 and Le = 1.0. The initial pressure is 0.5 MPa and the initial 
temperature is 300 K, thus the adiabatic flame temperature is 2260 K and 
the density ratio of the flame is 7.53. The frequency factor of the one-step 
irreversible reaction of B = 3.47x106 1/s·K and the activation temperature 
of() = 19600 K give the laminar burning velocity of U£ = 0.236 m/s and 
the flame thickness of 8 = 0.0734 mm. 

A straight vortex tube is placed at the center of a volume of 1 mm x 
1 mm x 2.5 mm as shown in Figure 1. The side boundaries are periodic, 
but longitudinal boundaries are non-periodic and posed by non-reflecting 
boundary conditions (Poinsot and Lele, 1992, Hasegawa et al., 1999). The 
initial vortex tube is assumed to have a Gaussian vorticity distribution and 
the circumferential velocity field is given by the following equation: 

V (r) = 2r 0 [1- exp (- r 2 
2 )], fo = ?raoVmo 

1rr (ao/2) 
The initial parameters of the vortex tube are a = 0.156 mm and Vmo = 
12.4 m/s, and thus the initial Reynolds number is Re = 152. A laminar 
f_:lame is placed at x = 1 mm to interact with the vortex tube. 

Fourier spectral collocation method is used for y, z directions and 6th­
order central finite difference method is used for x direction to treat non­
periodic boundary conditions. The number of grid points is 128 in y, z 
directions, while it is 640 in x direction to keep the accuracy similar to the 
spectral method. 3rd-order Runge-Kutta method is used in time integration 
and the time step is selected to satisfy the CFL condition. A vector-parallel 
computer (Fujitsu VPP 500) with 16 PEs is used for the numerical simu­
lation. The total memory used is 10.5 GBytes. 

3. Results and Discussions 

Contour lines of temperature, total vorticity and azimuthal component of 
vorticity in the center cross section at t = 31 J.LS are illustrated in Figure 
2. It is found that the flame propagates rapidly along the vortex tube, and 
that the azimuthal component of vorticity appears near the flame front. 
This azimuthal vorticity can make the flame to propagate along the vortex 
tube (Hasegawa and Nishikado, 1996). 



Temperature 

Vorticity 

Unburned 

Figure 1. Initial conditions. 
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Figure 2. Production of azimuthal vorticity. 
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As shown in Figure 3, The proportional factor of the propagation veloc­
ity to the maximum circumferential velocity of the vortex tube increases at 
the initial stage, but it becomes a constant value of 1.2. This means that 
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the propagation velocity is proportional to the maximum circumferential 
velocity with a factor of 1.2. The azimuthal component of vorticity induces 
a similar velocity at the top of the convex flame, though the factor has a 
higher value. 

3 

2.5 

2 

0.5 

• Flame velocity 
-o-- Velocity induced by 

azumuthal component 
of vorticity 

0 u-----~----~----~--~ 
0 10 20 

Time (J..ls) 
30 40 

Figure 3. Evolution of flame propagation velocity. 

Next the transport equation of vorticity is analyzed to clarify the pro­
duction mechanism of the azimuthal component. 

ow =- (u. \7) w + (w · \7) u- w (\7 · u)- \7 (~) X \7p m P 

+\7(~) x\7·T+~\7x\7·T 
where the first term of the right-hand side is the convection of vorticity, 
the second term is the vorticity production due to stretch, the third term 
is vorticity decay due to dilatation, the fourth term is the production of 
vorticity due to the baroclinic torque, the fifth and the sixth terms are the 
viscous diffusion and dissipation. After integrating the transport equation in 
time, the azimuthal component of vorticity produced by each term is shown 
in Figure 4. It is obvious that the convection term has a main effect on the 
appearance of azimuthal component of vorticity in front of the convex flame. 
This means that the initial vortex tube is expanded by combustion and as a 
result it is twisted due to the conservation of the angular momentum. The 
twisted vortex in front of the convex flame induces the velocity that pulls 
the flame into the unburned vortex tube. The stretch of the vortex also 
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appears simultaneously during the expansion and enhances the vorticity 
that pulls the flame. Besides the baroclinic effect produces the vorticity 
behind the convex flame that pushes the flame into the unburned vortex 
tube. However, the production of negative vorticity behind the convex flame 
due to the convection and stretch terms compensates the baroclinic effect. 
The dilatation effect and the viscous dissipation reduce the vorticity behind 
the flame but they play a small part. Therefore the main mechanism of 
the production of azimuthal component of vorticity is attributed to the 
convection and the stretch in front of the flame. 

4. Conclusions 

1) Azimuthal component of vorticity appears in front of the flame. 2) Flame 
propagation velocity is proportional to the maximum circumferential veloc­
ity and is similar to the velocity induced by the azimuthal component of 
vorticity. 3) Convection and stretch of axial vorticity produces positive az­
imuthal component in front of the flame and produces negative azimuthal 
vorticity behind the flame. This negative vorticity cancels the vorticity pro­
duction due to the baroclinic effect. As a result, the azimuthal vorticity in 
front of the flame, which is produced by convection and stretch, provokes 
the flame propagation. 
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Figure 4- Production of azimuthal vorticity due to convection, stretch, dilatation and 
baroclinic terms. 
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MAPPING CLOSURE FOR 
NON-GAUSSIAN VELOCITY FIELDS 

M.TAKAOKA 
Division of Physics and Astronomy, Graduate School of Science, 
Kyoto University, Sakyo-ku, Kyoto 606-8502, Japan 

1. Introduction 

In our recent paper [1] (henceforth referred to as T99), an attempt was made 
to assess a mapping closure for turbulent velocity fields with non-Gaussian 
probability distribution functions (PDF's). The a priori assumption of the 
Gaussian velocity statistics is not made in our mapping closure, which gen­
eralizes the results for the Burgers turbulence by Kraichnan [2] and Gotoh 
and Kraichnan [3]. Our results show that further generalization is required 
to reproduce the sub-Gaussian PDF (its tails fall below the Gaussian distri­
bution) observed in the direct numerical simulation (DNS) of the Burgers 
equation. It is indispensable to investigate the properties related to the 
sub-Gaussian PDF in order to get a clue of such generalization. 

The Burgers equation for the velocity u is written as 

Du a2u 
Dt = v ax2 ' 

(1) 

and the governing equation for the velocity gradient e = axu is 

ne 2 a2e 
Dt = -e + v ax2 ' 

(2) 

where 1/ is the kinematic viscosity and D I Dt = (a I at) + u( a I ax) is the 
substantial derivative. The first and the second terms in the r.h.s. of (2) 
represent stretching and dissipation respectively. 

We also apply the mapping closure to a generalized equation of the 
Burgers equation, which is replaced the r.h.s. of equation (1) by Lj Vj ~:~. 
The generalized equation includes the Korteweg-de Vries equation, the 
Kuramoto-Sivashinsky equation and a hyper viscous equation. But here 
we restrict ourselves to the results for the sub-Gaussian velocity case of the 
Burgers equation for lack of space. 

243 

T. Kambe et al. (eds.),IUTAM Symposium on Geometry and Statistics ofTurbulence, 243-248. 
@ 2001 Kluwer Academic Publishers. 



244 

2. Formulation of Mapping Closure 

In T99, it is shown that the velocity and its gradient PDF's relax to a 
unique distribution in the Burgers turbulence even if it start from non­
Gaussian velocity distribution. In the l~miting distribution, the velocity 
PDF is sub-Gaussian and the velocity gradient PDF has a A-shape. The 
present mapping closure has succeeded to predict that the PDF's started 
from non-Gaussian distribution relax to a unique PDF. However, it fails to 
reproduce the sub-Gaussian structure in velocity PDF and the far-negative 
tail of velocity gradient PDF. The former discrepancy is also noticed in [3]. 

The linear-dependence assumption u(x, t) = r(t)u0 (z) made in [2, 3] is 
equivalent to assume the Gaussianity of velocity PDF. We generalized the 
map for u in T99 to investigate non-Gaussian velocity PDF, 

u(x, t) X(uo(z), t), (3) 
dz 

J(~o(z), t), (4) = 
dx 

~(x, t) 
aX(uo, t) _ 

(5) a ~oJ(~o, t) = Y(uo, ~o, t), uo 
where uo and ~o are the multivariate Gaussian reference fields. The func­
tional form of the coordinate map J is the same as that in [2, 3]. 

Once the functional form of maps are determined, the governing equa­
tions of the maps are readily obtained as 

(6) 

(7) 

where 

( I ) aY(uo,~b,t) ( I ) (a N(t) ( I )) 
K uo, ~0 , t a~o Q uo, ~0 , t at ln J(~o, t) - Y uo, ~0 , t 

_ (ax)-1 a(Z(uo,~0 ,t),Y(uo,~0 ,t)) 
auo a( uo , ~0 ) ' 

Z(uo, ~o, t) = vQ(uo, ~o, t) ( ( ::~ uo)- ( ::~ uo, ~o)) 
Here (·I uo) and (·I uo, ~o) denote respectively the ensemble mean condi-
t . l . 1 f d ( . t ) d {) f ,g ) !!1_ ~ _il2.9_ wna on g1ven va ues o uo an . uo, <,0 , an 8 uo,~o) - &uo 0~0 - 0~0 &uo 

represents the Jacobian off and g. 
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3. PDF Tail and sub-Gaussian Velocity Model 

Although the discrepancies are found only in the tail part and the PDF's 
take very small values there, the quality of closure assumption does appear 
in this region. It is important to clarify the reasons for this discrepancy in 
order to make an assessment of the mapping closure. 

3.1. SUB-GAUSSIAN VELOCITY MODEL 

We found by the DNS in T99 that if the initial velocity has appropriate sub­
Gaussian distribution then the normalized velocity PDF almost remains in 
the initial sub-Gaussian. Our interest here is to examine the improvement 
of the discrepancy in the far-negative tail of velocity gradient PDF by 
changing the velocity PDF to be sub-Gaussian in the mapping closure. 
Following the method for the evolution of Gaussian velocity PDF's in [2, 
3], the shape of the normalized velocity PDF, now the appropriate sub­
Gaussian, is fixed. And its evolution is calculated by using the integral 
quantities; energy and energy dissipation, both of which are determined 
by the mapping closure. The velocity gradient PDF, on the other hand, 
evolves under the same equation in T99. 

In the pioneering work by Kraichnan [2], who is the creator of mapping 
closure and has the best knowledge of it, he obtained the evolution equation 
of r(t), the map for u, by the energy balance equation: 

d(u2} 
-2v(e}, (8) 

dt 
dr(t) ({2) 

(9) = -v (u2} r(t), dt 

a <e> (10) ===} otX(uo, t) = -v (u2} X(uo, t), 

where use has been made of the relation X(uo, t) = r(t)uo(z). 
In our sub-Gaussian velocity model, we use (10) as the evolution equa­

tion for X(uo, t) instead of (6). The evolution of Y(uo, eo, t), or J(eo, t), is 
determined by the same equation as (7). The proportionality of gtx(uo, t) 
to X(u0 , t) guarantees the invariance of the dependence of X(uo, t) on uo. 
That is, the normalized velocity PDF is unchanged in the time evolution. If 
we set the initial velocity PDF as the appropriate sub-Gaussian, it remains 
the sub-Gaussian as observed in DNS. 

Figures 1(a) and (b) show the velocity PDF and velocity gradient PDF, 
respectively. The normalized velocity PDF in (a) remains almost in the 
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Figure 1. Time evolution of velocity PDF (a) and PDF tail of the velocity gradient in 
far-negative region at t = 20 (b). Solid and dashed lines respectively represent Gaussian 
PDF and the initial PDF of velocity gradient . 

initial sub-Gaussian distribution, which is made by a simple map: 

a a+ suo 
u = X ( uo, 0) = -2 + uo + 2 2 c u0 +c 

(11) 

with parameter assignments (c, a, s) = (3, 0, 4). We show only the tails of 
the velocity gradient PDF in far-negative region, which correspond to Fig. 
4(b) in T99. +symbols in (b) represent the tail obtained from DNS of the 
freely decaying Burgers equation. x and o respectively show the results 
by the mapping closure in T99 and the model assuming the sub-Gaussian 
velocity PDF as explained above. 

This result confirms the conjecture by Avellaneda et al. [4] that the 
discrepancy in the PDF tail for velocity gradient is due to the a priori 
assumption of Gaussian velocity statistics in [2, 3]. Although most works 
on the Burgers turbulence are focused on the PDF of gradient or of higher­
order derivative fields, this example shows the importance of developing 
the analysis for the sub-Gaussian structure in the velocity field. 

4. Asymptotic Tails of Velocity PDF 

Several authors have characterized the asymptotic tails (lui » 1) of velocity 
PDF's [4, 5, 6, 7, 8). The PDF tails of the velocity depend on the PDF tails 
of external forcing or on the order of differentiation of initial Gaussian 
fields. In both cases of white-in-time external forcing and of white-in-space 
initial field, they predict the cubic tail: P(u) ,...., exp( -Cu3). 

Avellaneda et al. [4] characterize the tails for the cases of Gaussian 
initial data with self-similar spectrum and with "ultraviolet-regularized" 
spectrum. The latter corresponds to the DNS's in [1, 2, 3), in which case 
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1.2 1.4 

Figure 2. Time evolution of asymptotic tails of velocity PDF. The abscissa is In 1-"-1, 
the ordinate is In l 81n8~(u) I· (b) is the close-up of the tail part in (a) with lines sh:;~g 
Gaussian tail (solid line) and cubic tail (dashed line) . 

they predict P(u),....., exp( -Ct2u4 ). Falkovich and Lebedev [6] showed that 
a Gaussian random force having correlation scale and correlation time pro­
duces velocity PDF tails: P(u) ,....., exp( -Cu4 ), and Gaussian velocity would, 
in particular, correspond to the force PDF decaying exponentially. 

Our DNS of the Burgers turbulence shows there exists the cubic tail be­
fore the asymptotic tail corresponding to the "ultraviolet-regularized" spec­
trum. Fig. 2 shows the asymptotic tails of velocity PDF observed in the DNS 
starting from sub-Gaussian distributio_n shown in Fig. 1 (a). This cubic tail 
is also observed in the DNS starting from Gaussian distribution. We have 
checked that the cubic tail becomes longer for the higher Reynolds number. 
This might be understood as follows. Since the "ultraviolet-regularized" 
part in the spectrum has only small energy in later time, the body of the 
velocity PDF are determined by the "unregularized" part in the spectrum. 

5. Conditional means 

We lastly examine the detailed comparison of conditional means. The map­
ping closure maps a statistically known reference field to a surrogate field 
which satisfies the same evolution equation as the true field [9]. The gov­
erning equations of the maps are closed by letting the conditional means 
of the surrogate field be equal to that of the true field. Although no ad­
justable parameters appear in the mapping closure, there is a vast room 
in choosing the functional form of the map and the reference field. The 
quality of the closure is determined by the adopted maps. Comparing the 
conditional means, one might find the clues for choosing the appropriate 
functional form of the map. 
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It is shown that the present map can reproduce the structure of the 
conditional mean fairly well for all the time. The graphs are omitted here. 
The small discrepancy emerges in the large deviation regions of u and ~, 
when the energy dissipation rate takes peak value. Both the stretching and 
the dissipation compete actively at that time. The present map seems to 
underestimate the enhancement of dissipation due to stretching. 

6. Concluding Remarks 

By using the sub-Gaussian velocity model, it is clarified that the discrep­
ancy in the velocity-gradient PDF tail in far-negative region is caused by 
the discrepancy in velocity PDF tail. It is important to develop a mapping 
closure which is able to reproduce sub-Gaussian velocity PDF. 

The statistics of second- and higher-order derivative terms are also inves­
tigated, but not shown here. The generalized mapping closure in T99 suc­
cessfully predicts the transition from Gaussian distribution to non-Gaussian 
one in velocity PDF, though it is hard to obtain long time solutions. These 
results show the potential ability of the mapping closure. 

To correctly capture the sub-Gaussian property of velocity PDF and the 
far-negative tail structure of velocity gradient PDF, we should use the map 
which can express fusion in folded regions due to the convective term. Diffi­
culty in obtaining a long time solution for higher-order derivatives, pointed 
out in T99, might be related to the lack of reproducibility of dispersion 
effect. It is an important future work to characterize the mechanism of 
enhancement of dissipation and dispersion by stretching. 
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COHERENT STRUCTURE AND SUBGRID-SCALE ENERGY 

TRANSFER IN TURBULENCE 

KIYOSI HORIUTI 

Department of Mechano-Aerospace Engineering, 
Tokyo Institute of Technology, 
2-12-1 0-okayama, M egu:ro-ku,, Tokyo 152-8552, Japan 

Abstract. Correlation of the transfer and dissipation of turbulent energy 
with the coherent structures is investigated. A classification method is de­
veloped to distinguish the tube and sheet structures. Two different kinds 
are considered for sheet structures. The grid-scale and subgrid-scale (SGS) 
energy exchange in large-eddy simulation (LES) is utilized to estimate the 
energy transfer. It is found that the cylindrical sheet region around the 
tube is organized, shielding the rather incoherent core region of tube. The 
energy transfer and dissipation were shown to take place primarily in the 
region similar to the Burgers' vortex layer. The backward scatter primar­
ily occurred along the compressed vortex tube. The role reversal of the 
vorticities along eigenvalues for the strain rate tensor is discussed. 

1. Proposal of classification method and its assessment 

Coherent structures are roughly divided into the two groups: the vortex 
tube and sheet, but these structures are not uniquely defined, e.g., for the 
vortex sheet structures, there are (at least) two kinds. One is that similar to 
the sheet generated in the background flow with the plane strain (Burgers' 
layer), and the other one is the cylindrical sheet surrounding the vortex 
tube. In order to distinguish these sheet and tube structures, a method in 
which these structures are accurately classified is necessary. Furthermore, 
this method should be capable of an estimation for the flatness and curva­
ture of the object, enabling it to distinguish the two kinds of sheet structures 
mentioned above. We considered the eigenvalue solutions for the strain rate 
tensors, Sij, and the .\2 method [1], because it was felt that the ngorous 
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use of the off-diagonal elements for the products of the velocity gradient 
tensors is indispensable to estimate the flatness of t he objects. Although it 
may be inappropriate to rely heavily on the Burgers' vortex models, we can 
derive some insight for the classification by using the eigenvalue solutions 
of the Burgers' tube and layer models. The three eigenvalues for the >.2 

method can be given for the Burgers' vortex tube as 

a 2 [( 411 ar2 ar2 ) 2 >-± = 4 1 ± Rer[ar2 {1- exp(- 411 ) } - exp(- 411 )] (1) 

2 
2 ar ] 2 - R erexp( - -) , Az = a , 

211 

where a denotes the stretching parameter' and R er = r I ( 47fll ) is the 
Reynolds number based on the circulation around the tube, r. It can be 
seen that the eigenvalues scale with a 2 for low Reynolds numbers and with 
a 2 and R ef, for high Reynolds numbers [2]. Because of the crossover of the 
eigenvalues, an alignment of the vorticity vector with the eigenvector for 
the intermediate eigenvalue often occurs [3, 4]. We reordered the eigenval­
ues so that the eigenvalue, the eigenvector of which is most aligned with 
the vorticity vector, is chosen as Az, and the largest eigenvalue among the 
remaining two eigenvalues as >.+ , and the smallest one as >._. Similar re­
ordering was used to define the eigenvalues for S i j as ( O" z, O" +, O" _) [5] and 
the corresponding eigenvectors are denoted as ez, e+, e _, respectively. The 
>.2 method was used because it was found that eigenvalue crossover less 
frequently occurred in the >.2 method, and the strain eigenvalue method 
yielded an overestimation of the cylindrical sheet region and an underesti­
mation of the tube core region . 

It was shown that t he eigenvalues (>. z, >.+ , >. _) and (O"z, O"+, O"_ ) can be 
equated as A± = O"~ in the cylindrica.l vortex sheet region around the 
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tube, which leads to the inequality, A+ 2: A_ > 0. This scaling of A± and 
(J'f is a consequence of a curvature in the cylindrical sheet . They can be 
equated as A± =a (J'f in the Burgers' vortex layer, leading to the inequality, 
A+ 2: 0 2: A_. This scaling of A± and (J'f was obtained since the layer-like 
sheet is flat. We note that Az = (}; for both tube and layer. Using these 
results, we classify the cylindrical sheet and the Burgers' layer like sheet by 
imposing the constraints as (A+ 2: A_ > 0) (Region I) and (A+ 2: 0 2: A_) 
(Region II), respectively. The core region of the vortex tube is classified as 
A+ < 0 (Region III). 

We have utilized the incompressible decaying homogeneous isotropic 
turbulence Direct numerical simulation (DNS) data which were generated 
with 128 , 128 and 128 grid points, at the instant when the Taylor microscale 
Reynolds number >=:::: 30. The profiles for the probability density functions 
(pdf) for the strain parameter [6], sp = (((}_ - (}+)/((}_ + (}+)), for the 
Regions I , II and III are shown in Fig. 1. The pdfs for Regions I, II and 
III are mostly concentrated in characteristically different three regions , re­
spectively, in the ranges 1.5 < sp < 3 (biaxial strain) , 1 < Sp < 2 (biaxial 
strain close to plane strain) , and 0 < Sp < 1 (axial strain), approximately 
educing the desired objects. It should be noted that the present classifica­
tion criterion is merely necessary for the equations, A± = (}~,A± = a (J'f• 

to hold. To examine if it is also sufficient to hold these relations, we show 
the scatter plot between (} _ and A+ in Figs. 2 and 3. Plot between (} _ and 
A+ obtained by imposing the constraint A+ 2: A- > 0 is shown in Fig. 
2. The plotted points are clustered along the parabolic profile, A+ = (}~. 
The deviation from this parabola indicates some difference from the pure 
Burgers' vortex tube model [6]. The plot between 0'(}_ and A+ obtained by 
imposing the constraint A+ 2: 0 2: A_ is shown in Fig. 3, in which a is esti­
mated by using (Jz· Overall, the plotted points are aligned with the linear 
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profile, ,\+ = a (]" _. Significant deviation, however, is discernible, because 
the Burgers' vortex layer is susceptible to small disturbances. 

2. Classification of statistics in the DNS data 

Figure 4 shows the (weighted- )pdfs for the dissipation rate of the turbulent 
energy, c. To show the actual strength of the terms, we multiplied pdf, .f(p ), 
by its bin value, p, and the bin interval, ~P- Intense dissipation primarily 
occurs in the sheet region , which is close to the Burgers ' vortex layer. The 
dissipation generated in the tube region is rather weak, and the dissipation 
generated in the cylindrical sheet region is intermediate between them. 
Figure 5 shows the pdf distributions of the cosine of the angle between the 
vorticity vector, w, and the eigenvectors, ez and e+. Strong tendency for 
alignment between w and ez can be seen in the cylindrical sheet region, 
and e+ is placed almost perpendicular to w in this region. These tendencies 
are weak in the Burgers' layer-like region and the tube-core region. The flat 
distributions of cosine values in the tube-core and layer-like regions indicate 
that the velocity fields in these regions are close to a random Gaussian 
field [5]. These results implies that the cylindrical sheet region is coherent, 
and shielding a rather incoherent core region of the tube. We consider that 
the vortex tube persists for a long time pf period [6] due to this shielding 
effect. 

3. Analysis of the grid-scale and SGS energy transfer 

We examine the contribution of the structures for the energy cascade by 
estimating the grid scale - SGS energy transfer in LES, because in this 
method, we can estimate energy cascade from the given scale down to the 
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smaller scales. The energy transfer occurs through the SGS production 
term, P = -ri]f!Ui/ ax j hj is the SGS stress tensor) . Positive P implies 
the forward scatter of the grid-scale energy into the SGS, while negative 
P implies the backward scatter. We obtained an estimate of the P term 
by applying the Gaussian filter to the homogeneous isotropic DNS data., 
reducing 128 grid points to 64 grid points in each direction. Similar results 
were obtained when 128 grid points were reduced to 32 points. 

Figure 6 shows the pdfs (pf(p)b.p) of the P term. In good correspon­
dence with the decomposition of the dissipation rate (Fig. 2) , the energy 
cascade (forward scatter) primarily arises in the layer-like region. These 
results are consistent with the previous result that the sheet structures are 
mostly responsible for the cascade of the turbulent energy [7]. It should 
be noted that the backward scatter primarily occurs in the tube-core re­
gion. Considerable occurrence of negative 0' z was noticed in the tube-core 
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and cylindrical sheet regions, as is shown in Fig. 7 for the pdfs of CT z. It 
was found that the backward scatter events were highly correlated with 
the events with negative CT z, indicating that the backward scatter predomi­
nantly occurs along the compressed vortex tube. In fact , Fig. ~ for the pdfs 
(pf(p)6.p) of the SGS production term, which was conditionally sampled 
with CT z < 0, shows that the P term is mostly negative in the tube-core 
region when CT z < 0. Figure 9 shows the pdf for CT +, and CT + is mostly posi­
tive, implying that, when CTz < 0, the amplitude of Wz is reduced , while the 
amplitude of w+ is increased due to the backward scatter. 

This can be seen in Fig. 10, in which the scatter plot between CTz and 
the vortex-stretching term, w · W, obtained in the tube-core region of the 
(unfiltered) DNS data is shown. W denotes the vortex-stretching vector, 

(2) 

It can be seen that the component along e+, is predominantly positive, and 
its magnitude is not negligibly small compared with the component along 
ez. With a lapse of time, the role reversal of Wz and w+ [2 , 6] will take place 
in the compressed tube. We note that this reversal can't be accomplished 
in the Burgers' vortex tube and layer models. 
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In classical turbulence theory, the closure problem arises when consid­
ering the statistical or filter average of the forced Navier-Stokes equations: 

(1) 

Here, UiUj are the Reynolds stresses, which need to be prescribed in order 
to close the system. Most turbulence models try to close the system by 
prescribing directly the shape of the Reynolds stresses using, e.g. dimen­
sional arguments and arbitrary parameters which need to be calibrated. A 
f 1 . - (t) J:l - h (t) . th dd . 't t amous examp e 1s UiUj = vijklukU/, w ere vijkl 1s e e y-v1scos1 y en-
sor. We have used a novel approach, in which the Reynolds stresses are 
computed by an estimate of the r.m.s. or sub-grid velocities ui = Ui - Ui. 
The estimate is done via a dynamical equation linking the average or re­
solved velocity and the r.m.s. or sub-grid velocities. This equation is not 
postulated, but derived from the constitutive equations using a simplify­
ing assumption. In this model, only the non-local interactions between the 
small random scales and the mean large scale flow are exactly taken into 
account [5]. It is thus referred to as a "non-local model" of turbulence. It 
is in fact a generalization of the Rapid Distortion Theory (RDT) [3]. This 
new model allows both analytical predictions and numerical implementa-

255 

T. Kambe eta/. (eds.),IUTAM Symposium on Geometry and Statistics of Turbulence, 255-260. 
© 2001 Kluwer Academic Publishers. 



256 

tion [6]. We present a numerical application for 2D decaying turbulence 
and theoretical results about a special 3D case as plane flows. 

1. Two-dimensional turbulence 

We consider a two-dimensional incompressible inviscid fluid obeying the 
Euler equations. The large (U, 0) and the small-scale part ( u', w') of the 
velocity and the .vorticity fields are defined via a filterinv; procedure. 

U = u = j G(x- x')u(x')dx' 

n = w = j G(x- x')w(x')dx' 

u' = u- u 
w' =w- w 

(2) 

(3) 

(4) 

where G is the filtering function which is defined by the numerical 
method used to solve the equations. Inserting this decomposition in the 
Euler equation and separating the large and the small scale part, we get 
a set of coupled equations. The base of our model is to neglect the terms 
corresponding to local interactions at small scales (terms involving u'w'). 
The validity of such hypothesis is detailed in [5]. In this paper the authors 
compared the weight of each terms of the equations. It is shown that even 
additional terms can be neglected at the first order. After such approxima­
tions, the equations are reduced to: 

8tfl + div un + div Uw' = 0, (5) 
Otw' + div (Uw') = -(div (UO)- div UO) + div Uw' =: F (6) 

where F correspond to a forcing term from large scales on the smallest 
one. We implemented numerically this model for 2D periodical flows using a 
pseudo-spectral code for the large scales. Because of our modelisation, the 
small scale equation is linear, thereby providing room for computational 
time reduction via semi-Lagrangian methods, using a time step related to 
the large scales. We choose to use a Garbor decomposition, which provides 
a localized description while allowing theoretical manipulations similar to 
that obtained with Fourier modes. The equation of motion of the small­
scale wave-packets is obtained by applying a Gabor Transform (GT) to the 
linearized equation of motion of small scales in the physical space. This 
equation is the following : 

Dt GT(w'(x,t)) = GT(F(x,t)) (7) 



where Dt is a total derivative defined as : 

Dt Bt + x · V' + kok, 
X akcp, 
k - V'ip, 
ip U·k, 
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(8) 
(9) 

(10) 

(11) 

and F(x, t) is the forcing of small scales correspondly to the creation of 
small scales from large-scales. A Particles In Cell (PIC) method is used to 
advect the small-scale wave-packets. 

We performed several simulations with our model to compare with DNS. 
As it is not possible to do DNS with an infinite Reynolds number we per­
formed simulations with a Reynolds number as high as possible. The com­
parison was done for two typical situations. We present only the comparison 
for decaying turbulence. The energy of the initial field is concentrated at 
very large scales. Small scales are created under the effect of enstrophy cas­
cade. The DNS was performed on a grid 10242 with a viscosity v = 1.8 10-4 

The corresponding Reynolds number is approximately 104 . The separation 
scale used in our model was kc = 21. The large scales evolve on a 642 

grid and the Reynolds Stress is computed on a grid twice as big as the 
large-scale one in order to compute the forcing term F(x, t) involved in the 
small-scale equation (7). The results are compared after approximately 50 
turnover times The large scales vorticity fields are represented fig. 1. The 
large scales field are obtained by a truncature at k < 21 of the total vortic­
ity field. These scales correspond to the smallest scales directly resolved in 
our modelisation. The total vorticity field of our modelisation is obtained 
by the addition of the resolved vorticity field to the small-scales field re­
built from wave-packets. In this case we used between 2 x 104 and 6 x 104 

wave-packets for the small scales discretisation. There is a good agreement 
between the result of our model and the DNS one. The largest structures 
are very similar and they are well localized even after 50 turnover times. 
We also compared our model to two other models. The first one is a hyper­
viscous direct simulation on a 642 grid. The results are quite different from 
the large DNS. The vortices are much less localized than for our model. 
The second LES model of comparison is the APVM model developed by 
Sadourny and Basdevant [4]. The result of this model is better than the 
HDNS 642 but not as accurate as our model in this particular case. Using 
the wave-packets, on can rebuild the small-scale fields. The good discretisa­
tion of small scales is obvious in the comparison of the small scale vorticity 
field between our simulation and the DNS 10242 (fig. 2). The corresponding 
energy spectra of the 4 simulations fig. 1 are represented on the same graph 
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fig. 3. This comparison confirms the good agreement between DNS and our 
modelisation. The simulation with our model develop a k-3 energy spec­
trum very close to the DNS when the equivalent spectrum of the HDNS 
642 and the APVM 642 seems to be steeper. 

Figure 1. Large scales vorticity field (k $ 21) after 50 turnover times for a decaying 
turbulence. Left: DNS on a 10242 grid and a viscosity 11 = 1.810-4 , middle: our model 
with a separation scale at k = 21, right: simulation with hyper-viscosity on a 642 grid. 

Figure 2. Small Scales vorticity field after 15 turnover time for a decaying turbulence. 
Result from a DNS on a 10242 grid and a viscosity 11 = 1.810-4 (left) and from our model 
with a separation scale at k = 21. 

2. Equilibrium profiles of channel flows 

In plane parallel geometry, our model can be used to derive analytically 
the equilibrium profiles both in the near-wall and core regions [1]. Using an 
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Figure 3. Comparison of the energy spectra obtain from the total vorticity field for 
decaying turbulence. 

ideal filter to separate large and small scales, we can introduce the same 
decomposition into large and small scale equations. As in 2D, the small 
scale equation involves a forcing term which is responsible for the energy 
exchange between the two scales. Because of the linearity of the small scale 
equation, one can solve it with respect to the large scale field and the forc­
ing term. Thanks to a reasonable hypothesis on the statistics of the forcing, 
we deduce the expression of the Reynolds sub-grid stress involved in the 
large scale equation. In the near-wall region we derive a general expression 
for the velocity profile which is linear in the viscous layer and logarithmic 
outside. This expression involves two physical parameters: the von Kar­
man constant and the size of the viscous layer (which can be computed 
via a numerical implementation of our model). Fits of experimental profiles 
using our general formula provides reasonable values of these parameters 
(K = 0.4 to K = 0.45, size of the viscous layer about 15 wall units). In the 
core region, we find that the shape of the profile depends on the geometry 
of the flow: it ranges from algebraic in channel flow, to exponential in the 
bulk of boundary layers, or linear in plane Couette flow. This classification 
is consistent with Oberlack's system [2], which is based on symmetry argu­
ments. Fits of boundary layer flows or channel flows at different Reynolds 
number over the whole flow region are performed using our results, and are 
found to be in very good agreement with available data (see fig. 4). 
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3. Conclusion 

We presented two applications of our new model which is based on a simple 
hypothesis about the small scale evolution. This approach is different from 
traditional turbulent models since our model provides an expression of the 
turbulent Reynolds sub-grid stress via estimate of the sub-grid velocities 
rather than velocities correlations. This model leads to a reduction of sim­
ulation time with respect to DNS as the small scales are computed with a 
linearized equation using a semi-Lagrangian method. 

20 

15 
.. 

::> 
10 

5 

0 
10- 2 10-1 10° 10 1 102 

z. 
Figure 4. Comparison of our model (line) with numerical data (symbols) of a channel 
flow at Re = 587.19. 
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TWO- AND THREE- DIMENSIONAL BEHAVIOR OF THE 
LARGE SCALES IN ROTATING TURBULENCE 
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Hampton, Virginia 
USA 

Abstract. Weak turbulence theory is treated as an approximate solution 
of the DIA equations for rotating turbulence. The consistency of weak tur­
bulence theory with numerical simulations of rotating turbulence in small 
aspect-ratio domains is evaluated. Finally, the possibility of four-wave in­
teractions in this problem and in the problem of compressible rotating 
turbulence is discussed. 

1. DIA and weak turbulence theory for rotating turbulence 

Following Leslie (1973), an approximate solution of the DIA closure equa­
tions for rotating turbulence can be constructed by introducing the Marko­
vian ansatz 

Gij(k, T) = e-1-lkT {cos(wkT)Pij(k) + sin(wkT)~ij(k)}H(T) 
Qij(k, T) = e-1-lkT { cos(wkT)Pij(k) + sin(wkT)~ij(k)}Q(k) (1) 

for the DIA response and correlation tensors; compare also Carnevale and 
Martin (1982). In Eq. (1), T denotes time separation, Pim = bim- k-2kikm 
and ~im is the (unique) antisymmetric tensor formed from the vectors of 
the local Craya-Herring or toroidal-poloidal basis (Cambon and Jacquin, 
1989). Integrating the DIA response equation over time separation, and 
separating the coefficients of p and e) there results 

nkwk 
1-2 2 2 = {Pimn(k)Pmrs(p)Pns(q)h + Pimn(k)emrs(P)ens(q)I2 

J.lk + wk 
+Pimn(k)emrs(p)Pns(q)h + Pimn(k)Pmrs(P)ens(q)I4}Q(q) X 
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(2) 

and 

where 

/-lp + /-lq + /-lp + /-lq 

(J-L~ + J-L~) + (w~ + wJ) (J-L~ + J-L~) + (w~ - wJ) 
/-lp + /-lq + /-lp + /-lq 

(J-L~ + J-L~) + (w~ + w~) (J-L~ + J-L~) + (w~- wJ) 
Wp + Wq Wp- Wq 

(J-L~ + J-L~) + (w~ + w~) (J-L~ + J-L~) + (w~- w~) 
Wp + Wq Wp- Wq 

~~~~~~--~+~~~~~~--~ 
(J-L~ + J-L~) + (w~ + w~) (J-L~ + J-L~) + (w~- w~) 

(4) 

In Eqs. (2)-(3), integration over wavevector triads k = p + q is understood, 
the inertial wave frequency is 

nk = O(k) = k. n;k (5) 

where n is the angular velocity of the flow domain, J-lk = J-L(k) is the 
eddy damping, and Wk = w(k) is the effective rotation rate. The closure is 
completed by an equation for Q(k) which is the EDQNM form of the DIA 
energy balance equation. Note that the effective rotation rate wk and the 
eddy damping /-lk are to be determined simultaneously. 

Basic limits of these equations are defined by the relative strengths of 
rotation and nonlinearity. In the absence of rotation, the equations reduce 
to Leslie's (1973) Markovianized DIA, and when rotation is nonzero but 
small, Ok < < 77k where 77k is the Kolmogorov frequency proportional to 
E 113 k213 , rotation is a small perturbation of nonlinearity. A theory of this 
limit applicable to mean flow quantities has been developed by Shimomura 
and Yoshizawa (1986). 

The opposite case, in which Ok > > 7Jk is analyzed instead by ignoring 
both eddy damping and renormalization of the rotation rate. This is the 
limit of weak turbulence (Zakharov et al, 1992) in which rotating turbulence 
is the turbulence of weakly interacting inertial waves 

(6) 
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This instance of weak turbulence theory is somewhat special because of 
the existence of non-oscillating two-dimensional modes for which Ok = 0. 
The dynamics of these modes can only be derived correctly on the basis of 
a theory which includes eddy damping, like Eqs. (2)-(3). The characteris­
tic time-scale of this theory is the relaxation time of resonant three-wave 
interactions 

(7) 

where it is found that the principal value terms in the integral do not 
contribute at this level of approximation (J. Scott, private communication). 
Double resonances, singlarities of the surfaces Ok±Op±Oq = 0, which would 
cause corrections to Eq. (7) (Newell and Aucoin, 1971), can be shown to 
be irrelevant (Rubinstein, 1999). 

From the viewpoint of Eqs. (2)-( 4), weak turbulence theory is the lowest 
order solution of DIA in the limit of very strong rotation. It is therefore 
natural to attempt to solve DIA perturbatively about this limit (Carnevale 
and Martin, 1982). At the next order, damping corrections of order 

(8) 

are obtained; the resonance conditions allow this correction even for two­
dimensional modes. Thus, although these modes cannot exchange energy 
with inertial waves through three-wave processes, energy transfer through 
higher order interactions is possible. The damping correction of Eq. (8) 
may be related to the Newell quartet mechanism (Newell, 1969) discussed 
in the context of rotating turbulence by Smith and Waleffe (1999). 

The main result of this theory of three-wave interactions in rotating 
turbulence is that energy is transferred toward the plane perpendicular to 
the rotation axis (Cambon and Jacquin, 1989; Waleffe, 1993). A typical 
consequence is the growth of the integral scale parallel to the rotation axis 
during decay. 

2. Rotating turbulence in small aspect ratio domains 

Simulations of turbulence in small aspect ratio domains have been re­
ported by L. Smith and collaborators. By removing scales of motion in 
one direction, the possibility of a continuous transition from three- to two­
dimensional behavior is raised (Smith et al, 1996). Suppose that the energy 
flux depends continuously on aspect ratio. Then, as in the d-dimensional 
turbulence of Fournier and Frisch (1978), at a critical aspect ratio, the for­
ward transfer of energy ceases; at smaller aspect ratios, the energy trans­
fer is toward large scales as in fully two-dimensional turbulence. This re-
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versed cascade should be possible even though the turbulence remains 
three-dimensional, and enstrophy is not conserved. 

Numerical simulations (Smith et al, 1996) were only partially consistent 
with this picture. In sufficiently small aspect ratio, an inverse cascade could 
be generated by two-dimensional forcing. This establishes a weaker result, 
namely the stability of small aspect ratio two-dimensional turbulence to 
three-dimensional perturbations. 

More recent simulations (Smith and Waleffe, 1999) have treated rotating 
turbulence in small aspect ratio domains. In this case, it is found that a 
two-dimensional inverse cascade can be sustained at a fixed aspect ratio if 
the rotation rate is sufficiently large. 

A qualitative explanation can be based on three-wave interactions. In 
the simulations, the forcing is isotropic and of a scale smaller than the 
length of the domain along the rotation axis. Resonant triads (for example, 
equilateral triangles) exist at these scales and transfer energy toward the 
perpendicular plane. In the absence of three dimensional scales, energy in 
this plane is naturally transferred towards large scales. The development 
of two-dimensionality in the large scales is brought about by the triads at 
scales comparable to the forcing scale. 

It is stressed by Smith and Waleffe (1999) that since resonant interac­
tion between two inertial waves and a planar Fourier mode transfers no 
energy to the planar mode, energy cannot be transferred to the perpendic­
ular plane by resonant triad interactions. However, since the set of modes 
dominated by nonlinearity always includes a region surrounding the per­
pendicular plane, this explanation only requires transfer toward this plane. 

Smith and Waleffe also report the development of a two-dimensional 
k-3 spectrum in some cases. Since this spectrum does not correspond to 
the flux of a conserved quantity, it must be unsteady. 

3. Four wave interactions in rotating turbulence 

An important consequence of small aspect ratio was noted by V. Yakhot, 
who argued that if kz >> kx, ky with kz ~ L-;1 then the three-wave dis­
persion relation cannot be satisfied. In fact then, 

kz 1 k1_ 2 nk = n- ~ n{1- -(-) ± .. ·} 
k 2 kz 

(9) 

which can be compared to the dispersion relation of Langmuir turbulence 
(Zakharov et al, 1992) 

D(k) = Dpj1 + 3(krD)2 ~ Dp{1 + ~(rDk) 2 + · · ·} (10) 

where Dp is the plasma frequency and rD is the Debye length. 
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To leading order, the three-wave resonance condition cannot be satis­
fied and the theory leads to four-wave resonances. This has an important 
implication for the large scales: such resonances conserve wave action as 
well as energy; therefore, a spectrum carrying constant flux of wave action 
to large scales exists of the form 

(11) 

This spectrum is essentially three-dimensional. Thus, four-wave interactions 
prevent the two-dimensionalization of the velocity field. It is an open ques­
tion whether four-wave interactions, like three-wave interactions, transfer 
energy toward the plane flk = 0. 

However, this spectrum has not been observed in simulations. The in­
verse cascade is always observed to be two-dimensional. A possible expla­
nation is that, as noted above, small scale triads can exist at scales larger 
than the forcing scale. Such triads should also be eliminated in order to 
achieve a dynamics dominated by four-wave interactions. Possible ways to 
eliminate these triads include 

1. small aspect-ratio viscosity Vx = Vy > > Vz 
2. small aspect-ratio lattice b.kx = b.ky < < b.kz 
3. small aspect-ratio force (f(x + r)f(x)) "' 1 - a(x2 + y2 ) - bz2 + · · · 

with b >>a. 
Simulations using various combinations of small aspect ratio forcing in small 
aspect ratio domains are in progress to test this possibility (1. Smith, pri­
vate communication). 

4. Four-wave interactions in rotating compressible turbulence 

The linear part of the motion 

p+poV'·u=O 
u+!lxu= -c2V'p (12) 

leads to the dispersion relation for coupled inertial and sound waves. For 
large k 

w 

w = 

1 fl 2 2 
±c0 k{1 + -(-) cos () + · · ·} 

2 cok 

±flsin(){1 + ~( 0k) 1(1 +sin2 e) + · · ·} 
2 co 

(13) 

where cos() = k1_jk,sin() = kz/k so that the wave systems decouple to 
leading order. Rotating compressible turbulence in this limit is sound in a 
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background of inertial waves. But for small k, 

w 

w 

1 cokj_ 2 
0{1 + -(-) + .. ·} 

2 0 
. 1 cok 2 2 ±sm0cok{1- 2(n) cos e (14) 

so that long inertial waves have the dispersion relation of Langmuir waves 
with rD = c0 j0. Interaction among these waves does not admit three-wave 
resonances. 
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Comments on high Rayleigh number convection 

J.J. Niemela, L. Skrbek, K.R. Sreenivasant, and R.J. Donnelly 
Univer-s1ty of Or-egon, Eugene, OR 97403 
t Yale Unwer-sity, New Haven, CT 06520 

Abstract. 
We have recently conducted a series of experiments on turbulent convection in the 
range of Rayleigh numbers between 106 and 1017 (Niemela et al. 1999). The working 
fluid is cryogenic helium gas. The eleven decades of dynamic range enable us to make 
a few conclusive observations. Among them, the following aspects are noteworthy. 

1. Scaling of the heat transport 

The Nusselt number, N'U, scales with Ra according to N'U = 
0.124Ra0.309±0.0043, essentially over all eleven decades of Ra (Fig. 1) 1 . 

The data can also be fitted equally well by a 3/10ths power of Ra 
with logarithmic corrections, N'U c-v (Ra3i 2 lnRa312 ) 115 . The form of 
this latter expression is derived from a weakly nonlinear theory for 
conditions just past the onset of convection. This theory, due in various 
stages to the efforts of Howard, Roberts, Stewartson, and Herring (see 
also Toomre et al. 1977) consists of calculating the steepest variation 
of the N'U by a single- mode solution of weakly nonlinear convection. 
The functional form fits the data very well, but the coefficient in front 
is measured to be smaller by a factor of about 4. Regardless of its per­
ceived applicability, we note that the number of adjustable parameters 
in this expression is only one (namely the prefactor); even the simple 
power-law fit has two unknown coefficients. The Rayleigh number span 
of the data is large enough to rule out, for the present convection cell, 
the classical 1/3rd power (Malkus 1954, Priestly 1959) and the more 
recent 2/7th power (Castaing et al. 1989, Shraiman and Siggia 1990). 
In particular, we do not observe a transition to Kraichnan's (1962) 
asymptotic regime (see also Howard 1963, Doering and Constantin 
1996). This observation is consistent with the recent finding of Glazier 
et al. 1999. Over the Rayleigh number range covered in the experiment, 
it is possible to discern the differences between the formula culled from 
the weakly nonlinear theory and the upperbound result of Constantin 

1 The precise value of the exponent depends on how well one knows the physical 
properties of helium gas. We have used the most recently available standard data. 
See Niemela et al. (2000) for some details. 
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Figure 1. Log-log plot of the Nusselt number versus Rayleigh number. The line 
through the data is the least squares fit over the entire range of Ra. 

and Doering (1999) for the case of very large Prandtl numbers, namely 
Nu ~ Ra113 (1 + logRa) 2f:l 

2. The mean wind 

The so-called mean wind is the strong recirculating motion in the con­
vection cell. At low Rayleigh numbers it does seem to exist in the form 
of unidirectional circulation, but the situation is complex at high Ra. If 
averaged over a suitable intervals of time, a semblance of the mean wind 
can be observed in this latter regime as well, but it is small compared 
to the free-fall velocity by a factor of 10 to 30 (depending on details of 
how the mean wind is estimated). In particular, this mean wind seems 
to altemate its direction quite frequently (Fig. 2a) . This conclusion 
is not based on a direct measurement of velocity, but on correlating 
signals from two neighboring temperature probes. By necessity, the 
measurement technique does not discern velocity fluctuations whose 
time scales are smaller than the averaging time scale. If the averaging 
time becomes smaller, the distinctly bimodal nature of the distribution 
disappears (see Figs. 2b and 2c). Thus, a realistic picture may be one 
of weak large-scale circulation, upon which strong small-scale velocity 
fluctuations are superimposed. This does not necessarily mean that 
the theories invoking mean wind are incorrect: for their purposes, the 
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Fzgure 2. A rough measure of the large-scale velocity in the cell. The data are 
obtained by correlating the temperature signals from two neighboring probes, al­
lowing for a time delay from one of them so as to maximize the correlation. The 
correlation is obtained by averaging the two signals over a certain amount of time. 
These time scales are different for the three cases shown here (180s, 60s, and 20s 
for (a) , (b) and (c) respectively) . By construction , velocities corresponding to time 
scales smaller than the averaging time cannot be discerned from these measurements. 
The distinctly bi-modal nature seen in (a) becomes less clear as the averaging time 
becomes smaller. The conclusion appears to be that the so-called mean wind is a 
manifestation of the large scale when small-scales are suitably averaged out. 

shearing motion established by the somewhat random large-scales is 
perhaps adequate. 

3. Prandtl number variation 

In general, the Nusselt number depends not only on the Rayleigh num­
ber (the dynamical parameter) , but also on the Prandtl number (which 
is a ftuid property) and the aspect ratio (a geometric property). In our 
measurements, the Prandtl number (PT) was constant up to an Ra 
of 1013 . Beyond this, Pr eventually increased to about 30 (Fig. 3) , 
staying less than or of order unity for Ra up to 1015 and increasing and 
increasing to a maximum value of about 30 at the highest Rayleigh 
number. Using the first seven decades of the Rayleigh number avail­
able in the regime of strictly constant Prandtl number, we obtained 
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F~gure J. The Prandtl number corresponding to different Rayleigh numbers mea­
sured. The Nusselt number data for the first seven decades of Rayleigh number , 
over which the Prandtl number is strictly constant , are fitted by a power law in this 
figure. This power-law is given by N1t = 0.132Ra0 ·306 

the Rayleigh number scaling at fixed Prandtl number;this power-law 
fit is given by Nu = 0.132Ra0·306 This does not differ significantly 
from the fit obtained earlier (Fig. 1) for the entire range of Ra. This 
means that the Prandtl number effects are relatively weak for Pr in the 
range considered here. These small effects can be estimated, assuming 
that no other transition occurs, by plotting the variation of the ratio 
Nuj0.132Ra0·306 against Pr. This is done in Fig. 4. The Nusselt number 
ratio rlecreases weakly for increasing Prandtl numbers. If this rlecrease 
is fitted by a power law, even if less than convincingly, we obtain the 
Prandtl number effect. to Pr - 0·09 . Taking these results in conjunction 
with an earlier study of Verzicco eta!. (1998) at low Prandtl numbers, 
we summarize the Prandtl number variation as follows: 

Nu""' Pr0.14 

Nu""'Pr 
Nu""' Pr-0.09 

for Pr < 0.1 
for 0.1 < Pr < 5 
for Pr > 5. 

This last formula is not inconsistent with the theory of Shraiman & 
Siggia ( 1990) . 
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Figure 4- An estimate of the effects of variable Prandtl number. The ordinate is the 
measured Nusselt number divided by 0.132Ra0 ·306 , the latter being the fit to the 
data in the region of constant Prandtl number. If the variability seen in the data is 
attributed to Prandtl number changes, we obtain , roughly, something like Pr- 0 ·09 

4. Aspect ratio variation 

The present experiments pertain to a fixed aspect ratio of 1/2. In order 
to get a sense of the effer.ts of the aspect. ratio, we collected various 
data on how the Nusselt number varies with aspect ratio, keeping hot.h 
Rayleigh and Prandtl numbers fixed . This issue has been discussed by 
others (e.g., Castaing et al. 1989) before, but we carry it one modest 
step further. Figure 5 shows the results. To the lowest approximation, 
the Nusselt number decreases with inneasing aspect ratio; the aspect 
ratio ceases to be important probably when it is as high as 5 to 10. 
Perhaps the increase for smaller aspect ratio is related to the increased 
importance of side-wall boundary layer. In detail, however, the Nusselt 
number dependence appears to be non-monotonic (see the dashed line 
in Fig. 5) . That particular behavior is not understood, but is perhaps 
related to the accommodation of the most efficient heat transfer modes 
(largest scales) by the finite geometry. If so, it must vanish in the limit 
of very large aspect ratio, as it indeed seems to do. 
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Figure 5. Effects of aspect ratio on the Nusselt number by fixing the Rayleigh 
number and the Prandtl number. (The latter is not strictly constant but does not 
vary over a large range, and the Pr variation over that range is small.) The data are 
normalized to those at Ra = 108, and are extracted from the following references: 
Rossby (1969) , Garon & Goldstein (1973), Chu & Goldstein (1973), Threlfall (1975), 
Tanaka & Miyata (1980), Wu (1991) , Chavanne (199?), and Niemela et a!. (1999) . 

5. The dissipation rate 

A few comments can be made on the dissipation rate in the convec­
tion cell. By integrating the equations of motion satisfying the Boussi­
nesq approximation,it is possible to derive an exact equation for the 
turbulent energy dissipation averaged over the entire cell. The rele­
vant expression for the non-dimensional dissipation rate is (Nu- 1)Ra 
(Howard 1963). This quantity is plotted in Fig. 6. There seems to be a 
unique power law for all Rayleigh numbers, as could have been guessed 
from Fig. 1. This power-law exponent is measurably distinct from 3/2 
the latter being the expectation from Kolmogorov-type dimensional 
arguments. 
Grossmann & Lohse (1999) have split the energy dissipation into a bulk 
contribution and the boundary layer contribution. Another parameter 
to contend with is the ratio of the thermal boundary layer to that of 
the momentum boundary layer. Depending on which effect dominates, 
these authors propose different power laws for the NusseltjR.ayleigh 
number relation; they note that, in a phase plane of Ra - Pr , differ­
ent areas can be expected to have different scaling exponents. This 
is depicted in Fig. 7. The present experimental data are overlaid on 
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Ftgu'f'e 6. The product (Nu-l)Ra, which is the average energy dissipation iu the 
whole convection cell, as a function of Ra. It is fitted essentially by a single power 
law, this being different from the 3/2 power expected by dimensional argument of 
the type employed by Kolmogorov in his 1941 theory. 

that diagram. Although linear combinations of different power laws can 
mimic a single power law relationship over many decades (as noted by 
Grm;sman & Lohse 1999), no statistical advantage is gained over fitting 
the data with just one value of the power-law exponent, and the lat­
ter's simplicity makes its use somewhat more compelling. One possible 
explanation for why a single power law distinct from 3/2 can correctly 
describe the data is that the energy dissipation contained in the bound­
ary layer never becomes unimportant (as would have to be the case 
beyond some Rayleigh number if the Kolmogorov scaling were to be 
valid). If, on the other hand, the boundary layer contribution remains 
the same fraction of the overall dissipation at all Rayleigh numbers, 
the power-law r.annot. be estimated by dimensional arguments. This 
may well be the case because, although the boundary layer becomes 
progressively thinner and occupies smaller volume at increasingly large 
Ra, the relevant velocity gradients within the boundary layer become 
correspondingly larger. It is thus conceivable that the boundary layer 
contribution to the dissipation never ceases to be important. 
In order to test this idea, it is necessary to measure the boundary layer 
in detail. This has not yet been done. For a partial explanation, one can 
turn to the case of turbulent boundary layer flows , and inquire if the 
so-called wall region carries increasingly smaller or larger fraction as 
the Reynolds number is increased . Relegating details to another place, 
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Figur·e 7. The different scaling regimes proposed by Grossmann & Lohse (1999) in 
the Pr-Ra plane. The darker regions are prohibited. The theory assigns a separate 
scaling exponent to each of the other regions. The interpretation is that the power 
law observed in an experiment is a superposition of more than one of those basic 
power laws. The present data are superimposed on this phase plane. They show that 
the data span more than one of the scaling regions of Grossmann & Lohse (1999), 
implying that the present power law is possibly a superposition of more than one of 
the ba.~ic power-laws. ThiR exerciRe yielcis a reasonable fit to the ciata, but cioes not 
uecessru·ily verify the basic tenets of the theory. 

we simply note here that the basic idea presented here appears to be 
borne out roughly. 

6. Concluding remarks 

We have considered some aspects of high-Rayleigh-number convection. 
These aspects include the scaling of heat transport, the so-called mean 
wind, the effects of variable Prandtl number and aspect ratio, and the 
scaling of the energy dissipation rate. The problem of convection is 
extremely rich, and we have merely added to the existing knowledge 
on a few of its facets. Not all data acquired in our apparatus have been 
analyzed at this date. In particular, temperature fluctuation data from 
multiple probes have not yet been analyzed. We hope to be able to do 
this soon. 
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THE DYNAMICS OF STRUCTURES OFT-VORTICITY IN 

2D FREE CONVECTION TURBULENCE 
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Division of Physics and Astronomy, Graduate School of Science 
Kyoto University, Kyoto 606-8502, Japan 

Abstract. Two dimensional free convection turbulence is examined by 
DNS. Coherent structures (CS) similar to worms in 3D Navier-Stokes tur­
bulence are observed. These CSs are defined by the regions with high T­
vorticity, (8Tj8y, -8Tf8x). We obtained the Burgers T-vortex layer solu­
tions, which are shown to be a good approximation of CSs. The intermit­
tency of entropy (T2 /2) dissipation rate is also examined in relation with 
the most singular structure. 

1. Introduction 

In 3D Navier-Stokes (3DNS) turbulence, there exist coherent fine struc­
tures, so-called worm, which are believed to be universal independent of 
the generation mechanism of turbulence in large scales. These structures 
are sometimes modeled by the Burgers vortex tube, but their role on the 
statistics is still unclear [1]. 
Here, we will report that coherent structures, which are quite similar to the 
worms observed in 3DNS turbulence, exist in two-dimensional free convec­
tion (2DFC) system. 2DFC system is a model of the central region of hard 
turbulence which is proposed to examine the power spectrum of tempera­
ture fluctuations, P(w) ""'w-1.4 . This power spectrum is explained by the 
Bolgiano-Obukhov(BO) scaling based on the entropy (T2 /2) cascade [2]. 
The governing equations for the 2DFC system are based on the Boussinesq 
approximation: 

Du 
Dt 

= -\lp + agTey + vb..u, 
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DT = K,/:!:::..T (2) 
Dt ' 

where 'iJ · u = 0, Dl Dt = al&t + (u · '\1), and v, "'' a and g are the 
kinematic viscosity, the heat diffusivity, the volume expansion coefficient, 
and the gravitational acceleration, respectively. The buoyancy acts along 
the y axis and ey is the unit vector of this direction. This model assumes 
neutrally stable stratification (no mean temperature gradient) and homo­
geneity which is realized in the central region of hard turbulence [2], so 
that we should force the system to sustain turbulence. The 2DFC system 
has the conserved quantities, entropy S = I ITI 2 l2dV and total energy 
E =I lul2 12 + (ag)yTdV, in the inviscid case. 

In the inertial range, the BO spectra for entropy and kinetic energy 
S(k) and E(k), are obtained based on entropy cascade: 

S(k) E:/5(ag)-2/5k-7/5, 

E(k) "' E~/5(ag)4/5k-11/5, 

(3) 

(4) 

where Ee is the average dissipation rate of the entropy. The characteristic 
time corresponding to the eddy turnover time is also defined as follows: 

-1/5( )-2/5z2/5 Tz "' E8 ag . (5) 

2. T-vorticity and Burgers T-Vortex layer 

We introduce a new vector field called T-vorticity: X = ( 8T I ay, -8T I ax) 0 

The evolution equation forT-vorticity reads 

DxiDt = x · 'Vu + "'6x. (6) 

Since the square norm ofT-vorticity, i.e., lxl2 is proportional to the entropy 
dissipation rate, "''VT · 'VT, T-vortex layers themselves are also the struc­
tures of the latter. When T-vorticity is subjected to the stagnation flow, 
U = (-Ax, Ay), we obtain a linear steady solution similar to the Burgers 
vortex layer as follows. We call this solution the Burgers T-vortex layer. 
We assume temperature and vorticity depend only on x: u = U + (0, v(x)) 
and T = T(x). Then, T-vorticity and vorticity are (O,dTidx) = (O,x(x)) 
and (0, 0, w(x)) = (0, 0, dvldx). Here we show the steady solution only for 
Pr = 1: 

x(x) (7) 

w(x) (8) 
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where 0 is the angle between y-axis and the gravitational acceleration and 
8o = T( +oo)- T( -oo ). Note that x is independent of the direction of the 
gravitational acceleration. On the other hand, w depends on the direction of 
the gravity, and is proportional to X· This means that vorticity is induced by 
the buoyancy and localized on the T-vortex layer. T-vortex layer is a sharp 
interface, which separates two constant temperature regions. As known well, 
the entropy dissipation rate par unit length for Burgers T-vortex layer is 
proportional to ~' so that, if strain rate A is fixed, E9 tends to zero as 
K- goes to zero. However, we have found that the characteristic strength of 
the strain rate, such as the mean value and standard deviation, increases as 
K- decreases. Thus it is suggested that the Burgers T-vortex layer plays an 
important role on entropy transfer even in the invisid limit, although time 
dependence, that is, dynamics of such a coherent structure may be crucial 
in that case. 

3. Direct numerical simulations 

Direct numerical simulation is carried out with the eqs. (1) and (2) us­
ing the 4th-order Runge-Kutta method for time marching, and the pseudo­
spectral scheme in a doubly periodical box, [0, 21r] x [0, 21r]. Aliasing terms 
are removed in terms of the 1/2-shifted grids. Without loss of generali­
ty we can set ag = 1. For simplicity, we set Pr = 1. The forcing term 
F = 0.8 cos(2x) cos(2y) is introduced to eq. (2) to drive temperature field. 
The drag term D = 0.2(1- O(lk- 31))~-1u, where O(x) is Heviside's step 
function, is also introduced to eq. (1) to keep the system statistically sta­
tionary. 

The numerical and flow parameters are listed in the table 1, where N 2 

and ~x are resolution and mesh size; the characteristic lengths, 'f/8, lso, A9 
are Kolmogorov length, Bolgiano-Obukhov length, Taylor length; Ra>.. de­
notes Rayleigh number. These are defined as follows: lso = E514j(E8(af/)314, 
'T/8 = (K-5 /E8(ag) 2 ) 118 , A9 = (>.x + >.y)/2, Axi = {(T2 )/(({)Tj8xi) )p12, 

Ra>.. = (Ra>.."' + Ra>..y)/2, Ra>.."'i = (ag(T2 ) 112 >.~i)/K-v where E is energy 
dissipation rate. 

By comparing with DNS, we show that worms observed in 2DFC tur­
bulence are described approximately by the T-vortex layer solution. Fig­
ure 1(a) shows the norm ofT-vorticity obtained by the DNS with reso­
lution 10242. Dark and slender regions are conspicuous and indicate high 
T-vorticity regions. We call these high T-vorticity regions coherent struc­
tures. Note that the coherent structures in 2DFC are layers or curves. The 
length scale of typical T-vortex layers is about integral scale. Their width­
s are about less than ten times Kolmogorov length 'f/8 . The characteristic 
sizes of the coherent structures are similar to those of the worms in 3DNS. 
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TABLE 1. Numerical and flow parameters. 

N /'(, .D.x T/9 lao ~ Ra>. 

512 1 x w-3 7r/256 1.38-D.x 1.3TJo 6.5TJo 526 

1024 2 x w-4 7r/512 1.14-D.x 2.0TJo 8.0TJo 1186 

2048 1 x w-4 7r /1024 1.5-D.x 1.9TJo lOTJo 1860 

Although roll-ups and spirals, which form plumes, are clearly visible, we 
only stress the fact that not only T-vorticity but vorticity and even strain 
rate are concentrated on T-vortex layers (see Fig. 2(c)). 
In 3DNS, as shown by Kida and Miyauchi, the definition of coherent vortex 
structure is not trivial. On the other hand, in our case, it is easy to define 
coherent structure, because relatively high T-vorticity region is always e­
longated and concentrated on its ridge or skeleton. In Fig. l(b) , some of 
the skeletons ofT-vortex layers observed in Fig. l(a) are plotted. 

In Fig.2(a), the skeleton of a typical T-vortex layer is plotted. Figure 
2(b) shows the normalized ratio of x to w estimated on the skeleton. The 
ratio indicates the closeness to the Burgers T-vortex layer solution. On the 
relatively straight segment including the point p, the ratio is almost 1. This 
means that the Burgers T-vortex layer is a good approximation of the co­
herent structures as shown in Fig.2(c). However, in the parts with relatively 
large curvature, these correspondences are no longer satisfied, though vor­
ticity yet concentrates on the coherent structures and T-vorticity still takes 
approximately a Gaussian form. This suggests that though ·vorticity is in­
duced by buoyancy, the relaxation time seems to be so long that vorticity 
can not easily follow the motion of the coherent structure. 

Figure 1 (a): Contours of lXI· The unit of length is mesh size .D.x. (b) : Tracked skele­
tons. Weak and short layers are also tracked. These skeletons are not necessarily 
parallel to T-vortex lines. 
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Figure 2 (a) : The skeleton of a typical coherent structure in the case with N = 1024. 
The unit of length for coordinates is mesh size D.x. Black circle; head, black square; 
tail. Total length of the skeleton is 0.711r, which is of the order of the integral scale. 
(b) : Normalized ratio of x tow on the skeleton. For the Burgers T-vortex layer, this 
ratio is 1 (dashed line). The abscissa is the distance from the head. (c) : The sectional 
forms of x (dash-dotted line) and w (dotted line) at the section p in Figs. (a), (b). They 
are normalized as the Burgers T-vortex layer solutions (8) and (9) become exp( -x2 ) 

(solid line) . Dashed line shows A/5. The abscissa is the normalized distance from the 
skeleton: In this unit, T]B is 0.96. 

4. Intermittency and singular structure 

Our goal is to understand the relation between coherent structures and 
statistics of turbulence. If some coherent structures actually play an impor­
tant role in turbulence, there may exist singular structures, which should 
contribute to entropy dissipation even in the inviscid limit as mentioned in 
sec. 2. In this section, we consider such singular structures in relation with 
the intermittency of entropy dissipation rate [3]. 
We have estimated the intermitten-

0.1 
0 

-0.2 

cy exponent Tp in terms of extended 
self similarity (ESS) scheme by use 
of the data obtained by DNS with 
resolution 10242 : < (t:e(l))q >'"" 
< i<>T(lx) 2<5ux(lx)i >Tq where <5T(lx) 'tq -0.4 
and <>ux ( lx) are the differences of T 
and Ux between the points separat­
ed by lx. In Fig. 3, rq is plotted. 
We compare this result with She­
Leveque model, which is based on 
vortex filament - the most singular 
structure[4] . This model involves the 
two parameters: rq = -aq + Co [1 -
(1 - a/Co)q] where Co is the codi­
mension of the structure, and a is 

-0.6 

-0.8 

0 1 2 3 q 
Figure 3 Comparison of Tq estimat­
ed for DNS ( +) with SL model. Sol­
id line: SL model with a = 1/2. 
Dashed line: SL model with a = 
2/5. 

the exponent of time scaling. They used Co = 2 and the exponent, 2/3, 
of the turnover time t1 '"" Z213• In 2DFC, we can assume Co = 1 because 
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the most singular structure may also be layer. The BO time scaling (5) 
corresponds to the turnover time, so that we use a= 2/5. With this value 
SL model does not yield a good approximation. In fact, the best fit is 
obtained with a = 1/2 as shown in Fig. 3. 

We have obtained a new time scaling [5]. Next we will show that this 
time scaling is related to a finite time singularity in the inviscid 2DFC 
system, although the existence of it is still an open question. Pumir and 
Siggia showed that maximum of the norm of IY'TI blows up in proportional 
to inverse t squared approximately [6]. Here, we assume that their result 
holds just before the viscous effects become effective even in the viscous 
case. This scaling, IY'TI "' ~To/l(t) "' (t- t*)-2 , is rewritten as follows: 
It- t*l = tz "'z112 where t* is the time of blow-up and l(t) is the width of 
the singular structure. Since temperature is Lagrangian conserved quantity, 
we can assume the order ofT, ~To is nearly constant. From the evolution 
of the singular structure shown in their paper [5], it is supposed that the 
blow-up is the shrinkage of the width of T-vortex layer. This process is 
self-stretched and seems to correspond to the coherent cascade proposed 
by Jimenez and Wray [7]. 

5. Concluding remarks 

We have confirmed the existence of T-vortical structure which are sub­
jected to strain and dissipation. Some parts of T-vortical structure are well 
approximated by the Burgers T-vortex layer. 

Intermittency of entropy dissipation rate has been examined. The ob­
tained exponent Tq was compared with SL model. We have shown that the 
exponent of the time scaling for the most singular structure is not 2/5 of the 
turn over time but 1/2. Although the existence of a finite-time singularity 
in 2DFC is still an open question, it is suggested that the singularity or at 
least the abrupt stretching ofT-vortex layer is related to intermittency or 
the conceptual singular structure of S-L model. 

We believe that quasi-equilibrium structures such as the Burgers T­
vortex layer are too simple to describe turbulence in detail. We therefore 
require a new picture of structures maybe in a dynamical sense. 
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1. Introduction 

Fluid motions subjected to Coriolis and buoyancy forces are important in many 
geophysical and engineering applications, such as in the Earth's atmosphere and 
ocean, and internal flows in turbomachinery, e.g., gas turbine. Recently, increas­
ing attention has been paid to combined effects of these body forces and to new 
hydrodynamic phenomena generated by them[ I]. 

The mixed effects of rotation and stable stratification are known to generate 
coherent vortices with a large vertical vorticity. One of the interesting phenomena 
in rotating turbulence is the preference in the sense of the rotation associated 
with coherent vertical vortices. For example, mesoscale eddies observed in the 
Arctic Ocean are mostly anticyclonic[2], while experimentally, cyclonic eddies 

are often observed in a rotating tank[3]. Previous numerical studies on rotat­
ing stratified turbulence have been mainly based on the quasi-geostrophic (QG) 
approximation[ 4, 5, 6], which clearly predicts the generation of coherent vertical 

vortices[5]. However, the QG form of the equations is symmetric with respect to 
vertical vorticity, and hence not appropriate to investigate the asymmetry of the 
coherent structures. 

The main objectives of this study are to investigate the generation mechanism 
of the coherent vertical vortices and their asymmetry in the sense of rotation. We 
will also discuss the two-dimensionalization of turbulence under rotation. Our 
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objective flow field is a homog~neous flow without any solid boundary. Hence, 
the dynamic effects of rotation and stratification must affect the vortices without 
the blocking effects of the wall. 

2. Numerical procedure 

The flow field is a homogeneous turbulence under system rotation around the x:l 
axis. Both the mean temperature gradient and the gravitational acceleration are 
simultaneously imposed in the x3 direction to include the effects of both buoy­
ancy and rotation. The Boussinesq-approximated Navier-Stokes equation and the 
energy equation are numerically solved. The parameter S defined by the ratio 
of the Brunt-VaisaHi frequency N to the Coriolis frequency of rotation 2n, i.e., 
S = N l(2n), is systematically varied from 0.1 to 5.0. The parameterS is also 
rewritten as Ro I Fr, where Ro = E I ( 2nk) and Fr = E I ( N k) are the Ross by and 
Froude numbers, respectively. The initial Ross by and Froude numbers are 0.267, 
while the initial Reynolds number Re = k2 I (liE) is 20 1.4. In all cases, these 
three parameters decrease as the evolution of the time. Also, the Prandtl number 
Pr is varied from 0.025 to 5.0. The numerical procedure is based on the Fourier 
pseudo-spectral method with grid points of 1283 . 

3. Results and discussion 

3.1. EFFECTS OF PRANDTL NUMBER ON ASYMMETRY OF COHERENT 
VORTICES 

In this study, two kinds of anisotropic flow fields are used as initial conditions, the 
two-component state (case 2C) where the vertical component of velocity is exactly 
zero and the quasi one-component state (case I C) where the vertical velocity 
surpasses the horizontal ones. In both cases, the results of DNS are compared with 
those predicted by RDT to elucidate the effects of the nonlinear term. Moreover, 
the effects of the Prandtl number on the vertical vortices are also studied as well 
as the initial anisotropy of Reynolds stresses. 

Figures I (a) and (b) show the time evolution of the skewness factor w~ of the 
vertical vorticity w3 in the cases of S = 1. In what follows, a tilde denotes the 
normalization by the respective rms value. In case 2C, the skewness factors tend 
toward the negative side almost over the entire period of calculation in comparison 
to case I C. In particular, the negative value of the skewness factor becomes more 
marked with a low Prandtl number, indicating the dominance of the anticyclones. 
On the other hand, in case I C, they tend toward a positive value. It should be 
carefully noted that the skewness factors in the cases of Pr = 0. 71 and 5.0 take 
definite positive values. The p.d.f. P(w3 ) of the vertical vorticity in Cases 2CL 
(Pr = 0.025) and ICH (Pr = 5.0) are shown in Figs. 2(a) and (b), respectively. 
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Figure 1. Time evolution of the ~kewness factor w~ of vertical vorticity w3 in the case of S = I; 
(a) case 2C: n~lo < u~lo = u~lo• (b) case IC : u~lo > u~lo = u~lo· 
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Figure 2. P.d.f.s of vertical vorticity w3 ; (a) Case 2CL, (b) Case I CH. 

The p.d.f.s of these figures are at the time when the skewness factor takes the 
marked non-zero value. Especially, in Fig. 2(b), the p.d.f. is represented at the 
time of the maximum w~. The asymmetry of the vertical vorticity is found to 
occur at the intensive region of w3, indicating that the coherent vertical vortices 
are asymmetric. On the other hand, in the ROT, its p.d.f. is symmetric in both 
cases. Because the asymmetry of the vertical vorticity is not observed in ROT, the 
nonlinear term must affect their asymmetry. 

Next, the mechanisms of the asymmetry of vertical vortices are discussed in 
terms of the transport equation of the vertical vorticity. Here, association between 
w:~ and f.h1.3 j OX;>, is investigated by using their joint weighted p.d.f., 

(I ) 

which shows the contribution of w3 and av.3 j ax3 to the production term w3w3u3,3 , 

i.e., the nonlinear vortex-stretching term in the transport equation for w§. The 
distributions of W.;:,3 .;:,3 -u3 ,3 in Cases 2CL and I CH are shown in Figs. 3(a) and (b). 
From the Case 2CL result, one can see that the large negative vertical vorticity 
is well correlated with positive strain rate 8u3/ 8x3, indicating that the intensive 
anticyclonic vortices must be generated when the nonlinear vortex-stretching term 
becomes positive. In Case I CH, the large positive vertical vorticity is again well 
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Figure 3. Weighted p.d.f. of wawaii.a,a. white and black color maps respectively represent positive 
and negative values; (a) Case 2CL at Nt/211" = 2.55, (b) Case ICH at Nt/211" = 1.15. 

Figure 4. I so-surfaces of the second invariant of deformation tensor, white and black iso-surfaces 
represent cyclonic and anticyclonic vortices; (a) Case 2CL at Nt/27r = 2.55, (b) Case ICH at 
Ntj21r = 1.27. 

correlated with the positive strain rate, indicating that the intensive cyclonic vor­
tices are enhanced by the stretching in the vertical direction. In both cases, the 
joint p.d.f.s of ROT are symmetric without any preference in the sense of rotation . 
Hence, the vertical vorticity associated with the positive f)u 3 j Dx 3 is enhanced 
in both cases of the initial conditions at any Prandtl number. It should also be 
noted that because the imposed mean rotation is cyclonic, both cyclones with 
8u3j 8:r3 > 0 and anticyclones with 8u3/[h.:;~ < 0 are enhanced. On the other 
hand, cyclones and anticyclones are deteriorated when they are correlated with 
8u3j 8x3 < 0 and 8u3j 8x3 > 0, respectively. Thus, we can also say that when 
the vertical vorticity is enhanced (deteriorated) by the imposed rotation, cyclones 
(anticyclones) become dominant in comparison to anticyclones (cyclones). 

Next, the instantaneous distributions of the vertical vortices are discussed. Fig­
ures 4(a) and (b) show the vortical structures represented by the second invariant 
of deformation tensor in Cases 2CL at Nt/2n = 2.55 and ICH at Nt/2n = 1.27. 
In Case 2CL, the anticyclonic vortices are enhanced and vertically elongated in 
comparison to the cyclone. This tendency is more marked at a lower Prandtl num­
ber. The dominance of the anticyclonic vortices was also assured in the experiment 
on stably stratified rotating turbulence[?, 8], although there has been no related 
DNS study on homogeneous decaying turbulence. On the other hand, the cyclonic 
vortices are stretched in the vertical direction and become tube-like structures in 
Case I CH. The elongation of the vertical vortices is more marked in the case of 
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the high Prandtl number. In ROT, no differenc~ is observed between the cyclonic 

and anticyclonic vortices. This is because the nonlinear vortex-stretching term 

intensifies and elongates those anticyclonic or cyclonic vortices in the vertical 
direction. 

0.15rr-~--.--,~~.,...,~~.--,-~~-, 

~ f'r= 0.025 1-2~- -- --- ---
0.1 

0.05 

- Case2CL 
_,_Case 2CL(RDT) 
-o- Ca."' 2CJ~O(N=0) 

Axisymmetrit 

-B.~oJ:--'-~~~~~.....,o;!-c.oo~s~~o.o J 
llh 

Figure 5. Anisotropy invariant map on 
Reynolds stresses in Cases 2CL, 2CLSO. Case 

2CLSO represents the neutrally stratified rotat­
ing flow of 2C initial condition. 

Figure 6. Time development of iso-surfaces 

of the second invariant of deformation tensor, 

white and black iso-surfaces represent cyclonic 
and anticyclonic vortices in Case 2CL; (a) 
Nt j 27r = 2.55, (b) Nt j 21r = 5.09. 

3.2. MECHANISM OF TWO-DIMENSIONALIZATION AT LOW PRANDTL 
NUMBERS 

At a low Prandtl number, turbulence becomes geostrophic and hydrostatic as­

sumptions must be validated. The anisotropic invariant map on the Reynolds 

stresses is shown in Fig. 5. The second and the third invariant of the Reynolds 

stresses, i.e., lib , Ilh, are defined as follows: 

Ui VJ 1 _ 1 1 
bij = U. - 36i1 , lh = - 2b11b1i, llh = 3bi7 b 7 ~:bkJ. (2) 

It should be noted that when the vertical component of velocity becomes zero 
under the effect of the stable stratification, (- lh, Ilh) must correspond to the 

upper side of the triangle. On the other hand, when the turbulence is isotropic, 

(- lh , Ilh) must be in the origin. Interestingly, the two-dimensionalization of the 

Reynolds stresses is clearly observed at the low Prandtl numbers. It is also found 

that without stratification (Case 2CLSO), turbulence becomes almost isotropic and 

two-dimensionalization is not observed at all. 
Figure 6 shows the time development of the vertical vortices represented by 

the iso-surfaces of the second invariant of the deformation tensor. The sense in the 

rotation of the vertical vortices is classified by the colors on the iso-surfaces. In 

the first period, the anticyclonic vortices (black iso-surfaces) are correlated with 

the strain rate 8u3j a.r3 , and hence elongated in the vertical direction . The second 

important phenomenon is definitely observed in the cyclonic vortices (white iso­

surfaces) after the enhanced anticyclones are generated . Some cyclonic vortices 

become intertwined to form a single, larger vortex with the vertical alignment. 
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Finally, the vortex population is reduced, and larger, vertically grouped vor­
tices result. The mechanism of the vortex merging is similar to those observed 
in the numerical simulation of QG turbulence[5]. However, it should be noted 
that in the present study, the numerical simulations are carried out without QG 
approximation. 

4. Conclusions 

Numerical simulations of stably stratified rotating turbulence are carried out with 
two kinds of anisotropic initial conditions. By using both direct numerical simu­
lation and rapid distortion theory, the following conclusions are established with 
regard to geostrophic flow under stable stratification. 

(I) The effects of the anisotropy of Reynolds stresses and Prandtl number 
on the asymmetry of the vertical vortices are discussed. The asymmetry of the 
vertical vortices is associated with vortex stretching. Vertical vortices associ­
ated with uu3 / ax3 > 0 are enhanced in comparison to the other vortices with 
uu3j a:r:3 < 0. In the case of two-component and low Prandtl number, the an­
ticyclones are well correlated with stretching term uu3/ ax3 > 0. On the other 
hand, in the case of one-component and high Prandtl number, the cyclones are 
correlated with it. 

(2) At low Prandtl numbers, turbulence is two-dimensionalized and the merg­
ing of the cyclonic vortices results in the elongated Taylor columns observed in 
the numerical simulation with the quasi-geostrophic approximation. 

This research was pat1ially supported by a Grant-in-Aid for Scientific Re­
search (B) from the Ministry of Education, Science, Sports and Culture of Japan 
(No. 10450085). 
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1. Introduction 

The transport of mass and heat in the atmosphere and ocean depends 
largely on how the turbulence is affected by the combined effects of the 
density gradient and the shear in the velocity. When there is no shear, the 
results of RDT (Hanazaki & Hunt, 1996) have shown how the initial 
conditions determine the subsequent time development of the partition of 
energy between the potential energy and the kinetic energy. In addition, the 
change of sign in the vertical density flux with time, which leads to the so 
called 'counter-gradient flux', could be explained by the simple linear 
oscillations due to buoyancy effects rather than by any new kind of 
nonlinear mixing processes. 

In this study we extend the method to the flow with mean shear. There 

are two time scales N-1 and a-1 in this system, defined respectively by the 

Brunt- Vaisala frequency N = ~-(g/ p0 )(dj5fdx3 ) and the mean vertical 

shear a= dU f dx3 • The Richardson number Ri is the square of the ratio of 

these two time scales, which has been usually used to determine the stability 
of one wave number component in the traditional linear stability theory. We 
will show how the linear processes exerted by stratification works in the 
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shear flow turbulence. The RDT equations have been solved analytically and 
the time development of the spectra and the fluxes has been obtained by the 
short-time analytical approximations and also by the numerical integrations 
to investigate the moderate to long time developments. The results agree \\ell 
with the DNS when the turbulent Froude number is small enough so that the 
nonlinear effects are negligible. For example, they explain the 'persistent' 
counter-gradient flux for high Richardson number ( Ri ~ 0.5) flows 
observed in DNS as one of the most typical effects of the shear. 

2. General solutions of the RDT equations 

The RDT equations for stratified shear flow (Townsend 1976) with mean 
flow in the x1 direction and stratification in the x3 (vertical) direction are 
described as 

du; _ ~ (2k;k1 _ 5: ) ~(k;k3 _ 5: ) 
dt - au3 k2 "il + P k2 "i3 (i = 1,2,3), (1) 

and 

(2) 

where the Fourier components in the moving frame, i.e., u;(t) and p(t)are 
defined by 

u;(x,t) = 2A<k(t),t)e;i<r>·x, L p(x,t) = LP(k(t),t)e;iu>-X (3) 
i<r> Po i<r> 

The wave number vector k(t)develops with time as k(t) = (k1,k2,k3) 

= (k10 ,k20 ,k30 -atk10 ) where k0 = (k10 ,k20 ,k30 ) is the initial wave number 
vector. 

The most general solutions of the RDT equations give the three­
dimensional spectra as 

- N4 2 -
cp pp(ko,t) = 2 . 4 2 IPy(z)QJ,o)- Pv(Zo)Qv(z)l <P33(ko,t = 0) 

a~8~- ~ 

+ ~~Pv(z)Qv1 (Zo)- Pv1 (Zo)Qv(z)l2 <P pp(ko,t = 0), 
SID 8 

- 1 I I I 12 -<P33(ko,t)=-.-4- Pv (z)Qv(Zo)-Pv(Zo)Qv (z) <P33(ko,t=O) 
SID 8 

a2 cos2 -~ I I I I 12 -+ N4sin4 8 Pv (z)Qv (Zo)-Pv (Zo)Qv (z) <Ppp(k0 ,t=0), (5) 
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[ 
'N2 

<I>P3(i(0 ,t) = Re . 1
4 (} ¢ (Pv(z)Qv(Zo)- Pv(Zo)Qv(z)) 

asm cos 

X ( pv' (z)* Qv(Zo)*- Pv(Zo)* Qv, (z)* )<t>33(ko,t = 0) 

iacos¢ ( ' ' ) + N2sin40 Pv(z)Qv (zo)-Pv (zo)Qv(Z) 

(6) 

x( pv' (z)* Qv, (z0 ) * - pv' (z0 ) * Qv, (z) • )<t> PP(k0 ,t = 0) J. 
Here, 8 and ¢ denote the polar angles of the initial wave number k0 

which are given by 

lk 2 +k 2 k 
sine= \j 10 20 cos¢= 10 (7) 

ko ' ~k~o +kio 

The subscript v = ~ ( -1 + ~1- 4Ri I cos2 ¢) denotes the complex power of 

the Legendre functions of the first and second kind Pv(z) and Qv(z), z 
and z0 are defined respectively by z = i(cotO- at cos¢) and z0 = i cot 8, the 
primes denote the differentiation by z and the asterisks denote the complex 
conjugates. 

In this study we assume all the initial density fluxes to be zero. If we 
assume that the turbulence is initially isotropic, the initial three-dimensional 
spectra are given by 

<l>;/k0 ,t=0)= :~~ (sii- k~~~20 } <l>PP(k0 ,t=O)= :~~~ 2N2 , (8) 

where E(k) and S(k) are the initial isotropic kinetic and potential energy 
spectra. 

Then we can calculate the variances and the covariances for an arbitrary 
time. For example, the potential energy is calculated by 

1 -- f -PE(t)=--2 p 2 (t)= <l>pp(k)k0 2dk0 sinfJdfJd¢ 
2N 

= Ri KE0J . 1 
2 IPv(z)Qv(Zo)-Pv(Zo)Qv(zf dfJd¢ 

8n sm8cos ¢ 

I J 1 I , , 12 +-P£0 -.-2-Pv(z)Qv (z0 )-Pv (z0 )Qv(Z) dfJdcp. 
47r sm e (9) 

We note that the time development of the variances and the covariances, 
such as the potential and kinetic energies and the vertical density flux, are 
solely determined by the initial total kinetic(K£0) and potential(P£0) 

energies and not by their specific spectral forms as far as the fluid is 
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inviscid. This is the same as in the stratified turbulence with no shear 
(Hanazaki & Hunt, 1996). 

3. Time development of the energy and the fluxes 

The short-time approximations for the variances and the covariances are 
described by the initial potential and kinetic energy and also by the 
Richardson number Ri. For example, the potential energy is expressed by 

PE(t) = PE0 +.!_Ri(at)2(KE0 -2PE0 )-_3_Ri(at)4 (3KE0 - 2PE0 ) 
3 315 

-~Ri2 (at)4(KE0 -2PE0 ). 
45 

(10) 

Since Ria2 = N2 , the leading-order correction to PE0 does not depend 
on the shear represented by a. Equivalently the very initial time 
development of the potential energy is dominated only by stratification 
represented by N. The sign of KE0 - 2PE0 determines the initial decay or 
increase of the potential energy, in agreement with the previous DNS by 
Holt, Koseff & Ferziger (1992). It is of interest to note that the effect of 
shear appears only in the form coupled with the stratification, and it does not 
make separate contribution to the potential energy. 

To investigate the long-time behaviour we integrated the spectra 
numerically (figure 1 a). The time development of the potential energy 
shows good agreement with the previous DNS by Gerz, Schumann & 
Elghobashi (1989) sho\\11 in figure 1 b, particularly when the stratification is 
strong ( Ri ~ 0.5). In DNS the Richardson number is increased by increasing 
the stratification N, keeping the strength of shear constant. Then at high Ri, 
the turbulent Froude number F'i, defined by the Brunt-Vaisala frequency 
N, the integral scale and the initial rms velocity, is small. Then the 
buoyancy term becomes large compared to the nonlinear term and the 
linear processes become dominant at moderate Reynolds numbers. 

The time development of the vertical density flux is sho\\11 in figure 2. 
The results of RDT show the 'persistent' counter gradient flux at Ri= 1, 
which has been first observed in DNS by Gerz & Schumann ( 1991) and 
later by Holt et al. ( 1992). The RDT results show again good agreement with 
DNS in particular for large Richardson numbers ( Ri ~ 0.5 ). The DNS results 
by Gerz, Schumann & Elghobashi (1989) and Gerz & Schumann (1991) 
generally give better agreement with RDT compared to Holt et al.' s results 
since both the stratification N and the shear a are stronger for the same Ri 
and the linear assumption holds better in Gerz et al., leading to the stronger 
counter-gradient flux. 
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Figure 1. Time development of the potential energy PE(t) for the initial condition 
of PE0 / KE0 = Ri/3. (a)RDT, (b)DNS by Gerz, Schumann & Elghobashi (1989). 
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Figure 2. Time development of the vertical density flux obtained by RDTfor initial condition 
of PE0 f KE0 = 0 . This should be compared with figure 15 of Holt, Koseff & Ferziger ( 1992) . 

The results for the vertical kinetic energy spectra E33 (X) (X= k(t)) at 
large times show that even a weak stratification ( Ri < 0.1) significantly 
reduces the vertical energy components at large scales in a long time, and 
the low wave number spectra asymptotically reach the same value 
irrespective of Ri. This is because all the (8,t/))components diminish with 
time, except for those at t/}=1CI2, for which direction the wave number 
vector is unchanged with time and the effects of shear are negligible. On the 
other hand, the energy is generally enhanced at small scales by stratification. 
This is shown in figure 3(a) for the case of PE0 = 0 and the corresponding 
spectral components at a low wave number ( X = 0.1) is shown in figure 3(b). 

With the effects of viscosity and diffusion, the variances and the 
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covariances will generally decay with time, while the normalized fluxes such 

as pw I p' w' may not be altered significantly from the in viscid value if the 

Prandtl number is equal to I and E(k) and S(k) have a same spectral form. 
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- 8 

0 1 2 3 
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Figure 3. (a) Vertical kinetic energy spectra £3j(X) at a large time (at= 20) for P£0 = Oand 

(b) the (8,fP) components at large scales (X= 0.1) with weak stratification Ri=0 .088 at 

at= 20 . 

4. Conclusions 

In this study, we have investigated the stratified turbulence with mean 
shear by the rapid distortion theory (RDT). The results showed good 
agreement with DNS for low turbulent Froude numbers, in which the 
nonlinear effects are expected to be small. The initial total turbulent kinetic 
and potential energy are important in determining the initial direction of the 
vertical density flux. The persistent counter-gradient heat flux, identified as 
one of the main characteristics of the stratified sheared turbulence, was 
reproduced also in the linear processes described by ROT. 
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1. Introduction 

It is traditionally understood that laminar-turbulent transitions of wall 
shear flows are induced through two steps of instability, linear and non­
linear ones. The linear instability occurs at an early stage of the tran­
sition process and amplifies proper unstable waves selected from small 
disturbances existing in the flow. This instability has been investigated by 
many researchers with the Orr-Sommerfeld equation in the linear stability 
equations[!]. As a result, it has been found in plane Poiseuille flow that 
unstable Tollmien-Schlichting (hereafter, TS in short) waves are amplified 
exponentially with proper growth rates calculated as the eigenvalues of the 
Orr-Sommerfeld equation. Furthermore, the critical Reynolds number for 
the TS wave is derived as 5772[2]. On the other hand, the nonlinear insta­
bility is induced by the linearly amplified TS waves and amplifies various 
three-dimensional disturbances existing in the flow. Thus, this instability 
occurs usually at the final stage of the transition process and completes the 
transition process to turbulence. 

Another type of the linear instability without eigenvalues, however, has 
been recognized recently to be important in the transition of the plane 
Poiseuille flow[3, 4]. This instability induces transient growth of stream­
wise vortices (hereafter, SV in short), which is describe<:! by the vorticity 
equation in the linear stability equations. The instability becomes to be 
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dominant in the flow when its initial disturbances are considerably large. 
In this case, the strength of the amplified streamwise vortices exceed the 
threshold value which can trigger the nonlinear instability, then, the tran­
sition of the flow. In this paper, the direct numerical simulations (DNS) of 
transition in the plane Poiseuille flow with various initial disturbances are 
carried out to clarify how these instabilities become to be dominant. 

2. Basic equations 

The coordinate system { x, y, z} in the flow is taken for x in the stream wise, 
yin the spanwise and z in the direction normal to wall. The computational 
domain is confined in the region x E [0,4Jr], y E [0,4Jr], and z E [-1, 1]. 
The flow is described as {U + u, v, w }, where U(z)(= 1- z2 ) is the basic 
flow and u{ u, v, w} the disturbance velocity. 

The Navier-Stokes equation for u is described by 

au au aU 1 2 -=-U--w--wxu-VP+-\7 u 
at ax az R ' 

(1) 

where w = \7 x u, P = p + juj 2 /2 , and R is Reynolds number defined by 
the maximum value of U and a half width between walls, R = U(O)jv. 

The incompressible condition is \7 · u = 0. 

3. Direct numerical simulation of the transition 

The disturbance velocity u is expanded by the Fourier series for x, y direc­
tions, but for the z direction, it is calculated on the Chebyshev collocation 
points Zj as 

u(x, y, Zj, t) = L u(kx, ky, Zj, t) exp (ikxx + ikyy) 
k 

(2) 

where k2 = k; + k~. Then, the Navier-Stokes equation (1) is calculated by 
the Fourier-Chebyshev spectral method[5). The number of Fourier modes 
taken in the (x, y) directions is (42 x 42) and that of collocation points 
taken in the z direction 65. 

Energy norm of Fourier mode (kx, ky) per unit mass is defined by 

E(kx, ky) = L ju(kx, ky, Zj, t)j 2 (3) 
J 

The initial disturbance is given by the Fourier modes as following 

(4) 
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where E. is a constant amplitude parameter assigned as 

E. = canst. for ikxi, ikyi ~ 5.0, 
= 0 otherwise 

(5) 

and q is a random function which satisfies the following constraint condi­
tions [6]. 

i [kxqx(k, Zn) + kyqy(k, Zn)] + Dnmqz(k, Zm) 

L lq(k, Zn)l2 

n 

0, 

1, 

where Dnm is the difference matrix on the collocation points. 

(6) 

(7) 

DNS's of the transition have been carried out for various amplitude 
parameters E. and Reynolds numbers R. As a result, time evolution of the 
dominant Fourier modes (0 ~ kx, ky ~ 3) in the TS type transition for 
R = 10000 is shown in Fig. 1. Solid curves denote the two-dimensional 
modes and dashed curves the three-dimensional modes. Initial energies of 
Fourier modes are given to w-9 (E. = w-912). The curve denoted (1, 0) 
shows a TS mode whose growth rate agrees well with the corresponding 
eigenvalue of the Orr-Sommerfeld equation. At t ~ 1700, all modes behave 
abrupt growthes, which are induced by the nonlinear instability. After then, 
the flow breaks down to turbulence. This figure show a typical numerical 
result of the TS type transition for the super-critical Reynolds number. 
Even in this figure, however, the transient growth is observed in some modes 
whose energies reach to their maximum values at t ~ 300 and after then, 
decay very slowly. As a matter of fact, all of these modes are streamwise 
components, E(O, ky)· 

Time evolution of Fourier modes in the SV type transition for the same 
Reynolds number is shown in Fig. 2. In this case, initial energies of modes 
are given to w-8 ( c: = w-4 ), which is ten times larger than that of Fig. 1. 
The result shows that the transition process in this case completes within 
very short period in comparison with the TS type transition (see Fig. 1). 
This reflects the large growth rate of disturbance in the transient growth 
of streamwise vortices. 

Similar simulations have been conducted to obtain the threshold value of 
initial disturbances which triggers the SV type transition. Figure 3 shows 
the numerical result obtained by the simulations. lu(x)lmax denotes the 
maximum value in the absolute streamwise velocities of the initial distur­
bance on the physical collocation points. Open circles show the minimum 
values in the set of lu(x)lmax which have induced the SV type transition 
for the same Reynolds number. On the other hand, closed circles show the 
maximum value in the set of lu(x)lmax which have never induced the SV 
type transition for the same Reynolds number. The solid line shows the 
inclination of R-714 as a function of Reynolds number[7]. 



302 

lri' 

ur' 

10~ 

,. 
-"" 10 .. 
j 
w Ia"' 

10-~ 

urn 

10"'14 

0 500 1000 
t 

1500 2000 

Figur·e 1. Time evolution of dominant Fourier modes in the TS type trans1t10n for 
R = 10000. Initial mode energies are given to 10-9 . Solid curves denote two-dimensional 
modes and dashed curves three-dimennsional modes. 
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Figure !!. Time evolution of dominant Fourier modes in the SV type transition for 
R = 10000. Initial mode energies are given to 10-9 . Solid curves denote two-dimensional 
modes and dashed curves three-dimennsional modes. 
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Figure 3. Threshold amplitudes of the streamwise velocity in the initial disturbances 
for the SV type transition versus Reynolds number . 0 denotes the amplitude with the 
transition and e the amplitude without the transition. 



303 

Figure 4. A vortices appearing in the TS type transition at t = 1600 for R = 10000. 

An initial disturbance with lu(x)lmax smaller than the closed circles 
can not induce the SV type transition. Even in this case, however, if the 
Reynolds number is greater than 5772, then the TS type transition will 
occur. In other case with Reynolds number smaller than 5772, proba­
bly the transition does not occur. It should be noted that the SV type 
transition explains the subcritical transition for TS modes observed in the 
experiments[8]. 

4. Vortical structure in the transition region 

The transition is completed by the nonlinear instability, whose mecha­
nism depend on the Reynolds number. To understand the mechanism, it is 
instructive to observe the spatial vortical structure. 

Figure 4 shows vortices which appear on the negative crest of the TS 
wave in the TS type transition in Fig. 1 at t = 1600. The vortices have been 
observed as the peak-valley structure of the TS waves in the experiments. 
The A vortices lift up low speed fluid into an upper high speed position 
and make local high shear regions in the flow, which enhance the nonlinear 
interaction more and more. 

On the other hand, Fig. 5 shows the streamwise vortices which appear 
in the SV type transition Fig. 2 at t = 80. In this transition, the streamwise 
vortices are amplified at first . When initial disturbances in the flow is large, 
these vortices a re amplified until enough to trigger the transition (See Fig. 
3). As seen in Fig. 1, the transient growth is always observed at an early 
stage even in the TS type transition, the TS type transition occurs when 
the transient growth of SV does not trigger the transition. 
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u-..... 

Figure 5. Streamwise vortices appeanng in the SV type transition al t 80 for 
R = 10000. 

5. Conclusions 

Laminar-turbulent transition process of plane Poiseuille flow is studied 
by mean of DNS. It is found that the transition is induced by TS wave 
instability or transient growth of SV, depending on the initial disturbance 
level existing in the flow. The threshold amplitudes of the disturbance, 
above which the SV type transition occur, are numerically estimated as a 
function of Reynolds number, which are proportional to R-714 . 
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ON THE REGENERATION MECHANISM OF TURBULENCE 

IN THE CHANNEL FLOW 

,...., Role of the Traveling-wave Solution 

S. TOH AND T. ITANO 
Division of Physics and Astronomy, Graduate School of Science 
Kyoto University, Kyoto 606-8502, Japan 

Abstract. Direct numerical simulations (DNS) for the incompressible Navier 
Stokes equations are employed to study three-dimensional plane Poiseuille 
turbulent flow (Re=3000). A traveling wave solution (TWS) is found. A 
scenario of turbulent production is proposed in terms of the TWS and it­
s manifolds. It is concluded that a low-dimensional dynamics confined to 
near-wall region exists in the scenario and plays an active role in turbulent 
production and maintenance. 

1. Introduction 

One of the most important characteristics of the wall turbulence is that 
the turbulence production occurs locally both in space and time close to 
the wall, which is called burst [1]. However, the mechanism for maintaining 
turbulence including the burst is still unclear. 

Hamilton et al. [4] proposed the idea of self-sustaining process (SSP) to 
explain this mechanism through the studies of Couette flow turbulence at 
low Reynolds number. In this model, streaks develop and become unstable 
with respect to the three dimensional, i.e., streamwisely-dependent distur­
bance. Through this instability, longitudinal vortices emerge and then are 
destroyed by nonlinear interactions producing turbulent fluctuation. After 
these processes, the system settles into another calm quasi two-dimensional, 
i.e., streamwisely-independent state and the next cycle sets in. It is accept­
ed that SSP is the generic mechanism for the regeneration of turbulence in 
wall turbulence. 

In this report, by means of DNS we show that SSP really works in 
near-wall region of Poiseuille flow turbulence in more global sense. The key 
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points of our study are the existence of TWS and the low-dimensionality 
of the dynamics governing coherent structures in the near-wall region. 

2. Traveling wave solution and its manifolds 

The numerical scheme employed here is basically the same as those 
of Kim et al. [2]. For all simulations reported, we use periodic boundary 
conditions in x and z with period lengths Lx = 1f '"" 420+ and Lz = 0.47r '"" 
170+, and apply no-slip boundary conditions at y = ±1: x, y and z represent 
the streamwise, normal to the walls and spanwise directions, respectively. 
The value of Reynolds number is fixed to 3000. Though somewhat large, 
this system belongs to the minimal flow unit [3]. 

First we summarize the method used to obtain the TWS. An idea under­
lying this method is the linear instability of streaks mentioned in SSP. To 
define the streak formally, we separate the flow into quasi two-dimensional 
(Q2D) and three-dimensional (3D) components as follows: 

Q2D _ 1 /, u (y, z, t) - L u(x, y, z, t)dx, 
X Lx 

An initial condition for this shooting method is constructed by adding 3D 
(linearly small) random disturbance to the Q2D component of a snapshot 
(SNAP1 hereafter). SNAP1 is a special state where its Q2D component 
takes the maximum value over our simulations, i.e., an extremely developed 
low-speed streak is formed in the lower wall region. By adjusting the norm 
of the initial 3D disturbance, we can make the trajectory approach a TWS 
as close as possible. 

Figure 1(a) shows typical two trajectories obtained by this method. The 
trajectories are drawn in the phase space spanned by (Eij 2D(t), E~D(t)), 
where 

The TWS corresponds to the saddle point in the center of Fig.1(a) and has 
both stable and unstable manifolds. Along these trajectories, the flow field 
shows the instability of the streak, stays around the TWS for a while and 
finally develops into either laminar or turbulent state. The initial stage of 
the process of escape from the the saddle is due to the linear instability of 
the TWS, so that E~2D and E~D evolve abruptly. 

On the attractor of actual turbulence, the trajectory projected to this 
2D phase space does not pass so close to the saddle and manifolds. We can, 
however, observe similar abrupt evolutions in actual bursting processes in 
the near-wall region. 
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Figure l{a) {left). Log-log plots of evolutions of (E~2D(t), E~D(t)) in 2D phase space, 
where a bursting part of the trajectory of actual turbulence (from 1::::,. to via +) is 
appended for comparison. Solid line: The value of the norm of 3D random disturbance 
(Fac) is 9.116010224 X 10- 8 Dashed line: Fac = 9.1160104 X 10- 8 . Dotted line: F~c = 
9.11601 x 10- 8 . Dashed and solid lines are almost collapsed. 
Figure 1 {b) (right}. Schematic view of the proposed scenario. 

3. Scenario of turbulent production 

Based on the aspects mentioned above and SSP picture, we propose 
a scenario of turbulent production and maintenance in this section ( cf. 
Fig.l (b)). 

The dynamics of near-wall region in wall turbulence is quasi-cyclic. The 
following two main phases consist in each of quasi-cycles. 

1. The formation phase of coherent structures is defined as the process 
of approach toward the TWS along the stable manifold. In this phase, 
almost two-dimensional and streaky structures in near-wall region e­
merge from turbulent state via linear instability of Q2D streaks. 

2. The burst in wall turbulence is defined as the process of escape out of 
the TWS along the unstable manifold. We assume bursts observed in 
actual turbulence are prescribed by the linear instability of the TWS 
and the following nonlinear evolution in this phase. 

In the 2D phase space, the s table manifold is extended close to E~2D 
axis, so that the attractor of actual turbulence itself is assumed to be close 
to this axis locally. This means that streaky coherent states can be observed 
easily even in actual turbulence. 

Note that the instability of streaks lead not directly to fully-developed 
turbulence but to a saturated state, i.e., TWS in our scenario. However, 
such saturation is not observed in actual wall turbulence. This is because the 
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trajectory of turbulence does not necessarily approach the stable manifold 
so close that the TWS is not observed. Thus the SSP picture seems to work 
well even in Poiseuille flow turbulence. Even in this situation, we expect 
that the phenomena are understood more clearly by dividing the conceptual 
instability of streaks mentioned in SSP into the two elementary processes 
listed above. 

The TWS, which is localized to the lower wall, consists of a streak and 
a pair of coherent vortices with positive and negative streamwise vorticity 
over the streak. These vortices correspond to so-called "longitudinal vortex" 
(LVl hearafter) , although they are flatter than those supposed. This is 
because LVls are emerged on a kind of critical layer of the linearly unstable 
mode of the streak. 

y y 

z z 

Figure 2. Q2D vector field (uc;2v , u~2D) is shown. (left) TWS ,(right) most unstable 
mode. A part of some longitudinal vortices are projected in this y-z transverse plane. Solid 
line is contour of u<;2 D "' 0, hill of which corresponds to low-speed streak. In particular, 
we note that the new streak and LV2s exist in unstable mode which are absent from 
TWS. 

In the burst phase, it is observed that the longitudinal vortices are devel­
oped into the well-known tube-like structures owing to the linear instability 
of TWS: Through this instability LVls are stretched roughly in the stream­
wise direction. In addition, the linearly unstable mode of TWS includes new 
another streak and a pair of longitudinal vortices (LV2) which are located 
closer to the wall (see Fig.2). In the succeeding nonlinear stage, the low­
er parts of LVl are combined with LV2 in the near-wall region and forms 
horseshoe vortices. Shortly after, smaller vortices or turbulent fluctuations 
are created abruptly by these horseshoe vortices and others mentioned al­
ready. These turbulent fluctuations are finally ejected by the upper part of 
LVl. 
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4. Low-dimensional dynamics in near-wall region 

In order to ascertain the scenario to be realized in actual turbulence, we 
need compare the burst due to this scenario with bursts observed in actual 
turbulence. For this purpose, we compare the actual burst which follows 
SNAPl in DNS with the burst which evolves along the unstable manifold. 
It should be noted that the latter starts from the Q2D component of SNAPl 
with small random 3D disturbance. In this sense, we examine whether 3D 
component extended in the whole channel affects the nature of bursts or 
not. Although the flow in this actual bursting process is fully-developed, 
streaks and longitudinal vortices are observed in near-wall region. Figure 
3 shows clearly that in the near-wall region of lower side, the structures 
in this burst are almost as same as that on the unstable manifold. This 
suggests that the low-dimensional dynamics governing near-wall structures 
is confined to near-wall region and not significantly affected by turbulent 
fluctuations in the outer region. In fact , Jimenez and Moin showed that 
intermittency cycle acts independently at each wall in a single channel [3]. 
We infer that this is the reason why coherent structures such as streaks 
and longitudinal vortices are observed clearly even in the experiments of 
fully-developed wall turbulence. 

A c D 

YO 

z 0.4n 0 z 0.4n 
Figure 3. Comparison between (A,B) the burst model and (C ,D) a instantaneous field 
of real turbulence obtained from DNS. (A, C) Contours of wx(x, y) at z+ = 39.8. (B,D) 
Contours of ux(x, z) at y+ = 71. Shade indicates Ux < 0.65 or Wx < -0.1. Thick solid 
lines are for Ux = 0.4 and 0.6. The phase of (c) and (d) is shifted for ease of comparison. 
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5. Concluding remarks 

We have found a traveling wave solution (TWS) which corresponds to 
the fixed point in the phase space spanned by E~2D and EtD (Figure 1-(a)). 
This indicates the low-dimensionality of the dynamics governing at least the 
flow in the near-wall region. Comparing the ideal bursting process defined 
on the manifolds of the TWS with the corresponding actual burst, we infer 
that this dynamics is confined to near-wall region and not significantly 
affected by the turbulent fluctuations exsisting in the outer region. From 
the point of view of dynamical system, this fact suggests the followings: The 
functional subspaces in which this low-dimensional dynamics and the huge­
dimensional dynamics of the outer region are embedded respectively, are 
almost orthogonal to each other, and these dynamicses are weakly coupled 
by intermittent transport of tubulent energy through the buffer region from 
the near-wall region. 

The bursting processes observed in actual turbulence have statistical 
property in common, although each of bursts evolves in different way. Ac­
tually, coherent structures have been successfully educed in bursting pro­
cesses by means of conditional sampling methods, such as VITA [5]. We 
conclude that these common statistical natures of bursts derive from the 
low-dimensional dynamics governing coherent structures in the near-wall 
region. 

We have proposed a scenario of turbulent production based on the low­
dimensional dynamics. The instability of streaks, which is one of the core 
concepts in SSP, is the part of the process of approach toward the TWS 
along the stable manifold. Bursting process in wall turbulence is defined 
as the process escaping out of the TWS along the unstable manifold. This 
scenario gives us the definite ground on which the production and main­
tenance of turbulence in the near-wall region can be considered from the 
dynamical point of view. 
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TURBULENCE IN POLYMER SOLUTIONS 

MICHAEL CHERTKOV 
Theoretical Division, 
Los Alamos National Laboratory, 
Los Alamos, NM 81545, USA 

Abstract. The constitutive (rheological) equation of state, relating local 
stress to the rate-of-strain tensor, is derived consistently within the kinetic 
theory approximation for a dilute solution of elastic polymers in a strong 
flow. Microscopic polymer parameters (i.e. nonlinear elastic potential and 
the equilibrium polymer length) enter explicitly this coarse-grained descrip­
tion. This theory describes recent experiments by Groisman and Steinberg 
[1] on pure elastic turbulence (i.e. a steady state, realized at very low Re 
number, which is characterized by a non-smooth small-scale velocity dis­
tribution). The measured temporal spectra of velocity fluctuations are the­
oretically explained. A coarse-grained hydrodynamic description of pure 
elastic turbulence is given by a nonlinear diffusion equation for the velocity 
gradient tensor. Nonlinear elastic dissipation (originating from the anhar­
monic polymer elasticity) plays a key role in the emergence of the small 
scale turbulence. 

The motion of a polymer solution fluid element is described by the non­
Newtonian generalization of the Navier-Stokes equation, 

OtU0 + ( uV') U 0 = - V' 0 p + vV'f3 (Ja(3 - vf3 T 0 (3 + f 0 • (1) 

Here CI 0 (3 = Vf3ua and f is the divergenceless external driving force. r IS 

the elastic part of the stress tensor. The incompressibility of u, V'0 u0 = 0, 
unambiguously fixes the pressure, p. An additional relation between f and 
a is provided by the so-called constitutive equation (also called the rhe­
ological equation of state), e.g. [2, 3]. The derivation of the constitutive 
equation obtained by averaging over the microscopic polymer related scales 
is required for any analysis of (1). This paper begins with the microscopic 
kinetic theory calculations based on the assumption that the polymer solu­
tion is dilute, i.e. the polymers do not contact each other directly and are 
influenced only through their collective contributions in the rate-of-strain 
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tensor. (Hydrodynamic interactions which may also contribute the polymer 
induced stress will not be discussed here.) Further, we apply the derived 
constitutive relation to the case of pure elastic flows, in which the inertial 
terms (the second term on the rhs of (1) and the corresponding part of the 
pressure) are neglected. The elastic turbulence regime is developed (with 
a gradual increase of the external force) in two steps: first, the elastic in­
stability takes place [4, 5, 6, 7], and, second, dissipation due to elasticity 
dominates the viscous dissipation. Those two subsequent steps can be sep­
arated or combined in one (the later is the case of [1]). A simple scaling 
theory for the fully developed pure elastic turbulence (elasticity dominated 
region above the threshold) is presented which explains the multi-scaling 
nature of the small scale velocity fluctuations. We conclude this letter with 
an analysis of the high Re inertia-elastic turbulence. 

A theory of passive polymer stretching in a statistically fixed large-scale 
flow (based on deterministic and linear elasticity case studied by Lumley 
[8], see also [9], and also based on the extensive study of the so-called 
Batchelor model of passive scalar turbulence [10]) was recently presented 
[11, 12]. This theory cannot be directly applied to the problem of self ad­
vection of the polymer solution. However, the previously mentioned scale 
separation does allow one to extend (and in a sense even to simplify) the 
nonlinear theory of polymer stretching [12] to the active case. Averaging 
over the polymer separations, which are assumed to be much larger than 
the stretched polymer length, one may introduce averages, and moments 
of the polymer length, conditioned on the yet unknown statistics of &. The 
elastic part of the stress tensor (elastic tension force per unit area) is given 
by 

N 

Ta/3 =-;;3 (/ dspa (s) Ffz (s)) 
0 N 

(2) 

Here n is the polymer solution concentration; N is the equilibrium polymer 
length; p(s) and Fet(s) are the vector of polymer displacement (measured 
from an end point of the polymer) and the elastic tension force, respectively, 
taken at a polymer position parametrized by s (f0N ds = N). In (2), we 
have also assumed that the turbulent stretching is much stronger than 
that caused by thermo-diffusion. The averaging over the distribution of the 
polymer length is introduced in (2). (If the solution is mono-disperse, the 
average can be dropped. Later we will be primarily discussing the mono­
disperse case.) The relation between p and & is fixed by the balance of force 
acting on a polymer [12] 

d 
dtpa (s)- o-a/3 ~ (s) = -Fcl (s) = -EPU (88 p(s)). (3) 
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Here the polymer's friction against the flow (lhs of (3) with the kinetic 
coefficient set to 1) is equilibrated by the elastic (and generally thermal 
forces which are dropped in (3)); U(s) is the elastic potential of the polymer 
(string). The free (zero-derivative) conditions at the polymer end points, 
o8 p(O) = o8 p(N) = 0, complete the description of the polymer dynamics. 
All of the fields in (2,3) can be subscripted by the label r, standing for the 
spatial position of the region subject to the coarse grained description. The 
kinetic theory approximation consists in neglecting the spatial derivatives 
of CJaf3 in the microscopic (polymer length scales) calculations. 

The experiment [1] showed that chaotic flows, driven by the external 
shear occur at a very low Re-number (i.e. the kinetic inertia is negligible). 
The relatively weak bare flow (pure shear flow in [7]) is stable. An elastic 
instability is observed if the (pure shear) Deborah number (the ratio of 
the rate-of-strain to the inverse relaxation time, De = 11&111/U"(O), also 
called the Weissenberg number) is sufficiently large. The onset of the pure 
elastic instability was studied both experimentally [4, 5, 7] and theoretically 
[6, 7]. The theoretical approach was based on the so-called Oldroyd-B model 
[3] corresponding to the Hook (linear) elasticity of polymers. There, the 
constitutive equation is 

(4) 

(This equation directly follows from the dumb-bell, i.e. N = 2, versions of 
(3,2) with the thermo-diffusion noise added to (3). 'r/p is the viscosity of 
the solvent, which is related to the rate-of-strain and the thermo-diffusion 
coefficient through the Einstein relation. The constitutive equation for a 
long linear polymer was discussed in [13].) The threshold of the elastic 

instability occurs at DeJarJp/rJ "' 1 [7], where a is a geometrical (the 

gap ratio) factor: the chaotic component of the rate-of-strain has a well 
pronounced jump. However, as shown in [8, 11, 12], a polymer stretching 
by a random flow with Dechaot > 1 cannot be described by the linear version 
of (3): there is an abrupt jump (i.e. a first order phase transition) of the 
elastic contribution into the stress tensor at Dechaot = 1. The experiments 
[7, 1] show a jump of the chaotic component to Dechaot > 1 immediately 
at the elastic instability threshold, i.e. the two transitions occurs at once. 
The transitions can probably be separated (then, the ratio of the polymer 
contribution into the stress tensor to the viscous stress is less than unity at 
the instability threshold) at a lower polymer solution concentration. 

In the following nonlinear (and therefore chaotic a) study let us consider, 
first, the case of the non-degenerate largest eigenvalue of&, denoted by>.. 
From the point of view of the longest (macroscopic) times, the polymer 
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adjusts itself to the rate-of-strain and rapidly reaches its steady state (in a 
period of time less than 1/>..). Therefore, the temporal derivative on the lhs 
of (3) can also be neglected in order to find the optimal stretched polymer 
configuration in the given (frozen) field&. The optimal configuration of the 
polymer is a stretched one elongating k..\, the unit vector parallel to the 
eigenvector of u corresponding to >... It is given by the steady solution of 
(3) (see [12] for more details), 

[s + (N- 2s)9 (s- N)] =jz U"(x)dx ' (5) 
2 0 j2>.. J:• yU"(y)dy 

z. II 

N../X = V2j U (x)dx . (6) 

0 V J:• yU"(y)dy 

Here, z = 88 p, with the maximal tension, r*, reached at the middle of the 
string, s = N /2. (5) defines the dependence ofT on s, r*, >.. and N, while 
(6) gives the implicit dependence ofT* on>.. and N. For the mono-disperse 
polymer solution one has 

70113 _ _ n"'-JL-01....,.{3 jz. dzU'(z)U"(z) jz U"(x)xdx 

- 2>..N3 0 J J:· yU"(y)dy 0 J I:· yU"(y)dy. 
(7) 

This is the required constitutive equation (actually, it is an explicit re­
lation between f and u). Here in the non degenerate case, p 01f3 = k~ k~. 
The degenerate case, when the two eigenvalues of u have .the same pos­
itive real part, >.., can also be considered. There is no steady solution of 
the projected equation in the case, because of the rotation caused by the 
asymmetric (vorticity) part of u projected on the plane. However, once 
averaging with respect to the fast rotation and over the initial polymer ori­
entations is performed, the expression for the stress tensor is given by (5,6) 

with p01f3 = [801!3- k~2..\k~2..\] /2, where k-2..\ is the unitvector parallel to 
the eigenvector of the contracting direction. Consequently, 

01{3 _ { k~kf, nondegenerate; 
Jl = [ 801!3 - k~2..\ k~2..\] /2, degenerate. 

(8) 

Based on the nonlinear constitutive relation derived above, we will show 
how the experimental phenomenon of pure (zero Re) elastic turbulence [1] 
can be described. The experiment shows that above the Dechaot = 1 thresh­
old the elastic contribution into the stress tensor dominates the viscous 
one. In the elasticity-dominated regime all the viscous (stress and pres­
sure) terms in (1) can be dropped and we are left with the equation of 
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what we call (due to the presence of fine scale structures, see below) the 
pure elastic dissipative turbulence equation 

Because this system is in the chaotic regime '\l'Y fa is renormalized, i.e. 
it can be considered to be a large scale (system size) random noise. (9), 
supplied by the constitutive relation (7,8,6), is nothing but a non-linear 
diffusion equation forced at large scales. Consider the case of an algebraic 
anharmonic potential 

(10) 

The special case of interest, ¢ = 2, accounts for the first regular in the 
x 2-expansion anharmonic correction. Substituting (10) in (7) gives the fol­
lowing explicit result: 

The onset value of the strain rate, A08 , marking the equilibration of the 
bare (viscous) and elastic stresses, is estimated by 

>. - q 
os - (nb¢)</>/2 N2+<1>/2' 

(12) 

where be/> is the ¢-dependent coefficient of Ta(3 on the rhs of (11). The 
elasticity dominated regime of (9) is >. » Aos· 

We present here a simple dimensional analysis of (9) postponing a more 
accurate theoretical and numerical study of (9) to a future publication. 
The structure of (9,11), under the assumption that the pumping '\l'Y fa is 
large-scale delta-correlated in time (the later is not crucial), suggests the 
following scaling relations 

(13) 

Here Pis the pumping amplitude of a (i.e. P stand for the temporal integral 
of the '\1 f different time pair correlation function); 6ar stands for the strain 
rate fluctuation coarse-grained at the observation scale, r. According to (13) 
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dAr is nonsmooth in rat any finite ifJ. The nonlinear stochastic problem can 
be analyzed using Wyld diagrammatic technique [14]). Making the scaling 
ansatz (13), one finds (at least for ifJ = 2) that diagrams of all the orders 
are convergent both infrared and ultraviolet length- and time-scales. This 
does not prove that the scaling estimate (13) holds for all order correlation 
functions of dar. It is however plausible to conjecture that (13) holds, at 
least, for some low-order (particularly, second) moments of dar. 

In the experiment of Groisman and Steinberg [1], the spectra of the tem­
poral {in the frequency domain) velocity fluctuations, Kw = J dt exp [iwt] (duD, 
was measured in the elastic turbulence regime at many different shear rates . 
The measurements can be approximated by a power law, K~exper) "'w-3.5. 

The theoretical scaling law (13) gives ( the obvious t "' 1/w should be 
added) 

(14) 

For ifJ = 2, (14) explains the experimental results of [1]. The scaling of 
(13,14) suggests the existence of multi-scale structures as it shows a nons­
mooth spatio-temporal behavior of the rate-of-strain fluctuations. 

Very fruitful discussions with A. Groisman are gratefully acknowledged. 
This work was supported by a J. R. Oppenheimer fellowship. 
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TURBULENCE MODULATION DUE TO SOLID PARTICLES 
MOVING WITH VORTEX SHEDDING 

T. KAJISHIMA, S. TAKIGUCHI AND Y. MIYAKE 
Department of Mechanical Engineering, Osaka University 
2-1 Yamadaoka, Suita, Osaka, 565-0871 Japan 

Abstract. Turbulence modulation in particle-laden fluid flow, especially 
the influence of vortex shedding, was investigated by means of the direct 
numerical simulation. To this end, we developed a finite-difference scheme 
to resolve the flow around each particle moving in turbulence. Then, we 
simulated an upward flow in a vertical channel including solid particles. 
The velocity and vorticity fluctuations as well as Reynolds shear stress were 
strongly affected by wakes from particles. The shed vortices were elongated 
in the mainstream direction by the velocity gradient and resulted in the 
hairpin vortices. 

1. Introduction 

To understand the mechanism of turbulence modulation due to dispersed 
particles, bubbles or droplets, direct numerical simulations (DNS) of two­
phase turbulence have been conducted. Recently, complete DNS without 
any point-source models have been realized. Pan and Banerjee(1997) used 
a body-force model at the grid points inside particle in couple with the 
spectral method for fluid turbulence. Particle Reynolds numbers in their 
DNS were 133 for stationary particles and 15 for moving particles. The 
present authors proposed another approach by the finite-difference method 
(Kajishima et al., 1998, 1999; Takiguchi et al., 1999). We directly integrated 
the fluid stress on the particle surface and successfully simulated the vortex 
shedding in the flow past a sphere up to Re = 600. Though the relatively 
low resolution for each particle, these DNS efficiently reproduced the flow 
including a number of particles. 

In the present paper, our numerical method and the result of accuracy 
test will be briefly summarized in Sec.2. The modulation in fully developed 

319 

T. Kambe et al. (eds.),IUTAM Symposium on Geometry and Statistics of Turbulence, 319-324. 
© 2001 Kluwer Academic Publishers. 



320 

turbulence in a vertical channel including large particles will be discussed 
in Sec.3. 

2. Numerical Method 

The incompressible flow of Newtonian fluid including rigid particles is con­
sidered. The fluid turbulence is solved by the finite-difference method using 
the fixed Cartesian coordinate system. 

The basic equations are 

au Vp 2 
V·u=O, -a +u·Vu=--+vVu+g+fp, 

t p 
(1) 

where g is body force such as gravity. u is a representative velocity at the 
grid defined by u = (1 - a)uf + aup, where a denotes the volumetric 
fraction of particle in the grid, u f the fluid velocity and Up the velocity 
inside the particle defined by up = Vp + r x Wp· Vp is the velocity at the 
particle center, Wp the angular velocity and r the relative position from the 
momentum center of particle. The last term in the equation of motion is 
represented as 

(2) 

where llt is the time-increment. It is interpreted as a particle force on the 
fluid at the interface (0 <a< 1) grid (Kajishima et al., 1999). 

Equations for momentum and angular momentum of each particle are 

d(mpvp) = -/. f dV G d(Ip. wp) = -/. f dV T 
dt P + P ' dt r x P + P 

Vp Vp 
(3) 

where mp denotes the mass, lp the inertia tensor and Vp the volume includ­
ing the particle. Gp and T P represent the external force and the external 
moment, respectively. Particles are tracked in Lagrangian frame of reference 
without any models for drag force, lift force, memory effect, etc. 

The spatial derivative is approximated by the central finite-difference 
method of the forth-order accuracy. The time-marching procedure is the 
fractional-step method based on the 2nd-order Adams-Bashforth method. 
Details are given in Kajishima, et al.(1999). 

To examine the accuracy of our method, three-dimensional flow around 
a sphere fixed in a uniform stream was simulated (Takiguchi et al., 1999). 
The computational grid was cubic of the width 1:1. Three steps of grid 
resolution, Dp/ 1:1 =11, 8 and 5 were examined where Dp denotes the particle 
diameter. Finer cases Dp/ 1:1 =11 and 8 reproduced wavy wake for Re > 130 
as well as vortex shedding for Re > 300. Coarser case Dp/ 1:1 =5, however, 
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could not reproduce the unsteady flow in high Reynolds number region. 
Our numerical result agreed acceptably with experimental data up to the 
Reynolds number 600. Thus the desirable resolution of grid is Dp/ ~ 2::8 for 
our analysis. 

Prior to the simulation including solid particles, we obtained a fully 
developed single-phase flow in a channel. The Reynolds number based on 
the channel width H and mean friction velocity on the wall Ur was fixed 
as Re7 ( = H Ur / v) = 300. The numbers of grid points were Nx = 512 in the 
streamwise (upward, x), Ny = 128 in the wall-normal (y) and Nz = 256 
in the spanwise (z) directions. The computational grid was made almost 
cubic at the channel center and getting finer in y direction in the near-wall 
region. The grid spacings in wall-coordinate were ~;t = 4, ~t = 0. 7 "' 3.8 
and ~.i = 4. The time increment was ~i = 0.03. The Reynolds num­
ber based on H and the centerline velocity resulted in Rec = 5400. In 
the following figures, results by the spectral method at the corresponding 
Reynolds number (Kasagi et al., 1992) will be shown for comparison with 
ours. The agreement between them was good even for higher order statis­
tics, but we will not mention one by one in this paper. We think our fourth 
order finite-difference method is reliable for DNS of the turbulent flow. 

3. Results and Discussion 

Then solid particles were supplied randomly in an instantaneous flow field. 
The particle density Pp was supposed to be larger than the fluid density 
PJ· Thus an additional pressure gradient was necessary to maintain the 
flow. The external force was 2 + (ppfPJ- 1)if!/Fr2 (non-dimensionalized 
by P!u;J H), where the gravity force due to fluid is omitted. if! is the mean 
volumetric fraction of particles, Fr(= ur/v'YH) the Froude number. We 
decided these parameters considering the aim of this research, which is 
to observe the influence of vortex shedding. The number of particles was 
Np = 36 and the diameter was D"J = 32, giving if! = 0.001. The density 
ratio was determined as ppf PJ = 10 to make the relative Reynolds number 
to be Rep ~ 400. Fr was adjusted so that the wall friction velocity was 
almost equal to that in single-phase flow. The rotation of particles was 
ignored in this simulation for simplicity. 

After the statistically steady state was reached, we obtained the time­
averaged flow field as shown in Fig.l. Particles moved into the near-wall 
region. In the particle-laden flow, the fluid velocity is decreased in the high 
concentration region near the wall but the logarithmic law profile is recov­
ered in the rare region. Every component of velocity fluctuation is increased. 
Spanwise Wz and wall-normal wy components of vorticity fluctuation are in­
tensified around the high concentration region, which is corresponding to 
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Figure 1. Time-averaged flow field of particle-laden turbulence in a vertical channel 

Figure 2. Time evolution of shedded vortices from a sphere visualized by V'2p isosurfaces 

vortex rings shed from particles. In addition, we must pay attention to 
increase in the streamwise vorticity Wx since it may be related to the pro­
duction of Reynolds shear stress. 

To observe the vortex structure in the wake of particles, time evolution 
of flow near a typical particle is visualized by the iso-surfaces of '\l2p in 
Fig.2. Vortex rings shed intermittently from a sphere is stretched due to 
the high velocity gradient in near wall region. They grow into hairpin like 
vortices and move downstream as well as away from the wall. Legs of these 
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Figure 4. Profiles of shear stress and energy production rate 

vortices are supposed to be the origin of increase in Wx intensity. 

100 

Hereafter, the flow field is decomposed into "wake region" and "empty 
region." The size of wake region is assumed to be about 500 wall units in 
downstream and 100 wall units in lateral directions. Fig.3 indicates that 
this decomposition is appropriate considering the size of particle wakes. 

Note again that most particles accumulate in y+ < 50 as shown in 
Fig.l(a). Fig.4(a) indicates that the turbulence shear stress is produced es­
pecially in the particle wake in this region. The hairpin like vortex structure 
shown in Fig.2 might cause it and also increase in shear stress gradient in 
the particle-rare region to be balance with additional driving force. 

Figure 4(b) shows the profile of energy production rate. In this flow field, 
the particle-induced force in addition to the shear produces the turbulence 
energy. The former, Pp = uU~i, is due to the momentum exchange between 
phases and it could be expressed by point force models. The latter is PK = 
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u~ujauif8xi. In the particle-laden flow, PK decreases in the vicinity of the 
wall because of the decrease in auif8xi. In the region y+ = 30 "'60, on the 
other hand, PK increases due to the contribution of vortices in the wake 
region. This is the extra source of energy production in addition to the 
direct effect of particles, Pp. 

4. Conclusions 

We carried out DNS of particle-laden upward flow in a two-dimensional 
vertical channel taking into account the unsteady vortex shedding from 
particles. The vortex shedding affected the profiles of velocity fluctuation, 
vorticity fluctuation and Reynolds shear stress. 

Since the particle density is larger than fluid density in our simulation, 
additional pressure gradient was needed to maintain the flow in comparison 
with the single-phase flow. The particle distribution was not uniform be­
cause particles were transported upward almost along the wall. Therefore, 
the particle gravity and additional pressure gradient was not in equilibrium 
locally. In the particle-rare region, the increase in shear stress gradient to be 
balance with additional pressure gradient should be supplemented by the 
turbulence modulation. In the near-wall region, on the other hand, vortex 
rings shed by particles grew into the hairpin like structure by the high ve­
locity gradient. Our result suggested that this structure contributed to the 
production of Reynolds shears stress as well as turbulence kinetic energy. 
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SPECTRAL FEATURES OF AXIAL VELOCITY AND CONCENTRATION 
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Furo-cho, Chikusa-ku, Nagoya 464-8603, Japan 
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1. Introduction 

The important information related to the structure of turbulent diffusion field will 
be obtained from the simultaneous measurements of velocity and a passive scalar 
in turbulent flows. Although there are some reports concerned with scalar flux 
or energy budgets (e.g. [1, 2, 3, 5, 6, 8]), there are still few reports including 
discussions of velocity-scalar cross spectrum or the structure of velocity-scalar 
correlations. 

Here, we present the experimental results of the simultaneous one-point mea­
surements of the axial velocity and concentration in a high Schmidt number ax­
isymmetric turbulent jet. We investigate the features of each distribution of the 
velocity and concentration spectrum. Then we discuss the interaction of the ve­
locity and concentration in the frequency space by examining the cross-spectrum 
obtained by the simultaneous measurements. 

2. Experimental apparatus 

The diffusing fluid is a water solution of the commercial dye (C.I. Direct Blue) 
and it is issued into the quiescent water from the nozzle of the exit diameter D = 
1.02 mm. The issuing Reynolds number, U1 D jv, is 6300 and the Schmidt number 

is about 3800. The initial concentration C 1 and velocity U 1 are 3.0 kg/m3 and 
6.3 m/s, respectively. The turbulent Reynlods number, ,\ u' / v, is about 100 which 
is approximately constant on the jet centerline. The simultaneous measurements 
were performed by combining a single hot film probe (its sensing element has a 
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(a) x/D = 30. 

(b) xfD = 90. 

Figure 1. Fluctuation signals of concentration c and axial velocity u on the jet centerline. They 
are normalized by their standard deviations c', u'. 

length of lHF = l.Omm, and a diameter of dHF = 5lJ.Lm) for the axial velocity 
and a fiber optic probe (length lFo = 0.475mm, diameter dFo = lOJ.Lm) for 
the concentration of the dye. The most crucial scale of sampling volume for the 
simultanesou measurement of velocity and concentration by the combined two 
probes seems to be lHF· which is about ten times of the Kolmogorov microscale 
in the present experiments. See Sakai et al.[7] on the details of the experimental 
apparatus. 

3. Results and discussions 

3.1. FLUCTUATION SIGNALS 

The normalized fluctuation signals of concentration and axial velocity are shown 
in figure I. We can see that the concentration signals have higher frequency com­
ponents than the velocity signals and that the concentration and velocity signal 
have similar large scale fluctuations. 

3.2. AXIAL VELOCITY AND CONCENTRATION SPECTRA 

The normalized frequency spectra of the axial velocity and the concentration on 
the jet centerline are shown in figure 2. The frequency is normalized by the integral 
time scale of the axial velocity, tul, which is calculated by integrating the auto­
correlation coefficient curve from the time lag T = 0 to the zero-cross point. The 
spectra of velocity and concentration are drawn up to the frequency corresponding 
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to l H F and l po, respectively. We find that the axial velocity spectra show the -5/3 
scaling range, but the concentration spectra have the slope less steep than -5/3 
since the turbulent Reynolds number is small (Re;.. c::= 100)[9, 10]. It is notable to 
find the -5/3 scaling law in the lower frequency range than lui = 1.0, where the 
greater part of kinetic turbulence energy is contained. 

Figure 3 shows the spectral slopes in log-log coordinates, i.e. the logarithmic 
derivative of the spectral curves in figure 2. Miller and Dimotakis[4] suggested 
that the concentration spectra in the high Schmidt number turbulent jet can be 
approximated by the log-normal functions in the higher frequency range than the 
power-law range. If the spectra exhibit the log-normal behavior, their logarithmic 
derivatives must show the straight lines with negative slopes. The spectral slopes 
of the concentration in figure 3 show the straight lines in the higher frequency 
range than the power-law range. And also the spectral slopes of the axial velocity 
seem to show the similar tendencies. 
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Figure 5. Normalized cross-spectrum, 
Scv. (f) I -J Ec (f)Ev. (f), plotted in a complex 
plane (xl D = 90). 

3.3. JOINT PROBABILITY DENSITY FUNCTION 

Figure 4 shows the equiprobability contours of the joint probability density func­
tion (joint pdf) of the axial velocity and concentration on the jet centerline. We can 
find that the contours are slanted to the upper right and so that the axial velocity 
and concentration have a positive correlation. The contours shown in figure 4 and 
the contours of the joint pdf of temperature and axial-velocity in a turbulent jet 
obtained by Venkataramani et al. [ 11 ] are very much similar. However, it should 
be here noted that since probability density functions have no information on the 
time, we cannot obtain any informations on the structure of the correlation, such 
as which scales of the fluctuations contribute to the correlations. So we examine 
the cross-spectra of the axial velocity and concentration in the next section. 

3.4. CROSS SPECTRA 

The cross-spectrum is the complex number which contains the information of the 
correlation and the phase angle of two fluctuating quantities for each frequency 
component. In figure 5, the values of the normalized cross-spectrum for each 
frequency component are plotted in a complex plane. The squares represent the 
values of cross-spectrum for lower frequency than the frequency corresponding to 
the integral time scale of the velocity field, and the black circles represent those for 
higher frequency. It is notable that the large scale (i.e. the low frequency) behavior 
is obviously different from the small scale (i.e. the high frequency) behavior. 

To examine the difference between their behavior, "coherence" (defined as the 
magnitude of the normalized cross-spectrum) and "phase" (defined as the phase 
angle of the cross-spectrum) are calculated. The coherence and phase mean the 
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slope -0.8 

Figure 6. Coherence of axial velocity and concentration on the jet centerline. 

xJD = 150 

-1 

Figure 7. Phase of axial velocity and concentration on the jet centerline. 

degree of the correlation and the phase angle between two Fourier components, 
respectively. Figure 6 and figure 7 show the coherence coh~u and phase 8 cu of the 
axial velocity and concentration on the jet centerline. The largest frequency of 
coh;c and Bcu drawn in the figures is one corresponding to lHF· In the range of 
ftu 1 :S 10- 1, the coherence shows the large value and approximately constant, 
and the phase remains zero at any downstream locations. Thus the large scale 
fluctuations of the velocity and concentration have large correlations with no time 
delay. On the other hand, in the range of 10° :S f iui, the coherence becomes 
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smaller and the phase fluctuates randomly. Thus the small scale fluctuations of 
the velocity and concentration have almost no correlation. Moreover, the decrease 
of their correlation seems to occur within the range of 10-1 ;S ftui ;S 10°, which 
is almost the same range as the power law range of the axial velocity spectra (See 
figure 3). And it is also interesting that the decrease of the coherence seems to 
obey a power law. 

4. Concluding remarks 

We have found that both axial velocity and concentration spectra have the ranges 
which can be approximated by the log-normal function. Also we have found that 
the velocity and concentration show a good correlation in the large scales and 
almost no correlation in the small scales, and the decrease of their correlation 
seems to occur in the same range as the power law range of the velocity spectrum. 
However, our experiments have some limitations of small Reynolds number and 
not so small sampling volume (about ten times of the Kolmogorov microscale). 
So the experiments with larger Reynolds number and smaller sampling volume in 
various flows with or without mean shear are needed to make sure our conclusions. 
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1. Introduction 

The study of turbulence through a pipe which rotates about its axis is of 
fundamental interest, partly because of the practical applications but also 
because the rotation introduces a variety of new flow structures. Since the 
intermittency phenomenon is likely to be related to these structures, the 
effect of rotation on velocity structure functions of different orders may 
allow some insight into the relationship between moments and structures. 
Orlandi & Fatica [1] , using a direct numerical simulation at low Reynolds 
number and at relatively high rotation rate, showed that the structures 
everywhere across the pipe differ significantly from those in the station­
ary pipe. Clearly, the major interest is on the changes to the near-wall 
structures because of their interrelationship to the wall friction, turbulent 
energy production and energy dissipation rate. In a subsequent study [2], 
the simulations were extended to higher rotation rates with the aim of 
providing budgets for each of the Reynolds stresses which would in turn 
be used for improving/streamlining RANS turbulence models of rotating 
flows. The budgets were found to change at all locations across the pipe 
although the major changes occurred near the wall. 

As is well known, the complexity of turbulence is linked to the in­
teraction between structures of different scales, and significant effort has 
recently been devoted to studying the role of very intense vortical struc­
tures in isotropic or locally isotropic flows. To a significant degree, the 
intermittent character of turbulence reflects the formation of these intense 
structures, and their role in forced or decaying isotropic turbulence has 
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been investigated in detail, e.g. by Jimenez et al.[3]. The deviation of high­
order exponents ((n) of longitudinal structure functions, from "n/3", the 
asymptotic high Reynolds number limit of Kolmogorov {1941), reflects, in 
part, the presence of vortical structures. The evaluation of these exponents 
can be somewhat ambiguous [4], and the larger n is, the greater the number 
of samples required to achieve convergence; this requirement is more easily 
met by experiments than simulations. Taylor's hypothesis, applied to a 
suitably long time series of the signal at one point, permits evaluation 
of structure functions· at relatively large values of the separation p. In 
numerical simulations the number of samples is related to the amount of 
storage available in the computer; the limited storage capacity in our case 
allows only low order moment structure functions to be correctly evaluated. 
Furthermore, direct numerical simulations are limited to low Re, where 
there is no inertial range. 

In order to partially validate the present simulations, a comparison 
has been made with experiments in stationary pipe flow and with the 
numerical simulation, also for stationary pipe flow [5]. The latter simulation 
was carried out with a different numerical method and better resolution 
in both streamwise and radial directions near the central region of the 
pipe. The validation of the results in the rotating case was not possible 
because our database is the only one currently available; however, since the 
flow structures in the rotating pipe have larger length scales than in the 
stationary case, adequate resolution is expected with rotation. This claim 
is supported by the smoothly decaying nature of the spectra in the axial 
and tangential directions at high wave numbers. 
2. Results 
The evaluation of the structure functions of any order n can be obtained by 
evaluating the probability density function p(Xij) where 

Xij = 8ui(Pj)/(8ui(Pj)2}112 . The cases i = j and i -=I j correspond to 
longitudinal and transverse structure functions respectively. The structure 
function of order n is 

(1) 

Fi} can also be inferred from the one-dimensional energy spectrum, 
or more directly, as reported by Ref. [6], from the two-point correlation. 
This second method has been used to evaluate the second-order structure 
functions from Loulou's data [5]. The measurements were made in fully 
developed pipe at a distance of about lOOD from the entrance to the pipe. 
The Reynolds number Re = UbD jv was 5500, somewhat larger than for 
the simulation (Re = 4900). A X-wire probe (2.5 f.-LID dia. hot wires) was 
operated with a constant temperature anemometer (overheat ratio of 1.5) 
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Figure 1. Second order longitudinal and transverse structure functions in the stream wise 
directions in Kolmogorov units; a) center of the pipe, b) at y+ = 20. Lines experi­
ments, open symbols present, closed symbols Loulou (1996). (-- , () longitudinal; 
---- o v8(b.z); o v~(b.z). 

to measure velocity fluctuations in the axial (z) and radial (r) directions. 
Taylor's hypothesis was used to convert temporal increments into spatial in­
crements. Initially, the measured values of Fi; were Kolmogorov-normalized 
using the isotropic estimate of (E), viz. (E)iso = 15v((oujoz)2 ) . This is only 
likely to be reasonable near the axis, the ratio (E)/ (E)iso increasing as the 
wall is approached. The present DNS value of this ratio ( ::::= 2.8 at y+ = 20) 
was therefore used to rescale the measured structure functions shown in 
Figure 1. The present simulation was performed in a periodic pipe of length 
Lz = 15 with 192 x 128 x 96 intervals respectively in the z, ()and r directions. 
Several values of N = OUb/ D, where n is the angular velocity of the pipe, 
were used. 

The comparison shows that, in the central region, there is poor agree­
ment between the present simulations and that of Loulou, reflecting the 
unsatisfactory resolution of the present simulation. On the other hand, 
there is satisfactory agreement at y+ = 20 (Figure 1 b), between the simu­
lations, so that the present resolution should allow changes to the near-wall 
structure functions caused by the rotation to be estimated satisfactorily. 

As is well known, numerical simulations allow visualizations of velocity 
and vorticity fields, generally too difficult a task experimentally. In Figure 
2 visualizations of the fluctuating azimuthal and axial velocity components, 
scaled by the local rms values, in the z - () plane at y+ = 20, show that 
the flow structures change with rotation. The first observation is that the 
rotation makes the low and high speed streaks wider and longer. In addition, 
whereas for N = 0, the distribution of v0 is concentrated in scales much 
smaller than for v~, the rotation inclines and lengthens the contours. The 
inclination seems to be independent of the rotation rate but the amplitude 
increases with N. This single flow realization can of course only quali­
tatively depict the effect of N on the flow structures. More quantitative 
information may however be derived from two-point velocity correlations 
in the streamwise and azimuthal directions. Although not shown here, the 
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a) b) 

Figure 2. Contour plots of fluctuating velocity components scaled by the local rms value 
at a distance y+ = 20 from the wall; a) axial, b) azimuthal components. From top to 
bottom N = 0, N = 2 and N = 10. Contours intervals ~v = 0.75. 

radial velocity correlation, drops rapidly to zero with and without rotation; 
in contrast, the azimuthal velocity correlation reaches a minimum and does 
not return to zero. This behavior suggests that the structures are helically 
shaped over the full length of the pipe. 

The previous physical information is also, in principle, contained in 
the structure functions, which as shown in Eq. (1), can be evaluated from 
the pdf of increments of the velocity fluctuations displayed in Figure 2. 
To evaluate the pdf, approximately 70 fields have been used and, since 
192 x 128 grid points are used in the homogeneous directions, the total 
number of samples is approximately 1.5 x 106 . We expect that the vortical 
structures are responsible for the departure of the pdfs from Gaussian­
ity. In the context of the wall region of a channel flow, Orlandi et al.[7] 
claimed that the more intermittent character of the longitudinal velocity 
differences is due to the elongated structures which make quiescent periods 
more dominant than regions in which rapid changes occur. This condition 
is typical of intermittent phenomena. For N = 0, the pipe should exhibit 
a similar behavior to channel flow; indeed, the pdf of x 13 at very large 
separations, e.g. 85~z, approaches a Gaussian distribution. This agrees 
with the qualitative picture implied by the flow visualizations (Figure 2) 
where concentrations for v~ are more elongated than those for v~. Figure 3 
shows that, by reducing the separation, the pdf deviates from the Gaussian 
distribution. In fact, at 15~z , even if the intensity of the negative events 
dominates over that of the positive ones, the distribution is more Gaussian 
(Figures 3b) than for a separation equal to ~z (Figure 3a). At the smallest 
separation (Figure 3a), the pdf is almost exponential, characteristic of very 
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10 -6 .J 

~ ~ 
Figure 3. Pdf of XiJ(p) at y+ = 20: (a) p = b.z, (b) p = 15b.z; X3 (longitudinal 
-- N = 0, oN= 2, • N = 10), XI (transverse---- N = 0, oN= 2, • N = 10) 

intermittent phenomena. In addition, Figures 3a show that, at the smallest 
separation, the longitudinal and transverse distributions are very similar 
to each other. In contrast, at larger separations (Figure 3b), the changes 
are more pronounced, consistent with the visualizations for v~ and v~. In 
summary, the rotation increases the intermittent character of the flow as a 
result of the formation of wider and longer vortical structures. 

Second-order longitudinal and transverse structure functions have been 
calculated at several distances from the wall and are presented at three 
locations: close to the wall (y+ = 5), where the maximum production occurs 
(y+ = 20) and on the pipe axis. At any r, the velocity increment for small 
separations is proportional to p. This implies a disentanglement from the 
energy containing eddies and a tendency towards local isotropy. The natural 
consequence is that the two-point correlations near p = 0 have a parabolic 
shape. Near the centreline (Figure 4a), as the separation increases, the 
present small Reynolds number simulation shows that, for N = 0, there is 
near-saturation of all velocity components implying that the large scales 
are not far from isotropy. This aspect was investigated in previous low R).. 
studies [7, 8) where statistics of the velocity and vorticity fields, at or near 
the centre of the channel, were compared with isotropy. Figure 4a, on the 
other hand, shows that when the pipe rotates, the saturation disappears, 
implying that the structures become very elongated. The helical shape of 
these structures follows from the observation that the longitudinal and 
transverse structure functions are almost coincident. 

At y+ = 20, the anisotropy of the flow in the stationary pipe is high­
lighted by the significantly different asymptotic limits indicated by the three 
curves in Figure 4b. The saturation at smaller separation of the transverse 
structure functions implies that the scales of the axial velocity are more 
elongated. The rotation leads to a tendency of small scales towards isotropy 
and an elongation of the length scales associated with axial and azimuthal 
fluctuations. 
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Figure 4. Longitudinal. and transverse structure functions a{ different distances from 
the wall; a) centreline b) y+ = 20. Lines N = 0, open symbols N = 2 and closed symbols 
N = 10. (X33 --, 0) ; (X13 ---- , 0 ) ; (X23 ........ , 0 ). 

3. Conclusions 
In this paper, a numerical database for turbulent pipe flow with relatively 
high rotation rates has been used to examine how near-wall vortical struc­
tures influence different flow quantities. The qualitative picture implied by 
the flow visualization has been quantitatively confirmed by the second­
order structure functions. In previous studies, e.g. [7], the deviation of the 
exponents for the high-order structure functions from "n/3" was used to 
quantify the intermittent character of the intermediate scales in locally 
isotropic flows. In this low Reynolds number study, the intermittency of the 
large scales has been artificially increased by imposing an external rotation. 
The structures become longer and wider and these changes are reflected in 
changes in the longitudinal and transverse structure functions. 
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STATISTICS OF OPEN-CHANNEL TURBULENCE BY USING SIMULTA­

NEOUS MEASUREMENTS OF ALL THREE COMPONENTS OF 

TURBULENT FLUCTUATIONS WITH TWO-SETS OF LDAs 

Iehisa NEZU and Kouki ONITSUKA 

Dept. of Civil & Global Environment Eng., Kyoto University 

Kyoto 606-8501, Japan 

1. Introduction 

In the case of 2-D uniform open-channel flows, the bursting phenomenon is 

analyzed by making use of two-components of the turbulent fluctuations in the 

streamwise and vertical directions. However, the flow structure is three dimensional 

near the side-wall in rectangular open-channel flow. In such a situation, the bursting 

phenomenon may be affected by both the side-wall and bed-wall. 
In this study, three-dimensional(3-D) measurements of an open-channel flow 

were conducted by making use of two-sets of fiber-optic laser Doppler anemometers. 

The contribution rates to the Reynolds stress fluctuations considering the spanwise 
turbulent component were analyzed. Further more, the distribution rates of the 

contributions were indicated in the case that a hole value was set to be zero. It was 

found that the ejection occurs when the spanwise fluctuation is positive and also that 

the sweep occurs when the spanwise fluctuation is negative near the side-wall. 

2. Theoretical Considerations 

Nakagawa & Nezu(1977) proposed the "u-v quadrant threshold method", which is 

one of conditional sampling functions, in the case of two-dimensional(2-D) flows. 

The 2-D conditional function is defined as follows: 

(uv).H = lim_.!_ lu(t}v(t)· I; H(u,v)ft 
1• r-oc TJo I ' 
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Flow Analyzer 

Fig.l Experimental Setup 

l;,H u, v - (2) ( ) -11, if(u, v )is in the quadrant i and if juvj ~ Hluvl 
0, otherwise 

RS;(H)= (uv);,H (3) 
uv 

in which, u , v are the stream wise and vertical components, respectively. - uv is 
the Reynolds stress, H is a hole value and RS; (H) is a contribution rate of each 

event. In contrast, the structure is three dimensional near the side-wall. Therefore, a 

new conditional sampling function considering the spanwise turbulent component is 

proposed here as follows: 

( ) -11, if(u, v, w)is in the quadrant i, w > 0 and if juvj ~ Hluvl 
Ii,p,H u, v, w -

0, otherwise 
(4.a) 

f; m H U ,V,W -
( ) _ {1, if(u, v, w)is in the quadrant i, w < 0 and if juvj ~ Hluvl 

' ' 0, otherwise 
(4.b) 

By using Eqs.(1), (3) and (4), eight types of the contribution rates are defined to be 
as RS1P, RS2P, RS3P, RS4P , RS1m, RS2m, RS3m and RS4m. The suffices 

of 1, 2, 3 and 4 mean the quadrant and the suffices of m and p mean the sign of 



341 

minus and plus of span wise fluctuation component, w{t), respectively. 

3. Experimental Set-up and Experimental Conditions 

The open-channel flume was lOrn long, 20cm wide, and 50cm deep tilting 

innovative one, which is an automatically controlled discharge system as shown in 

Fig.l. Three-dimensional measurements of an open-channel flow were conducted by 

making use of two-sets of fiber-optic laser Doppler anemometers (LDA, 

DANTEC-made). One LDA fiber probe was located at side of the channel, which 

has two-color system (blue and green) and this probe can measure the instantaneous 
streamwise velocity, ii(t) = U + u(t) and vertical velocity, v(t) = V + v(t) . The 

other probe was located under the channel bottom, which has one-color 

system(violet) and this probe can measure the instantaneous spanwise velocity, 
w(t) = W + w(t). The clocks of these two LDAs are synchronized by a burst inhibit 

controller. Experimental condition is as follows : the water depth h is 10.0 (em), 

the channel width B is 20 (em), the Froude number is 0.3 and the Reynolds 

number is 60,000. 

4. Experimental Results 

4.1 Contribution Rates 1.0 
Considering the 

Spanwise Turbulent '( •\ ,\ 
II 

z/8=0.05, y!h=0.025 
i\ 

1\ B!h=2.0, Fr=0.3 
Component v II 

{), {), Re=60000 v 
0.5 v II v {). v /:) 

!!. IJ {\ 
The original contribution •;t ,\ v v II ll l!. 'V v "l II l!. rate to the Reynolds v IJ 

'V v "l v "l 
stress -uv can be 0.0 = :· s· o "' ·-~ ...., --- ~.;-;--=--

v "' "' '.:.) 'C' - - - -

calculated by Eqs.(l ), (2) -.. 
() 0 0 0 

X :.: 0 0 

and (3) which were 

suggested by Nakagawa 
0 RSl 

& Nezu(1977). They 
-0.5 

/), RS2 

indicated that the RS3 

contribution rates of the v RS4 
ejection event, RS2(H) -1.0 

and sweep event RS 4 (H) 0 2 4 6 8 H 10 

are dominant ones as 
Fig.2 (a) Contribution Rate of Each Event 
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compared with those 
of the outward 
interaction, 
RS1 (H) and inward 

interaction, RS3(H) , 
e.g. see Nezu & 

Nakagawa(1993). 
Fig.2( a) shows the 
original contribution 
rates at the near bed 
and side-wall. The 
magnitudes of the 
RS2 (H) and 

RS 4 (H) are larger 

than RS 1 (H) and 

RS3(H). This shows 

the ejection and 
sweep events have a 

large contribution to 
the Reynolds stress 

- uv . These results 
correspond to those 
of Nakagawa & 

Nezu(1977). 

Fig.2(b) shows 
the contribution rates 
to the Reynolds 

stress - uv calcu-

lated by Eqs.(l), (3) 

and ( 4) in the 
condition of w{t) >0 

in Eq.(4). Fig.2(c) 
shows the contri­

bution rates in the 
condition of w{t) <0. 

The magnitude of the 

contribution rate of 

1.0 ....------------------, 

0.5 

0.0 

-0.5 

when w(t)>O 

z/8=0.05, y! h=0.025 
8 /h=2.0, Fr =0.3 

Re=60000 

;; RS l p 

" RS2p 

RS3p 

v RS4p 
-1.0 L__ _ _ .....__ __ __._ __ _._ _ _ ___._ _ _ __, 

0 2 4 6 8 H 10 

Fig.2 (b) Contribution Rate in the Condition w{t) >0 

1.0 ....-------------------., 

0.5 

0.0 

-0.5 

when w(t)<O 

z/8=0.05, ylh=0.025 
8 /h=2.0, Fr=0.3 

Re=60000 

;; RSim 

1\ RS2m 

RS3m 

v RS4m -1.0 L--. _ _ _.__ _ _ _._ _ _ __. ___ ....___ _ _ _, 

0 2 4 6 8 H 10 

Fig.2 (c) Contribution Rate in the Condition w{t) <0 



the ejection is 

almost same as 

that of sweep in 

the condition of 
w(t) >0. In 

contrast, the 

contribution rate 

of the ejection is 

larger than that of 

sweep in the 

condition of 
w(t) <0. This 

suggests that the 

bursting 

phenomenon near 

the side-wall is 

affected not only 

by the bed-wall 

2.0..----------------- --, 
z/8=0.05 

B!h=2.0, Fr=0.3, Re=60000 o RS4/RS2 

1.0 rj-

1 

0.0 ·-----'---~'-----'-------''-----~ 

0.0 0.2 0.4 0.6 0.8 y!h 1.0 

Fig3 (a) Ratio of Contribution Rates of sweep and ejection 

but also by the side-wall. This means that the bursting events are not symmetric. 
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4.2 Distributions of the Ratio of Contribution Rate Considering the Spanwise 

Turbulent Component 

Nakagawa & Nezu(1977) have measu·red the 2-D uniform open-channel flows by 

making use of hot-film anemometers and indicated that the ratio between the 
contribution rates of sweep and ejection, i.e., RS4 I RS2 , decreases against the 

vertical direction in the near-wall region when the hole value is zero. Fig.3(a) shows 
the vertical distribution of the ratio RS4 I RS2 at z / B =0.05. The ratio changes 

against the vertical direction in a complicated manner. This tendency does not 
correspond to that of Nakagawa & Nezu(1977), because the present flow is affected 
not only by the bed-wall but also by the side-wall. 

Fig.3(b) shows the vertical distribution of the ratio between the fractional 

contribution to the Reynolds stress - uv in the condition of w(t) >0 and that in the 

condition of w(t) <0 near the side-wall when the hole value H is zero. The ratio 

of RS2P I RS2m is greater than the unit value (=1.0) except near the bed. In contrast, 

the ratio of RS4P I RS4m is smaller than the unit value except near the bed. This fact 

shows that the ejection occurs when the span wise fluctuation is positive ( w(t) >0) 
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and also that the 

sweep occurs when 

the spanwise 

fluctuation is 
negative ( w{t) <0) 

near the side-wall. In 

general, the fluid 

including the 

negative spanwise 
fluctuation ( w{t) <0) 

has a high 
momentum ( u(t) >0). 

This is because the 

streamwise velocity 

increases toward the 

central region of the 

channel. Of course, 

the sweep occurs 

when the streamwise 

fluctuation has a 

4.0 
z/8=0.05 

B/11=2.0, Fr=0.3, Re=60000 

3.0 

2.0 F"/V/', 
r 

"'l 1.0 j/ 
~"!\ •(I 1\-1\ 

.) RS2p/RS2m 

" RS4p/RS4m 
~ 

I I 
f \ j 

0.0 ·-----'----~-_ __.._ ___ ......__ _ _ _.~ 

0.0 0.2 0.4 0.6 0.8 y!h 1.0 

Fig3 (b) Ratio between the fractional contribution in the 
condition of w{t) >0 and that in the condition of w{t) <0 

negative value ( u(t) <0). Therefore, the e jection occurs when the spanwise 

fluctuation is positive ( w{t) >0) and also that the sweep occurs when the spanwise 

fluctuation is negative ( w{t) <0) near the side-wall. 

5. Conclusion 

All three components of velocities in an open-channel flow w ere measured firstly by 
the use of two sets of laser Doppler anemometers(LDAs). The contribution rates to 

the Reynolds stress - uv considering the spanwise turbulent fluctuation w{t) 
were analyzed. It was found that the bursting phenomenon near the side-wall is 
affected n ot only by the bed-wall but also by the side-wall. Near the side-wall, the 
ejection occurs when the spanwise fluctuation is positive and also that the s weep 
occurs when the s panwise fluctuation is n egative .. 
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GENERATION MECHANISM OF TURBULENCE-DRIVEN SECONDARY 

CURRENTS IN OPEN-CHANNEL FLOWS 

Kouki ONITSUKA and Iehisa NEZU 

Dept. of Civil & Global Environment Eng., Kyoto University 

Kyoto 606-8501, Japan 

1. Introduction 

In general, there are two kinds of secondary currents. One is called the 'secondary 

currents of Prandtl's first kind'. The other is called the 'secondary currents of 

Prandtl's second kind'. The vorticity equation is obtained from the equations of 

motion in the vertical(Y) and spanwise(z) directions, as follows: 

aQ aQ a2 2 2 ( a2 a2 )- 2 V-+W-=--(v -w )+ ---- vw+vV Q 
ay az ayaz az 2 ay 2 

(1) 

Q = aw _ av 
ay az 

(2) 

in which, V and W are the time averaged vertical and spanwise velocities, 

respectively. v and w are the turbulence fluctuations of the vertical and spanwise 

velocities, respectively. The first term and second term on the left-hand side are the 

advection terms. The first term and second term on the right-hand side are the 

generation term and Reynolds stress term, respectively. Nezu & Nakagawa(1984) 

have implied experimentally and Demuren & Rodi(1984) implied numerically that 

the generation term and the Reynolds-stress term are the predominant ones. However, 

they could not measure the Reynolds stress term of vw . Therefore, the Reynolds­

stress term was evaluated as (advection term)-(generation term)-(viscous term). 

In this study, the cross-sectional flow fields in open-channel flow were 

measured by both an innovative Particle Image Velocimetry(PIV) with dual pulse 

Nd : YAG laser system and laser Doppler anemometer(LDA). 
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Table-1 Hydraulic Conditions 
Case h B B/h Fr Re 

(em) (em) (X 103) 

AR2-P 6.0 12.0 2.0 0.10 9.3 by PlY 
AR6-P 2.0 12.0 6.0 0.28 7.6 by PlY 
AR2-L 10.0 20.0 2.0 0.30 59.0 byLDA 

2. Experimental Set-up and Hydraulic Conditions 

The experiments were conducted in a 10-m-long and 50-em-deep tilting flume. The 

experiments were conducted by both the PIV and LDA. 

In the case of PIV measurements, the thin light sheets, which were generated 

by the dual pulse Nd: YAG laser(13mJ/pulse), were scattered in the cross-sectional 

plane. A couple of images were taken by a high performance progressive scan 

interline CCD camera, which has 1008 X 1018 pixels. Both images were transferred 

to the FlowMap PIV2000 (DANTEC made) through a digital connector. In this 

system, the minimum time between these two frames is 1 f.1 sec. Two components of 

instantaneous velocities, i.e., the vertical velocity v(t) and span wise velocity 

w(t) , were calculated with both images by the FFT method. The sampling 

frequency was set to be 3(Hz). 

In the case of LDA measurements, three components of instantaneous 
velocities, i.e., the stream wise velocity u(t) ' the vertical velocity v(t) and 

spanwise velocity w(t}, were measured with a six-beam LDA system. All of data of 

the LDA were recorded in a HDD of a personal computer with a sampling frequency 

with more than 200(Hz) and sampling time of 120s. 

The hydraulic conditions are summarized in Table 1. The channel width B 

was adjusted by using a steel plate. In which, Fr = U m I ..Jih is the Froude number, 

Re = 4RU m /v is the Reynolds number, U m is the bulk mean velocity, R is the 

hydraulic radius, g is the gravitational acceleration, h is the flow depth and v 

is the kinematic viscosity. 

3. Experimental Results 

3.1 Instantaneous Flow Fields 

Figure 1 shows the instantaneous flow fields in the cross section of case AR2-P 

which was measured with the present PN. At t=O.O(s), the vectors point to each 

comer of channel from near the free surface. In this moment, large scale vortex can 

not be recognized. In contrast, at t=0.33(s), a large scale vortex can be seen clearly 



near the left side wall. At 

t=0.67(s), a new vortex is 
generated near the right side 
wall. These two vortices move 

toward the center of the 

channel from the both side 

walls. It can be seen that the 

scale of these vortices is 

controlled by both the flow 

depth and the channel width. 

It can be said that the 
instantaneous structure of the 

secondary currents is not 

symmetric in spite that the 

geometry of channel is 

symmetric at the center. 

Figure2 shows the 

instanta- neous flow fields in 

the cross section of case 

AR6-P which was measured 

with the present PIV. The 

vertical left-side axis in this 

figure is at the center of the 

channel. Several small 

vortices can be seen at each 

time. The scale of these 
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Fig.l Instantaneous Flow Fields (case AR2-P) 

vortices is also controlled by the flow depth. The pattern of these instantaneous 
vortices does not coincide with that of time averaged secondary currents (see Fig.3). 
It is well known that the time averaged cellular secondary currents might exist in 
wide open-channels on the basis of the surprising fact that the concentration of 
suspended sediment varied cyclically in the spanwise direction. The picture of Fig.2 
is similar to that of secondary currents in natural wide open-channel flows (see Nezu 
& Nakagawa(1993)). It was found that the pattern of the instantaneous vortices is 
quite deferent from that of time averaged secondary currents. 

3.2 Time Averaged Flow Fields 

Figure 3 shows the secondary currents which were directly measured by the 
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six-beams LDA. Two sets of 

vortices can be seen. The 

upper vortex is called the 

"surface vortex" and the lower 

one is called the "bed vortex" . 

The scale of the surface vortex 

is lager than that of the bed 

vortex. This feature is original 

character- ristics m 

open-channel flow. This is 

caused by the boundary 

condition of the free surface. 

Figure 4 shows the 

primary isovel lines of the 

streamwise velocity U 

normalized by the maximum 
velocity U max • The isovel 

lines do not parallel to the 

bottom and side walls. The 

isovel lines of 0.95 and 0.90 

bulge toward the side wall 

at the near-half depth. The 

pattern of these isovel 

lines in open-channel flow 

is quite different from 

those in closed-duct flows. 

3.3 Evaluation of the 

Vorticity Equation 

FigureS shows the 

advection term in the 

vorticity equation 

normalized by the flow 

depth and friction velocity 

(hI U • J . The advection 
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Fig.2 Instantaneous Flow Fields (case AR6-P) 
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Fig.3 Secondary Currents (case AR2-L) 

term takes a positive value near the free surface and also takes a negative value near 



the channel bed. These 

regions correspond to the 
surface vortex region and the 
bottom vortex region, 

respectively. The maximum 

absolute value near the free 

surface is larger than that 

near the channel bed, 

because the strength of the 

free surface vortex is greater 

than that ofthe bed vortex. 

Figure6 shows the 

generation term normalized 

by (hI U • J . Figure7 shows 

the Reynolds stress term 

normalized by (hili • J . 
The generation term takes a 

negative value at a region 

where is located upper than a 

boundary line that links 
( y I h , z I B )=(1, 0) and 

( y I h , z I B )=(0.5, 0.5), and 

it takes a positive value at the 

lower region than the 

boundary line except for a 
small area around z I B =0.2 

very near the bed. In contrast, 

the Reynolds-stress term 

takes a positive value at a 

region upper than that 

boundary and takes a 
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negative value at a lower region than that boundary. Furthermore, the order of the 

values of the generation term and the Reynolds stress term are almost same. In 

contrast, the value of the convection term is smaller than that of generation and 

Reynolds stress terms. Therefore, it can be said that the generation term and the 

Reynolds-stress term are the predominant ones and that the secondary currents in a 

straight channel are generated by the anisotropy of the Reynolds normal stresses. 
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4. Conclusion 

Instantaneous cross-sectional 

flow fields in open-channel 

flow were measured by 

making use of innovative 

Particle Image Velocimetry 
(PIV) with dual pulse Nd : 

YAG laser system. Further­

more, all three components 

of the flow velocities were 

measured by a six-beams 

laser Doppler anemometer 

(LDA) with high accuracy. It 

was found that the 
instantaneous structure of the 

secondary currents is not 
symmetric in spite that the 

geometry of channel is 

symmetric in rectangular 

o-en-channel flow and also 

that the small vortices are 

generated instantaneously in 

wide smooth open-channel 

flow. The Reynolds-stress 
term in the vorticity equation 

is firstly measured directly 

and investigated quanti­

tatively. It was verified that 

the Reynolds-stress term and 

the generation term have a 

tendency of balance with 

each other. 
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TURBULENCE MEASUREMENTS AND 
CONDITIONAL SAMPLING ANALYSIS ON COHERENT VORTICES 
IN UNSTEADY OPEN-CHANNEL FLOWS OVER DUNE BED 

AKIHIRO KADOTAI), IEHISA NEZU2l AND KOICHI SUZUKI1l 

1) Dept. of Civil and Environmental Eng., Ehime University, 
Bunkyo-cho 3, Matsuyama 790-8577, Japan 

2) Dept. of Global Environment Eng., Kyoto University 
Sakyo-ku, Kyoto 606-8501, Japan 

1. Introduction 

Large-scale coherent vortices such as separated vortex and kolk-boil vortex are 
often observed and generated behind the crest of sand dunes in fluvial flooded rivers. 
The kolk vortex is a strong upward-tilting streamwise vortex and it seems like a tornado 
motion in the atmosphere. The kolk vortex develops up to the free surface and then 
becomes a boil. On the contrary, the separated vortex is generated from the crest of 
dunes then reattaches down to the dune bed surface. The upward motion of boil is 
mainly generated by the reattachment to the dunes. The behavior of these coherent 
structures is quite different between the rising and falling stages of the flood period. In 
open-channel flows such as rivers and estuaries, various coherent vortices are often 
observed and greatly affect sediment transport. The coherent structures often occur 
especially in flooded fluvial rivers (Coleman 1969, Kinoshita 1984). It is very important 
to investigate unsteadiness effects on the unsteady open-channel flows so that the 
growing process of the dunes and the behavior of the suspended sediment can be 
explained dynamically. In this study, two velocities at different points were accurately 
measured by means of the simultaneous use of two sets of laser Doppler anemometers, 
to analyze conditional space-time correlation and coherent structures in unsteady 
open-channel flows over dune bed. Also, measurements of concentration by using 
dye-injection technique and fiber-optic concentration instruments were conducted. The 
differences of correlation coefficient and dye concentration between the rising and 
falling stages were discussed. 

2. Experimental Setup and Conditions 

Experiments were conducted in a 1Om long, 40cm wide and 50cm deep tilting 
flume. Figure 1 illustrates the measuring system for space-time correlation analyses. 
Two sets of LDA (DANTEC), a water-wave gauge and an automatic traversing system 
were connected to two set of IBM personal computers which enabled us to control 
parameters such as bias, Bragg cell and the position of the movable probe. The 
Argon-Ion fiber-optic LDA with a 2W high-power water-cooling laser light and 4 
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Figure 1. Measuring system for simultaneous 
measurements of two instantaneous velocities. 

Depth 

)'I 

Figure 2. Measuring system for dye-concentration. 

h p : peak depth 

(= 6.45 6.7 em) 
: peak disctr'arge 

(= 13.5f & 3.06 liter/sec) 
I / 

I I 

Measurement for 
dye concentration 

Falling Stage 

T d : Duration Time (= 60 sec) 
Time 

Fif!;Ure 3. Experimental conditions. 

beams in backscattering mode was adopted for the movable probe. The other LDA for 
the fixed probe has the same specification as the water-cooled LDA except for 1OOm W 
power and the air-cooled laser light. The automatic traversing system has an error of 
± O.lmm. The fixed-probe measuring points adopted here are both the separation point 
(crest of the dune) and the reattachment point. The latter is defined as the point at which 
the streamwise mean velocity becomes just zero on the channel bed. On the other hand, 
the fiber-optic concentration instrument with the above water-wave gauge was adopted 
to measure the dye concentration as shown in figure 2. The experimental condition and 
hydrograph are shown in figure 3. In this study, the time t is normalized by the flood 
period Td, i.e., T=t/Td. Therefore, the period from T=O to I corresponds to the rising 
stage, whereas the period from T= I to 2 corresponds to the falling stage. The most 
difficult and important aspect to investigate turbulent structures in unsteady flows is 
how to determine the mean velocity component because the long-time measurements 
are necessary for one-wave as seen in figure 3. Nezu and Nakagawa (1991) suggested 
that the Fourier component method was best comparing with the ensemble and moving 
averaging methods. In the present study, the Fourier component method was adapted. 



Estimating Reynolds number 
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Figure 5 Conditional auto correlation (left : separated vortex, right : kolk-boil vortex). 

3. Detection Function and Threshold Value in Conditional Sampling Analysis 

The conditional space-time correlation coefficient is generally defined as : 
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Jq(x1 ,y1 ,t /LX + t + 't ) . I(x0,y0,t /LX + t }it 

(q(xo,Yo,.ix; ~y;tfLX +t,'t»= r J ( }i (1) 
Ix0 ,y0 ,t1LX+t t 

T 
wht"re, q denotes an arbitrary sampling signal such as instantaneous velocity, the 
parenthesis < > indicates the averaged value after conditional sampling. The subscripts 
0 and 1 are fixed and movable points, respectively. 't is lag-time and (.ix, ~y) are 
distances from the fixed point (0) to the movable one (1 ). 

Furthermore, J(x,y,z,'t) is the detection function of coherent vortices. For the 
purpose of strict conditional sampling analysis, the detection function and threshold 
value should be reasonably defined. Figure 4 explains the procedure of the definition. 
First, the fixed-time points t1LX were defined as shown in the figure so that the coherent 
vortices at the arbitrary phase can be examined. Then, the Reynolds numbers Re at each 
t1LX were evaluated in order to determine the generation period T of the separated and 
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Figure 6 Conditional space-time correlation of streamwise velocity <li> 
for seoarated vortex (left : rising right: falling stage). 

Figure 7 Conditional space-time correlation of vertical velocity <v> 
for kolk-hoil vortex (left : risinll stal!e. rillht : fall in!! stage)_ 

kolk-boil vortices by using the approximated relations between Re and T (Nezu et aL, 
1996). These relations consist of exponential functions on the basis of the assumption 
that the value of T may tend to a constant value as Re becomes larger. In the present 
study, instantaneous Reynolds stress - uv(t) was adopted as detection the function I(t). 
The detailed expressions of detection functions for separated vortex Is and kolk-boil 
vortex Ik are expressed in the followings : 

Is(t)= {1 :u > 0, v < O&iuv/u'v'i~ Hs, Ik(t) = {I: u < O,v > O&iuvlu'v'i ~ Hk (l) 
0 : otherwise 0 : otherwise 

in which, His the threshold value. Subscripts sand k denote the separated and kolk-boil 
vortices, respectively. Is means the condition where the high-speed separated vortex 
generated from the dune crest descends to the reattachment point, whereas the Ik 
indicates that the low-speed fluid ascends suddenly from the reattachment point. The 
threshold values Hs and Hk for these detection functions are determined so that the 
sampling number which exceeds the threshold value coincides with the generation 
frequency T of coherent vortices. The values of Hs and Hk are almost constant during the 
flood period and they are 0.1 - 0.15 and 1.5 - 1.6 for separated and kolk-boil vortices, 
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Figure 8 Convection of dye-concentration (left : separated vortex, right : kolk-boil vortex). 

respectively. Figure 5 shows the conditional auto-correlations of <u>(t) and <v>(t) for 
separated and kolk-boil vortices (Llx=~y=O). The separated vortex shows a positive 
value of <u> and negative <v> with lag-time of Osee, whereas the kolk-boil vortex 
shows the opposite tendency. It is seen that the coherent vortices can be reasonably 
sampled in the lag-time of Osee. 

4. Results and Discussion 

Figure 6 shows the distributions of conditionally sampled streamwise velocity 
<u>(t) for· separated vortex. The sequence of figures indicates the evolution of separated 
vortex generated at lag-time t=O sec from the location of fixed probe. The high positive 
parcel of vortex is transported to the streamwise direction. Especially in the falling stage, 
the high parcel drops down to the reattachment point (xlh.=4,hs: height of dune crest) 
and streamwise convection velocity becomes larger as compared with the rising stage. 
On the contrary, the high parcel in the rising stage is enlarged to vertical direction from 
dune bed to free surface and it is restrained in streamwise direction. The conditional 
space-time correlation of vertical velocity <v>(t) for the evolution of kolk-boil vortex is 
shown in figure 7. The high-correlation region of <v> indicates the strong upward flow 
from the reattachment point in the falling stage. The high correlation existing near the 
free surface in the rising stage is relatively larger than in the falling stage and the same 
tendency as field observations can be recognized. The kolk-boil vortex with weak 
energy is reasonably sampled in the outer region. 

Figure 8 shows the convection process of dye concentration for separated and 
kolk-boil vortices in which the concentration are expressed in ppm. With respect to 
0.4ppm line of separated vortex, the separation point that corresponds to the 
reattachment point, is shifted far as the Reynolds number increases. It is considered that 
the profiles dye corresponds to the locus of separated vortex. Also, the head of line is 
shorter in rising stage so that the reattachment point becomes shorter. On the other hand, 
the dye of kolk-boil vortex, diffusion is larger in the falling stage because effect of 
spatial acceleration is larger in streamwise direction. Also the head of 0.06ppm line is 
shorter. From the results of coherent structure generated over dune bed by simultaneous 

5. 
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Figure 9 Generation mechanism of separated 
and kolk-boil vortices in vertical section. 

5. Conclusion 

measurements of laser Doppler 
anemometers, water-wave gauge, 
dye-concentration, visualization 
technique and so on, the above 
mentioned coherent vortices are 
schematized as shown in figure 9 to 
show their convection structure. From 
the above results of conditional 
correlation and dye-concentration, it 
was recognized that the coherent 
vortices are affected by the spatial 
acceleration and deceleration. 
Because the rising stage corresponds 
to the spatial deceleration, the 
vortices are not so transported to the 
streamwise direction comparing with 
the vertical whereas the streamwise 
convection of vortices is dominant for 
streamwise convection .. 

In the present study, turbulence and dye-concentration measurements by using 
two sets of LDA and fiber-optic concentration instruments were conducted in unsteady 
open-channel flows over dune bed. Convection of coherent vortices was discussed by 
conditional space-time correlation coefficient for the differences of coherent vortices 
between the rising and falling stages. As the results, coherent vortices are affected by 
the spatial acceleration and deceleration. The stream wise convection of the correlation 
and dye-concentration are dominant for the falling stage which corresponds to the 
spatial acceleration whereas the vertical convection is large in the rising stage. 
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DYE VISUALIZATION AND P.I.V. IN THE CROSS-STREAM 

PLANE OF A TURBULENT CHANNEL FLOW 

E-vidence for Oblique Structure 

J.C. WELLS, Y. YAMAMOTO, Y. YAMANE, S. EGASHIRA AND 
H. NAKAGAWA 
Dept. of Civil & Environmental Engineering, 
Ritsumeikan University 
Noji Higashi 1-1-1, Kusatsu, Shiga 525-857'"1 Japan 

Abstract. Illuminating in a quasi-cross-stream plane of an open channel 
flow of water at low Re and injecting fluorescene dye from a bed slit, mush­
room patterns reliably inferred to result from counter-rotating streamwise 
vortices are found to be typically oriented at some 30° from the cross-stream 
vertical. PIV in the cross-stream plane shows that the averaged field, and 
two-point correlation, of the quantity Qx = (w;- s;) /2, ( Sx = ~~ + ~~ ) 
exhibit preferred directions in the cross-stream plane at about 45 degrees to 
the vertical. Spatia-temporal measurements of streamwise vorticity provide 
direct experimental evidence, possibly the first, for the staggered arrange­
ment of streamwise vortices previously educed from DNS data. 

1. Dye Visualization 

Head & Bandyopadhyay [1] injected smoke from the wall of a wind tunnel 
and observed mushroom patterns, interpreted to mark the counter-rotating 
legs of hairpin vortices, in a laser sheet tilted 45 degrees above the up­
stream direction. Though not mentioned by those workers, their film gives 
the impression that mushrooms tend be oriented at a distinct angle from 
the wall-normal streamwise plane. We confirmed this impression for pat­
terns of wall-injected dye in an open channel flow of water [2]; results are 
summarized here for workers outside Japan. 

Fluorescene dye was injected from a 2-mm wide slit in the bottom of 
a 50 em wide, 8 m long horizontal smooth-bed water channel, at 2.5 m 
from the downstream end. Flow depth d was 10.0 em . Three flow rates 
gave bulk Reynolds numbers U d/ v of 3860, 5020, and 6090 (with friction 
velocity ·u.* estimated from flow rate via the Blasius friction law, this yields 
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Ptgure 1. (a)-( c) Fluorescene dye visualized with a light sheet tilted up from the up­
stream horizontal at 60 degrees, so that the light strikes the bottom wall 30 em down­
stream of the dye injection slit, at instants new mushroom patterns first appear. Time 
proceeds from left to right, the second frame coming 7/30 s (= 1.46 vJu"i) , and the third 
frame 17/30 s ( = 3.54 vJu"i), after the first frame. Width of white markers is 2 em; flow 
depth was 10.0 em. (d) Histogram of the absolute value of the angle(} of the "stalks" 
of mushroom-shaped patterns at the moment they first appear in a light sheet tilted up 
at 60 degrees from the upstream horizontal plane. The 130 data points were distributed 
fairly uniformly in the range of y+ from 25 to 120. The average value of /OJ over all 
the data was 30.2 deirees, with averages over three subranges of y + indicating a slight 
increase of ]OJ with y [2]. 

Re* = u*dj v of 228, 291 , and 327). A projector light sheet, tilted up at 60 
degrees from the upstream horizontal, intersected the bed at a distance of 
30 em or 60 em downstream of the dye slit. 

NTSC video recordings revealed mushroom-shaped patterns of dye which 
are reliably inferred to result from counter-rotating streamwise vortices ( ef. 
Figure la) . One finds that succeeding streamwise vortices ("SV") usually 
appear one by one, tending to pair with one of the SV from an old mushroom 
to produce a new mushroom pattern (ef. Figs. 1b and 1c), and in such a way 
that the orientation of the newly-appearing mushrooms alternates between 
oblique left and oblique right. The experimental distribution of inclinations 
of such "new" mushrooms (fig. 1(d)) indicates a clear tendency to lie at a 
distinct angle from the vertical plane. Observation of video sequences, ex­
emplified by fig. 1 (a-c), suggest that straight portions of rising dye (e. g. the 
"stalks" of the mushrooms) mark the boundaries between counter-rotating 
SV. By this interpretation, the result that newly-appearing mushrooms lie 
at a distinct angle from the vertical suggests that successive SV appear to 
pair obliquely at their "contact point" when viewed in cross-stream. It may 
be argued [2] that such oblique instantaneous pairing, and the observed 
tendency to oscillate from oblique left to oblique right , is consistent with 
the staggered arrangement of SV proposed by Stretch. 
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2. Particle Image Velocimetry 

We have performed particle image velocimetry ( "PIV") in the same :flow 
studied by dye injection, with Re* now restricted to a single value of 300 
( U d/ v = 5250). A 5 mm thick double-pulsed laser sheet 1 illuminated the 
:flow in a cross-stream plane 5.5 m from the channel entrance. 1K*1K video 
images were recorded at 30 f.p.s. 2 , looking upstream through a bottom­
mounted mirror positioned 50 em downstream of the light sheet, and through 
a glass window at the water surface. Light pulses from one laser were syn­
chronised with a 250 f..LS exposure of the camera; pulses from the second 
laser were triggered 5 ms later, in the next camera exposure. 10 f..Lm diame­
ter hollow glass spheres of a density very slightly greater than water3 served 
as :flow tracers. The field of view was 4.96 em wide * 4.69 em high, so that 
only the lower half of the channel was observed. Velocity components per­
pendicular to rays from the lens center were calculated by maximising the 
cross- correlation of 49*49 pixel templates between image pairs. Tests with 
a rotating clear plastic plate simulating the particle- laden fluid showed 
that streamwise vorticity could be estimated with acceptable accuracy by 
first smoothing velocity vectors with the 9 surrounding values. 

Averaged Flow Quantities. We now present averaged and r.m.s. :flow quan­
tities from a run of 350 velocity fields measured at 1 s intervals. The decor­
relation time of streamwise vorticity near the bed was found to be about 
3 s, so the samples are, a priori, only weakly correlated. The averaged ve­
locity field, presented in figure 2 (b), shows mean vectors :flowing outward 
near the edges, since we are measuring components of velocity normal to 
rays from the lens center. Our analysis here concentrates on vorticity and 
associated quantities; contours of mean vorticity, overplotted in figure 2 
(b), show very nearly zero average vorticity near the left and right edges, 
except very near the bottom, so pollution of measured ("streamwise" ) vor­
ticity by spanwise vorticity does not appear to be a problem. The profile 
of r.m.s. vorticity (fig. figure 2 (a)) agrees closely with data from DNS [5]. 

Consider the quantity Qx defined, with Sx = ~~ + ~;, by 

(1) 

which is analogous to the second invariant of the deformation rate tensor 
in 3D :flow, and expresses the relative strength of rotational motion and 
straining motion. The average value of Qx at each point in the field of view 

1double Nd-YAG laser(Quantel S.A., France) run at 15Hz; 100 mJjpulse nominal 
2Kodak ESl.O progressive-scan, 8 bit resolution, with Nikkor 105 mm microlens 
3 Sphericel powder, Potters Industries, USA 
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Figure 2. Flow quantities over a sample of 350 cross-stream velocity fields taken at 
1 s intervals (bot + = 10). (a) Profiles of average and r.m.s. streamwise vorticity wf. 
(b) Averaged cross-stream velocity field . Magnitude of velocity at left, right, and top 
edges is about 0.4 wall units; arrows are magnified 2.8 times more than in instantaneous 
samples of figure 3 . Contours of wt = -0.0125, 0, 0.0125 are superposed; the zero 
contour is a dotted curve. (c) Profiles of average and r.m.s . Qx, defined in equation ( 1 
), as expressed in wall units. (d) Sample average of Qt. Contour intervals of 0.001 wall 
units, zero contour, in white, is seen at bottom edge. (e-h) Two-point spatial correlations 
Cw (y, boy, boz) of st.reamwise vorticity ( e,f) and Qx (g,h), ( cf. equation (2) ), with the base 
point at values of y + = 31 and 104. Contour intervals of 0.1, zero contour in white. 

is shown in figure 2 {d); one observes a remarkable tendency for contours to 
be oriented at about 30 to 45 degrees from vertical. In the range y + < 40, 
contours are tilted both ways. In the range 40 < y+ < 80, there is a 
tendency to be oriented from lower right to upper left, while farther from 
the bottom, the contour lines swing generally the other way. The ribs of this 
structure seem to be ordered rather regularly in space, and furthermore one 
has the overall impression of a hierarchical structure. The data reported in 
figure 2 were recorded over a period of about 170 large eddy turnover times 
based on mean velocity and flow depth, and a very similar field was found 
by averaging three runs at 15 Hz, so it would appear that inclined ribs of 
high Qx are a quasi-permanent feature of the flow. 
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Two-point Correlations. Figure 2 (e)-(h) show two-point correlations de­
fined with f = Wx, Qx by 

CJ(y, !:::.y, !:::.z) = ( L j f(y, z)f(y + !:::.y, z + b.z)dz) / < j 2 (y) > (2) 

where the sum, and the average indicated by brackets, is over all 350 sam­
ples. The correlations of Wx, shown in (e) and (g), show some evidence of a 
diamond pattern, but this tendency is not very stable as y+ is varied, nor 
between experiments, and in any case is weak. By contrast, CQ (f,h) shows 
a clear tendency for preferred directions at about ±45° to the vertical that 
is consistent over the whole range of y+ between 30 and 140. 

Instantaneous Flow Fields. To help interpret the differences between the 
spatial correlations of Wx and Qx, figure 3 shows two instantaneous cross­
stream velocity fields, separated by 1.2 s (= 12 vju;), that exemplify two 
common patterns of vorticity. The first snapshot (a) is characterised by 
narrow "jets" rising at about 45 degrees from horizontal, switching from 
oblique left to oblique right, and snaking between vorticity concentrations 
of opposite sign. The vorticity field at this instant (c) has a structure of or­
thogonal ribs, joined together at T-junctions, that is reflected in the oblique 
rectangular aspect of the instantaneous two-point vorticity correlation c~ 
whose origin is scanned over the entire instantaneous field; 

C~(t, b.y, b.z) = J wx(t, y, z)wx(t, y + b.y, z + !:::.z) dy dzj < w; > (3) 

(In fact, such oblique vorticity correlation is more commonly observed to 
show banding in a single direction instead of two near-orthogonal direc­
tions.) Similar remarks apply to the field of Qx, shown in graph (g), and 
corresponding correlation CQ (graph h) at this instant. Observations of in­
stantaneous vorticity fields frequently reveal such an oblique pattern. Our 
impression is that such patterns occur as arrangements of somewhat weak 
vorticity patches. When stronger structures appear, their orientations and 
relative positioning seem to be much more varied. 

Another common pattern of instantaneous vorticity correlation C:~, that 
of horizontal banding, is seen in figure 3 (f). The correlation of Qx at this 
instant, shown in (j), retains the oblique checkerboard character observed 
in (h). This contrast in the behavior of CQ and C~ reflects the very different 
forms of the two-point correlations Cw and CQ discussed above. 

We believe that the obliquely oriented "preferred directions" observed 
in these, and many other, instantaneous velocity and vorticity fields, have 
a strong connection with our observations of the flow by dye injection. 
Upwelling jet structures carry fluid from the near-wall region, so these might 
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(a) (w,v)(t ,') 

FLgure 3. Instantaneous velocity maps (a,b), and associated quantities at two in­
stants (indicated by dashed lines in figure 4 ) separated by !:::,.t = 1.2 s (t::,.t + = 12). 
( c ,e) :instantaneous maps of wJ (contour interval of 0.05 wall units, zero contour in white); 
(g,i): instantaneous maps of Qt (contour interval of 0.008 wall units, zero contour in 
white); {d,f): instantaneous two-point correlations C~ of w:z: over each sample ( cf. equa­
tion {3))(contour interval 0.1, zero contour in white) ; (h,j): corresponding instantaneous 
correlations of Q"' (contour interval 0.1, zero contour in white) 

well correspond with the "stems" of the mushroom patterns , which consist 
of dye being pumped away from the wall. Our impression that these jets 
are often oriented obliquely concurs with the data presented in figure 1 on 
the orientation of the mushroom stems. Furthermore, the tendency of these 
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Figure 4· Spatiotemporal structure of Wx in a record at 15 velocity fields/s expressed 
by isosurfaces w: = 0.25 (white) and w: = -0.25 (black) seen in top view (first, third, 
fifth strips from top) and side view. Recording started at right bottom. Timet converted 
to streamwise distance x by multiplication with the mean flow velocity; structures can 
be thought of as flowing from left to right, and top to bottom. 

jets to alternate direction as they snake upwards may have a connection 
with the oscillation of mushroom patterns referred to above. 

Spat-ia-temporal Relationship of Stream'u.rise Vortices . Continuously mea­
sured cross-stream slices of streamwise vorticity are displayed as a three-

. dimensional plot in figure 4 , with time converted to space according to 
Taylor's hypothesis. The arrangement of near-wall SV thus visualized gen­
erally agrees with the staggered arrangement proposed by Stretch [3]. In 
plan view, such staggered vortices are often oriented at about 25 degrees 
from the mean stream direction, while other vortices seem to be oriented al­
most exactly streamwise. This impression appears to contradict the rather 
weak average SV orientation of ±4° proposed by Jeong et al. [4], while it 
agrees roughly with the preferred directions revealed in the experimental 
data of wall-normal vorticity in reference [6]. 
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3. Conclusion 

Both instantaneous vorticity fields and two-point spatial correlation func­
tions of Qx suggest that there is an oblique, sometimes lattice-like pattern 
in the cross-stream plane at medium to large scale (i.e. 1/4 to 1/2 of the 
flow depth.) We are not aware of other authors pointing out these pat­
terns. However, if one examines instantaneous distributions of the vertical 
component of vorticity in cross-stream planes reported by Ueno & Utami 
[7], we believe that preferred directions at some 45 degrees to the verti­
cal are apparent. We remark that the oblique ribs of vorticity and dye to 
which we draw attention seem to qualitatively resemble the filaments of 
weak vorticity that form X-like patterns in 2D numerical turbulence. Farge 
[8] suggests that in such flows weaker vorticity is passively convected by 
the strongest vortices. It may be that strong streamwise vortices in the 
turbulent boundary layer induce a similar alignment as weaker vorticity is 
stretched out into thin sheets oriented close to the streamlines induced by 
the strong structures. Why such vortical sheets should tend to be oriented 
in a particular direction is not clear to us. 
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VORTICITY STRUCTURES AND INTERMITTENCY IN 
NEAR WALL TURBULENCE 
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* Dip. Meccanica e Aeronautica, Universita di Roma, La Sapienza 
via Eudossiana 18, 00184 Roma, Italy 
+ CASPUR, P. A. Moro 5, 00185 Roma, Italy 

1. Introduction 

Statistical properties of wall bounded flows manifest an increased inter­
mittency towards the wall together with a larger population of coherent 
structures as confirmed in recent years by many investigations, either ex­
perimental or numerical. 

A quantitative description is achieved by considering, within the inertial 
range, the moments of the longitudinal increments of streamwise velocity, 
6V = V(x+r)- V(x). In the context of homogeneous isotropic turbulence, 
the Kolmogorov-Obukhov refined similarity (RKSH) provides a scaling law, 
in terms of the separation r, 

< 6VP > ex: < f.p/3 > rP/3 
r ' 

(1) 

where the moment of order p/3 of the energy dissipation rate floc spatially 
averaged over a volume of characteristic dimension r, accounts for the in­
termittent behavior in the inertial range. The anomalous correction to the 
purely dimensional K41-exponent, p/3, directly follows from the statistical 
properties of the dissipation field, < f.~ > ex: rr(q). As a consequence, a 
generic structure function of order p can be expressed as a power law of the 
separation with exponent (p = T(p/3) + p/3. 

As well known, the scaling laws are displayed only for sufficiently large 
values of the Reynolds number, Re. For moderate values, instead, an iner­
tial scaling law in terms of the separation can hardly be detected. However, 
when assuming as independent variable the third order structure function 
instead of separation [1], in the spirit of extended self similarity (ESS), scal-
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ing laws emerge also at the relatively small values of the Reynolds number 
that can be achieved by DNS. 

The RKSH in its extended form, 

< 1/./3 > < t5V3 >p/3, 
< E >P/3 

< JVP > ex (2) 

has been extensively checked against most of the available data. Clearly, 
for large Re, eq. (2) is .an immediate consequence of the classical form (1), 
when use is made of the forth-fifths law, relating < t5V3 > to the separation, 
r. At moderate Re the new form allows for an extension of the range of 
scales where similarity laws are observed and for the extraction of scaling 
exponents which match those of large Reynolds number turbulence. 

The kind of phenomenology behind eq. (2) is the same of the classical 
RKSH, and is related to the effect that the fluctuations of energy dissipation 
induce on the energy transfer through the inertia-dominated scales. 

2. Scaling law for the wall region 

As discussed in [2], the scaling behavior observed in terms of ESS in the 
near wall region is not consistent with the refined Kolmogorov similarity 
hypothesis, as expressed by eq. (2). Actually, here the relevant physical 
processes which are quite different from the energy cascade towards small 
scales implied by (2), may induce the observed failure of the RKSH. In 
particular, close to the wall the leading process is the momentum transfer 
occurring in the wall normal direction, due to the large local mean shear S, 
which corresponds to production of turbulent kinetic energy via Reynolds 
stresses, S < uv >. 

Based on this analysis, a new form of scaling law has been proposed [2] 
for the wall region, 

< JVP > ex (3) 

in terms of the structure function of order two. The new similarity law 
has been shown to be consistent with the available data from numerical 
simulations in a channel, fig. 1, and gives reason for the large intermittency 
[2] without invoking dramatic changes in the field of energy dissipation 
which are not observed in the DNS. 

These findings are consistent with the presence of a scale, related to the 
shear S and to the averaged energy dissipation E, defined as L8 = JfJS3 
[3] which becomes very small in the wall region. We expect the new form 
of RKSH (3) to hold for values of the separation r significantly larger than 
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Figure 1. Left part: < <5V6 > vs. < t-2 >< <5V 3 >2 in turbulent channel flow for two 
different wall normal distances. Bulk region (y+ = 151): data (triangles) and their fit in 
the region r+ E [20 1 320) (solid line with slope 0.99). Wall region (y+ = 31) data (circles) 
and their fits in two regions r+ E [1, 20) and r+ E [20, 320), solid line with slope 0.99 and 
dotted line with slope 0.88 1 respectively. llight part: check of consistency for eq. (3) at 
y+ = 31: < <5V 4 > vs. < t- 2 >< <5V2 >2 . The solid line (slope 1.01) gives the fit in the 
whole range. In the inset compensated plot for eq. (2) vs. r+ (filled circles); corresponding 
plot for eq. (3), (circles). 

L 5 , a condition which is verified only near the wall. On the other hand the 
original form of RKSH (2) remains perfectly valid where r << L 5 , i.e. in 
the bulk at the center of the channel, fig. 2. Presently, we have no clear 
evidence of the simultaneous presence of both similarity laws at a single 
location in the intermediate region, where the separation is of the same 
order of the shear scale L 5 • However the numerical data for the channel 
suggest the presence of a transition which is, however, not very sharply 
detected since the available range of scales is not sufficiently large. 

Unfortunately, the continuous variation in the intensity of the mean 
shear with the distance from the wall, the influence of the boundary condi­
tion suppressing the wall-normal fluctuations [4), as well as the non-uniform 
momentum flux across adjacent fluid layers make the data analysis for the 
channel flow particularly complex. 

For the above reasons we consider here a flow with a constant mean 
shear rate in the absence of solid walls. In fact, the homogeneous shear flow 
presents two main advantages: it isolates the effect of the shear from other 
concurrent effects and it improves the statistical analysis by exploiting ho­
mogeneity in all the spatial directions. Clearly the possibility to reach a 
stationary state [5] is a necessary prerequisite. Under this respect, an un­
bounded homogeneous shear flows does not achieve a steady state since its 
characteristic length keep increasing with time [4]. In fact [5], the confine­
ment of the flow to a finite box determines an upper limit for the integral 
scale and allows an equilibrium state to be eventually achieved. By this 
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approach we are able to construct a shear-dominated system, certainly not 
easy to be reproduced in experiments, which is very suitable to DNS. 

3. Homogeneous shear flow 

We consider a periodic box with an imposed mean velocity gradient, as 
already done by Lee et al. [4), Kida and Tanaka [6) and Pumir [5) following 
the approach proposed by Rogalla [7). 

The proper dimensionless parameter controlling the strength of the 
shear is given by S* = Sq2 /f. with q the rms value of velocity [4). In partic­
ular, we have analyzed the scaling law of the structure functions for S* = 7. 
As in the channel flow we check the consistency for the two forms of simi­
larity laws, equations (2) and (3). We can observe, also here, a quite clear 
failure, although more contained with respect to the channel flow, of the 
classical RKSH form (2) for the shear flow while, see figure 3, it holds for 
homogeneous and isotropic turbulence. 

It's worth noticing that the parameter S* may be interpreted as a ratio 
between an inertial characteristics scale ld = q3 /f. and the shear scale L8 , 

S* = (ld/ L8 ) 213 • To get a deeper insight into the physical meaning of L8 

let us make the following consideration in terms of velocity fluctuations. 
By denoting by 8U = Sr the velocity difference at scale r originated by 
the mean shear and denoting by 8u the turbulent velocity fluctuation, we 
may find the scale at which the shear becomes relevant by the condition 
8U >> ou. 

By using the expression 8u oc f.113r 113 the dynamics induced by the 
shear is predicted to be dominant at the scales r / L8 > > 1. This dimensional 
argument shows that L8 is the characteristic length that separates the range 
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Figure 2. Left part: local slope of the ·structure function of order six for the turbulent 
channel flow. Right part: shear scale in the channel flow. 
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Figure 3. Left part: check of the RKSH in the form of equation (2): < 8V6 > vs. 
< t; >< 8V3 >2 for the shear flow (filled circles). The solid line has a slope of 0.94 while 
the dotted line has a slope of 0.99, instead of 1. as a single slope as for the homogeneous 
isotropic turbul~nce. llig~t part: check of equation (3) for the shear flow in the form of 
< 8V > vs. < t; >< 8V 2 >2 • The solid line has a slope of 1.01. In the inset compensated 
plot of < €; >< 8V2 >2 I < 8V 4 > (circles) and < ~:; >< 8V3 >2 I < 8V6 > (filled 

circles) as a function ofr+ = 7'/r. where r. = (viS) 112 • 

where the energy cascade is driven by the non linear terms from that where 
the shear acts substantially. Clearly, L 8 is always expected to be greater 
than the Kolmogorov scale, 1], since, for r = 1], we would obtain vS2 > > E. 

Hence, in principle, a range of scales may exist, 17 << r << L8 , where 
the dynamics is essentially inertia-dominated and unaffected by the mean 
shear. The behavior of these fine scales of the flow could be, thus, very 
similar to that of homogeneous and isotropic turbulence. 

The present considerations lead to the conjecture that the two similarity 
laws may coexist, namely the classical form in the range 1J << r << L 8 , 

the new form for r >> L 8 • In order to verify this conjecture a large 
separation of scales is required. Unfortunately the present capabilities do 
not allow to reach these conditions by DNS and suitable experiments should 
be devised to this purpose. The coexistence of the two scaling laws would 
require, in any case, the cascade process to become increasingly important 
for r << L 8 • 

To attempt a scale by scale analysis, we have applied a sharp low-pass 
filter with cut-off wave number k1 to the DNS data and we have measured 
the tensors bij =< Ui Uj > I < u2 > -li30ij and Vij =< (i (j > I < 
( 2 > -li30ij, typically used as indicators of isotropy. Once evaluated for 
the low-pass filtered velocity field, these quantities, considered as functions 
of k1, manifest a clear saturation at k1 ~ k8 = 21r1 L 8 • In other words, 
for k 1 > ks, any further increase of the cut-off wavenumber k 1 seems to 
produce no appreciable changes in the values of the indicators, see fig. 4. 
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Figure 4. Different components and norm of b;i (left) and V;i (right), as functions of 
k1 (definitions in text), normalized to have maximum of the norm equal to one. ks ::::: 9. 

As it will be discussed in a separate paper, this kind of behavior may be 
shown to be consistent with the idea of a dominating energy cascade in the 
range where saturation is observed. Clearly, these preliminary impressions 
about the coexistence of the two scaling laws should be substantiated by 
further work, e.g. along the lines suggested in [9]. 

4. Final remarks and open problems 

In conclusion, some evidence has been provided that the new scaling law, 
originally proposed for the wall region of the channel flow [2], still holds in 
the confined homogeneous shear flow, that we have considered to single out 
the effect of shear. The failure of the classical RKSH is here less dramatic 
than in the channel flow, presumably due to the lower value of the shear 
parameter S* . The new scaling law is observed as for the channel flow, 
despite the substantial difference in the coherent structures geometry [8]. 
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THE USE OF PIV IN TURBULENT BOUNDARY LAYER FLOWS 

KRISTIAN ANGELE and BARBRO MUHAMMAD-KLINGMANN 
Department of Mechanics, Royal Institute of Technology (KTH), 
S-1 00 44 Stockholm, Sweden. 

1. Introduction 

Due to the recent technical development, digital PlY (Particle Image Yelocimetry) 
has become a widespread tool for overall flowfield measurements. PlY is often 
used in industrial applications as a simultaneous measurement and visualization 
technique, while basic research is still focussed on investigating the capabilities and 
limitations of the technique as such, see [1]. Although the digital technique can not 
compete with photographic film when it comes to spatial resolution, the present 
study shows that accurate near wall measurements can also be obtained with 
digital PlY, provided the image size is small enough and sufficient care is taken to 
eliminate optical disturbances. This is also the first time that PlY-measurements 
have been made in a boundary layer at high Reynolds numbers with a sufficiently 
large data set to form a statistically safe .average. 

2. Experimental setup 

Two different experiments where performed, one in a turbulent boundary layer 
with zero pressure gradient (ZPG) and the other in an adverse pressure gradient 
( APG), both developing on a flat plate. In both cases the images cover a region 
which includes the entire logarithmic region. 

PlY-measurements were made in the xy-plane where xis the streamwise and 
y is the wall-normal. A large number of images were captured and processed 
statistically, and the results were compared to those obtained with conventional 
measurement techniques such as hotwire anemometry and LDY. 

2.1. PlY EQUIPMENT 

The PlY equipment consists of a 400 mJ double pulsed Nd:Yag laser and a digital 
Kodak ESl.O CCD camera, containing 1018 x 1008 pixels. The measurement pro­
cess is synchronized and controlled by a hard- and software from Dantec. Figure 1 
shows the setup for measurements in the xy-plane in the ZPG case. The flow was 
seeded by means of a smoke generator using either paraffin oil or glycol. Different 
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techniques were tried for injecting the particles into the flow, and it was found 
that the best method was to introduce smoke into the entire wind tunnel circuit 
by placing the smoke generator inside the stagnation chamber. 

TURBULENT 
BOUNDARY 
LAYER 

CCDCamera 
Kodak ES 1 .0 Smoke generator 
1 k x 1 k pixels 

Figure 1. Experimental setup in the ZPG ~xperiment. 

Large ensembles of image pairs were collected at each position and submitted 
to validation and statistical processing. The interrogation area size was 32 x 32 
pixels with an overlap of 50%. Ea~h interrogation area is weighted with a Gaussian 
w,indow function , in order to. reduce signal noise caused by so-called loss of pairs. 
The final velocity vectors were validated using two criteria : a lower limit of 1.2 
for the signal-to-noise ratio, taken as the ratio between the highest and the second 
highest peak in the correlation plane, and a second criterion for a maximum 
allowable displacement of 1/4 of the interrogation area size. Vectors not fulfilling 
these criteria were removed without replacing them. 

The presented data are ensemble averages of 2700 and 1300 image pairs for 
the ZPG and APG cases respectively. Within each image, velocity profiles in the 
y-direction were averaged in the x-direction over 12 and 17 interrogation areas 
respectively. 

The laser frequency was 15 Hz, ensuing that the image pairs were statistically 
independent. 

2.2. THE ZPG SETUP 

The ZPG experiment was carried out in the MTL wind tunnel at KTH. The 
tunnel has a 7 meter long test section with cross section area 0.8 m x 1.2 m, and 
an exceptionally good flow quality. Measurements were done on a fiat aluminum 
plate at a distance x=5.5 m from the leading edge and a free stream velocity 
U00 =13.2 mjs. Rex, the Reynolds number based on x-position, was 4.8 millions 
and Reo, based on momentum loss thickness, was 8300. 

A mirror was used to reflect the laser sheet back into itself, in order to avoid 
refiexions of the light sheet from the plate surface which might corrupt t he data in 
the near wall region. The mirror was flush-mounted to the wall and painted with 
a thin layer of black paint, except for a narrow slit along the incidence of the laser 
sheet. The camera was equipped with a 300 mm lens. 
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The reference measurements, made with CTA hot wire anemometry were made 
in the same setup [5] . 

2.3. THE APG SETUP 

The APG experiment was carried out in a small low speed wind tunnel with a 0.4 
m x 0.5 m test section on a 1.15 m long flat plate. A diverging flow was obtained 
by adjusting the test section ceiling, which consisted of a flexible perforated sheet . 
By applying suction through the holes, the boundary layer was removed from the 
ceiling and an APG boundary layer developed along the plate. To ensure a fully 
developed turbulent flow a trip was placed a few centimeters downstream of the 
leading edge. 

The boundary layer development is characterized by its shape factor, H, which 
is the ratio between the displacement thickness and the momentumloss thickness. 
The value of H varies from 1.3 when the pressure gradient is zero to a value of 3-4 
at separation. In the present case, the flow was non-uniformly decelerated, giving a 
increasing value of H in the downstream direction. Further details of the boundary 
layer development are described in [3]. 

The present measurements were made at a position 0.925 m downstream of 
the leading edge, where the local value of H was 1.7. The free stream velocity 
was U00=28.5 m/s, giving a Reynolds number Rex of 1.76 millions. The Reynolds 
number based on momentum loss thickness, Ree, was about 6000. 

The reference measurements presented in here were made with a 1-component 
LDV equipment (Dantec FlowLite). 

3. Results 

3.1. COMPARISON BETWEEN PIV AND CONVENTIONAL TECHNIQUES 

3.1.1. ZPG boundary layer 
Figure 2 shows the boundary layer profile of the the stream wise velocity component 
(U) and its fluctuations (urms) . Here, PIV measurements are compared to hot wire 
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Figure 2. ZPG boundary layer profile in inner variables, comparison between PIV (symbols) 
and hot wire anemometry {line). Left: mean, right: rms of the streamwise velocity. 
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data obtained earlier in the same experimental setup [5]. The data are plotted 
in wall units, defined using a wall shear stress determined by means of oil film 
interferometry, see [6], giving a viscous length scale 31 f.-LID. The dashed line in the 
figure shows the logarithmic law and a linear scaling u+=y +for y+::;w. The total 
boundary layer thickness was 70 mm and the PIV image size was 11.2 mm x 11.1 
mm giving an interrogation area size of 0.35 mm, i.e 11.4 viscous units. 

The agreement between PIV and hot wire measurements is fair all the way 
down to the measurement point at y+ =8. Also the profile of Urms shows the 
correct behavior. The inner peak at y+=17 is well captured, however, the overall 
level of the Urms values is higher than those measured with the hotwire. 

With use of the mirror the wall distance can accurately be determined and 
optical disturbances are efficiently eliminated. It is possible to measure all the way 
down to the innermost point at y+=4.5 but due to the large velocity gradient close 
to the wall the velocity is underestimated in the averaging over a rather large area. 

The hot wire used in the ZPG case has a much smaller extent normal to the 
wall than can be achieved with PIV, however, it is affected by heat convection into 
the wall. As a result, the two methods are comparable in terms of actual near wall 
resolution. 

3.1.2. APG boundary layer 
Figure 3 shows the boundary layer velocity profile measured with PIV and LDV 
respectively. The data are plotted in wall units, defined using a wall shear stress 
determined from a Clauser plot fitted to the LDV data. Earlier hot wire experi­
ments [3] showed that APG boundary layers have a well defined logarithmic region 
up to H-values well above the present value of 1.7. This is also clearly visible in 
Figure 3. The standard constants f\;=0.41 and B=5 were used. This gave a viscous 
length scale of approximately 18J.Lm (the same scaling is used for plotting both the 
LDV and PIV data). 
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Figure 3. Streamwise velocity component in inner variables, comparison between PIV (full 
symbols) and LDV (open symbols). 

The total boundary layer thickness was 35 mm, and the size of the images 
captured was 9.1 mm x 9.2 mm, which covers the viscous, buffer and logarithmic 
region. Each PIV measurement volume (i.e. interrogation area) covered about 16 
viscous units, however, due to the overlap, the distance between measurement 
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points is 8 viscous unit. The "center" of the first interrogation area is at a distance 
of only 4 viscous units from the wall sice it partly contains the wall. 

With LDV, the measurement volume was about 5 viscous units, and its position 
relative to the wall could be determined with an accuracy of about 1 viscous unit. 
No mirror was used in the APG case so the wall distance could not be determined 
accurately. 

The agreement between the two measurements is good throughout the loga­
rithmic region, whereas the linear region is not well represented with any of the 
measurement techniques. This may be an effect of averaging over a rather large 
measurement volume in a region where the velocity gradient is large causing a bias 
towards lower velocity. 

4. Discussion of the results 

All PIV results suffer from the well-known" peaklocking" problem which is inherent 
to the discrete nature of CCD imaging, see [4] [9]. The present evaluation algorithm 
uses a Gaussian peak fit for the sub-pixel interpolation, as recommended by [4]. 
This does not affect the mean velocity, however, if the probability density function 
is not symmetric (as is the case in the near wall region), one may expect that 
peak locking affects the Urms values. In the present study, Urms is overestimated 
by about 8 percent, while the data reported by Westerweel [8] in turbulent pipe 
flow show an underestimate of the velocity fluctuations. 

Insufficient averaging is another error source, which directly affects the mea­
sured mean velocity field. In order to obtain statistically safe data it is necessary 
to average over image pairs acquired at a time interval larger than the integral 
time scale. Averaging within an image may give a smoother distribution but does 
not increase the amount of statistically independent data. 

In the present study, the Reynolds number is a factor 10 larger than that of 
Westerweel [8], hence the extent of the boundary layer, measured in viscous units, 
is correspondingly larger. Willert et al. [7] describe a PIV-study of a boundary 
layer at similar Reynolds number and viscous length scale as in the present case, 
where 100 image pairs were found to be insufficient. In the present studies, 2700 
and 1300 image pairs were used, which is still small compared to the number of 
samples collected with CTA or LDV. The validation rate in the present study was 
about 50..60 percent. This may be due to several factors, e.g. the steep velocity 
gradient close to the wall and the low seeding density, which in turn is related to 
the small image size. 

5. Summary and future work 

In summary, the present experiments show that PIV can give accurate results for 
the mean velocity in the near wall region of a turbulent boundary layer, provided 
the image is focused in this region, reflexions are eliminated, and sufficiently large 
data sets are used. Accurate measurements are made down to y+ =8 in a high 
Reynolds number turbulent boundary layer. This is comparable to what can be 
achieved with hotwire. 
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The present study in APG is of great practical importance to decelerating 
and separating flows in diffusers and on turbine blades, where it is of interest to 
accurately determine the point of separation, see [2]. 

So far, only the stream wise velocity has been obtained with sufficient accuracy. 
The future aim is to evaluate two velocity components in order to derive corre­
lations such as u'v' and u'w', which are needed for the validation of turbulence 
models in decelerating flows. 
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BOUNDARY LAYER INTERMITIENCY MODEL 

Boundary layer model based on Intermittency concept and consequent Length Scales, 
Skewness, and Kurtosis distribution laws on the ground of experimental data 
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1. Introduction 

At the present time, the impact of free stream turbulence on fully turbulent boundary 
layer flow has been examined in numerous experimental, analytical and computational 
studies. Many of these studies [1]..[12] deal with the effects of the free stream turbulence 
on the main statistical turbulence quantities (for example mean velocities, turbulent shear 
stress, turbulent kinetic energy): in particular some workers have studied Length Scales, 
Skewness and Kurtosis, which will be used in this paper. 
Previous workers [13] [14] have also studied the effects ofthe free stream turbulence on 
the irregularity of the boundary between the boundary layer fluid and the external stream 
fluid. In fact, as is well known, an indented interface arises, continuously variable, 
separating the whirling turbulent boundary layer fluid from the external stream fluid. 
Quantitatively this is best expressed in terms of the behaviour of the Intermittency Factor 
(1), defined as the fraction of total time for which the boundary layer is present at the 
considered point. The distribution of I (called here the Intermittency Function I(Y)) is 
described in literature by the Erffunction [15]. Consequently, in the whole flow, there is 
a band where, at each point, the boundary layer is alternatively present or absent. 

2. Contribution of the present paper 

The present study refers to boundary layer beneath free stream turbulence with 
approximately the same turbulence level. 
The aims are: a) to measure the Intermittency in new way, starting from distributions of 
longitudinal integral Length Scales (L), and also from Skewness (S) and Kurtosis (K) of 
velocity fluctua~ions; b) to lightly modify the Intermittency Function in order to attain a 
more physically based expression. c) as a corollary, distributions of Length Scales, 
Skewness, and Kurtosis independent of free stream turbulence will also be obtained. 
Consequently, the authors performed a set of measurements of instantaneous velocities 
values at various points in a boundary layer under the earlier defined free stream 
turbulence. Using these measurements the authors obtained experimental distributions of 
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the quantities recalled at point a) [16] .. [18], and a rough first attempt model of 
Intermittency (three band model) [19]. 
In this paper the research about this topic finds a first point of arrival. In particular: 
1) The external flow has different turbulence levels, always approximately of the same 
order of the boundary layer turbulence level. 
2) The Intermittency Function is expressed through a modified Erf function, with a 
logarithmic function introduced, which allows that: a) the Function starts from the origin 
with a 0 derivative (the Erf function starts with non 0 derivative, so that it is generally 
supposed not to be valid near the origin); b) the Function is no more symmetrical 
(whereas the Erf is symmetrical) around the point where I=0,5 (it is not possible that I 
Function be symmetrical, as the boundary conditions are not). The I(Y) Function has two 
free parameters which have to be defined through experimental fit. 
3) The experimentally obtained values of Length Scales, Skewness, and Kurtosis, allow 
a definition of the Intermittency Function free parameters. 
4) The so-called associated distribution functions are found for Length Scales, 
Skewness, and Kurtosis, which are independent of the boundary layer section and of the 
free stream turbulence level. 

3. Themodel 

3.1. THE INTERMITTENCY FUNCTION I(Y) 

As recalled earlier, the Intermittency Factor I at a point is defined as the fraction oftotal 
time for which boundary layer is present at that point. In this model the following 
Intermittency Function I(Y) is chosen: 

lnY 
H r,' 

I J --I(Y)=- e 2 dq 
.& 

-00 

In this expression Y is the non dimensional distance y/8 of the point from the plate, 
where y is the true distance and '& is the physically based boundary layer thickness. In 
particular, '& is defined as the distance from the plate where I=0,5 [20]. 
In this model, in each working condition (different free stream turbulence levels) and in 
each test section, the expression (1) is assumed to be valid, and the ratio R='&/'&c (where 
'&cis the classical boundary layer thickness following Coles) is assumed to be constant. 
It is worth emphasising that: 
1) The derivative of I(Y) Function is 0 when Y = 0; 
2) The I(Y) Function is not symmetrical with respect to the point where Y=l and I=0,5. 
Both features are inconsistent with the classical relation of the Intermittency Factor, but 
are consistent with the use of a logarithmic function into I(Y) Function. 

3.2. THE TURBULENCE STATISTICAL QUANTITIES DISTRIBUTIONS 

If we consider any turbulence statistical quantity Z at a point in the boundary layer, its 
local mean value can be expressed as a linear combination between the values it assumes 
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when the boundary layer is present or absent, giving as weights I and (1-I). We can 
define Zt the first value and Za, the second value, so that: 

Z = Zt *I+ Za, * (1-I) (2) 

This expression can be assumed only if boundary layer and free stream turbulence have 
approximately the same turbulence level. 
Yet the model proposed supposes a number of things about Zt and Za,. 
At each point, the Z<n value depends on the working conditions and on the test section, 
but does not depend on the Y distance ofthe point from the plate. On the contrary, the Zt 
value is independent either of the working conditions, or of the test section (equilibrium 
boundary layer). Consequently the result in each test section and at each point is: 

Z(Y) = Zt (Y) * I(Y) + Za, * [1-I(Y)] (3) 

In each test section the true distribution of Z against Y depends specifically on the Za, 
value of external flow characteristic of that test section and of that working condition. 
As a consequence of statements made earlier it is possible to define a so called 
associated distribution Za(Y) of the same quantity Z, which does not depend on Za, value. 
Indeed we can write in turn, and equivalently: 

Za (Y) = Zt (Y) * I(Y) 
Za (Y) = Z (Y)- Za, * [1-I(Y)] 

(4) 
(5) 

It is possible to state that the associated distribution so defined is universal with respect 
to the considered boundary layer types (equilibrium boundary layer, zero longitudinal 
pressure gradient, smooth flat plate, different free stream turbulence levels). 
Furthermore, if the model proves satisfactory, it will be possible to choose suitable 
values for the two free parameters (8 and consequently R. and H) such that the 
associated distribution of any statistical quantity Z, defined through (4) and (5), is 
independent of the external flow turbulence and consequently of Za, value. 

4. VaUdationlverification of the model 

The model has been tested using three particular statistical functions Z (namely the L, S, 
and K, functions). The Length Scales, in particular, have been made non-dimensional in 
respect of the distance from the boundary layer's attack, following [16]. 
All the experimental data for testing the model were obtained on a boundary layer 
developing along a smooth flat bottom of a rectangular channel coming from a sluice 
gate. In this plant the external flow was naturally turbulent: different levels were attained 
by use of grids in the sluice gate. Instantaneous velocity measurements were performed 
in four test sections of the boundary layer, at distances 0.15 m apart. In each test section 
more than 20 points along the vertical have been sampled up to and including points 
whose y values were well out of the boundary layer. At each point the instantaneous 
longitudinal component of velocity was measured through an LOA device, and more 
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than 200.000 sample data were collected at time intervals of 0,005 s apart. A more 
detailed description of these tests is to be found in [21 ]. 
Consequently, more than 20 experimental Zexp values have been obtained in each test 
section and in each working condition, based on the instantaneous velocity samples. 
These values defmed experimental distributions of Z along y in each test section and in 
each working condition. Furthermore, in each test section and in each working condition, 
the Zexp values relative to points well out of the boundary layer have been considered 
representative, in their mean, of the Zoo value. 
At this point pairs of R and H values are assumed to be valid. In relation to each pair the 
following data processing was performed. 
I) The non-dimensional free variable values y/oc = Yc have been substituted by the non­
dimensional values Y=y/o=Y JR. 
2) Experimental values of associated functions Za-exp have been obtained starting from 
the Zexp values through equation (5). 
3) Experimental values of turbulent functions Z.-exp have been obtained starting from the 
Za-exp values through equation (4). 
4) All experimental (Y, Z.-exp) points have been collected in the same plot. 
5) On the basis of the plots obtained in 4), simple interpolating turbulent functions Z.-int 
(Y) have been assumed (linear for Length Scales and Skewness, and fractional 
polynomial for Kurtosis). In this elaboration it is worth noting that the experimental 
values obtained for Z.-exp show a large scatter, either because the original experimental 
Zexp values were very spread, or because the presence of the I(Y) Function in the 
denominator increases further the spreading, especially where I is very small. 
Consequently, as the standard deviation of the experimental points is large and not alike 
for different points, a moving mean technique has been adopted for the experimental 
values arising from equation (4), using a differing number of points in the different 
zones of the boundary layer, in order that each mean value could be characterised by the 
same value of its standard deviation. 
6) Interpolating associated functions Za-int (Y) have been obtained starting from the 
Z.-int (Y) through equation (4). 
7) The Za-int(Y) behaviour has been compared with the Za-exp values. Depending on the 
way Za-int(Y) function has been drawn, the Za-int(Y) values necessarily tend to 0 when 
Y ~oo; and, on the other hand, the Za-m1(Y) values necessarily well interpolate the 
experimental data when Y ~0 (if interpolations in 5) fit well). On the contrary, the 
Za-m1(Y) values when Y"" 1 can interpolate well the experimental points Za-exp only if the 
model is robust. This is the main characteristic of the model which will be used in order 
to validate it. 
8) Many pairs of R and H values have been verified, in order to choose that pair which 
gave the best fit in the comparison performed in 7). The results of these tests gave R=l,4 
and H=0,29. 

5. Test results 

In fig. 1 the I(Y) function with H=0.29 is shown. 
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In relation to the results of interpolations in 5) of previous paragraph, the L t-int 

(Y), S t-int (Y), and K t-int (Y) functions show the following behaviours: 

L t-int (Y) = 0.522 Y + 0.160 
s t-int (Y) = -2.100 y + 0.449 

K t-int (Y) = (15.17 Y 2 - 5.68 Y + 0.45) I (Y + 0.18) 

(6) 
(7) 
(8) 

In figs. 2, 3, 4, the Za-int(Y) functions are shown compared with the experimental Za-exp 
points. A light moving mean technique has been applied to these points in order to better 
verify the fit. 
As result the interpolating curves follow with a great accuracy the behaviour of 
experimental points, in particular in the zone near the value Y= 1. 

6. Conclusions 

The Intermittency Function in a boundary layer beneath free stream turbulence with 
approximately the same turbulence level, can be obtained in an innovative way, starting 
from measurements of other statistical quantities. In particular Length Scales, Skewness 
and Kurtosis have been here employed. 
The Intermittency Function can be approximated through a modified Erf function, with 
the presence of the logarithmic function, to better reproduce the real behaviour of the 
Intermittency phenomenon. 
Lastly and in particular, so-called associated distribution functions can be obtained for 
Length Scales, Skewness, Kurtosis which are valid in boundary layers along a smooth 
flat plate, with zero longitudinal pressure gradient, and with free stream turbulence. 
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UNIVERSAL PROPERTY OF AUTONOMUS LAYER IN NEAR­
WALL TURBULENCE 

K. TSUJIMOTO ANDY. MIYAKE 

Department of Mechanophysics , Osaka University 
2-1 Yamada-oka, Suita, Osaka, 565-0811 Japan 

1. Introduction 
In turbulent channel flow, the flow receives energy from outside to sustain 
itself and the most part is lost by viscous dissipation due to the strain rate 
of mean flow. The remainder is supplied to the turbulence energy and is 
dissipated by the viscosity. As the consequence, the energy balance holds. 
In the wall turbulence, it is understood that the most of the turbulence 
activity occurs in the near-wall region and turbulence is mainly supplied 
from there to the far layer by turbulent diffusion. That is, the eddies of 
various scales exchange momentum between the layers somehow, and this 
contributes to sustain the turbulence in the whole layer. Therefore, if the 
turbulence energy production is suppressed by modification of interaction, 
turbulence control such as drag reduction is realized. However, in case of 
the smooth wall, near-wall layer and far layer seem to be distinctly sepa­
rated, as exemplified by the fact that the former is scaled with wall unit 
which depends on the wall friction velocity and kinematic viscosity and 
the latter, scaled by global scale of flow passage or channel width. The au­
thors confirmed in the previous work that the turbulence in the far layer 
depends only on the magnitude of the total shear stress irrespective of its 
origin, friction drag or profile drag. These facts suggest that each near­
wall and far layer has the turbulence sustenance mechanism of each own. 
Recently Jimenez et al.(1999) reported an autonomous cycle of turbulence 
in the near-wall layer derived from numerical experiments, demonstrating 
that necessary and sufficient conditions of the autonomous behavior are 
the existence of streaks. Here, the autonomous cycle means that the near­
wall layer maintains the turbulent flow without assistance of the turbulence 
from the upper layer. However, their results do not give full explanation 
for the interaction between the autonomous near-wall layer and above it. 
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Table 1. Calculation condition of data bases 

I No. I Volume(Lx, Ly, Lz) 

1 2
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Figure 1. Friction coefficient and Velocity distribution for the case of a channel flow 
having a interceptive plane, (ReT = 150) 

Thus, it is intended in this paper to examine the property of autonomous 
layer focusing on the interaction between the layers, more in detail. 

2. Outline of the numerical procedure 
A direct numerical simulation is carried out for a turbulent channel flow. 
Numerical procedures are given in Miyake et al.(1995) in which periodic 
boundary conditions are assumed both in streamwise and spanwsie direc­
tions and no-slip condition is applied on the walls. The spatial discretization 
is a Fourier series expansion in streamwise and spanwise direction, and 
a Chebyschev polynomial expansion in wall-normal direction. The mean 
pressure gradient is kept constant throughout the computation. A Carte­
sian coordinate system x, y, z which are in streamwise, wall-normal, and 
spanwise directions, respectively, is employed and the velocity components 
in the respective directions are denoted by u, v, w. The computational do­
main is a rectangular volume with a wall separation Ly = 2H, a streamwise 
length Lx, and a spanwise width Lz. The Reynolds number is defined as 
Re7 = Hu7 jv where fL7 is mean friction velocity and vis kinematic viscos­
ity. The grid number and the Reynolds number are shown in Table 1. 

3. Result 
3.1. THE PROPERTY OF INTERACTION BETWEEN THE LAYERS 

In the numerical experiments of Jimenez et al. (1999), the autonomous be­
havior of the near-wall layer is examined by removing all the turbulence 
fluctuation artificially over some height. In this work, another way of inves-
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tigating the interaction between the layers is adopted. That is, wall-normal 
velocity in a specified plane parallel to the wall at some height Ys is forced 
to vanish. In order to realize this control, the external force defined in the 
following equation is added to the momentum equation. 

Dui 1 fJp 2 
- = --- + V \1 Ui + fi ( 1) 
Dt p fJxi 

fi(Xs, t) = 0: lot ui(X8 , t')dt' + /3ui(X 8 , t) (2) 

where X 8 is the point in the interceptive plane, a, /3 are negative constants 
and are optionally determined so that the wall-normal velocity vanishes 
in the plane. This numerical treatment of external force is based on the 
method proposed by Goldstein et al. (1993). 

Figure 1 (a) shows the change of wall friction coefficient for the Reynolds 
number. In the figure the straight line C f = 0.073Re;0·25 is for the normal 
turbulent channel flow and CJ = 12/ Rem, for the laminar flow. o, o, 0 
are for the case of Yi = 20, 50, 100, • is for usual channel flow where 
Yi = YsfiTjv. In case of Yi = 20, the friction coefficient is in the mid 
of turbulent and laminar flow and the layer below y+ :::; 20 is found to 
be laminarized as observed by the mean velocity profiles shown in figure 
1 (b). While, in case of Yi = 50, 60, C f takes the value of laminar flow and 
the flow is actually proven to be perfectly laminar in the whole region as 
demonstrated by the mean velocity profile in Fig.1 (b). The reason for the 
top of the interceptive layer to be turbulent in the cases of Yi = 50, 60 is 
because ReT is too small. These results show that the near-wall layer thinner 
than some specific height can not keep turbulent regime by itself, if energy 
supply from the upper layer is removed. The minimum thickness which can 
sustain turbulent regime by itself is around y+ = 60 which confirms the 
finding of Jimenez et a/.(1999) . 

Figures 2 (a) (b) show the distribution of turbulence intensity and vortic­
ity, respectively in the case of Yi = 100. Noticeable is that mean velocity 
distribution in Fig.1(b) for Yi = 100 shows identical curve with normal 
channel flow below y+ :::; 100 suggesting that when the turbulent flow is 
maintained, the near-wall layer is not affected by upper layer. That is, tur­
bulence in this layer is autonomous in the sense that it is self-sustenance 
without momentum exchange with outside. Since the wall-normal velocity 
vanishes at the interceptive plane, the slip wall effect manifests itself there 
and causes the turbulence production on the wall side of interceptive plane. 
The similar effect also appears on the vorticity there. Figures 2( c) (d) show 
the balance of the turbulent kinetic energy and the mean flow energy. In the 
figure, the solid line is for the normal turbulent channel, and the symbols, 
for the case interception at Yi = 100. In the layer y+ :::; 60, the energy bal­
ance is not much different from the normal turbulent channel flow. Thus. it 
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Figure 2. Mean turbulence properties in a channel having with momentum interception 
at yt= 100 at Re.,. = 150, (a)turbulent intensity, (b) vorticity intensity, (c)mean energy 
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is concluded that the autonomous layer has the universal structure concern­
ing turbulence production and dissipation. Figures 4 shows the distribution 
of the turbulence energy balance in case of Re7 = 395 suggesting that the 
above-mentioned conclusion does not depend on the Reynolds number. 

3.2. THE ENERGY EXCHANGE BETWEEN THE LAYERS 

By modifying artificially the mode of energy supply due to mean streamwise 
pressure gradient (dpjdx), the property of energy supply to the autonomous 
layer can be examined. For this artificial energy supply, it is assumed that 
dp/ dx is allowed only in the specific layer of some thickness, elsewhere being 
removed. Fig.4(a) shows the distribution of the shear stress in the case of 
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Figure 4. The distribution of Reynolds stress in case of dpjdx = 0 in y+ = 0 ~ 100 
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Figure 5. The balance of (a) mean flow energy and (b)turbulent energy in case of 
dpjdx = 0 in y+ = 0 ~ 100 

work done by pressure gradient only in the layer y+ > 100. In Fig.4, 0 , o, D. 
mean viscous, turbulent and total shear stress, respectively. In the near-wall 
layer, constant-stress layer is established by the mechanism similar to that 
of Couette flow and turbulent regime is maintained in the whole region. The 
energy balance of both mean and fluctuating part of the flow there is also 
nearly identical with universal one appearing in normal channel flow , as 
shown in fig.5. These property is also reproduced in the case when pressure 
gradient is allowed only in y+ > 50. In the meantime, in the inverse case 
where work done by the pressure gradient is allowed only in inner side, the 
turbulent regime is maintained only in y+ < 100, as shown in Fig.4(b). 
However , in the case of y+ < 50, the flow field is perfectly laminarized. So, 
it is shown that the energy supply from the upper layer is indispensable to 
make the layer thinner than y+ < 50 form the wall turbulence. In this sense, 
the layer is not autonomous, though when turbulent regime is established, 
its property becomes universal. 

3.3. THE SIMULATION OF THE GROWTH OF A VORTEX PAIR 

The growth of a single vortex pair is simulated to examine the energy trans­
fer of the layer closest to the wall. For this purpose, a small vortex pair is 
introduced into a laminar flow field having the mean velocity of the tur­
bulent channel flow. The initial vortex pair is extracted from the flow field 
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Figure 6. Vortices evolved from a hairpin vortex in a laminar flow, (a) second invariance 
of velocity gradient tensor (b )turbulence energy balance. 

of turbulent channel flow using linear stochastic estimation (LSE) method 
(Adrian et al. 1988). The procedure used here is based on the method by 
Zhou it et al.(1996). Figures 6 show the contour of second invariance of 
velocity gradient tensor and turbulence energy balance . Up to this stage, 
the head of this secondary hairpin vortex has grown up and the number of 
the secondary quasi-streamwise vortices has increased as reported by Zhou 
et al.(1996). In Fig.6(b), the pattern of energy balance is almost similar to 
that of fully-developed turbulent channel flow. Therefore, the group of the 
quasi-streamwise vortices which are existing near t he initial hairpin vortex, 
generated from it, constitute basic structure for the transport of turbulence 
energy in near-wall turbulence. 

4. Conclusions 
A layer closest to the wall can be autonomously turbulent even if no momen­
tum interaction with outside is allowed, if the layer is thicker than around 
50r-v 60 in wall unit. This turbulent layer has universal property. However, 
this layer has to receive energy from outside in order to sustain itself as 
turbulent regime. The energy balance of the universal layer is governed by 
coherent vortices of group of quasi-streamwise vortices. 
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