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Introduction

The International Congress on Design and Modeling of Mechanical Systems
(CMSM) brings together the international scientific community to discuss various
topics in the field of mechanical engineering in its broadest aspect. The first four edi-
tions have contributed to a considerable progress in research done by different teams
through the exchange of information and skills generated during those meetings.

Organized in Djerba, Tunisia, on March 25-27, 2013, the fifth edition of the
congress (CMSM’2013) was characterized by a greater international influence with
respect to the past. The close collaboration between the Unit of Mechanics, Mod-
eling and Manufacturing (U2MP) of the National School of Engineers of Sfax, the
Mechanical Engineering Laboratory (MBL) of the National School of Engineers of
Monastir and Mechanics Laboratory of Sousse (LMS) of the National School of
Engineers of Sousse brought together nearly 300 participants to expose their work
and provide a forum to debate the following topics:

1. Mechatronics and Robotics
2. Dynamics of mechanical systems
3. Fluid structure interaction and vibroacoustics
4. Modeling and analysis of materials and structures
5. Design and manufacturing of mechanical systems

The scientific committee of CMSM’2013 has selected high quality contributions
exposed during various sessions of the congress and collected them in this proceed-
ings book, which provides, by its original articles, an overview of recent research
advancements in the field of mechanical engineering.
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Optimization of the Combustion in Large 
Marine Diesel Engine by Controlling the 
Exhaust Gas 

Sabri Bechir 

U.R. Automatique et Robotique Marine (ARM),  
Académie Navale,  
7050 Menzel Bourguiba Tunisia  
Sabri.bechir@yahoo.fr 

Abstract. The diesel engine performance and emissions are strongly linked to the 
air-fuel mix which is a function of the oxygen content in the exhaust gases. It is 
possible to regulate the air-fuel mixture in a diesel engine, by controlling the tur-
bocharger speed through a bypass valve by a regulator whose reference is the 
oxygen content in the exhaust gas. For the execution of this work we have taken as 
a model a marine diesel engine type Wartsila NSD 12 ZAV 40S with 8200 Kw 
nominal power, using the engine shop trials data. Engine manufacturers provide 
charts on relationships gas flow, power etc. The work is based on these curves for 
modeling the control system. Simulation is carried out using Matlab and Simulink 
and simulation results are presented to illustrate the performances of this  
approach.  

Keywords: exhaust gas pollution, marine diesel engine, test bench, optimization, 
simulation. 

1   Introduction 

Diesel engines provide the major power sources for marine transportation and 
contribute to the prosperity of the worldwide economy. However, the emissions 
from diesel engines also seriously threaten the environment and are considered 
one of the major sources of air pollution. The pollutants emitted from marine ves-
sels are confirmed to cause the ecological environmental problems such as the 
ozone layer destruction, enhancement of the greenhouse effect (Jaroslaw and Ta-
deusz 2011). 

Diesels engine operate with an air excess ratio. Engine power, specific fuel 
consumption, and emissions relate closely to air ratio among all the engine vari-
ables. Air ratio is also called lambda. It indicates the amount that the actual avail-
able air-fuel ratio mixture differs from the stoichiometric air-fuel ratio of the fuel 
being used. 

The regulation of the oxygen amount in exhaust gas according to the signal 
supplied by the lambda probe wideband, is better suited for the efficiency test of a 
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combustion process because oxygen and excess air are almost independent of the 
fuel type. The normal engine operation is between 60% and 100% load of the 
rated power and the study is conducted on this basis. 

2   Excess Air as a Function of the Power 

One of equations used to determine air-fuel ratio λ: 

mair 0 mc=Q /(  Q )λ α  (1)

Where α0 is the theoretical coefficient of excess air ( kg of air per kg of fuel ), α is 
real coefficient of excess air , Qmc the fuel mass flow rate (kg/h), Qmair the mass air 
flow rate (kg /h.), λ is the ratio between real and the theoretical coefficient.  

0/λ α α=  (2) 

The function of the air coefficient lambda power function (based on fuel 
consumption curve) is given by the following expression. 

n%= 0,0067 ( P ) +2.2939λ  (3)

Where Pn is the nominal engine power (8200 Kw) and Pn% the percentage of rated 
power without unity. 

2.1   The Sensor Transmitter Position of the Fuel Setting 

The characteristic function of the variation of power as a function of the fuel 
setting according to the curve can be expressed by the following equation (Robert  
1996, Wartsila 1998). 

n% rP  = 21,25 C  - 60   (4) 

Where Cr is the fuel setting (from 0 to 10). 
On the other hand, the output of the transmitter sensor given by the 

relationship. 

C rI =C / 0.05
 (5) 

Where Ic output current of fuel setting sensor. 

2.2   The Lambda Sensor 

We will use a lambda sensor (Antonio and al 2012) whose characteristics give the 
function dependent current air ratio lambda by the equation (Delphi 2009). 

6 5 4 3 2
LI  = 0,1537  + 2,5546  - 17,113 + 59,083  - 111,09  + 109,5  - 42,695 λ λ λ λ λ λ     (6)   

Where IL the output current of the lambda sensor. 
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3   Relationship between the Operating Engine Parameters  

3.1   The Turbocharger 

The turbocharger is characterized by a series of curves compressor air pressure 
and flow, turbocharger speed. In the following the equations between the 
differents parameters (Robert 1996, Wartsila 1998). 

2
TC n% n%V = -1.7927 (P )  + 389.37(P ) + 788.31      (7)

-6 2
air n% n%P  = -2 10  (P )  + 0,0318 (P ) +0,3922   (8)

air TCP  = 0,0002  (V ) - 0,6113   (9) 

vair TCQ  = 1,4323 (V ) - 1084  (10)

air n% n%T  = 0.0011 (P )² + 0.0704 x (P ) + 25.101  (11) 

mair vair 0 air airQ  = Q   X 273/(273 +T ) (101300+P )/101300ρ   (12) 

mgaz n% n% n%

3-5 2Q  = 2 10  (P )  -0.0041(P )  +0.4936 (P ) -7.5518
 

 (13)

3 2
TC mts mts mtsV  = 0.951 (Q )  - 81.908 (Q )  +2332.9 (Q ) +247.02  (14) 

Where VTC is the turbocharger speed in rev/min, Pair the air compressor pressure 
output in bar, P the pressure in actual operating conditions, Qvair the volume air 
flow rate in m3/h, Tair the intake air temperature in °C, T the temperature in actual 
operating conditions in °C, Qmgaz, the engine output gas mass flow (Kg/s), ρ0 the 
density of the air at 0°C and at atmospheric pressure at sea level. 

3.2   The Engine 

From the fuel consumption curve the hourly fuel consumption is expressed as 
(Robert 1996, Wartsila 1998): 

3 2
% % % 0.001 ( )  -0.1807 ( )   25.556 ( ) - 111.13 h n n nC P P P= +   (15) 

Where Ch is the hourly fuel consumption in Kg/h. 



6 S. Bechir
 

mgt mair hQ  = Q  + C   
  (16) 

Where Qmair  and Qmgt are the mass gas flow in Kg/h. 

mair h 0= Q (C  x )λ α   (17)

4   The By-Pass Valve for Controlling the Air Flow   

4.1   Valve Position 

Valve is mounted in parallel with the turbocharger figure 1. Where Qmgv is valve 
input mass gas flow, QmgTC is input mass gas flow in Kg/s. and IV the control 
current of the valve (Eric and Claes 2005). 

 

Fig. 1 Schematic diagram of our supercharged engine 

4.2   Selection Valve 

To simplify the calculation we will use a proportional valve with linear flow 
characteristic current. It is controlled by a current. The flow rate of gas leaving the 
valve is given by the following formula: 

mgV mgt mgTCQ  =Q - Q
 (18) 

5   The Controller System   

The aim of the controller for the bypass valve is to avoid surge and to minimize 
the time the bypass valve is being held open, the following expression given the PI 
controller. At each step of fuel that is a fraction of the nominal power Pn% 

corresponds to a value of λ. Which is the desired form of a current (IL)  

i
p

K
H (s)=K +

s  
(19)
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Fig. 2 Synoptic of the control Loop  

6   Numerical Simulation  

The first simulation figure 4 improve the function of the bypass valve, the opening 
of the valve according the power just for making sure that the model is working, 
fig. 5 the response of the valve in case of perturbation. 

The second simulation figure 6 shows the variation of λ according to the engine 
power. From Figure 7 we observe that the controller corrects the disturbance ef-
fect. The third simulation, Figure 8 shows the step response of the system by vary-
ing the power of 60 to 100% can be seen in the response exceeded because the 
parameters of the controller are poorly chosen; the excess disappears in Figure 9 
with appropriate parameters. 

 

 

Fig. 3 The control Loop        
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Fig. 4 Exhaust gas flow without perturbation 
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Fig. 5 Exhaust gas flow with perturbation 
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Fig. 6 λ VS Pn% without perturbation 
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Fig. 7 λ VS Pn% with perturbation 
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Fig. 8 System response with arbitrary  
parameters 
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Fig. 9 System response with optimized  
parameters 
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7   Conclusion 

The effect of optimizing the air flow clearly shows the respect the constraint of air 
/ fuel imposed. Thus we can see the need for continuous information on the flow 
of air to manage correctly pollution levels. 

Based on performance curves on test benches provided by manufacturers for 
modeling the system, the control system is capable for adjusting the intake air of 
the engine by the control of a valve connected in parallel with the turbocharger. 

The control of a variable in a closed loop is designed to follow a predetermined 
reference value. We viewed our system tool SIMULINK of MATLAB software. 

By controlling the amount of oxygen in exhaust gas in a marine diesel engine 
we contribute to environmental protection. The optimization procedure provides 
the flow and pressure of air which is ideal to use. The practical realization of the 
control can ensure this operation is an important issue to consider in the future. 
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Fig. 1 Test bench of 12 ZAV Engine         Fig. 2 Flow gas VS Pn%12ZAV 40 S   
 

 
Fig. 3 VTR 354 TC map                          Fig. 4 Air temperature VS Power 
 

 
Fig. 5 Lambda probe characteristic curve  
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Abstract. Robot path planning problem is well studied in the literature, whereas 
the dynamics problem is not so addressed. Indeed, most of the path-planning algo-
rithms are limited to formulate the problem as a geometrical problem. In high 
acceleration, robots undergo important inertia forces that the path planner has to 
take into account. The goal of this work is to design a trajectory planner able to 
take into account the high accelerations to which the cable robot is submitted. The 
dynamic problem can be formulated as to maintain cable tensions in a well-
defined interval that is to say between 0 and 200N in our case. This means that 
restrictions must be made on the maximum and minimum values of the accelera-
tions and decelerations that limit the maximum speed to be reached by the robot. 
The planner is composed of three phases. The first consists of finding the path that 
leads the robot from the initial position to final position while avoiding obstacles, 
without addressing the dynamic problem. In the second phase the planner  
interpolates the trajectory as a Spline in order to guarantee the continuity and the 
derivability of the required velocities. The third phase will then treat the dynamic 
problem. 

Keywords: Under constrained cable-driven robots, Passive serial support,  
Dynamics modeling, Trajectory planning, Velocity and acceleration constrains. 

1   Introduction 

Cable-driven robots have recently attracted great interest for many applications 
due to their promising design. As reported in [1], Albus and his team has sug-
gested the use of wire robots to realize a crane in the Robocrane project [2]. The 
use of cables gives this robot the possibility to control both translation and rota-
tion. Other robots can be listed as the parallel crane used for shipping trade and 
proposed by August in [3].Cable robots are usually simple in form and can be 
classified according to many criteria.  The most known classification is based on 
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the degree to which the cables determine the pose of the manipulator, so cable  
robots can be considered as fully constrained or under constrained [4]. 

In this work we will study a hybrid cable driven robot with a passive serial sup-
port. The use of a serial link is proposed by Trevisani in [5] and [6], and we 
adopted this configuration in order to get more accuracy by adding encoders to the 
passive arm. In fact, two major issues yet to be solved: the path planning with  
collision avoidance, and the control of cable tensions so it remains positive and 
bounded. 

Traditionally, path planning methods have been classified into three types of 
methods that are global methods, local methods and mixed methods. Global me-
thods [7] assume a complete knowledge of the environment. The major drawbacks 
of such methods are: incapability to deal with dynamic environments, high  
computational time cost. To overcome these problems, local methods have been 
proposed. One of the most popular of these methods is the potential field method 
proposed by Khatib [8] and the method of constraints proposed by B-Faverjon and 
Tournassoud [9].Mixed methods are a combination of both global and local me-
thods. Other methods have also been proposed, such as the use of neural network 
proposed by S-Yang [10].  

In the next section a dynamic model of the cable robot is given. Then we 
present the method proposed for collision avoidance. To keep positive bounded 
cable tensions we have adopted the technique proposed by Trevisani [5] which 
limits the maximum and the minimum values of the accelerations and decelera-
tions. The original method only considers straight or circular trajectory, in this 
work it is extended to deal with any trajectory. The generated trajectory and the 
accelerations and decelerations will be used by the controller to drive the robot 
toward the goal position and finally we give some results. 

2   System Description 

Fig. 1 shows hybrid parallel/serial architecture of a cable driven robot that we will 
introduce in this work. 

The end-effector is supported in parallel by two cables that winds around two 
separate pulleys, and are forced to pass through the two fixed vertices at the top of 
the base polygon. The end-effector is manipulated by two tensioning actuators that 
can extend or retract the cables so it can translate in a planar rectangular subset of 
the workspace. The end-effector is connected to the free end of a passive two-link 
planar two-degree-of-freedom serial manipulator by means of a revolute joint at 
the end point.  

3   Cable Driven Robot Dynamics Modeling  

The model developed in this section ignores Coulomb friction and assumes that 
the links are rigid and the cables are mass less and perfectly stiff (i.e. the cables 
inertias and spring stiffness are neglected).  
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Fig. 1 Cable driven robot with passive serial-link support 

The overall system dynamic model is obtained by combining the equations of 
motion of the three cable driven robot sub-systems: the end-effector, the actuators, 
and the serial manipulator. 

Dynamics Modeling of the End Effectors 

T S eF F P mX+ − =   (1) 

The force FT exerted by the cables on the end-effector can be computed through 
the expression: 

1 2 1

1 2 2

cos cos
:

sin sin
Tx

T
Ty

F t
F ST

F t

θ θ
θ θ

− −     
= = =    − −    

 (2) 

Dynamics Modeling of the ith Actuator 

If a Linear model is adopted for friction; the actuator dynamic equations are ex-
pressed by the following matrix relationship: 

τ Jβ Cβ rT− − =   (3)

By combining Eq. (1) – (3), the following equation can be obtained: 

S eS rmX SJ SC rF rPτ β β= + + − +   (4) 
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Dynamics Modeling of the Serial Manipulator 

The force FS exerted by the serial manipulator on the end-effectors can be com-
puted by direct application of the Newton–Euler’s laws to the two links compris-
ing the serial manipulator. 

2S S G NS mF M X I Pφ= + +  (5)

The use of these relations allows getting to the following expression for FS:  

( ) ( ) ( )21 1
S S NS k S S NS k mF M F I J X M G M F I W J X P− − = + + − + + 

   (6) 

The Overall System Equation Can Be Obtained by Combining Eq (4) - (6)  

( ) ( ) ( , ) ( )eqX X XS X M X X N X X P Xτ = + +   (7)

4   Path Planning 

In this section we are interested in finding a secure path that takes the robot from 
the initial position to a desired final position in a minimum time. It means that the 
robot must evolve toward its goal far from any obstacle, accelerate and decelerate 
and always maintain positive and bounded cable tensions. 

4.1   Collision Avoidance 

This method is based on the alternation of two searching modes [11]. The first one 
is a depth search mode, which is active when the robot is far from the obstacle. 
The second one is a width search mode, which is active when the robot is near an  
 

 

Fig. 2 Generated free collision path from S to F 



Dynamic in Path Planning of a Cable Driven Robot 15
 

obstacle and permits to find the best way to avoid an obstacle. Although a grid is 
needed, it is not necessary to construct it before beginning path-planning.  
Collision is cheeked only for those nodes in the search path. 

We explain the method by using a point robot evolving in a plan with the pres-
ence of obstacles.  

To achieve smooth trajectory planning, we will use cubic Spline interpolation 
based trajectory planning method, which is aiming to give us smoother trajectory. 

4.2   Dynamic Issues in Path Planning   

The cable driven robot dynamic model presented above allows translating these 
constraints into intuitive limits on the end-effectors path velocity and acceleration. 
The compact expression of cable can be found by combining Eqs. (1) And (2) 

1 2( )kT ZX K J X D−= − +   (8)

In order to get positive and bounded cable tensions, it is necessary that the chosen 
trajectory always satisfies this inequality: 

1 2
max0 ( )kZX K J X D T−≤ − + ≤   (9) 

A useful simplification of the inequality structure can be obtained by explicitly 
considering the magnitude and the direction of the velocity vector, which is tan-
gent to the path. Let v and a be the magnitude and the direction of the velocity 

vector, then
co s

s in

v
X

v

α
α

 
=  
 

  and
.

2 2

cos sin sin cos
T

v v
X a aα α α α

γ γ
 

= − + 
 


.
 

Depending on the position of the end effector, the radius γ of the path curvature 
has to be updated. This allows the controller be able to instantaneously compen-
sate the Coriolis forces effects. 

5   Trajectory Planning 

In this section the trajectories adopted are the ones most employed in industry: 
those with trapezoidal velocity profile. The desired path is clearly an input of the 
trajectory planning procedure. 
 
 

 
 
 

 
 
 

Fig. 3 Trapezoidal velocity profile  
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The traversal time tf takes the form:  

2
t acc dec

f acc v dec

acc S

L L L
t t t t

L a

+ Δ + Δ
= Δ + Δ + Δ =

Δ
 (10) 

The forces ( )S X τ that the cable has to exert on the end-effector are calculated 

according to the path generated by the geometric planning algorithm. 
For more robust control over the system, the following nonlinear control law is 

adopted: 

( )( ) ( ) ( , ) ( )eqX ref d p X XS X M X X K e K e N X X P Xτ = + + + +   (11) 

pK  And 
dK are diagonal matrices of the proportional and the derivative gain. 
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re fX

refX

refX
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X CDDR   eqXM  

pK  
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+ - 
PDcontroller Feedforward com-

pensator  

Fig. 4 Feedforward Dynamic Controller 

6   Results and Simulations 

The coordinate of the starting point and of the target point are, respectively:  

[-0.31, 0.41] and [0.2,-0.4] 

The coordinate, geometries and dimensions of the obstacles are: 

Obstacle1: circle: The radius=0.20m Coordinates of the center: [0.3m, 0.0m].  
Obstacle2: circle: The radius=0.20m Coordinates of the center: [0.0m, 0.2m]. 
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Fig. 5 Spline interpolated free collision path 

For the dynamic simulation the acceleration and deceleration are set as follow: 
as=6.5m/s2,   ai=5m/s2, Vim= 0.9m/s 
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Fig. 6 Cables tensions [in N] 

After simulation we get a traversal time tf: tf= 1.533644s while all cable ten-
sions remains positive and blow 200N. The maximum velocity reachable by the 
cable driven robot depends in the minimum of the path curvature. 
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7   Conclusion 

In this paper we have demonstrated that it is possible to apply the dynamic ap-
proach to complex paths such as the trajectory obtained by the geometric path 
planning algorithm. So it’s possible to maximize the acceleration and deceleration 
phases. In this case, we can minimize the transversal time needed by the robot to 
reach its finale position (the goal position).  
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Abstract. Multi-domain modeling language Modelica is well suited for modeling 
and simulation of mechatronic systems. However, there are limitations when deal-
ing with mechatronic components, taking into account the coupling between geo-
metry and multi-physics behavior, because Modelica does not support solving of 
partial differential equations (PDEs). In this paper we present an approach that 
integrates radial basis functions with Modelica, for solving problems modeled 
with PDEs. An application of the method to a case of 1D thermal modeling and by 
comparing results to the finite element method, it is shown that this approach 
guarantees both fast simulation and accurate results. 

Keywords: Radial Basis Functions, PDE, Thermal modeling, Modelica,  
Mechatronics.  

1   Introduction 

Mechatronics is a synergistic integration of mechanics, electronics, and informa-
tion technologies. The main goal of mechatronic design approach is to develop 
complex systems with a high level of spatial and functional integration of mecha-
tronic subsystems (Janschek 2012). The objective of spatial and functional inte-
gration is to minimize space, mass and cost, and in the same time to maximize the 
number of mechatronic system functions. The development of many mechatronic 
products is today facing this challenge.  

In the automotive field for instance, the obligation to reduce emissions, fuel 
consumption and cost, on one side, and to integrate more functions for safety, 
performance and comfort, on the other side, impose to design new integrated 
complex mechatronic systems such as new powertrains, power modules, micro-
electromechanical systems (MEMS) or piezoelectric transducers. 

Designers of these complex systems are today facing problems of their  
optimization, because they have to take into account the interaction between the 
control system and the multi-physics coupling with geometry of mechatronic 
components.  
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To accomplish successfully this task, new integrated methods and tools are re-
quired for fast and accurate simulation of mechatronic design.  

Multi-domain modeling softwares, such as those based on Modelica language, 
are the most common tools for mechatronic modeling and simulation (Tiller 
2001). Despite their possibilities to simulate complex systems modeled with diffe-
rential algebraic equation (DAE), the drawback of these tools, however, is the 
limitation in resolving partial differential equations (PDE). Other tools such as 
those based on finite element method (FEM) have better accuracy to design me-
chatronic components modeled with PDE. Nevertheless, the latter are also limited 
in mechatronic design. First FEM tools are time consuming mainly when dealing 
with a mechatronic system with a big number of components. The second limita-
tion is that FEM tools are not supporting control design, which is required in me-
chatronic design. Consequently new approaches for elaborating accurate models 
with multi-domain modeling tools are required for mechatronic design. 

A new mesh free method for resolving partial differential equations based on 
Radial Basis Functions (RBF) is currently undergoing fantastic results in many 
engineering fields, such as fluid dynamics (Kansa1990) or  linear and nonlinear 
mechanics (Tiago and Leitão 2006). The objective of this method is to eliminate 
the mesh and approximate the solution with a set of random points.   

In this paper we present an approach integrating RBF with Modelica language 
for elaborating compact models for fast and accurate simulation in mechatronic 
design. 

After this introduction, the basic concepts required for integrating RBF with 
Modelica are presented. Then, an application for integrating Multiquadric RBF 
with Modelica for thermal modeling is detailed. After that, results are discussed 
and the paper ends with a conclusion. 

2   Basic Concepts of RBF 

A radial basis function φ is a continuous spline defined as: 

,, μφμ  −→−ℜ→ℜ ++ xx   (1) 

μ is a set of nodes );,...,2,1,( d
j Nj ℜ⊂Σ=Σ∈μ , d is the dimension of vec-

tors  and .x μ 
 

φ depends upon the distance r x μ= − 
 separating x


of the set of nodes μ . 

The distance r is commonly measured using the Euclidean norm.  
An approximation function g can be defined by: 

ℜ∈ℜ∈−=
=

j
d

N

j
jj xxxg λμφλ ,,.)(
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A real-valued function  ( )f x


 can be approximated by ( )g x


by determining the 

coefficients λ of the approximation. These coefficients are determined by satisfy-
ing the limit conditions together with interpolation conditions which are given by:  
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   ( ) ( ), 1,...,i ig f i Nμ μ= =  (3)

To apply RBF for resolving partial differential equations (PDEs), an example will 
be treated in the next paragraph for solving one-dimensional heat conduction equ-
ation. 

3   Integrating Radial Basis Functions with Modelica  
for Thermal Modeling 

Considering the one-dimensional heat conduction equation 

2

2

( , ) ( , )
  . . .p

T z t T z t
C k

t z
ρ ∂ ∂=

∂ ∂
 (4)

Where ρ[kg/m3] is the mass density of the material, Cp[J.kg-1.K-1] is the specific 
heat capacity and k[W.m-1.K-1] the thermal conductivity. 
With two limit conditions: 
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and 

0(0, ) ,  T t T=  (6) 

and an initial condition  

( ,0) ,  iT z T=  (7) 

Where P[W] is the heat flow imposed to one limit (z=Lz), A [m2] the surface to 
which P is applied, T0[K] is a temperature imposed to the other limit (z=0) and 
Ti[K] is the initial temperature of the material. 
The Multiquadric RBF is expressed as: 

2 2(|| ||) ( )j jz z cφ μ μ− = − +  (8) 

Parameter c is a positive constant called shape parameter. 
The derivatives of φ can be easily determined as: 
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We can propose an approximation for the temperature:  

1
( , ) ( ). (|| ||)

N

j j
j

T z t t zλ φ η
=

= −  (11)

By applying the derivatives to (11) the problem can be easily coded and solved 
with Modelica language.  

4   Results and Discussion 

To validate our approach, we consider a simple plate with dimensions (10 mm x 
10 mm x 1 mm). The finite element method with Ansys software has been chosen 
to validate the results generated. A comparison between the thermal model devel-
oped using RBF approach (RBF-Modelica) and a default thermal model made 
using the standard components of Modelica library (Default-Modelica). 

Figure 1 shows the finite element model developed for validation. This model 
is composed of 8804 nodes and 1656 elements. The material considered in this 
study is copper with the following parameters: ρ= 8960 kg/m3, k=384 W/m/K, 
Cp=384 J/kg/K, A=10-4m2. 

 

Fig. 1 FEM model with Ansys Workbench 

A heat flow rate P=400 W is applied to the top face of the plate and a fixed 
temperature T0=30°C is applied to the bottom face. The initial temperature is 
Ti=30°C and the transient regime is taken into consideration. The FEM simulation 
is performed over an interval of time of 0.02 second with a step of 2.10-4 second, 
using Ansys WorkBench software. The time of simulation on a normal personal 
computer is 1min 45 seconds.  

Figure 2 shows a comparison of the evolution of temperature on the top face of 
the plate for the RBF-Modelica model, the Default-Modelica model and the FEM 
model. The number of nodes used for the RBF-Modelica model is N=10 and the 
shape parameter is c=0.001. 
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The figure 2 shows that there is a good correlation between the FEM simulation 
and the RBF-Modelica simulation. However, the default-Modelica model shows a 
result of simulation far from the two other simulations.  

 

Fig. 2 Comparison of temperature variation: RBF (N=10, c=0.001), Default and FEM 

Figure 3 shows the relative error for the default-Modelica and RBF-Modelica 
(c=0.001) models for different number of nodes N, by comparison to FEM simula-
tion. The figure indicates that the Default-Modelica model has a maximum rela-
tive error of 10%, while it is 4% for the RBF model with N=3, the error is less 
than 1% for RBF (N=5) and only 0.4% for RBF (N=10). 

 

Fig. 3 Relative error depending on number of nodes N 

Taking N=10, figure 4 shows the relative error for different shape parameters c. 
The maximum relative error reaches 1.4% for c=0.0005, 0.4% for c=0.001 and 
0.2% for c between 0.0015 and 0.002. 
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Fig. 4 Relative error depending on shape parameter c 

The different results of simulation performed in this study has demonstrated the 
good accuracy of RBF models integrated with Modelica even for a low number of 
nodes (N=5).  

It should be mentioned that the time of simulation for RBF-Modelica models is 
only 9 seconds. Therefore, the approach integrating RBF with Modelica guaran-
tees accurate models with fast simulation. 

5   Conclusion 

An approach integrating RBF with Modelica language has been presented in this 
paper. Even only the thermal aspect has been considered in this presentation, the 
proposed approach can be easily applied to other mechatronic components mod-
eled with PDE.  

By comparing the proposed approach to finite element method, results show a 
good trade between accuracy and fast simulation. Therefore the proposed ap-
proach can be very important for mechatronic design.  

In next works other components will be modeling using this approach taking 
into account the multi-physics coupling.   
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Abstract. In this work, we present an improved biomechanical model of the knee 
and the muscle group involved to ensure the movement of extension of the knee 
joint, under an external load. The problem of redundancy is solved by presenting 
the problem as an optimization procedure.  In order to identify the best objective 
function to be optimized, we carried out some experimental tests during which 
measurements of some tendon forces were performed using EMG sensors.  

Keywords: Biomechanical knee model, Extension, Musculotendinous forces, 
Electromyography, Optimization. 

1   Introduction 

The determination of musculotendinous forces generated in the joints during a 
person daily activity has been investigated by several researchers (An et al 1984, 
Harding et al 1993, Jinha et al 2006). This biomechanical study has several  
applications in many fields such as medicine, ergonomics and rehabilitation. 

Modeling the human joint musculotendinous apparatus can help prevent the on-
set of diseases, improving the ergonomics of work tools, or preventing the risk of 
injury associated with movements or sports techniques. To determine these forces, 
it is possible to make a direct measurement (in vivo) of muscle forces. These tech-
niques were tested on animals (Walmsley et al 1978, Herzog and Leonard 1991), 
however, they are not widespread in humans (Dennerlein  et al 1998, Kursa et al 
2005). These experiments are indeed heavy and they require surgery. Most of the 
research in this field relies on models based on Hill’s model presented in 1938 
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(Hill 1938, Scott and Winter 1991). These models usually involve three  
parameters: muscle fiber length, velocity of contraction and muscle activation. 
The muscle activation may be correlated with the electromyography (EMG) re-
cording (Valero-Cuevas et al 1998).  

In this work, we are interested in estimating the level of musculotendinous 
forces in the knee using an optimization technique along with an experimental 
validation. In Section 2, we present the adopted biomechanical model of the knee 
and the muscle groups involved to ensure the movement of extension of the knee 
joint. The optimization technique to solve this problem is also presented. Sections 
3 and 4 present the experimental setup along with the obtained results, which were 
then confronted with those obtained by simulation. Some concluding remarks are 
presented in Section 5. 

2   Biomechanical Model 

For extension the isometric force recovered at the instep is the result of an eccen-
tric contraction of 4 extrinsic flexors: Vastus intermedius (VASINT), Vastus late-
ralis (VASLAT), Vastus medialis (VASMED) and Rectus femoris (RECFEM). 

To determine the musculotendinous forces for different muscles recruited dur-
ing the extension, we constructed a biomechanical model of the knee involving the 
skeletal structure and the different muscle groups performing the movements of 
this joint. 

 

Iext 
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Fig. 1 Different muscles for the extension motion from knee 

Different muscles recruited to perform the movements of extension of the knee, 
are shown by their insert points on different segments of the skeleton model  
(Fig. 1). The coordinates of the different points of insertions for the muscles  
and the points of application of external forces are given in a global reference 
coordinate system (Table 1). 
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Table 1 Insertion points of the muscle force and external force providing the movements of 
the knee 

 
N° 

 
Muscle (part) 

 
Symbol 

Insertion point ( Ii) 

x (mm) y (mm) z (mm) 
1 Vastus intermedius VASINT -4,33 32,64 0,76 
2 Vastus lateralis  VASLAT 2,25 38,58 12,93 
3 Vastus medialis VASMED 5,29 29,86 -16,19 
4 Rectus femoris RECFEM -4,33 32,64 0,76 

 

External force 

Application point ( Iext) 

135,20 -316,66 30,00 

 
In this work, an external force is applied at the tip of the tibia and its effect on 

the different muscles actuating the joint is studied. 
The equilibrium of the knee joint under an external force applied at the tip of 

the tibia yields 3 equations representing the equilibrium of the moments around 
the three axe x, y and z. 

In our case, the musculoskeletal model of the knee is made of 4 flexor muscles 
for a single degree of freedom in rotation. Therefore, there are an infinite number 
of combinations of musculotendinous efforts to counterbalance the external force.   

Mathematically, one needs to solve three scalar equations with 4 unknowns in 
case of extension, which yields an infinite number of solutions.  Therefore, we 
will apply an optimization technique to find a solution that minimizes a physiolog-
ically meaningful objective function. 

Given the redundant nature of the problem, the model will therefore be solved 
by an optimization technique to find an optimal solution to the problem.  

In general, the optimization technique aims to calculate musculotendinous 
forces that ensure the dynamic equilibrium, while minimizing a given objective 
function. The objective function aims to identify the way human body recruits the 
muscle fibers to produce a given task. Several optimization criteria have been 
devised for this problem. The most common ones are: 
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Where the objective functions to be minimized are: 

• 1f  is the sum of muscular effort, (Sereig and Arvikar 1989). 

• 2f  is the sum of stresses in the muscles, (Crowninschield and Brand 1981). 

• 3f  is the normalized sum of muscular effort, (Pedotti et al 1978). 
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And: 

• iF  is the musculotendinous strength of the ith muscle. 

• iA and ( )maxiF , are, respectively, the PCSA (The physiologic cross-sectional 

area) and the maximum force of the ith muscle.  
• p, represents the exponent of the objective function: p=1 linear, p=2 quadratic, 

p=3 cubic, …. 

3   Experimental Set-Up 

The objective of this experiment is to load the knee of a person and measure si-
multaneously the external force, using a load cell, and the activity of some mus-
cles, using EMG measurements. Therefore, the physiological data used in this 
study iA and ( )maxiF , were taken from Table 2 which is relative to a person with a 

height of 170 9 cm±  and weight 80 15 kg±  (Edith et al 2010). 

Table 2 Physiological properties of the knee’s muscles, (Edith et al 2010) 

N° Muscle (part) symbol 
iA (cm2) ( )maxiF (N) 

1 Vastus intermedius VASINT 16.8 1024.2 
2 Vastus lateralis  VASLAT 37.0 2255.4 
3 Vastus medialis VASMED 23.7 1443.7 
4 Rectus femoris RECFEM 13.9 848.8 

 
The person was seated comfortably on an experimental chair (Fig. 2). The hip 

was positioned at 90° of flexion. A leather ankle cuff was placed around the do-
minant leg just proximal to the malleoli and tightly attached to a load cell (range 
0-2500 N; Globus Ergometer, Globus, Codogne, Italy) by an adjustable chain. The 
chain was adjusted in length so that when the subject performed knee extension, 
the knee remained in 90° of flexion (0° corresponding to full knee extension). 
Positions of the hip and knee were confirmed using an universal goniometer. 

During the experimental test, the person is asked to push or pull using his knee 
to get a maximum contraction of the muscles during 5 seconds. 

The external force is recorded during each test. The test carried out, aims to as-
sess isometric forces (dynamic equilibrium), where the muscle generated con-
tracts, but maintains its length unchanged.   

The signal from the load cell was amplified using a Globus amplifier (Tesys 
400, Globus, Codogne, Italy) and fed through an analog-to-digital converter (12 
bit) and stored on computer with a sampling frequency of  1000 Hz . 

Surface EMG activity was recorded in the VASLAT muscle of the dominant 
thigh during the isometric test by using bipolar surface electrodes (Delsys DE-2.1, 
Delsys® Inc, Boston, USA) in accordance with the European Recommendations  
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for Surface Electromyography (Hermens et al 2000). Electromyographic signals 
were amplified (Common Mode Rejection Ratio, CMRR = 92 dB; input imped-
ance > 1015Ω; gain = 1000) using a differential amplifier (Bagnoli-4 EMG System, 
DelSys Inc., Boston, USA) and filtered to a bandwidth between 20 Hz and 450 
Hz, using a band-pass second order Butterworth filter. The signals were analogue-
to-digital converted (with 16-bit accuracy in the signal range ± 5 V; Bagnoli-4 
EMG System, DelSys Inc., Boston, USA) at a sampling rate of 1000 Hz and 
stored in a personal computer for subsequent analysis (EMGworks 3.0 DelSys 
Analysis software, Boston, USA). 

       

EMG 

External Force 

GLOBUS

DELSYS

  

Fig. 2 Experimental set-up. The recording of EMG VASLAT, symbolized here by a black 
square, was made using the DVR station DELSYS. The recording of force signals was 
achieved using the acquisition system GLOBUS. 

Fig. 3 shows the recorded external force during the test. 

 

Fig. 3 External force measured during test of isometric extension of the knee 
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The measured EMG signals were processed by the RMS function (Root Mean 
Square) given by: 
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( )MAV
iEMG t  is the mean absolute value (MAV) of  EMG crude signal of the 

muscle as a function of time. T  is the time interval of the processing window.  
The measured activity of the muscles can be translated into forces generated by 

the muscles.  The model given by (Louis and Gorce 2009) can be used to convert 
the above signals into forces in the muscles.  This model is given by: 
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Where: 

• RMS
iEMG  The RMS from EMG signal for muscle «i» during the test,  

• ( )
max

RMS
iEMG  The maximum of the RMS

iEMG   signal for muscle «i». 

• ( )( )
i

a t  Is the activation of muscle «i». 

4   Validation of the Model 

Fig. 4 illustrates the musculotendinous forces obtained experimentally by integrat-
ing the RMSEMG  signals and the forces given by solving the optimization prob-
lem using different objective functions. 

 

Fig. 4 Muscle force  of VASLAT obtained through measured RMSEMG  signal in com-
parison with those obtained by optimization  
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Comparing the results obtained by simulation to those calculated using the meas-
ured RMSEMG  signals, for the VASLAT muscle, shows clearly that the linear 
optimization methods (p = 1), produces forces that are not comparable to those  
obtained experimentally (Fig. 4). Using the quadratic objective function (p = 2), 
however, yields better results that are closer to the experimental results. Still, 

among the three functions tested (Eq.1), only the function «
( )
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F
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 » yields 

an acceptable value of the muscular effort of VASLAT, in the case of extension. 
In conclusion, the three objective functions were tested with a linear ( 1p = ) and 

nonlinear ( 2p = ) (Pedotti et al 1978, Herzog and Binding 1987) exponents, 

yielding the following remarks: 
The use of linear criteria does not give satisfactory results because they favor 

muscle activity with the largest PCSA or maximum force (Challis 1997). The 
activation of another muscle is obtained only when the muscle reaches its physio-
logical limit ( ( )maxiF ). This result is obtained in the extension phase of the knee. 

The use of nonlinear criteria yields VASLAT muscle forces (Fig. 4) that are 
close to the experimentally obtained values. 

Therefore, the objective function that will be used to find all the forces in all 

the muscles is
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Fig. 5 shows the values of the musculotendinous forces of the VASINT, 
VASLAT, VASMED and RECFUM in the case of extension of the knee. 

 
Fig. 5 musculotendinous forces obtained by simulation for extension test by 
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In the case of the extension, four muscles are involved (Fig. 5). In this case al-
so, there is one muscle that is the most active with forces around 2250 N , i.e., the 
Vastus lateralis (VASLAT). A second muscle, Vastus medialis (VASMED), has 
forces around 900 N (Fig 5). The third is the Vastus intermedius (VASINT), 
which develops a force of 500 N . The last muscle, i.e., Rectus femoris 
(RECFEM) is developing a force of only 300 N .  

This analysis shows the role of each muscle in balancing an external force on 
the tibia. 

5   Conclusion 

An improved biomechanical model of the knee and the muscle groups involved to 
ensure the balancing of the extension of the knee joint under an external load. Due 
to the high number of muscles involved in the knee joint, the problem of solving 
for the muscle forces was presented as an optimization problem. Several objective 
functions were tested and an experimental procedure was required to identify the 
best one. This experimental procedure was limited to the measurement of only one 
muscle, due to the problem of accessibility. The built biomechanical model, how-
ever, allowed us to quantify the forces in all 4 muscles involved in the extension 
of the knee.  
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Abstract.  To properly assess the dynamic behavior of a two-wheeled vehicle 
with simulation, it is necessary to stabilize lateral movement by replicating the 
control actions of a human driver during each integration step. The aim of this 
work is to develop an environment of co-simulation that consists of a multi-body 
scooter in interaction with the road using ADAMS and a virtual PID controller 
implemented in Simulink to mimic the actions of the driver. The driver interacts 
with the scooter by means of a steering torque applied to the handlebar. The idea 
is to develop a scheme of a closed loop control capable of generating a steering 
torque based on the error between the measured scooter-driver system roll angle 
and the reference roll angle. Simulation examples are presented in this paper to 
evaluate the performance of the virtual driver developed during a « U »turn  
maneuver and a lane change maneuver. 

Keywords: Scooter, Driver, Multibody Simulation, Dynamic, Control. 

1   Introduction 

Simulation of multibody systems is an important tool for the design of two-
wheeled vehicles, especially in the early stages of the process to evaluate its dy-
namic behavior while reducing development costs. To simulate the dynamics of a 
motorcycle, it is necessary not only to develop a model of the bike, but also to 
define a virtual driver. In fact, the two-wheeled vehicles are inherently unstable 
and it is not possible to simulate open loop maneuvers as the case of cars. 

There are several simulation tools of multibody systems. In this work, in order 
to design a co-simulation environment for a two-wheeled vehicle, we used the 
ADAMS software to develop a model of a scooter-driver system interacting with 
the road. The model of a virtual driver is also designed using Simulink software to 
replicate the actions of a human driver during maneuvers. 
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2   Multibody Model of a Scooter–Driver System 

Compared to vehicle modeling, literature in modeling motorcycles is less com-
mon. Early models were made of only two rigid bodies (Sharp 1971), recent mod-
els, however, can have up to seven bodies (Sharp and Limebeer2001). Complexity is 
usually necessary for the study of specific behaviors during acceleration, braking, 
etc ... (Sharp 1976), (Sharp 1994), (Sharp 2001). The model used in this study  
(Fig. 1a) is composed of seven articulated rigid bodies: the front wheel, the rear 
wheel, the upper part of the fork including the handlebars, the lower part of the 
fork, the frame including the lower part of the driver, the swing-arm and the upper 
part of the driver. The suspensions are taken into account in this model: telescopic 
fork for the front suspension and swing-arm for the rear suspension. 

 

                     (a)                                       (b) 

Fig. 1 (a): Multibody model of scooter-driver (b): Representation of forces and moments 
due to the contact wheel-ground (Lamri 2008) 

In this work, the contact between the tire and the road is modeled by the PAC-
MC tire model of ADAMS based on magic-formula (Document ADAMS/Tire). 
This model calculates the forces Fx and Fy and moments Mx, My and Mz in the 
point of contact wheel-road (Fig.1b) as a function of: N, longitudinal and lateral 
slip and angle of inclination with the road. 

3   Virtual Driver Model 

3.1   State of the Art 

Driving from one place to another can be considered as a combination of three 
tasks: planning the path, follow the planned trajectory and keep the vehicle in a 
stable condition. Modeling driver was discussed in different ways. There are three 
interesting approaches in the literature (Hamid 2012), the first is to use PID con-
trollers, the second uses models based on fuzzy logic and neural networks and the 
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latter approach is the use of hybrid models based on construction of realistic hu-
man behavior while driving . 

The human driver has the possibility of controlling the two-wheeled vehicle by 
turning the handlebar, by moving the upper body relative to the seat and by acting 
on the brake and / or accelerator pedal (Lot et al 2007). It is very difficult to trans-
late these human skills in a virtual driver, which is much simpler. This problem is 
the subject of several research projects which lead to the conclusion that the stabi-
lization of lateral movement of motorized two-wheelers is essentially ensured by 
the inclination of the upper part of the driver and the steering torque. In fact, the 
latter has the most important control input (Cossalter and Lot 2006). 

3.2   Stabilization of Roll Motion 

In a corner the driver must be able to balance the centrifugal forces acting on the 
scooter with his weight by leaning inward turn with a roll angleφ , as shown in 

Fig. 2. In a maneuver containing turns, the roll angle is taken as the primary refer-
ence for the driver to follow a reference trajectory. This angle is calculated in 
steady state cornering by the following relationship (1): 

2

arctan a
( )

rctany
reference Mg

Ma u К
g

sφ    
= =   

    

(1)

Where u is the longitudinal speed of the scooter and  is the curvature of the 
reference trajectory. 

 

Fig. 2 Equilibrium roll in turns (Hamid 2012) 
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3.3   Driver Model 

In this study the simplifying assumption is that the main scooter is controlled only 
by means of a steering torque applied on handlebars while the movements of the 
upper body of the driver relative to the frame are neglected (Cossalter and Lot 
2006).In this case, the model scooter-driver is reduced to six rigid bodies by at-

taching the upper part of the human to the frame. The steering torque Bτ  to be 

applied on the handlebar is calculated with a PID controller, based on the error of 
the roll angle according to the relationship (2): 

( ) ( ) ( )
( ) ( )B P reference referenceI D

t
K t K t

d
dt K

dt

φτ φ φ φ φ= − + − +
 

(2) 

4   Co-simulation ADAMS/Simulink 

4.1   Utility 

Simulink toolbox of Matlab, offers the possibility of designing any control strate-
gy, both for linear and nonlinear systems (Pulles 2003). In this study, an interac-
tion is made between ADAMS and Simulink. In fact, Simulink is used to simulate 
the virtual driver as a simple PID controller, which aims the control of the scooter-
driver multibody model during driving maneuvers. 

4.2   Steps of Implementation 

Co-simulation ADAMS / Simulink is developed according to the following steps: 

• Establish the multibody model scooter-driver with ADAMS (Fig. 1). 
• Identify inputs and outputs for the model. The studied model has a single 

input which is the steering torque and a single output, which is the roll angle 
as mentioned in Section 3.  

• Export the ADAMS model in Simulink. The result is a block named 
adams_sub (Fig. 3) that contains the complete dynamics of the scooter-driver 
model with its inputs and outputs. 

 

 

Fig. 3 Control scheme in Simulink 
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• Build the control scheme using the Simulink block adams_sub. The complete 
control scheme implemented in Simulink is shown in Fig. 3. 

• Simulate the model and analyze the results. 

5   Simulations and Results 

In this section we will present the results of the simulations during two standard 
maneuvers: the first is a path in the shape of "U" and the second is a simple lane 
change. The two maneuvers are done with a constant velocity.  

5.1   First Maneuver: "U"Turn 

This maneuver performed with a constant velocity (15.6 m/s) with a radius of 
curvature of 50 m. It’s done in three phases: Entering into the corner; the desired 
roll angle increases from 0 rad to the desired roll angle and it remains constant and 
finally when exiting the turn, the desired roll angle decreases to return 0rad. 

 
Fig. 4 Evolution of the roll angle of the scooter-driver system in comparison with the refer-
ence roll angle during the "U" turn 

Fig. 4 shows the evolution of the roll angle of the scooter-driver system com-
pared to the reference roll angle, which defines the trajectory of maneuver to fol-
low. There is a good coincidence between the two curves. This proves that the PID 
controller could control the scooter with the steering torque applied to the handle-
bars. During the crossing of the right turn, a steering torque50N.cm is applied on 
the handlebar as shown in Fig. 5a. We may also note on Fig. 5b that the steering 
angle increases from 0rad to 0.03rad during the turn. This allows us to say that 
these parameters are in agreement during the path following of the trajectory. 

5.2   Second Maneuver : Lane Change 

In this type of maneuvers the driver leans to one side, then quickly straightens the 
scooter and leans immediately on the other side and always keeping a constant 
velocity (15.6 m/s). It consists essentially in imposing a sinusoidal roll motion. 
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a

b 

Fig. 5 (a): Steering torque (b): Evolution of the roll angle and the steering angle during the 
"U" turn 

By examining the curves of the reference roll angle and the simulated one, on 
Fig. 6, we can conclude that the lane change maneuver is performed successfully. 
The virtual controller developed was able to follow the desired trajectory. We can 
check the progress of maneuver noticing changes in the steering angle that goes  
 

 

Fig. 6 Evolution of the roll angle of the scooter-driver system in comparison with the refer-
ence roll angle during the lane change 

a 

b 

Fig. 7 (a): Steering torque (b): Evolution of the roll angle and the steering angle during the 
lane change 
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from 0rad to -0.1rad for the first inclination to the right and a steering torque of 
500N.cm (Fig. 7). Similarly for the second phase (left inclination) the steering 
angle takes a positive value of 0.1rad with a steering torque applied to 500N.cm in 
the other direction (left). 

6   Conclusions and Perspectives 

In this paper, an environment of co-simulation has been proposed, consisting of a 
scooter-driver multibody system developed in ADAMS and a virtual driver model 
implemented in Simulink. This is in the form of a simple PID controller and aims 
to stabilize the scooter-driver and follow a desired trajectory. In this study the 
driver interacts with the scooter by means of the steering torque calculated with 
the closed loop PID controller based on the error in the roll angle. "U" turn and a 
lane change were simulated successfully proving that the driver model (PID) can 
stabilize the scooter and make it follow a predefined trajectory with reduced error. 

Taking this study as a starting point, it is necessary to study more complex con-
trollers. The development of a multibody model of a driver fully active will be an 
interesting area of research. In this case not only the steering torque exerted on the 
handlebar will be modeled while driving a two-wheeled vehicle, but also the natu-
ral movement of the human body and the various interactions with the two-
wheeled vehicle. 
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Abstract. This work deals with the kinematics and singularity of the spherical  
3-UPU parallel manipulator. Firstly the structure of the spherical 3-UPU robot is 
presented. Then the forward kinematic model is developed where the 
roll, pitch and yaw angles describing the orientation of the mobile platform are 
given in a closed form. We prove that the forward kinematic problem has eight so-
lutions. Based on the developed model, the singularity of the manipulator is ana-
lyzed and we show that the workspace of the spherical 3-UPU manipulator is free 
of singularity. To illustrate this study some simulations are given for a given  
3-UPU architecture.  

Keywords: Parallel manipulator, Kinematics, workspace, singularity. 

1   Introduction 

Parallel manipulators (PMs) have focused a great attention in the last decades for 
their complementary characteristics with respect to the serial manipulators. In-
deed, they exhibit high rigidity, high payload/weight ratio, high dynamic perfor-
mance but a limited workspace and a low dexterous manipulability. Six degrees of 
freedom (DOF) PMs have been widely studied. Moreover, recently great attention 
has been devoted to less than 6-DOF PMs since many applications do not neces-
sarily need six DOFs and they have a relatively simple model. In particular, three 
DOF robots have been proposed in the literature, which provide pure rotational, 
pure translational, and a mixed rotational translational motion of the end effector 
(platform) with respect to the base (Gosselin and Angeles 1989, Hervè and Spara-
cino 1991, Yang et al. 1995, Tsai 1996, Di Gregorio 2003, Di Gregorio 2004). 

This paper focuses on the orientation workspace and the singularity of the  
3-UPU spherical parallel manipulator (Di Gregorio 2003). 

The paper is organized as follows. In Section 2, the kinematic modeling of  
the 3-UPU wrist is treated where the pitch and yaw angles presenting the orienta-
tion of the moving platform are presented in closed form. Section 3 presents the 



46 A.H. Chebbi, Z. Affi, and L. Romdhane
 

singularity analysis of the manipulator. Section 4 presents a case study of 3-UPU 
wrist manipulator where we solve the kinematic model and present its work space 
on joint and operational spaces. 

2   Kinematics of the 3-UPU Wrist Manipulator 

The 3-UPU spherical wrist manipulator proposed by (Di Gregorio 2003), which 
features a spherical moving platform connected to a fixed base by three extensible 
legs of type UPU, where U and P are respectively for universal and actuated pris-
matic pair (Fig. 1). The universal pair U comprises two revolute pairs with inter-
secting and perpendicular axes, centered at point Bi, i=1,2,3 in the base and at 
point Ai, i=1,2,3 in the platform. 

In order to have a pure rotation motion of the platform, two conditions have to 
be fulfilled (Di Gregorio 2003): 

- The first three revolute pair axes fixed in the platform (base) must converge at a 
fixed point. 

- In each leg, the intermediate revolute pair axes must be parallel to each other  
and perpendicular to the leg axis which is the line through the universal joints 
centers. 

The architecture of the manipulator proposed in this paper is shown in Fig. 1. The 
first revolute joints connected to the base (platform) are orthogonal and intersect at 
point P. Let Sb(P,xb,yb,zb) and Sp(P,xp,yp,zp) two reference frames fixed on the 
base and the platform, respectively (Fig. 1).The xb, yb and zb axes (xp, yp and zp) 
are along the line PBi, i=1,2,3, respectively (PAi). 

 

Fig. 1 The 3-UPU spherical wrist manipulator 
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The loop closure equation of (PBiAiP), can be written as follows: 

i i i iPB + B A + A P = 0  (1) 

Let: 

[ ]
b

i i S
b = PB  (2) 

[ ]
b

i i i S
l = B A  (3) 

[ ]
p

i i S
p = PA  (4) 

where bi and li are two vectors expressed in the fixed reference frame Sb and pi is 
expressed in the frame Sp. 

Let Q be the rotation matrix that takes Sp into Sb, which can be written as:  

cθ cψ -cφsψ+sφsθ cψ sψsφ+cψ sθ cφ
cθ sψ cψcφ+sψsθsφ -sφcψ+cφsθsψ
-sθ sφcθ cφcθ

 
 
 
  

bS

Q =  (5) 

where: 

c and s are the cosine and the sine of the corresponding angle respectively. 
φ,θ and ψ are the rotation angles around xb, yb and zb  axes respectively (roll pitch 
and yaw) 

Thus, the expression of the vector pi, i=1,2,3, expressed in the fixed frame Sb is 
given by: 

[ ] i=1,2,3=
b

i iS
p Qp  (6) 

In this case, Eq. (1) yields: 

i=1,2,3= − +i i il b Qp  (7) 

The vectors bi and pi contain the geometric parameters of the base and the plat-
form in the local references systems respectively. The vector li is a variable vector, 
which represents the length and the orientation of the i-th leg. 

Squaring both sides of Eq. (7), yields: 

2 2 2
i i il =b +p i=1,2,3− T

i i2b Qp  (8)

where li, bi and pi are the norm of the vectors li, bi and pi respectively. 
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Replacing the expression of the rotation matrix Q in Eq. (8), the following sys-
tem can be obtained: 

2 2 2
1 1 1

1 1

2 2 2
2 2 2

2 2

2 2 2
3 3 3

3 3

l -p -b
-cφsψ+sφsθcψ=

2b p

l -p -b
-sφcψ+cφsθsψ=

2b p

l -p -b
-sθ=

2b p











 (9) 

By solving the third equation of the system (9) given above, two solutions for the 
angle θ, can be obtained:  

2 2 2
3 3 3

3 3

2 2 2
3 3 3

3 3

l -p -b
θ= -arcsin

2b p

or

l -p -b
θ= -π+arcsin

2b p

  
  

 


      

 (10) 

These solutions can exist, if the following condition is fulfilled: 

3 3 3 3 3b -p l b + p≤ ≤  (11)

According to the solutions obtained for the angle θ, the first two equations of equ-
ation (9) can be solved: 

( ) 1 2

3

c -c
sin ψ -φ =

c -1
 (12.a) 

( ) 1 2

3

c +c
sin ψ+φ = -

c +1
 (12.b) 

where ci, i=1,2,3 are given: 

2 2 2
i i i

i
i i

l -p -b
c = i=1,2,3

2p b
 (13)

The solution of the set of equations (12), which derived from the two solutions of 
the angle θ is given by: 
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1 2 1 2

3 3

1 2 1 2

3 3

1 2 1 2

3 3

1 2

3

c +c c -c1ψ= arcsin - +arcsin
2 c +1 c -1

c +c c -c1φ= arcsin - -arcsin
2 c +1 c -1

c +c c -c1ψ= π - arcsin - +arcsin
2 c +1 c -1

c +c1φ= -arcsin -
2 c +1

     
           


    
          

    
         




1 2

3

1 2 1 2

3 3

1 2 1 2

3 3

1 2

3

c -c
-arcsin

c -1

c +c c -cπ 1ψ= + -arcsin - + arcsin
2 2 c +1 c -1

c +c c -cπ 1φ= arcsin - -arcsin
2 2 c +1 c -1

c +cπ 1ψ= + arcsin - -arc
2 2 c +1






   
         

     
           


     −           

 
 
 

1 2

3

1 2 1 2

3 3

c -c
sin

c -1

c +c c -cπ 1φ= arcsin - + arcsin
2 2 c +1 c -1

   
       


     − +             

(14) 

Thus, eight solutions exist for one given set of li's. 
These solutions can exist, if the following conditions are fulfilled: 

1 2 1 2
3

3 3

c +c c -c
-1 1  ; -1 1 ; c 1

c +1 c -1
≤ ≤ ≤ ≤ ≠ ±  (15) 

3 Singularity of the 3-UPU Spherical Manipulator 

In this section, the singularity of the manipulator is analyzed. The Jacobean matrix 
relates the angular velocity of the moving platform to the velocities of the actua-
tors. Singularities occur when the Jacobean matrix becomes singular. Taking  
advantage from the closed form of the developed kinematic model of the wrist  
3-UPU manipulator, the Jacobean matrix is given by: 

( ) ( ) ( )

( )
( ) ( ) ( )

31 2

1 1 2 2 3 3

3

22 2 2 2 2
3 3 3 3 3

31 2

1 1 2 2 3 3

ll l
- A+B - A-B C+D

2p b 2p b 2p b

2l
= 0 0 -

4b p - l -p -b

ll l
- A-B - A+B C-D

2p b 2p b 2p b

 
 
 
 
 
 
 
 
 
 
 

J  (16) 



50 A.H. Chebbi, Z. Affi, and L. Romdhane
 

where A, B, C and D are given by: 

( )
( )

( )
( )

( )
( )

( )
( )

1 2
3 2

3

1 2
3 2

3

1 2

2 1 2
3 2

3

1 2

2 1 2
3 2

3

1
A=

c +c
c +1 1-

c +1

1
B=

c -c
c -1 1-

c -1

c +c
C=

c +c
c +1 1-

c +1

c -c
D=

c -c
c -1 1-

c -1





















 
(17)

The determinant of the Jacobean matrix is given by: 

( )
( )

1 2 3

22 2 2 2 2
1 1 2 2 3 3 3 3 3

2 l l l A B
det =

p b p b 4b p - l -p -b
J  (18)

According to Eq. (18), the manipulator is far from singularity in the permissible 
domain of the length of the three legs. 

4   Case Study 

In this section, an example of application of the method detailed in the previous 
section is presented. The given data are the following: The radius of the circle 
through points Bi, which define the base of the manipulator rb=100 mm (bi=122.47 
mm); The platform is defined by the coordinates of points Ai, i=1,2,3 (pi = 80 
mm): [p1]Sp = p1 [0 -1 0]T; [p2]Sp = p2 [0 0 -1]T; [p3]Sp = p3 [-1 0 0]T. 

For the given actuators lengths l1= 150 mm, l2= 105 mm, l3= 130 mm, the poss-
ible solutions of the kinematic model are shown in Fig. 2. Based to the mounting 
condition, there are only two solutions can be accepted (solutions 1 and 3). 

By satisfying the condition of existence solution for a set of given li's 
(Eqs.(11,15)), the permissible domain of the length of the three legs is determined 
and shown in Fig. 3. In this permissible domain of the length of the three legs, the 
workspace of the manipulator is free from singularity. Thus, for each set of li, 
i=1,2,3, the pitch and yaw angles which represent the orientation of the platform 
with respect to the base is determined and shown in Fig. 4. 
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Fig. 2 Different solutions of the orientation of the platform  

 

Fig. 3 The permissible domain of the length of the three legs 

 

Fig. 4 Pitch and yaw angles for the permissible domain 
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5 Conclusion 

The forward geometric model was derived for the 3-UPU spherical parallel mani-
pulator. We showed that there are eight solutions for the forward geometric model. 
We also showed that the workspace of the 3-UPU spherical manipulator is free 
from singularity. A case study shows the efficiency of the method. 
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Abstract. This paper deals with the computation of the forward and inverse kine-
matic model of a 3-RRR spherical parallel mechanism (SPM) for a teleoperation
solution. The context of real time application is aimed; thus, the determination of
the desired solution out of several possibilities, is crucial to guarantee motion conti-
nuity. The SPM structure kinematics is then detailed and a strategy, based on New-
ton Raphson method, is proposed to solve these models. Experimental results are
presented to validate the proposed approach.

Keywords: Spherical parallel manipulator, kinematics, real time,teleoperation sys-
tem, Newton raphson.

1 Introduction

The spherical parallel architecture represents an interesting alternative for applica-
tions with a fixed center of motion. The platform of the mechanism is moving over
a spherical surface which center coincides with the base reference origin; Different
varieties of this mechanism have been studied before. These studies covered a wide
range of characteristics such as workspace (Bulca et al., 1999), kinematic analysis
(Gosselin and Lavoie, 1993), design parameters optimization (Chaker et al., 2012),
singularity (Wang and Gosselin, 2004) and dexterity (Merlet, 2006). However, be-
ing a parallel structure, the forward displacement, which calls for the position and
orientation of the platform when the actives joints are given, is a difficult problem
for which no general procedure has been determined yet. Bai et al. (2009) presented
a strategy based on the input-output equation of spherical four bar linkages which
yields the eight solutions of SPM model. This method makes possible the identi-
fication of all the solution when the mechanism is in a fixed position. In the same
context, Bombin et al. (2001) took advantage of the subdivision and convex hull
properties of polynomials in Bernstein form to propose a procedure to solve the for-
ward kinematics of the SPM. But this method is not reliable since it depends on the
intuition of the researcher when simplifying equations. The presented strategies do
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not consider real time constraints such as the resolution time and the determination
of the exact one of the eight solutions in order to guarantee the continuity of the
platform movement. In fact, such constraints are very important when passing from
theoritical study to practical realisation. In this paper, the problem of the SPM is
revisited with the aim of finding a robust method that takes in consideration real
time and teleoperation applications constraints . The method is applicable for both
forward and inverse displacement of the mechanism. The solution is based on the
Newton Raphson method (NRM) that solves the model with consideration of the
initial position of the platform. Thus we can guarantee a continuous solution when
platform is moving and a reduced time of computation.

2 Teleoperation Context

The context of this work is a teleoperation system for minimally invasive surgery.
The expert site is compose by an experimented operator and a haptic device based on
a spherical parallel architecture that controls a slave robots operating on the patient.
Fig. 1 describes the principle of teleportation. The main constraint of this system
is the real time exchange of information related to the position and orientation of
every mechanism. Thus, computing these parameters have to be very accurate and
respects time conditions.

Fig. 1 Teleoperation system

The parallel structure of the haptic device (Fig. 6) presents a complicated kine-
matic models. In the case of the forward one, one has to solve a nonlinear sys-
tem. The respect of a predifined time period of 10ms is imposed by the real time
constraint. The inverse kinematics presents also the risk of losing the continuity of
motion when the problem admits multiple solutions.

3 Kinematics of the SPM

Figure 2.a presents the 3-RRR architecture of the proposed SPM. Three identical
legs A, B and C relate the base to the platform. Each leg of the SPM is made out of
two links and three revolute joints.The three actuated revolute joints with the base
have orthogonal axes Z1k (k= A,B and C). All the axes of the joints are intersecting
in point O, the center of motion of the platform ZE .
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Each link is characterized by a constant angle between the axes of its two joints
that represents its dimension. Figure 2.b shows the geometric parameters of one leg.
The angles α,β, γ are respectively between the first two joint axes, the second and
the third one , and between the third joint axis and platform axis .

(a) SPM architucture (b) One leg parameters

Fig. 2 Architecture and parameters of the SPM

The three legs of the SPM are identical and the actuated joint axes are located
along the base frame axes X, Yand Z, respectively. The workspace of the platform
is then the intersection of the workspaces of three legs considered each as a spherical
serial kinematic chain.

The motion of the SPM is generated by only revolute joints. The kinematics of
the mechanism can be described by the following relation:

Z2k ·Z3k = cos(β) (1)

Where Z2k and Z3k are respectively the axes of the second and the third joint of each
leg and detailed as:

Z2k = Rot(Z1k, θ1k).Rot(X2k,α).Z1k (2)

Z3k = Rot(Z1k,ψ).Rot(X, θ).Rot(ZE ,ϕ).Rot−1(X3k,−γ).Z1k (3)

The ZE platform axis is described by the three ZXZ-Euler angles, ψ, θ and ϕ. θ1k and
θ2k are, respectively, the joint variables of the revolute joint and the cylindrical inter-
mediate joint of leg k (k= A,B and C) .The axes X2k and X3k are given respectively
by X2k = Z1k ×Z2k and X3k = Z2k ×Z3k.

The system of three equations F resulting from applying equation (1) for the
three legs of the mechanism can be exploited for both forward and inverse
displacement.



56 A. Chaker et al.

3.1 Forward Kinematics

The forward displacement determines the posture of the platform defined by the
Euler angles when knowing the active joints parameters θ1k. The operational vec-
tor of parameters V = [ψ,θ,φ]T , are the three ZXZ-Euler angles of the platform,
representing the orientation of the platform with respect to the base.

Applying the equation 1, the forward kinematics consists on solving the follow-
ing system:

V = f (q)− >
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ψ = f1(θ1A, θ1B, θ1C)
θ = f2(θ1A, θ1B, θ1C)
ϕ = f3(θ1A, θ1B, θ1C)

(4)

As for all parallel mechanisms,this forward kinematics is a non linar system com-
bining polynomial trigonometric parameters. This make very difficult the resolution
of the system and the determination of the platform position. Usual methods are not
efficient in this case even with a powerful computing capacity.

3.2 Inverse Kinematics

The inverse model of the SPM is easier to obtain, it yields the actuators angles on
the base [θ1A, θ1B, θ1C] corresponding to a given platform position.

⎧⎪⎪⎪⎨⎪⎪⎪⎩
A1cos(θ1A)+B1sin(θ1A)+C1 = 0
A2cos(θ1B)+B2sin(θ1B)+C2 = 0
A3cos(θ1C)+B3sin(θ1C)+C3 = 0

(5)

The inverse kinematics seems to be easier to solve than the forward one. Equations
(6) can also be written by using the trigonometric tan-half identities. Which yields
a polynomial problem that can be computed easily.

⎧⎪⎪⎪⎨⎪⎪⎪⎩
A′1T 2

1 +B′1T 2
1 +C′1 = 0

A′2T 2
2 +B′2T 2

3 +C′2 = 0
A′3T 2

3 +B′3T 2
3 +C′3 = 0

(6)

where Ti are respectively tan( θ1k
2 ), i = (A,B,C)

However, this system admits eight possible solutions. The difficulty is in identify-
ing the correct configuration that ensures no change in the aspect and the continuity
of movement.

3.3 Jacobian Matrix

The jacobian matrix can be obtained by differentiating Eq. (1) with respect to time.
The obtained equation can be written as:
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Ż2kZ3k +Z2kŻ3k = 0 (7)

with Ż2k = θ1kZ1k×Z2k et Ż3k =ω×Z3k

ω is the angular velocity of the end effector..
For the whole manipulator and in a matrix form, we can write:

ω = Jq̇ = A−1Bq̇ (8)

where J is the jacobian matrix and B a 3×3 diagonal matrix:

B = Diag [Z1A×Z2A ·Z3A,Z1B×Z2B ·Z3A,Z1C ×Z2C ·Z3C] (9)

And

q̇ =
[
θ̇1A, θ̇1B, θ̇1C

]T
(10)

A =
[
(Z3k ×Z2k)T

]
(11)

4 Proposed Algorithm

The proposed algorithm is based on NRM (Galantai, 2000) for solving equations
numerically. It is based on the simple idea of linear approximation. he solution of
the problem is sought in the neighborhood of an initial gess designed by the user.
In the case of SPM kinematics and for our real time teleoperation, this strategy can
ensure a rapid convergence to the desired solution especially for a nonlinear sys-
tem of equations such as the ones obtained for forward displacement problem of
the parallel structure. In fact, the forward displacement will be solve in a limited
number of iterations since the initial guess meets with the last orientation (ψ,θ,φ)
of the platform. In the case of the inverse kinematics, this strategy helps to avoid
the multiple solution problem by choosing the nearest posture to the initial one. The
figure 3 presents the flow chart of the algorithm. Depending on the treated problem
(direct or inverse), the algorithm is initialized with the known parameters. The sys-
tem F describing the kinematics is generated and the Jacobian matrix is computed.
A loop calculation is then launched whith an initial gess vector S0 corresponding to

Fig. 3 Newton raphson flow chart
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the last position of the mechanism. For every ith loop, the initial gess is set to taking
the value of the ith −1 loop solution. The final solution S is retained if a maxima of
iterations N is reached or it satisfies a predifined precision Tol fixed in our case to
10−4 which represents the quadratic error of the solution.

5 Results

The implementation of the NRM to solve both forward and inverse kinematics of
the SPM, made possible the determine precisely and in a continuous way the motion
of the SPM . as an example to validate the algorithm we have chosen an arbitrary
trajectory for every active joint illustrated in the Fig. 4. The aim is to evaluate the
ability of the algorithm to manipulate real time movements and its response time
caracterized by the number of iterations needed touconverge to a solution.

(a) θ1A (b) θ1B

(c) θ1C (d) Trajectory

Fig. 4 Actuator Joints angles injected to the algorithm (a,b,c) and the trajectory generated(d)

Fig. 5 represent the results of the Euler angles describing the platform orientation.
The profile of each is continuous which confirms the performance of the strategy
in preserving the aspect of the movement. Fig. 5.d shows that a maximum of two
iterations was needed to solve the system. This means that the trajectory is followed
instantly while keeping the imposed precision of 10−4 degree for every parameter.
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(a) ψ (b) θ

(c) ϕ (d) Number of iterations

Fig. 5 Resulting Euler angles from the algorithm (a,b,c) and the number of iterations(d)

Fig. 6 First prototype of the SPM

6 Conclusion

An algorithm based on the NRM used to solve kinematics of an SPM is presented.
The strategy is well suited for teleoperation context since it is applicable for both
forward and inverse kinematics with similar performance. This makes intersesting
its implementation for a telesurgery haptic device (Fig. 6. The kinematics of the
SPM was then revisited and a formulation of the strategy was proposed. The results
on an arbitrary trajectory of the manipulator confirmed its capacities to determine
the exact solution over the eight possibilities. The respect of the real time constraint
is garanteed. The performances of this method are also validated on the prototype
of the haptic device realized on lab.
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Abstract. Mechatronic systems are complex systems involving knowledge from 
various disciplines such as computer science, mechanics, electronics and control.  
Model-based system engineering is an efficient approach to cope with the increas-
ing system complexity. It covers specifying, designing, simulating and validating 
systems and is very useful for the design of complex systems since it helps better 
manage the complexity while enhancing consistency and coherence. This ap-
proach allows errors to be detected as soon as possible in the design process, and 
thus reduces the overall cost of the product. Integrating safety concerns from early 
design stages, within the MBSE approach helps the designer to consider safety as-
pect during system architecture synthesis and reduce the number of iterations and 
design changes. This paper presents a step towards the integration of safety within 
the MBSE approach. SysML is chosen as a modeling language because it offers 
unified communication semantics to the multidisciplinary collaborating team in-
volved in the design of complex systems. A case study illustrates the proposed ap-
proach.  

Keywords: safety analysis, SysML, MBSE. 

1   Introduction 

Nowadays manmade systems are getting more complex, achieving more functions 
and thus involving an increasing number of components and new technologies. 
Components of different disciplines such as actuators, sensors, software are inte-
racting together in a synergic way. In such interactively complex systems, there 
are many branching paths among components making the interactions unpredicta-
ble to system designers and users. Therefore, complex systems are error prone and 
safety critical since errors could lead to accidents with potentially catastrophic ef-
fects. Normal Accident Theory (NAT) explains that, when a technology becomes 
sufficiently complex and tightly coupled, accidents become inevitable and there-
fore in a sense they become 'normal' (Perrow 1981).  
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Consequently, the design of such systems is challenging. Firstly, the increasing 
complexity of manufactured systems makes their development and safety analysis 
more difficult and big efforts are required to manage the complexity, maintaining 
coherence and consistency through the development, and deal with numerous re-
quirements relevant to multiple domains. Moreover, safety critical systems must 
be certified according to continuously more rigorous safety regulations before 
commercialization. In addition, sharp industrial competitiveness obliges indus-
trials to shorten time to market and reduce development costs. Communication 
among the engineering team working together is also challenging. In fact, engi-
neers from different fields and with different technological backgrounds cooperate 
together during the design process. This usually leads to misunderstanding and 
confusion. 

Model-Based System Engineering (MBSE) approach is required to manage the 
complexity, enhance consistency and allow modeling and simulation of the whole 
system.  A unified language to model and specify the system will remedy to the 
communication problem; SysML, the semi-formal systems modeling language 
seems very appropriate for us and is adapted in our work. 

2   Related Work  

As manufactured systems began to be more widely used, an as manmade system 
cannot be perfect and are subject to different kind of malfunction, – caused either 
by design errors, human errors, component failure or any other direct cause or 
combination of contributing events – many research works focused on system 
safety. The first efforts were noted in the military domain leading for instance to 
the military standards (MIL-STD-1629A , MIL-STD-882D). The aim of such stan-
dards is to help designers in identifying potential hazards and the appropriate  
corrective actions. Safety analysis techniques can be split into two categories: qua-
litative and quantitative approaches. Qualitative methods try to find the causal  
dependencies between a hazard on system level and failures of individual compo-
nents, while quantitative methods aim at providing estimations about probabilities, 
rates and severity of consequences. Many techniques are proposed for this purpose 
and are extensively described in (Ericson 2005). These safety analyses are usually 
performed separately with independent tools. Consequently, they occur late in the 
design process when the design is already finalized and thus, miss the opportunity 
to influence design choices and decisions (Sharvia and Papadopoulos 2010). 

The purpose of our work is to provide a methodology to integrate safety analy-
sis early in the design stage, when the first design models are available. The pro-
posed methodology is based on pertinent semi-formal models built using SysML. 
The end goal of this work is to automate parts of the safety analysis process and, 
consequently, both reduce the time and cost and improve the quality of the  
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system safety studies. The methodology allows system engineers to perform early 
validation of system safety requirements in the design process. In the scope of this 
paper, the preliminary work of identifying relevant information from design mod-
els and then using it to perform safety analysis is presented. 

Dubois (Dubois 2008) proposed to directly include safety requirements in the 
design process with SysML. To respect safety standards, the triplet requirement 
models, solution models and validation and verification (V&V) models are iso-
lated. For this purpose, a SysML profile respecting safety standards called RPM 
(Requirement Profile for MeMVaTEX) was developed. The requirement stereo-
type of SysML is replaced by the MeMVaTEX requirement, by adding various 
properties such as “verifiable”, “verification type”, “derived from”, “satisfied by”, 
“refined by”, “traced to”, etc. In this work, traceability is assured between  
requirement models, between requirement and solution models, and between  
requirement and V&V models by using these properties. However, only the inte-
gration of safety requirements is considered in this work but safety analysis tech-
niques (from which safety requirements are derived) are performed separately. 

Another attempt more complete is proposed by P. David et al. (David 2009, 
Cressent et al. 2010, David et al. 2010) work on the generation of an FMEA report 
from system functional behaviors written in SysML models, and on the construc-
tion of dysfunctional models by using the AltaRica language in order to compute 
reliability indicators. In their methodology called MéDISIS, they start with the au-
tomatic computation of a preliminary FMEA. The structural diagrams, namely 
Block Definition Diagram (BDD) and Internal Block Diagram (IBD), and the be-
havioral diagrams such as Sequence Diagram (SD) and Activity Diagram (AD) 
are analyzed in detail to give an exhaustive list of failure modes for each compo-
nent and each function, with their possible causes and effects. Then the final 
FMEA report is created with help from experts in the safety domain. To facilitate 
a deductive and iterative method like MéDISIS, a database of dysfunctional beha-
viors is kept updated in order to rapidly identify failure modes in different analysis 
phases. The next step of their work is the mapping between SysML models and 
AltaRica data flow language, so that existing tools to quantify reliability indicators 
such as the global failure rate, the mean time to failure, etc. can be used directly 
on the failure modes identified in the previous step. 

The work of David and his team is currently one of the most advanced research 
works about the integration of SysML and safety analyses. 

3   Safety Analysis Integration in an MBSE Approach  
with SysML 

System engineering approach aims at realizing a system that satisfies customer 
needs. It focuses on defining customer needs and required functionality and then 
proceeds with design synthesis and system validation (INCOSE). To support sys-
tems engineering approach a tool must be able to model system requirements,  
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behavior and structure and ensure consistency between these different views. 
SysML can represent the different aspects of systems (Friedenthal et al. 2009): 

- Requirements and their relationships to other requirements and to other mod-
eling elements like components, test cases etc.  

- Function-based, message-based (scenarios) and state-based behavior. 
- Structure by modeling composition, and interconnection and interactions be-

tween components. 
- Constraints on the physical and performance properties. 

It also supports allocations between these different aspects, enhancing consistency 
and coherence between element models and making change impact evaluation  
easier. 

The rich modeling capabilities of SysML made it a good candidate to support 
MBSE approach. This OMG standard is being widely used in both industrial  
and academic projects (a few examples can be found in (Wölkl and Shea 2009, 
Cressent et al. 2011, Piques and Adrianarison 2012) because it provides a consis-
tent, well-defined, and well-understood language to communicate the require-
ments and corresponding designs among engineers. The system model performed 
with SysML contains relevant information to support safety engineers in  
performing safety analyses from the early design phases. 

Usually a design process begins with requirement definition and analysis. In 
this phase, the already known safety requirements are captured in the SysML 
model. In the second phase, system functions are identified from functional re-
quirements and one or more functional architectures are defined and compared. 
Once a list of functions is available, functional hazard assessment can be per-
formed in order to identify failure modes of each function and then the effects of 
each failure. Functions are thus classified according to their criticality and safety 
requirements are derived in order to eliminate risks or bring them to an acceptable 
level. These requirements specify allowable failure rates such as failures resulting 
in catastrophic effects are unlikely to occur. The requirements model is then up-
dated and the whole process iterates until a satisfactory functional model is estab-
lished. Then components are allocated to functions to define the physical structure 
of the system. These components shall satisfy the safety requirements derived 
from the functional hazard analysis. Component based safety analysis techniques, 
like Fault Tree Analysis, can then be applied based on the system architecture per-
formed in SysML. Fault propagation cans then be deduced and allowed failure 
probabilities are distributed on different components in order to satisfy quantita-
tive safety requirements. The requirements are accordingly updated with new safe-
ty requirements and new induced functions may be added. The whole process 
shall be iterated again to assess system safety with the new changes and evaluate 
their impact on both performance and behavior of the system. The whole process 
can be summarized in Fig. 1. 
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Fig. 1 Integration of safety analysis techniques in a SysML based MBSE Process 

4   A Case Study 

In this section, it will be shown how SysML model can be used for safety analysis 
in order to improve consistency and take safety aspects in consideration from the 
early design stages. The case study addressed in our paper is the wheel brake sys-
tem of a fictitious aircraft described in the ARP 4761 standard – Appendix L 
(SAE-ARP 4761-1996).  

First, requirements are captured within SysML. Then, functions are derived 
from functional requirements and captured within the SysML model. Main func-
tions are then decomposed in sub-functions. An extract of the brake down of the 
aircraft functions is given in Fig. 2. At this early stage, safety analysis can already 
begin with analyzing functions. SysML functions model gives a list of functions 
that is helpful for safety engineers. In our example, an aircraft Functional Hazard 
Analysis (FHA) is performed to identify safety critical functions. The “Decelerate 
Aircraft on Ground” is identified as being safety critical since its failure could lead 
to catastrophic effects like the aircraft leaving the runway or crashing the build-
ings or equipment on the airport (SAE-ARP 4761-1996). “Decelerate Aircraft on 
Ground” function is broken down into sub-functions and is achieved by a number 
of aircraft sub-systems. Among these subsystems, the wheel brake system, which 
is the subject of our study, is the most influencing in decelerating the aircraft.  

Safety requirements are derived to bring the effects of identified failure modes 
to acceptable levels. These requirements shall be satisfied by the physical system 
being developed. The choice of the system components and architecture is influ-
enced by safety aspects resulting in less iteration and design changes. 
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Fig. 2 Extract of aircraft level functions brake down 

The wheel brake systems shall satisfy the following requirement: “The wheel-
braking system shall be able to stop the aircraft safely in the landing phase, at 
high speeds and on different runway surfaces and climate conditions”.  

Thus, the architecture of the wheel brake system must be reliable and fault tole-
rant to minimize the risk of failure. Thus the wheel braking system is designed 
with redundant components: it is composed of two redundant hydraulic lines, a 
normal line that is first activated and an alternate one that is activated when the 
normal chain is inoperative. Each of the two systems has an independent power 
source. A supplementary power source, an accumulator, is added as an emergency 
power source (mandatory for the wheel-brake system in aircraft (Moir and Sea-
bridge 2001)). It provides the braking system with hydraulic power when all the 
other power sources are inoperative.  

The different flow exchanges between components are given in Fig. 3 via a 
SysML Internal Block Diagram. For the sake of simplicity, the selection valve is 
not shown in this diagram. The selection valve is inserted across the two lines and 
checks the availability of power, i.e. hydraulic pressure above the threshold, on 
each of the two lines. The annunciating system feeds back the BSCU system with 
the state of the hydraulic lines. The BSCU system itself feeds back the high level 
control unit with the state of the entire wheel brake system. 

Analyzing the interactions among system components, the failure propagation 
among components can be easily deduced and the Fault Tree built. The fault Tree 
detailing the “unannunciated loss of all wheel brakes” is given in Fig. 4. 

Fault tree is used to analyze fault propagation through components. It can  
also be used for a quantitative analysis by allocating probabilities to different 
events. 
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Fig. 3 Internal model of the wheel brake system 

 

Fig. 4 Fault Tree for “unannunciated loss of all wheel brakes” failure 

5   Conclusion 

This work is a contribution to the integration of safety analysis within SysML 
based MBSE approach. It was shown how SysML models can help in performing 
safety analysis by providing the information needed in a structured way. A case 
study was presented to illustrate the proposed approach. 

In future works, the extension of SysML to support automatic generation of 
safety analysis datasheets will be considered. Automatic generation helps enhanc-
ing coherence and reduces gaps in the design process consequently reducing  
design errors as well as time and cost. 



68 F. Mhenni, N. Nguyen, and J.-Y. Choley
 

References 

MIL-STD-1629A, Procedure for performing a failure mode, effects and criticality analysis 
(1980) 

MIL-STD-882D, Standard practice for system safety (2000) 
Cressent, R., David, P., Idasiak, V., Kratz, F.: Increasing reliability of embedded systems in 

a SysML centered MBSE process: Application to LEA project. In: Workshop on Model 
Based Engineering for Embedded Systems Design, M-BED, vol. (1) (2010) 

Cressent, R., Idasiak, V., Kratz, F.: Prise en compte des analyses de la sûreté de fonc-
tionnement dans l’ingénierie de système dirigée par les modèles SysML. Génie Logiciel, 
33–39 (2011) 

David, P.: Contribution à l’analyse de sûreté de fonctionnement des systèmes complexes en 
phase de conception: application à l’évaluation des missions d’un réseau de capteurs de 
présence humaine. PhD thesis, Université d’Orléans (2009) 

David, P., Idasiak, V., Kratz, F.: Reliability study of complex physical systems using 
SysML. Reliability Engineering and System Safety 95(4), 431–450 (2010) 

Dubois, H.: Gestion des exigences de sûreté de fonctionnement dans une approche IDM. 
Journées Neptune (5) (2008) 

Ericson, C.A.: Hazard Analysis Techniques for System Safety. John Wiley & sons (2005) 
Friedenthal, S., Moore, A., Steiner, R.: A practical Guide to SysML. The Systems Model-

ing Langage. Morgan Kaufmann Publishers (2009) 
Moir, I., Seabridge, A.: Aircraft Systems, Mechanical Electrical and Avionics Subsystems 

Integration, 2nd edn. Professionnal Engineering Publishing (2001) 
Perrow, C.: Normal accident at Three Mile Island. Society 18(5), 17–26 (1981) 
Piques, J.-D., Adrianarison, E.: SysML for embedded automotive systems: lessons learned. 

In: Embedded Real Time Software and Systems ERTS, Toulouse, France (2012) 
SAE-ARP 4761-1996 Guidelines and methods for conducting the safety assessment process 

on civil airborne systems and equipment. ARP-4761 
Sharvia, S., Papadopoulos, Y.: Integrating compositional safety analysis and formal verifi-

cation. In: Petratos, P., Sarrafzadeh, M. (eds.) Strategic Advantage of Computing Infor-
mation Systems in Enterprise Management, pp. 181–201 (2010) 

Wölkl, S., Shea, K.: A computational product model for conceptual design using SysML. 
In: Proceedings of the ASME 2009 International Design Engineering Technical Confe-
rences & Computers and Information in Engineering Conference (2009) 

 



M. Haddar et al. (Eds.): Design and Modeling of Mechanical Systems, LNME, pp. 69–77. 
DOI: 10.1007/978-3-642-37143-1_9          © Springer-Verlag Berlin Heidelberg 2013 

Modeling and Simulation  
of Micro EDM Process 

Maher Barkallah, Hichem Hassine, Jamel Louati, and Mohamed Haddar 

Mechanics Modelling and Production Research Unit (U2MP) 
University of Sfax, Sfax Engineering School (E.N.I.S.),  
B.P. 1173-3038-Sfax – Tunisia 
bark_maher@yahoo.fr  

Abstract. In contrast to Robust Design applications, the simulation of a mecha-
tronic system including both mechanical and electrical parts requires a different 
strategy for the investigation of its robustness. Differences mainly results from in-
teractions between the mechanical and the electrical part of the mechatronic sys-
tem. Micro Electrical Discharge Machining (µEDM) is good example for mecha-
tronics application. This paper presents an approach to evaluate robustness of 
mechatronic comfort systems. At the outset, this study revolves around  modeling 
of the various constitutive blocs of the machine through the appliance of the ‘Mat-
lab/Simulink’ as well as analyzing the strength  of this model by resorting to the 
same software programme of simulation . Having gone through the phase of simu-
lation, the main outcomes of this experience where noticed at the level of the  
parameters defining the drilling such as the gap and the position of the electrode. 

Keywords: Micro-EDM process, Electro Discharge Machining, simulation,  
robustness, mechatronic system. 

1 Introduction 

There is a vast demand in the production of microstructures by non-traditional 
method such us micro-electroerosion (Micro -EDM). Micro-EDM process is based 
on the thermoelectric energy generated the workpiece and an electrode. It is an ef-
ficient machining process to obtain micro-metal hole with various advantages  
resulting from its characteristics of non-contact and thermal process. Pulse dis-
charges occur in a small gap between the work piece and the electrode and be-
tween the removing the unwanted material from the parent metal through the 
process of melting and vaporization. 

Despite the fact that the electro erosion process has not taken definite shape in 
the previous researches that have been conducted so far, we can affirm that both 
production and quality of the surface have always been one of the major arenas of 
investigation for researchers .Nevertheless, the study of the strength as well as the 
fiability of the machine may give rise to a wide range of findings and innovations. 
Since this study has been conducted through the application of a mechatronic  
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system, the µEDM has figured out a variety of shortcomings for the mastering 
control and optimatisation purposes. 

Studies conducted in this context have laid the emphasis upon these four major 
issues of improvement which are respectively: 

- The etincelle aspect: certain works which have taken into account of the energy 
of the impulsion are at the basis of the µEDM. 

- Passive dynamics (Imai and al.) these works take into account all sorts of dy-
namics and certain erosion conditions. 

- Active dynamics (Osenbruggen and al.): is the domain that has been covered 
the least as it require an electronic back ground and algorithms of adapted regu-
lation and adjusted parameters. Thus, constructors tend to keep secrets about at 
the level of the core of the machine.  

- The precision aspect (Masaki and al.) 
 

This study intends to propose some of the improvement for commanding the 
µEDM procedure through analyzing the strength of the represented via a meca-
tronic model gathering both electronic and mechanic features.  

This paper is structured as following a modeling of the µEDM: is first pre-
sented followed by a simulation that will lead us ultimately to a host of results that 
will be investigated and a range of perspectives that are sprung from the experi-
ences and applications conducted. 

2 Modeling 

To understand and analyze the phenomena occurring in micro-EDM, a model  
desorbing the behavior of an EDM machine is developed. This model will help 
analyzing the robustness of the mechatronic system to fully exploit the material 
removal by EDM in the case of micro-drilling.  

In this section we first describe the model and its implementation in Matlab 
Simulink. Next, we present a simulation of the parameters involved in micro-
EDM. From this configuration, we different parameters are varied by simulations 
and explain their influence in the process is investigated. 

2.1   Description of the Model 

The global model consists of four blocks shown in Figure 1. The symbols used in 
the block diagrams, are the standards used by the simulation software Matlab-
Simulink. The reference machining is drilling. We therefore modeled the process 
based on this type of machining. In the following, the main blotches are defined:  

- Block "Servo" 

This block represented in Figure 2 transmits position setpoints, for adjusting the 
distance of the gap as a function of the voltage part -electrode. The Compr which 
varies between 0 and 255 V whose role is to adjust the gap. The higher this value  
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Fig. 1 Bloc scheme of the modeling process μEDM  

 

Fig. 2 Block "Servo" 

is small over the electrode approaches the workpiece. The gain is a parameter that 
defines the nervousness of the enslavement of the gap. The last block, ' set Trans-
mission' allows the transmission of results from an interpolator. 

 
- Block "positioning of the electrode" 

The block represented in Figure 3, is responsible for positioning the electrode. It 
includes the transfer function of the robot and the position controller. To ensure 
cleaning of the gap zone, a backward movement of the electrode of a magnitude 
greater than 2μm generates a pulse wash: the signal "Pulse Cleaning Ok". This 
signal resets the variable of contamination which is the percentage of eroded ma-
terial found in the zone of the gap. 

- The block "model of the gap" 

Figure 4 shows the modeling process μEDM. The block "generator breakdown 
and" simulates the pulse generator and conditions allowing a spark erosion. The 
latter depend on the Gap and contamination of the dielectric Pulse Contam. The 
two values calculated by this block are the volume of material eroded and the gap 
voltage. 
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Fig. 3 Block "positioning of the electrode" 

 

Fig. 4 Model of the gap 

The block "contamination" determines the percentage of the eroded material in 
the volume of dielectric between the electrode and workpiece (Fig. 5). This per-
centage depends on the washing and speed, and the material torn during discharge. 

 

 

Fig. 5 Representation of the volume of contaminated dielectric during a drilling 

Electrode 

Part 

Gap 

Volume of  
contaminated 
dielectric 
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- The block “model of drilling” 

Transforms the volume of eroded material into a vertical displacement of the drill 
diameter dependent. 

3 Simulations 

In this section we present some simulations from the model described above, dif-
ferent parameters are varied successively to show their influence on the process. 
The reference machining for our work is micro-drilling with a diameter of about 
180μm. Therefore the process is simulated based on this type of machining. The 
electrode which is responsible of this task is made of tungsten with a diameter of 
149μm. The relaxation generator is modeled by an RC circuit for the charging and 
discharging of a capacitor. Using an oscillator, we can vary the pulse time and the 
standing time noted.  

The simulation of this generator was carried out under the following conditions: 
The pulse energy is set by the energy contained in the capacitor C = 5nF. The dis-
charge of capacitor occurs when the electrode-part distance corresponds to the dis-
tance of claque. The resistance Rd = 10Ω is the channel resistance during the  
erosive discharge. Using an oscillator, it is possible to vary the pulse on-time te as 
the pulse off-time noted toff through a resistor Rc = 40Ω and with a signal voltage 
of 250 V square amplitude (Figure 6). 
 

 
Fig. 6 Generator relaxation 

The graphs in Figures 7 and 8, represent the voltage and current simulated by 
the model as a function of time. This current increases to a constant value (5.25 
A), and then there is a reset to 0 to ensure the cleanup phase. This rotation depends 
on the pulse duration and dead times are controlled from the oscillator providing 
the ignition voltage. 

 

 
 

Fig. 7 Evolution of the voltage u=f(t) 

 
 

Fig. 8 Evolution of the current i= f(t) 
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The tearing of the material depends on the movement of the electrode relative 
by to the workpiece. We present this movement in figure 9: 

 

 

Fig. 9 Evolution of the electrode position Fig. 10 Gap Variation 

Drilling depends essentially on the position of the electrode which is in motion 
during drilling or during cleaning of the dielectric and the gap. From recoil allows 
the electrode cleaning circuit ejects the eroded material. The drilling operation de-
pends primarily upon the position of the electrode which is in motion during both 
the drilling operations and the cleaning of the dielectric and the gap. Through a 
withdrawal movement, the electrode allows the cleaning circuit to eject the eroded 
material. On the basis of the simulation algorithms, a retreat of more than 2µm 
sets into motion the cleaning circuit and hence ends the operation of perforation. 

As far as the disposition of the electrode is concerned, the positive direction is 
that which allows the piece to get nearer. Thus, this perforation type requires one 
machine axiom which is the perforation axe. The disposition of the graphic chart 
(fig.10) stands in accordance with the status of the impulsions transmitted during 
the removal of the materiel since the electrode gets nearer to the piece during the 
process of the erosion of the material but gets away as soon as the cleaning or the 
dielectric renewal phase starts to take place. 

4 Robustness Analysis 

The EDM is controlled by the technological parameters: voltage, current, gap, 
pulse duration, etc. It is in this sense that a parametric is presented analysis to con-
trol the adjustment of these parameters. 

4.1   Parametric Robustness 

4.1.1   Parameters of Servo Bloc 

This bloc is characterized by certain parameters, we will focus on the influence of 
the Compr, which is a parameter that allows adjusting the gap. The bigger the gap, 
the less significant the distance between the electrode and the part becomes. 
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This parameter ranges from 0 to 255 V. During the simulation, an attempt has 
been made to fix this value at the level of 230 V but for our analysis of the 
strength aspect the results are represented with Compr = 100 

The main Remarque that could be derived from the previous studies is that the 
mere variation of the variable Compr will cause a mild or light variation at the 
level of the gap but without bringing about any disturbances in the process of as 
the perforation speed remains practically unchanged as long as the performances 
are kept. 

 

 

Fig. 11 Gap Variation 

4.1.2   Parameters of the Electrode Positioning 

For the parametric study conducted on this bloc, a special attention was accorded 
to the robot. For this component, the prime transfer function of the entity into a 
motion which will be subject to variation in order to test and measure the influ-
ence on this parameter upon this entire operation. 

In the following part we will present the results for an entity in movement of 
motors for the robot m=70g, that is to say, we have divided this value into (Imai 
and al. 1996) in comparison with the earlier stage  of this work. 

 

 
m=70g 

 
m=350g 

Fig. 12 Robot's mass m = 70g 
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The decrease of the entity into motion for robot allows increasing the swinging 
movement back and forth at the level of the electrode, consequently the contami-
nation decreases and the cleaning process takes advantage of that.  

Concerning the performances of the procedure of perforation, the calculation of 
the speed shows that there will be a light rise in order to pass to 60µm/s. 

This study lays the emphasis upon the electronic band passing from the robot 
which is dependent upon other parameters which are respectively: the constant of 
the motors couples and the raider of cols. The main conclusion that can be derived 
is that this parameter may improve the electro erosion since this latter is linked to 
the balance existing between the materiel manufactured and the one evacuated. 
This equilibrium depends upon the flux of the dielectric procedure in charge of the 
cleaning of the zone of the work and the evacuation of the eroded material. 

4.2   Robustness Analysis of the Change in the Model 

Our focal point consists in commanding the robot where we have used for the si-
mulation the regulator as a counter reaction of the status. In this case we will be 
conducting the robot via the regulator PID which is frequently used in the indus-
trial arena. Each robot articulation is carried out by a PID control of a constant 
gain. The PID control is the most used one in the industrial field for this range of 
reasons including its minimal cost in terms of time and the easiness of its imple-
mentation. 

 

  

  

Fig. 13 Variation of gap 
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The PID control may satisfy the stability of the model but it is limited in terms 
of performances. For the robots with high precision which are systems with com-
plex dynamics, the time answer varies in accordance with time in terms of its con-
figuration, consequently error pursuit increases, especially in the case of quick 
movements where it produces data transfer. The PID control is not so efficient in 
these sorts of applications. 

5 Conclusion 

In the present study, In order to understand and analyze the phenomena occurring 
in micro EDM, we developed a model to simulate the behavior of an EDM ma-
chine. From this model, we varied different parameters, to explain their influences 
by simulations at the robustness of the process of material removal by EDM in the 
case of micro-drilling. 
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Abstract. The drilling of deep holes with small diameters remains an unsatisfac-
tory technology, since its productivity is rather limited. The main limit to an in-
crease in productivity is directly related to the poor chip evacuation, which  
induces frequent tool breakage and poor surface quality. Retreat cycles and lubri-
cation are common industrial solutions, but they induce productivity and environ-
mental drawbacks. An alternative response to the chip evacuation problem is the 
use of a vibratory drilling head, which enables the chips to be fragmented thanks 
to the axial self-excited vibration. Contrary to conventional machining processes, 
axial drilling instability is sought, thanks to an adjustment of head design parame-
ters and appropriate conditions of use. In this paper, self-vibratory cutting condi-
tions are established through a specific stability lobes diagram. A dynamic  
high-speed spindle / drilling head / tool system model is elaborated on the basis of 
rotor dynamics predictions. The model-based tool tip FRF is integrated into an 
analytical stability approach. The torsional-axial coupling of the twist drill is  
investigated and consequences on drilling instability are established. 

Keywords: Self-vibratory drilling, Machine tool dynamics, Stability prediction, 
Chatter analysis. 

1 Introduction 

The drilling of deep, small-diameter holes is an unsatisfactory machining opera-
tion that results in poor surface quality and low productivity. These drawbacks are 
mainly related to difficulties in evacuating the chips through the drill flute during 
the cut. Non-productive retreat cycles and the use of high-pressure lubrication are 
the current industrial solutions used to evacuate chips, but present respectively 
productivity and environmental problems. New drilling techniques have emerged, 
based on the tool's axial vibration, in order to fragment the chips and enhance  
their evacuation without the need for lubricants and retreat cycles. The two major 
technologies are: 
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- Vibration-assisted drilling technologies, based on forced excitations generated by 
a specific system implemented in the tool-holder.  

- Self-vibratory drilling technology, which uses the cutting energy to generate tool 
axial vibration (Guibert et al. 2008). A specific Self-Vibratory Drilling Head 
(SVDH) excites low-energy chatter vibration for specific process parameters by 
using a combination of a low-rigidity axial spring and an additional mass located 
between the spindle and the tool. The self-excited vibrations must be tuned and 
controlled in order to have a magnitude greater than the feed per tooth, which 
enables the fragmentation of the chips without external adjunction of energy. 

In this paper an original approach to establishing accurate stability lobes diagram 
in self-excited drilling operations is proposed. The predicted speed-dependent 
transfer function of the overall system, composed of spindle-SVDH-twist drill, is 
then integrated into an analytical chatter vibration stability approach to calculate 
the associated dynamic stability lobes diagram. 

In the second section, the spindle-SVDH rotor dynamics model is presented. A 
special rotor-beam element, developed in a co-rotational reference frame (Gagnol 
et al. 2007) is implemented. The rolling bearing stiffness matrices are calculated 
around a static function point on the basis of T.C Lim's formulation (Lim T.C. and 
Singh 1990) and then integrated into the global finite element model. The rotating 
system is derived using Timoshenko beam theory. The identification of contact 
dynamics in tool-SVDH-spindle assemblies is carried out using the receptance  
coupling method on the basis of experimental substructure characterization  
(Forestier et al. 2011). The identified models are then integrated into the global 
spindle-SVDH-tool model.  

In section 3, a generic accurate drilling force model is developed by taking into 
account the drill geometry, cutting parameters and effect of torsion on the thrust 
force. Section 4 is dedicated to the prediction of adequate drilling conditions based 
on controlled self-excited drill vibration. A specific instability lobes diagram is 
elaborated by integrating into an analytical stability analysis the overall structural 
model-based tool tip FRF of the system associated with the proposed drilling force 
model. Investigations are focused on the drill's torsional-axial coupling role on in-
stability predictions. Finally, a conclusion is presented. 

2   Model Building 

The vibratory drilling system is composed of a SVDH body clamped to the spin-
dle by a standard HSK63A tool-holder interface. A SVDH vibrating subsystem is 
jointed to the SVDH body using a specific spring, and axially guided by a ball re-
tainer. Finally, a long drill is held in the SVDH vibrating subsystem with a stan-
dard ER25 collet chuck. The SVDH system is mounted on a spindle capable of 
speeds up to 15500 rpm. The spindle has four angular bearings in overall back-to-
back configuration (Figure 1).The spindle-SVDH-tool system is composed of four 
structural subsystems: the drill, the SVDH vibrating subsystem, the SVDH body 
and the spindle. 
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Fig. 1 The spindle-SVDH-tool system 

2.1   Structural Elements 

The model for the spindle-SVDH-tool system is restricted to the rotating structure 
composed of the spindle shaft, the SVDH and the drill. This hypothesis was estab-
lished by an experimental modal identification procedure carried out on spindle 
substructure elements (Gagnol et al. 2007). Dynamic equations were obtained us-
ing Lagrange formulation associated with a finite element method. Due to the size 
of the rotor sections, shear deformations had to be taken into account. Then the ro-
tating substructure was built using Timoshenko beam theory. The relevant shape 
functions were cubic in order to avoid shear-locking. A special three-dimensional 
rotor-beam element with two nodes and six degrees of freedom per node was de-
veloped in the co-rotational reference frame. The damping model used draws on 
Rayleigh viscous equivalent damping, which makes it possible to regard the damp-
ing matrix D as a linear combination of the mass matrix M and the spindle rigidity 
matrix K: 

MKD βα +=  (1)

Where α  and β  are damping coefficients. The set of differential equations can 

be written as: 

( ) ( )tΩΩ NNN FqNKqDGqM =−+++ 2)2(   (2) 

Where M and K are the mass and stiffness matrices, D is the viscous equivalent 
damping matrix, Nq  and ( )tF  are the nodal displacement and force vectors. G 

and N are respectively representative of gyroscopic and spin softening effects.Ω  
is the rotor’s angular velocity.  

2.2   Modelling of Spindle-SVDH-Tool Interfaces 

The dynamic behaviour of the interfaces represented by the HSK63 taper,  
spring and ball retainer, and collet chuck are taken into account (Fig.2).  
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The identification procedure of the interface models was carried out by Forestier 
(Forestier et al. 2011) based on the receptance coupling method and then inte-
grated into the model as illustrated in figure 2. 

 

Fig. 2 The spindle-SVDH-tool System Finite Element Model  

3 Drilling Force Model 

The energy required to maintain the self-excited vibration is provided by the cut-
ting forces. These excite both the SVDH and the flexible low-diameter drill. The 
combination of rigid body motion and dynamic displacements of the drill induces 
mainly torsional and axial vibrations. 

Several force models have been proposed in the literature for the primary cut-
ting edge presented in figure 3 in zone 1. Both geometrical parameters and cutting 
pressures change greatly along the cutting lip of the twist drill (Roukema et al. 
2006). Each cutting lip can be thought of as being composed of a number of small 
differential segments. The elementary tangential force dFt is perpendicular to the 
cutting edge and the axial force dFz is in the drill axial direction. The cutting 
forces, axial forces and torque applied to the drill are evaluated by summing the 
elementary forces and torques acting on the basic elements of the edge of the drill 
and are expressed as a function of chip thickness h and width b . 

 

 
 

Fig. 3 Drill geometry, elementary forces 
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Following Tlusty (Tlusty 1985) and Stephenson and Agapiou (Stephenson and 
Agapiou 1992), the net variations in the time-varying part of tangential and thrust 
forces at the drill tip are assumed to be proportional to the chip area. The influence 
of the ploughing effect and the effect of the chisel edge are not taken into account 
in the proposed cutting force model. Hence, the thrust force, the axial force and 
the torque at the tool tip are respectively: 

( ) avttZ

Z
i

ZZ

i
ttt

bhRKzrdFM

bhKdFF

bhKdFF

−=⋅=

−==

−==







2

 (3) 

Where Rav is the average radius of the cutting force, h is the chip thickness and b is 
the radial depth of cut (drill diameter minus pilot hole diameter if there is a pilot 
hole). Kz and Kt are the average cutting pressures in the axial and tangential direc-
tions respectively. 

Torsional-Axial Coupling 

The development of a torsional-axial vibration model (Bayly and Metzer 2001) 
was a major milestone in understanding chatter in machining using a twist drill. 
The torsional-axial theory of Bayly is based on the fact that when a twist drill “un-
twists”, it extends in length (figure 4).  

 

a) b) 

Fig. 4 a) Dynamic model of drill bit b) Finite element model of the drill  

Twisting and axial deformations are coupled. Accordingly, the second member 
of equation (2) becomes: 

( ) )()()( tMtFztF Zz θ−−=⋅   (4) 

The θ  term represents a torsional-axial coupling parameter, since it relates the 
applied torque to drill axial excitation. It is determined by FEM analysis (fig. 4b). 
The coupling is negative, since when the drill twists in -z resulting from the  
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negative cutting torque it also extends in +z which results in a negative axial force 
contribution. According to equation (3), equation (4) can be rewritten  

( ) α⋅⋅⋅=⋅ tKbhztF


 with θα ⋅+= av
t

Z R
K

K
 (5)

Kz and Kt are identified through experimental drilling characterization (Guibert 

and al. 2008), and the coupling term θavR  by finite element modelling of the 

drill. In our case, using a carbide drill of 5 mm diameter, the helix angle is 30° and 
the material to be machined is 35MnV7. The identification of terms θavR  and α is 

respectively 0.45 and 0.39. 

4   Stability Prediction 

Torsional-axial coupling in the drill and SVDH vibration provide a mechanism for 
torsional-axial chatter. The torsional vibrations lead to the shortening and length-
ening of the drill, which results in a wavy surface of the bottom of the hole. The 
main difficulty of vibratory drilling is to foresee the cutting conditions that will 
generate regular vibrations able to induce interrupted cutting. In this study, the 
drilling operation is considered as having one degree of freedom in thrust force, 
taking into account the torsion effect in this direction. The analytical method al-
lows the stability of system to be investigated from the study of the chip thickness 
(Fig 5.a). The regenerative chatter of system can be presented by the block dia-
gram shown in fig 5.b.  

 

  

Fig. 5 a) dynamic chip thickness b) block diagram of chatter dynamics 

The cutting forces and coupling term, equation 5, are substituted into equation 
(2) for motion in the drill's axial direction: 

( )( ) ( ) ( )( )τα −−=⋅−+++ tZtZbKzΩΩ tNNN
 qNKqDGqM 2)2(  (6)

The stability limit, integrating drill torsional-axial vibration, can be established: 

( )ωα GK
D

t ⋅⋅⋅
−=
2

1
lim   (7) 
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Where G(ω) is the real part of the global system (Spindle-SVDH-drill) transfer 
function. α is the torsional-axial coupling term (eq. 5). The stiffness and mobile 
mass of the SVDH are adjustable and require tuning to optimize the process. The 
stability lobes in a drilling operation can be established. 

Figure 6a represents the computed stability diagrams in the plane of spindle 
speed and SVDH stiffness. It can be noticed that the torsional-axial coupling  
effect influences the instability of the process, depending on SVDH rigidity.  
Figure 6b represents stability predictions in the plane of spindle speed and drill di-
ameter. It is established for SVDH rigidity of up to 1.2e7 Nm, where the operating 
domain representative of self-excited vibrations is increased. For a drilling opera-
tion with a 5 mm diameter drill, the maximum spindle speed is increased from 
16800 rpm to 19500 rpm by taking into account the torsional-axial coupling of the 
drill. 

 

 b) 

Fig. 6 Stability lobes with and without torsional-axial coupling 

5 Conclusion 

In this work, an original approach to establishing an accurate stability lobes dia-
gram in a self-excited drilling operation is proposed. The torsional-axial coupling 
of the twist drill is modelled based on Bayly’s approach and integrated into the 
overall system dynamics in order to investigate drilling stability. The stability 
lobes established indicate a significant modification of self-excited operating 
zones, allowing increased drilling operation productivity. 
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Abstract. The purpose of the present paper is to make the analogy between a 
physically discrete model and a continuous model for non-constrained linear 
transverse vibrations of cantilever beams carrying multi lumped masses. The dis-
crete model is an N-degree of freedom system made of N masses placed at the 
ends of solid bars connected with spiral springs. Calculations are made based on 
the classical vibration model involving the mass matrix [mij] and the linear rigidity 
matrix [kij]. The boundary conditions at the free ends are taken into account using 
the fact that no flexural rigidity is present at the bar located at the free end.  The 
clamped end condition is taken into account using a spiral spring with a very high 
rigidity. The numerical results show a good convergence of the first and second li-
near frequencies obtained by the discrete model and those obtained via the Dun-
kerley second formula. 

Keywords: Transverse vibration, cantilever beam, discrete model, lumped 
masses, continuous model. 

1   Introduction 

A cantilever is a beam clamped at only one end and often used in many construc-
tions, principally in cantilever bridges balconies. The cantilever beam can also be 
used in fixed-wing airplane. The objective of this work is to make the analogy be-
tween the classical model of a cantilever beam carrying multi lumped masses and 
the discrete model (Eddanguir et al 2011), leading to the expressions for the 
equivalent spiral and axial stiffness, in terms of the continuous beam geometrical 
and mechanical characteristics. Some numerical results are given and compared to 
those obtained via the Dunkerley second formula.  
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2   General Theory  

2.1   Presentation of the Discrete System for Transverse Vibration 

The discrete system shown in figure 1 is a multi-degree-of-freedom system  
(N-dof) made of N masses and N+2 spiral springs, with Cr being the linear  
rigidities of the rth spiral spring. The springs are attached by identical bars of 
length l , which are supposed to be massless, not infinitely rigid, and made of an 
elastic material which may be slightly deformed. The momentum Mr in the rth 

spiral spring is given by: l

r r
CM θ= −  ( Eddanguir 2012) 

 

Fig. 1 The multi degree of freedom discrete system 

The linear potential energy stored in the N spiral springs, subjected to the rota-
tions shown in Figure 1, can be written as: 

2
1

1

1
( )

2

N
l

l i i i
i

V C θ θ −
=

= −  (1) 

2.2   Presentation of the Continuous Model for Transverse 
Vibration of Beams 

Consider transverse vibrations of the cantilever beam shown in Figure 2 and hav-
ing the following characteristics; E, Young’s modulus; L, length of beam; S, area 
of the cross section; I, second moment of area of cross section; ( , )y x t , transverse 

displacement ( , ) ( )siny x t y x tω= . 

 

Fig. 2 The clamped-free uniform beam 

The linear potential energy due to the bending of a continuous beam is  
given by: 
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Using the following finite difference technique: 

2
1 1

2
i ii i

i

dy dy
dx dxd y

l ldx

θ θ− −
−

−= =     (3) 

by substituting equation (3) in equation (2), we get: 
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2

N

l i i
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EI
V
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θ θ −

=
= −        (4) 

by identification of equations (1) and (4), we get:  

(2 1)l
i

EI N
C EI i N

l L
= = ≤ ≤ +     (5)

2.3   Calculation of the Coefficients kij of the Stiffness Matrix[Kij] 

In order to express the linear rigidity matrix kij in terms of the beam characteris-
tics, we recall the following expressions established in ref (Eddanguir et al. 2012) 
and equation (5).  
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(6)

The mass matrix [Mij] and the rigidity matrix [Kij] of this clamped-free beam are 
given by: 

ij ij

SL
M m

N

ρ   =   
 

(7) 

and 
3

3ij ij

N EI
K k

L
   =   

 (8) 

To obtain the linear stiffness matrix of the clamped-free beam we should have: 

C1=3Ci and CN+2=0, (1 1)im m for i N= ≤ ≤ − and 0,5Nm m=  with /m SL Nρ= . 

The eigen value problem describing the linear system is given by: 

{ } { }2

ij n ijK X M Xω   =     
 (9)
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Replacing equations (7) and (8) into equation (9) leads to: 

{ } { }
4

2

4ij n ij

SL
k X m X

EI N

ρω   =   
 

 (10)

Note that:  
4

2

4n n

SL

EI N

ρλ ω=
         

(11)

For the uniform beams we have  ( Thomson and Dahleh 1997): 
2

4 n
n S

EI

ωβ ρ=
 

(12) 

Equations (11)  and  (12) lead to: 

4 4( )n nL Nβ λ=  (13)

with:  
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                                                 1 ,i j N≤ ≤   

The numerical results obtained for different values of N-dof are summarized in 
Table 1. The comparison of the frequency parameters of modes 1 and 2 of the 
clamped-free beam obtained using 20, 30 and 40 degrees of freedom with the cor-
responding continuous model is given in figure 3 showing a good convergence of 
the discrete model to the continuous uniform beam model (Thomson and Dahleh 
1997). 

Table 1 Comparison of the frequency parameters of modes 1, 2 and 3 of the continuous 
clamped-free beam with the corresponding discrete model 

  
  

 M
od

e 

 dof 2 4*i Nω  ( )4
i lβ %Error  (mod )elω  ( )theoryω  %Error  

1 
20 12,73  

12,36 
 

3,00 104,90 
103,36 

1,49 
30 12,62 2,08 104,43 1,03 
40 12,56 1,59 104,18 0,79 

2 
20 491,79 

485,52 
1,29 651,92 

647,75 
0,64 

30 491,96 1,33 652,03 0,66 
40 491,18 1,17 651,52 0,58 
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Fig. 3 Convergence of first three mode shapes of the discrete system to the continuous 
clamped-free uniform beam 

2.4   General Terms of the Mass Matrix [Mij] for the Uniform 
Cantilever Beam Carrying Multi Lumped Masses 

Consider now a cantilever beam carrying multi lumped masses M1, M2,…MP as 
shown in figure 4. 

 

x1 

x2 

xP-1 

xP 

M1 M2 MP-1 MP 

 

Fig. 4 Cantilever beam carrying multi lumped masses 

The expression for the Dunkerley second formula gives the first and second 
frequencies of vibration of the system shown in figure 4, as follows (Igora and  
Olga 2004):  
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with: 
2 3(3 ) /6

i j i j i

j i

x x x EI

for x x

δ = −
>

 
and , 1,2,...,

ij ji
for i j Pδ δ= =  

i jδ
 
is the unit displacement indicating the displacement along the ith direction due 

to the unit load (force or moment) acting in the jth direction. 
The first and the second linear frequencies of the cantilever beam without 

lumped masses (i.e. M1=M2=..…=MP=0) are given by (Thomson and Dahleh 
1997): 

4
2

01 4

1,87510 EI

L S
ω

ρ
=

 
for the first mode ,

4
2

02 4

4,69409 EI

L S
ω

ρ
=  

for the second mode. 

The square of the first and second frequencies of vibration for the given real sys-
tem can be calculated using the expression: 2 2 2 2 2

0 0/( ) ( 1,2)i i ir i ir iω ω ω ω ω= + = . 

To obtain the linear stiffness matrix of the clumped-free beams carrying multi 
lumped masses, we should change the correspondent matrix element i.e. 

(1 ) /pp pm N SL N for p Nα ρ= + ≠  and )(0,5 pNNm m Nα= + if MP is on the end of 

the free beam; with: ( / ( 1,2,...., )i iM SL i Pα ρ= = . 

3   Application to a Cantilever Beam Carrying Three Lumped 
Masses 

Consider now a cantilever beam carrying three lumped masses M1, M2 and M3 (for 
P=3) as shown in figure 5-a, and let’s apply the second Dankerley formula (Igora 
and Olga 2004) for modeling an airplane wing (figure 5-b), as a three degrees of 
freedom lumped mass system, (EI = constant). 

 

Fig. 5 Cantilever beam carrying three lumped masses M1, M2 and M3 (a) and the corres-
ponding airplane wing (b) 

The general characteristics of the cantilever beam (figure 5-a) are given in  
table 2:  

Table 2 Characteristics of the cantilever beam made of aluminum 

L (m) x1=L/3 x2=2L/3 S (m2) I ( m4) ρ (kg/m3) E (N/m2) MT (kg) 
5 5/3 10/3 0,25 1/192 2700 7.1010 3375 
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      (b) 
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The symmetric matrix of the unit displacements of the correspondent cantilever 
beam (figure 5-a) is given by: 

ij

1,54321 3,85802 6,17284
1

3,85802 12,34568 21,60494

6,17284 21,60494 41,66667
EI

δ
 
 =  
  

 

The comparison between the linear frequencies of the first and second linear mode 
shapes calculated with the discrete model (Ndof=60) and the expressions for the 
Dunkerley second formula shows a good convergence (Table 3). 

Also, the comparison of modes 1 and 2 of the clamped-free beam obtained 
with: 1 2 3 0α α α= = =  , 1 2 3 0,1α α α= = = and 1 2 3 0,5α α α= = =  is given in figure 

6 and shows the influence of the ration iα of lumped masses Mi on the mode the 

continuous uniform beam model. 

Table 3 Comparison between the numerical and Dunkerley formulas frequencies 

Mode (mod )elω ( ker )Dun leyω %Erreur

1 101,2596 100,6330 0,618 
2 631,7625 636,3332 0,723 
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Fig. 6 Convergence of the three first mode shapes of the discrete system to those of the 
continuous clamped-free uniform beam carrying three lumped masses 
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4   Conclusion 

A physical discrete model for linear transverse vibrations of beams has been used 
with the objective to present a cantilever beam carrying multi masses. The model 
proposed in reference [Eddanguir 2012] has been valued using the analogy be-
tween the discrete system and its equivalent continuous model. The results ob-
tained for the frequency of the linear discrete system compare well with those 
based on Dunkerley formulas frequencies theory (Igora and Olga 2004). Moreo-
ver, the model proposed in this work may be representative of the bending vibra-
tion of a cantilever beam with many concentred masses and different types of  
discontinuities. 

References 

Eddanguir, A., Beidouri, Z., Benamar, R.: Nonlinear transverse steady-state periodic forced 
vibration of 2-dof systems with cubic nonlinearities. Europeen Journal of Computation 
Mechanics 20(1-4), 143–166 (2011) 

Eddanguir, A.: Contribution à une théorie d’analyse modale non linéaire: Application aux 
vibrations transversales libres et forcées à non linéarités localisées des systèmes discrets 
à deux et à plusieurs degrés de liberté Thèse de doctorat, Université Mohammed V Ag-
dal, Ecole Mohammadia d’Ingénieurs, Rabat, Morocco (Juillet 2012) 

Eddanguir, A., Beidouri, Z., Benamar, R.: Geometrically nonlinear transverse steady-state 
periodic forced vibration of multi-degree-of-freedom (N-dof) systems with a distributed 
nonlinearity. Ain Shams Engineering Journal Elsevier 3(3), 191–207 (2012) 

Igora, K., Olga, I.L.: Book Formulas for Structural Dynamics: Tables, Graphs and Solu-
tions. McGraw-Hill Companies (2004) 

Thomson, W.T., Dahleh, M.D.: Theory of Vibration with Applications, 5th edn. (1997) 
(Hardcover) 

 



M. Haddar et al. (Eds.): Design and Modeling of Mechanical Systems, LNME, pp. 97–103. 
DOI: 10.1007/978-3-642-37143-1_12         © Springer-Verlag Berlin Heidelberg 2013 

Numerical Continuation of Equilibrium Point 
and Limit Cycles of a Rigid Rotor Supported  
by Floating Ring Bearings 

Amira Amamou and Mnaouar Chouchane 

Laboratory of Mechanical Engineering,  
National Engineering School of Monastir,  
University of Monastir, Tunisia 
Amira.amamou@mailpost.tn,  
mnaouar.chouchane@enim.rnu.tn 

Abstract. Today, floating ring bearings are commonly used in rotors of  
high-speed turbochargers because of their low cost and their vibration suppressing 
capability. Nevertheless, and similar to conventional hydrodynamic bearings, 
floating ring bearings may exhibit self-excited vibrations and become unstable 
above the instability threshold speed. In this paper, a nonlinear dynamic model of 
a perfectly balanced rigid rotor supported by two identical floating ring bearings is 
used to determine the rotor vibration behavior. The hydrodynamic forces are mod-
eled by applying the short bearing theory and the half Sommerfeld conditions for 
both fluid films. Numerical continuation is applied to determine stable or unstable 
limit cycles bifurcating from the equilibrium point at the Hopf bifurcation. This 
paper shows that the stable limit cycles undergo a single limit point bifurcation 
however no bifurcation is predicted for the unstable limit cycles. 

Keywords: Floating ring bearing, Nonlinear stability analysis, bifurcations of  
limit cycles, Numerical continuation. 

1   Introduction 

Floating ring bearings commonly used in machines operating at high angular 
speeds. This type of hydrodynamic bearings has a ring inserted freely between the 
journal and the fixed bush. In a hydrodynamic regime, an internal oil film is 
formed between the journal and the floating ring and an external oil film is formed 
between the floating ring and the fixed bush. Similar to other hydrodynamic bear-
ings, a floating ring bearing may become unstable if stability threshold speed is 
exceeded. This instability is due to the hydrodynamic forces generated in the lu-
bricating oil film and if not controlled, it may lead to a premature bearing failure.  

Tanaka and Hori (Tanaka and Hori 1972) have developed an analytical dynam-
ic model of a symmetric, balanced rotor supported by two identical floating  
ring bearings. The model is linearized about the equilibrium position and  
bearing stability curves are determined. Experimental investigation and numerical 
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simulation have been used to prove the validity of the predicted stability charts. 
Similar stability limit curves have also been published by Li (Li 1982). These sta-
bility charts only predict the stability boundaries using linearized dynamic equa-
tions. Nonlinear analysis is required to predict the bifurcations of the equilibrium 
points of journal bearing and floating ring centers in the neighborhood of the sta-
bility threshold rotating speed. Boyaci et al. (Boyaci et al 2008) applied the Hopf 
bifurcation theory to separate the stability boundary curves published in (Tanaka 
and Hori 1972) into border segments with supercritical stable limit cycles and 
segments with unstable subcritical limit cycles. Amamou and Chouchane (Ama-
mou and Chouchane 2011) published a similar investigation on the floating ring 
bearing using analytical and numerical methods.  

Although continuation approach has been applied to investigate the bifurcation 
behavior of rotors with single oil film bearings (e.g. Chouchane and Amamou 
2011), very few researches provides an accurate prediction for the detection of bi-
furcations of the equilibrium point and limit cycles of floating ring bearings.  In 
an application to a flexible turbocharger rotor supported by floating bearings, 
Boyaci et al (Boyaci et al 2011) have focused on the bifurcation analysis and the 
determination of large amplitude limit cycle oscillations of turbocharger rotor.  

However, in this paper, numerical continuation analysis is used to predict the bi-
furcation behavior of a perfectly balanced rigid rotor in floating ring bearings after 
undergoing a Hopf bifurcation and to determine the speed range beyond which limit 
cycles may no longer exist or may themselves encounter some form of bifurcation. 

2   Dynamic Model  

Consider a rigid perfectly balanced symmetric rotor supported by two identical 
floating ring bearings. A cross section of the hydrodynamic floating ring bearing 
bearing is shown in Fig. 1 (a).  
 

 
(a) 

 

 
 
 

(b) 

Fig. 1 (a) A cross section of a floating ring bearing; (b) Journal and floating ring positions 
in polar coordinates 
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While the shaft which has a constant radius 1R  rotates with constant angular 

speed 1ω , the floating ring of an internal radius 2R  and an external radius 3R
 

rotates at an angular velocity 2 1ω ω< . The hydrodynamic forces for the two films 

are obtained by applying the short bearing approximation and using the half 
Sommerfeld boundary conditions. The quantities associated with the inner film are 
identified by subscript 1 and subscript 2 refers to the outer film.  

In a hydrodynamic lubrication regime, the system's equations of motion may be 
given in dimensionless form as (Amamou and Chouchane 2011): 
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.

( )  denotes the derivatives with respect to nondimensional time 

1tτ ω= .
1 1 2

, ,f f fε θ ε  and 
2

f θ  are nonlinear functions of the position and velocity 

of the journal center and the floating ring center. 1ε , 2ε  are the eccentricity ra-

tios and 1θ , 2θ  are the attitude angles as defined in  Fig. 1 (b).  2

1

c

c
γ =  and 

3

2

R

R
δ =  are respectively the clearance ratio and the ratio between the external and 

internal radius of the floating  2

1

W

W
σ =  is the weight ratio. 

3
1
2.5 0.5

1 12

R L

M c g

μ
Γ =  is 

the dimensionless bearing modulus and 1
1 1

c

g
ϖ ω=  is the dimensionless journal 

speed. 

3   Bifurcation of Equilibrium Point and Limit Cycles 

The nonlinear dynamic behavior of rotors supported by floating ring bearings in-
cludes by several phenomena observed experimentally and cannot be predicted by 
basic analytical methods. Thereby, numerical continuation is essential to deter-
mine the branch of the journal equilibrium point, the Hopf bifurcation point and 
the bifurcating stable or unstable limit cycles so that significant insights into oil 
whirl, jumping and hysteresis phenomena are appropriately predicted.  

The continuation algorithm typically detects any bifurcation appearing as a sin-
gle control parameter is varied. This type of bifurcation is called codimension one 
bifurcation. The first step of the bifurcation analysis is to determine branches of 
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equilibrium point solutions of the system of equations (1) for a selected set of 
bearing modulus Γ . Stable equilibrium points exist for rotating speeds less than 
the threshold speed cϖ at the Hopf point, designated by "H", and unstable equili-

brium points exist for cϖ ϖ> . At the Hopf point, the branch of equilibrium point 

bifurcates into limit cycles. The system has either stable limit cycles for cϖ ϖ> or 

unstable limit cycles for cϖ ϖ< . Limit cycles may themselves undergo bifurca-

tions particularly through a limit point of cycles (LPC) also called a folding bifur-
cation or a saddle node bifurcation.  At this bifurcation, a branch of stable limit 
cycles and a branch of unstable limit cycles collide together and disappear. Con-
tinuation may be proceeded from the LPC point to find another branch of stable or 
unstable limit cycles as long as the bearing clearance limit is not reached. 

The computation of equilibrium and periodic solutions are carried out in this 
paper by the numerical continuation software package MATCONT providing me-
thods for continuation of branches of equilibrium point and the limit cycle solu-
tions and detection of their bifurcations. 

4   Results and Discussion 

For typical values of bearing parameters, curves representing the variation of  

1sε  with 1ϖ
 
are represented for a set of selected journal modulus Γ  as shown in 

Fig. 2.  

 

Fig. 2 Branches of the equilibrium point eccentricity of the journal center for a selected set 
of bearing modulus Γ  and for bearing parameters 1.32δ = , 0.043σ =  and 1γ =  
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The Hopf point H separates each equilibrium point branch into a stable and an 
unstable equilibrium branches segments. Stable equilibrium branch is shown in 
solid line and unstable equilibrium branch is shown in dashed line. Hopf bifurca-
tion points of different of equilibrium branches of the journal center are joined to 
form a stability threshold curve in the plane ( )1 1,ϖ ε . We precisely determined 

this stability curve using Γ  and 1ϖ
 
as two bifurcation parameters in a two pa-

rameter continuation. Along this curve, a Generalized Hopf bifurcation point (GH) 
has been found indicating a transition from one type of bifurcation to another. 
Hopf bifurcation is supercritical for 0.56Γ <  and subcritical for 0.56Γ > . The 
stability boundary is shown in solid line for the former case and in dashed line for 
the latter. The stability boundary obtained by a codimension two continuation is 
identical to that derived from linear modeling.  

Once a Hopf bifurcation is detected for any of the 1sε
 
versus 1ϖ  curves in 

Fig. 2, numerical continuation of limit cycles is applied using the Hopf point as in-
itial point and 1ϖ

 
as a control parameter to determine the branch of limit cycles. 

The supercritical bifurcation profiles of journal center for a selected set of bearing 
modulud Γ are shown in Fig. 3.  

For a balanced floating ring bearing, limit cycles are only expected to undergo 
a single Limit Point of Cycles bifurcation (LPC) as long as the eccentricity ratio 
limit, 1 0ε =  or 1 1ε =  is not reached since the system of equation of motion (1) 

is not be defined for these two values of 1ε . At an LPC bifurcation shown in  
 

 

Fig. 3 Stable supercritical branches of limit cycles and their bifurcations for the journal cen-
ter for three selected bearing modulus 0.01,0.03,0.05Γ =  and for bearing parameters 

1.32δ = , 0.043σ =  and 1γ =  
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Fig. 3, a branch of stable limit cycles bifurcates into a branch of unstable limit  
cycles. The contours of stable cycles are represented by solid line and those of un-
stable cycles are represented by dashed lines. The amplitude of the supercritical 
stable limit cycles gradually increases with rotor speed 1ϖ

 
up to the bifurcation 

point 1LPCϖ . The size of limit cycles increases at a higher rate for higher bearing 

modulus Γ . At this rotor speed 1LPCϖ , the stable limit cycle changes its stability 

by a saddle node bifurcation and unstable limit cycles appear with much higher 
amplitudes at 1LPCϖ ϖ< . This branch of periodic solutions ends when the eccen-

tricity limit, 1 0ε = , is reached.  The ( )1 1,c LPCϖ ϖ
 
speed range varies with 

Γ and defines the domain of attraction of stable limit cycles. The unstable limit 
cycles define the basin of attraction of the stable equilibrium point or limit cycles. 
A large disturbance of the equilibrium point in this rotor speed range, due to a 
choc or an earthquake for example, may cause the rotor to leave this basin of at-
traction which may be the reason for destructive vibrations. 

For bearing modulus 0.56Γ > , the journal center undergoes unstable limit 
cycles of decreasing size with rotor speed 1ϖ  until the journal eccentricity limit 

( )1 0ε =
 
is reached and before an LPC bifurcation is encountered. The subcritical 

bifurcation profiles are shown in Fig. 4. 

 

Fig. 4 Unstable subcritical branches of limit cycles for the journal center for three selected 
bearing modulus 1,3,5Γ =  and for bearing parameters 1.32δ = , 0.043σ =  and 

1γ =  
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No jumping or hysteresis phenomenon is expected in this case.  Therefore, 
with regard to practical applications the behavior of the floating ring bearing is 
more critical because the only stable solution is the equilibrium point before the 
bifurcation takes place. The basin of attraction given by the unstable limit cycle is 
too small for high bearing modulus compared to perturbations from operation.  

It should be noted that similar curves to those determined by numerical contin-
uation for the journal center, shown previously, may be drawn for the floating ring 
center. 

5   Conclusion 

A nonlinear dynamic investigation of the floating ring bearing has been presented 
in this paper. A four degree of freedom model in polar coordinates has been used. 
For typical bearing design, the model depends only on two parameters: the non-
dimensional rotor speed and the bearing modulus.  

Numerical continuation is applied to determine the onset of instability due to a 
Hopf bifurcation of the equilibrium point and to predict the limit cycles and their 
bifurcations. The system is shown to undergo a Limit Point of Cycle bifurcation 
for the supercritical region. For the subcritical bifurcation, no bifurcation of limit 
cycles is predicted. To further reveal the complex behavior of the system, codi-
mension-two numerical continuation is employed to predict Hopf bifurcation 
boundaries in a two-parameter space. 
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Abstract. Detection of crack shaft in a rotating machine is one of the most chal-
lenging problems in equipment predictive maintenance. In the available literature, 
various crack detection methods have been applied to study the dynamic behavior 
of a cracked shaft. This study concerned with the dynamic behavior of the rotor. 
We have also studied the different types of transverse cracks and the different me-
thods that have been applied for shaft crack diagnosis. We have also studied the 
forces applied to the rotor and the movement in order to determine the stress, 
strain and mode shapes. Was also addressed in this note to study the issues of 
cracks in three-dimensional in solid objects by using ABAQUS software which 
based to finite element to give the results. The six first natural frequencies of rotor 
were decreased after cracking in the shaft critical zone, and this reduce is nonli-
near; however the corresponding displacements were increased. Also the stress 
and strain increased with crack initiation. This reduces of mode shapes frequencies 
can be used indicator for diagnostic and predicted the life time of rotor.   

Keywords: horizontal rotor, dynamic, frequencies, crack initiation, fatigue life. 

1   Introduction 

P The vibration behavior of a rotating shaft with a transverse crack has been stu-
died since the late 1960’s [01]. The approaches for detecting cracked shafts during 
the operation of equipment were initiated about fifty years ago in response to a 
systems failure. [02] Are ongoing the cause of shaft cracks. Cracks may be caused 
by mechanical stress raisers, abrupt cross-sectional changes, heavy shrink fits, 
dents and grooves, or factors such as fretting or metallurgical factors [03]. Trans-
verse cracks (Fig.1), this type of crack is perpendicular to the shaft axis. They re-
duce the shaft cross-sectional area and result in significant damages to rotors. 
These have been extensively studied by the most past and current researchers 
([04], [05], [06] and [07]). 
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Fig. 1 A transverse crack [4] 

Some of the excellent review papers that have appeared include [08], who re-
viewed the dynamics of a cracked rotor, and developed detection methods for di-
agnosing fracture damage. [09] Reviewed vibration-based condition, the two 
common vibration analysis techniques, for structural damage or degradation, were 
based on natural frequencies or mode shape. A crack present in the shaft could be 
predicted. The stiffness of a shaft is reduced by a crack. Measuring these changes 
can help with identifying an early stage crack [10]. In [03] review, the emphasis 
was on crack detection in shafts by using vibration-based, modal testing and ge-
netic algorithms. [11] The field experience support the conclusion that a transverse 
crack modifies the dynamic behavior of the rotor. [12] Presented the basic method 
by comparing the contour graph of the first two structural natural frequencies to 
analyze the crack depth and location. 

[13] Have presented a signal-based method through analysis of the Dynamic 
Response of a cracked shaft. [14] Studied the open crack of a static state rotor 
through vibration analysis using a continuous model. [15] Have reported a har-
monic excitation method for “detection of a rotor crack based on nonlinear vibra-
tion diagnosis. During each revolution, the crack opens and closes gradually, in 
other words, it breathes during shaft rotation. Crack breathing is one of the popu-
lar approaches for studying the dynamics of a cracked shaft by many researchers 
[16].  

The aim of this study is to determine the field of displacement, strain, stress 
concentration and mode shapes. We also study the fatigue crack initiation of the 
horizontal rotor due to the initiation of cracks in its shaft. 

2   Numerical Simulation of the Crack Initiation 

In this case, we simulate the rotor on two fixed supports bearing by ABAQUS 
software, we give the distribution of the stress, strain and field of the displacement 
under aerodynamical and centrifuge loads, and visualization of the mode shapes 
(determine the six first naturals frequencies) and we will see the dynamic behavior 
of the rotor with crack. In first we should locate the critical zone: 
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Fig. 2 Von Mises Stress of the LP rotor of a gas turbine 5002 

The stress concentration is located in link between disk and shaft. 
The six first modes shapes of rotor uncracking are shown: 

 

Fig. 3 4th mode-tensile-bending (Umax=1.027mm     f=2.844 Hz) 

 
About the dynamic behavior of rotor cracking, we will create the crack in the 

stress concentration zone of the rotor: 

 

Fig. 4 Von Misses stress of cracking shaft 
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We have stress concentration in the level crack tip. The 2nd mode shape of rotor 
cracking shown below: 

 

Fig. 5 2nd mode shape (f= 0.827 HZ, Umax = 1.009 mm) 

The comparison between two cases has shown in the (Tab.1) below: 

Table 1 Comparison of the (natural frequencies, maximal displacement) with and without 
crack 
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Note it on the tablet the natural frequencies decrease after the initiation crack in 
the shaft. And this reduce is nonlinear.  

Table 2 Comparison of maximum strain and stress under loadings, without and with crack 

 Max stress 
(MPa) 

Max Strain  

Plate without crack 1.316E+01 6.965E+01 
Plate with crack 3.049E+01 1.454E+02 

 
The table above that the strain max augments and the stress takes a very impor-

tant increase because we have stress concentration at crack-tip. 

3   Conclusion 

We conclude when we have a defect form such as cracks, the maximum strain and 
displacement increased under loads, also we see that the stresses are concentrated 
around the crack tip and it is very higher. We can deduce also the crack is related 
to the decrease in natural frequencies observed and modified the vibration in mode 
shapes of the structure. So, it has a great effect in the damage of the rotor. The 
nonlinear reduce to natural frequencies can be used as a residual indicator of dam-
age to the crack initiation, and thus highlight the life of the component. So the de-
pictive and diagnostic of defects predict the life of the rotor. 
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Abstract. In this paper, the authors present a numerical approach to study Defect de-
tection through Stochastic Wave Finite Element Method. The uncertain material 
properties are modeled as a set of random fields. The structure is presented consider-
ing two waveguides connected through a stochastic coupling element, simulated as 
the defect (crack). Diffusion matrix for uncertain media through stochastic wave fi-
nite element method is studied in this paper. The forced response following a vibra-
tory excitation is computed to investigate the defect detection. The computational  
efficiency of the method is demonstrated by comparison with MC simulation. 

Keywords: Stochastic wave finite element, uncertain waveguide, diffusion ma-
trix, forced response, defect. 

1 Introduction 

Many researchers proposed some structural health monitoring (SHM) techniques 
in order to carry out the monitoring and the diagnosis of the risks (Alleyne et 
al.1998, Bouchoucha et al. 2010). SHM is among the fields of application of 
guided wave propagation. Wave finite element method (WFEM) can be used for 
wave propagation predictions and wave scattering estimations. The WFEM re-
gards the waveguide structure as a periodic system assembled by identical sub-
structures,  the dispersion curves and the mode shapes are among the primary 
properties to be given (Mencik and Ichchou 2005, Duhamel et al. 2006). 

In the literature, however, most of founded numerical issues of wave propaga-
tion simulations are mainly limited to deterministic media. Numerical guided 
wave techniques characterization in spatially homogeneous random media is  
investigated in this paper. The uncertainties are often present in geometric proper-
ties, material characteristics and boundary conditions of the model. These vari-
ables are taken into account in models according to the both parametric (Pellissetti 
et al. 2008) and non-parametric (Soize 1999) approaches. (Ichchou et al 2011) 
considered the wave propagation features in random guided elastic media through 
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the Stochastic Wave Finite Element Method (S.W.F.E.M) using a parametric 
probabilistic technique. 

(Bouchoucha et al 2013) presented in their paper a numerical approach to study 
the guided elastic wave propagation in uncertain elastic media. Stochastic Wave 
Finite Element Method (S.W.F.E.M) formulation with consideration of spatial 
variability of material and geometrical properties is developed for probabilistic 
analysis of structures. They extended their work in (Bouchoucha et al 2013) to the 
diffusion matrix for uncertain media through stochastic wave finite element 
method (SWFEM). The stochastic diffusion relationship allows evaluating the sta-
tistics of reflection and transmission coefficients under structural uncertainty. 

This paper will extends mentioned works in order to provide a full numerical 
description of the stochastic problem of the wave propagation in uncertain dam-
aged structure. The main contribution of this paper seems the calculation of the 
stochastic forced response of the uncertain waveguide with defect.  

The paper contains 5 sections. In section 2, the formulation of the wave propa-
gation in uncertain waveguide is presented through state vector representation. 
Section 3 provides the stochastic diffusion matrix formulation. Section 4 gives 
mainly guided wave propagation in uncertain elastic media through stochastic dif-
fusion matrix. Numerical results and discussions are presented in section 5. A 
conclusion together with a description of the work in progress is ultimately given. 

2 Wave Propagation in Uncertain Periodic Waveguide 

In this section, we use the SWFE formulation to study the guided wave 
propagation in uncertain undamaged structure (figure 1). We calculate the 

stochastic displacement of any substructure k { }( )k 1...N∈ through the modal 

decomposition and the polynomial chaos projection (Bouchoucha et al 2013).   
 

 

Fig. 1 An illustration of the periodic waveguide 

The stochastic kinematic variables, displacements q  and forces F  
are represented through stochastic state vectors:   T T T

L L Lu = (q - F )  and 
 T T T

R R Ru = (q F ) . In this way, it can be shown that state vectors Lu  and Ru  are 
related by the stochastic transfer matrix S . 

 R Lu = .uS                                     (1) 
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Using a modal decomposition, the stochastic state vectors can be projected on 
the wave mode base: 

( ) ( )k k
Lu = φQ , ( ) ( )k k+1

Ru = φQ  where
inc ref
q q
inc ref
F F

φ φ
φ =

φ φ
 
 
 

 


 
 ,

 
 
 




(k)inc
(k)

ref
QQ =
Q

      (2) 

φ  is the matrix of the stochastic eigenvectors which is independent from the 

considered substructure,  (k)Q  represents the vector of the stochastic wave mode 

amplitude evaluated for the substructure k. The generalized coordinates (k)Q  and 
(k -1)Q  evaluated for the thk  and ( )th

k - 1  substructures, respectively, can be 

related in this way: 

( ) ( ) ( )
inc

ref

λ 0
=

0 λ

 
  
 

λ


   


k k -1 k -1Q = .Q Q                  (3) 

Where λ  is a diagonal stochastic eigenvalue matrix.                                                           
Then, we can establish the following recurrence relationship: 

( ) ( )1−  k 1kQ = Qλ                               (4) 

The stochastic state vectors of the thk substructure can be written through the 
modal decomposition as:  

( )
k-1 (1)incinc ref inc

k q q
L inc ref refref

F F

λ 0φ φ Q
u =

φ φ Q0 λ

    
         

  
  

                  (5) 

The polynomial chaos projection of the stochastic state vector  ( )k
Lu  is 

formulated in the following Gaussian form: 

( ) ( )
( )k

L

k k
L L u

u = u +σ ε                             (6) 

Where ( ) ( ) ( )
(k)

k k-1 1L
L (k)

L

q
u = = φλ Q

-F

 
 
 

                                                      

And ( ) ( ) ( ) ( ) ( ) ( ) ( )
( )

(k)
L

k 1
L

(k)
L

q k-2 1 k-1 1 k-1
λ φu Q

F

σ
σ = = k -1 φλ σ Q + σ λ Q +φλ σ

-σ

 
 
 
 

  

In this paragraph, we established the mean and the standard deviation of the state 
vectors of any substructure k following an uncertainty introduced in the system 
parameters. We can extract the stochastic displacement using the appropriate 
boundary conditions.  
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3 Stochastic Diffusion Matrix Formulation 

In this section, we use the SWFE formulation to study the stochastic diffusion ma-
trix which represents the wave/defect interaction (Bouchoucha et al 2013).  

For the waveguide 1 (figure 2), the kinematic variables of the Nth cell can be 
written through the modal decomposition:  

1,N inc inc inc ref ref ref
R q 1,N q 1,Nq = φ λ Q +φ λ Q      and 1,N inc inc inc ref ref ref

R F 1,N F 1,NF = φ λ Q +φ λ Q              (7) 

And for the waveguide 2 (figure 2), the kinematic variables of the 1st cell can be 
expressed as: 

2,1 inc inc ref ref
L q 2,1 q 2,1q = φ Q +φ Q     and 2,1 inc inc ref ref

L F 2,1 F 2,1-F = φ Q +φ Q                (8) 

 

 

Fig. 2 An illustration of the damaged structure 

 
In the next paragraph, we will use the kinematic variable expresses to study the 

defect/wave interaction through the diffusion matrix. The modelling of the 
waveguide with defect is presented in Figure 2; the crack is modelled by a cou-
pling element. The dynamical equilibrium of the stochastic coupling element can 
be formulated in this way: 

cc c c
c c cLLL LR L

cc c c
RRL RR R

qD D F
D .q = = F =

qD D F

    
    

    

      
                   (9) 

Where cq  and  cF  represent the stochastic kinematic variables, displacements 

and forces defined on the dof’s on the left and right boundaries of the coupling 

element.   cD  represents the stochastic dynamic stiffness matrix of the coupling 
element condensed on the dof’s on the left and right boundaries: 

The continuity of displacement and force fields can be written as: 

c 1,N
L Rq = q  , c 2,1

R Lq = q   ,  c 1,N
L RF = -F    and c 2,1

R LF = -F                 (10) 

The dynamical equilibrium will be written in this way: 

( ) ( )TTc 1,N 2,1 1,N 2,1
R L R LD q q = - F F                         (11) 
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By introducing equations (7) and (8) in equation (11) and after some analytical 
treatments, we have:                                                             

c inc c ref inc
LR q LR q 2,1

c inc inc c ref ref ref
RR q F RR q F 2,1

c inc inc inc inc c ref ref ref ref inc
LL q F LL q F 1,N

c inc inc c ref ref
1,RL q RL q

D φ D φ Q

D φ -φ D φ -φ Q

D φ λ +φ λ D φ λ +φ λ Q
= -

QD φ λ D φ λ

  
    

  
 
 
 
 

   
     

        
    ref

N

 
  
 

              (12) 

4 Guided Wave Propagation in Uncertain Elastic Media 
through Stochastic Diffusion Matrix 

According to the stochastic diffusion matrix, we can establish a relationship be-
tween the stochastic kinematic variables at the left and the right borders of the 
coupling element (figure 2). Using the polynomial chaos projection of the equa-
tion (12), we can extract the relationship between the means of the stochastic ki-
nematic variables at the left and the right borders of the coupling element as  
follows:   

( ) ( ) ( )-1Tinc ref inc ref
2,1 2,1 1,N 1,NQ Q = b a Q Q

T
                   (13) 

Where 
c inc c ref
LR q LL q

c inc inc c ref ref
RR q F RR q F

-D φ -D φ
b =

-D φ +φ -D φ -φ
 
  
 

  

And   
( ) ( ) ( ) ( )

( ) ( )
inc inc c inc inc c ref ref ref ref
F LL q LL q F

c inc inc c ref ref
RL q RL q

φ λ + D φ λ D φ λ +φ λ
a =

D φ λ D φ λ

 
 
 
 

  

The relationship between the standard deviations of the stochastic kinematic vari-
ables at the left and the right borders of the coupling element can be written as  
follows:   

( ) ( ) ( ) ( )
inc inc
2,1 1,N

ref ref
2,1 1,N

inc
-1 -1 -1 -1Q Q 11 12 11 12 1,N

ref
21 22 21 22 1,NQ Q

σ σ Q
= b a + b - b b a

σ σ Q

                                

a a b b

a a b b

σ σ σ σ
σ σ σ σ

    (14) 

Where  ( ) ( ) ( ) ( ) ( )inc inc c inc inc
F LL q

inc inc inc inc c inc c inc
a11 F q LL LL qφ λ D φ λ

σ = σ λ +φ σ +σ φ λ + D σ λ + D φ σ  

( ) ( ) ( ) ( ) ( )ref ref c ref ref
F LL q

ref ref ref ref c ref c ref
a12 F q LL LL qφ λ D φ λ

σ = σ λ +φ σ + σ φ λ + D σ λ + D φ σ

( ) ( ) ( )c inc inc
RL q

inc inc c inc c inc
a21 q RL RL qD φ λ

σ = σ φ λ + D σ λ + D φ σ

( ) ( ) ( )c ref ref
RL q

ref ref c ref c ref
a22 q RL RL qD φ λ

σ = σ φ λ + D σ λ + D φ σ , 

c inc
LR q

inc c
b11 q LRD φ

σ = -σ φ - D σ , 
c ref
LR q

ref c
b12 q LRD φ

σ = -σ φ - D σ , 
c inc inc
RR q F

inc c
b21 q RRD φ φ

σ = -σ φ - D σ +σ , 

c ref ref
RR q F

ref c
b22 q RRD φ φ

σ = -σ φ - D σ + σ  

This development allows to report the propagation study to the waveguide1 at the 
left of the coupling element through the stochastic diffusion matrix.  
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The stochastic displacement ( )k
Lq can be calculated only in function of ( )1Q  

according to the following equation: 

( ) ( )( ) ( ) ( )( ) ( )k-1 k-1k inc 1 ref 1inc inc ref ref
L q qq φ λ Q +φ λ Q=                      (15) 

5 Numerical Results and Discussion 

In this section, we study the longitudinal vibration of the structure in order to vali-
date the SWFEM. We consider the following boundary conditions: 

( ) ( )(1) (N)
L RF = F excitation and F = 0 freeend                      (16) 

The boundary conditions are used to evaluate the vector of the stochastic wave 

mode amplitude evaluated for the first substructure (1)Q through equations (4) and 

(12). The excitation has a Gaussian distribution FF = F + σ .ε  when Fσ = 0.05.F .  

We introduce the uncertainty in the structural parameters to study their effects 
on the wave propagation. These parameters were a Gaussian distribu-
tion ( )standard deviation = 0.05.mean .  

We study the forced response of the structure with defect for the longitudinal 
mode.  According to the equation (15), we can calculate the stochastic longitu-

dinal forced displacement. The polynomial chaos projection of ( )k
Lq  leads to ex-

tract the mean and the standard deviation of the forced longitudinal vibration.  
Monte Carlo simulations are used to validate the SWFEM results. The mean of 

the stochastic forced response with defect is presented in figure 3. The effect of 
the structural parameter perturbations in presence of defect is presented in figure 
4. In figure 5, we present the mean and the standard deviation of the forced re-
sponse with defect following uncertainty introduced in Young modulus in order to 
demonstrate the efficiency of the proposed method. In fact, the wave propagation 
isn’t affected by the perturbation of the structural parameters. Figure 6 illustrates 
the competence of the SWFEM as a tool for the defect detection through the com-
parison between the forced response with and without defect. 
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Fig. 3 Mean of the forced response of the waveguide with defect 
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Fig. 4 Standard deviation with defect (E stochastic) 
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Fig. 5 The forced response with defect (E stochastic) 
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Fig. 6 The defect detection for the traction compression mode 

6 Conclusion 

In this paper, the subject of forced response in uncertain structure with defect was 
dealt with. The structure is presented considering two waveguides connected 
through a stochastic coupling element, simulated as the defect (crack), the 
stochastic diffusion relationship is used to study the wave/defect interaction 
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following an uncertainty introduced in the structure parameters. The stochastic 
wave finite element method is used for the defect detection in uncertain structure. 
The main paper finding can be extracted as follows: 

1. Stochastic forced response associated to stochastic wave propagation is given. 
2. Stochastic diffusion matrix associated to damage front is given. This paper 

provides a numerical investigation of guided waves and defect interaction. 
3. The defect detection in uncertain structure is offered. 

The SWFE offers some interesting research perspectives. The use of SWFE for 
energy issues in complex wave guide is an important task.  Among the 
investigations in progress, the mid and high frequencies behavior is the main 
target in this case. Further investigations are under progress in order to use such 
numerical methods in the context of smart materials and structures.  
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Abstract. This paper is devoted to procedures for finite element modelling of 
structures incorporating viscoelastic materials, with emphasis placed on reduction 
methods intended for the reduction of the order of the finite elements matrices of 
the damped systems. This work focuses the use of Guyan reduction method. To 
account the frequency-dependant behaviour of viscoelastic materials, the Golla-
Hughes-Mc-Tavish (GHM) model is used. The paper is organized as follows: in-
troductory comments are first presented regarding the use of viscoelastic models 
and the procedures for their inclusion in the finite element structural matrices. 
Next, the studied Guyan reduction method is developed. Numerical simulations 
applied to beam and plate structures are presented to illustrate the use of Guyan 
reduction method applied to GHM damped finite element models. These examples 
will highlight the domain of validity of the proposed method, its performance and 
practical interest in the dynamic analysis of viscoelastically damped structures.  

Keywords: sandwich, viscoelastic materials, finite element modelling, Guyan  
reduction.   

1 Introduction 

Viscoelastic sandwich materials offer advantages in term of high specific stiffness 
and strength values. Furthermore, they are corrosion resistant, have good anti-
vibrations and anti-noise properties and this make them suitable for a variety of 
structural engineering applications. So, sandwich structures have been the subject 
of many investigations. To model the dynamic behavior of these structures incor-
porating viscoelastic dampers, finite element procedures have been combined with 
models intended to describe the frequency dependence of mechanical properties of 
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viscoelastic materials. An important class of such models is based on the addition 
of internal or dissipative variables to account for the viscoelastic behavior which 
the most useful and effective approach is the Hughes-Golla-Mc Tavish (GHM) 
model [1, 2]. Unfortunately, the inclusion of internal variables leads to global sys-
tems of equations of motion whose numbers of degrees-of-freedom (dofs) largely 
exceeds the order of the associated undamped system. As a result, the numerical 
resolution of such equation can requires prohibitive computational effort. To re-
medy this situation and reduce the order of the finite elements matrices, model  
reduction techniques are adopted.  One effective and popular model reduction 
method is the “Guyan condensation method” [3, 4] according to which reduction 
is achieved by partitioning the equations of motion in term of master and slaves 
coordinates. By neglecting the inertia associated to the salve coordinates, only the 
master coordinates are kept in the model. Thereby, this method removes some of 
the physical coordinates and produces a reduced order model with coordinates are 
a subset of the original coordinates system; The obtained reduced model preserves 
the dynamic properties of original GHM model and leads to a drastic reduction of 
the dofs in the whole finite element model without loss of precision in the low  
frequency band. 

2 GHM Finite Element Model 

The GHM model was introduced by Golla Hughes (1985) [1] and modified by 
Golla McTavish (1993) [2]. According to this model, the modulus function in the 
Laplace domain is expressed as: 

 

 
(1) 

Where: is the static modulus; , , are the parameters of the i mini-

oscillator, and is the number of mini-oscillators.  

Consider the finite element equation of motion of a structure containing N de-
gree-of-freedom: 

 (2) 

Where  ߳ Թேൈே  is the mass matrix (symetric and positive definite),  ߳ Թேൈே  is the stiffness matrix (symmetric and nonnegative),  ߳ Թே is the 

vector displacements and  ߳ Թே is the loading vector. 

It is assumed that the structure contains both elastic and viscoelastic elements, 
so that the stiffness matrix can be decomposed as follows: 

 (3) 
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 is the stiffness matrix corresponding to the purely elastic substructure and 

is the stiffness matrix associated to the viscoelastic substructure.  

The inclusion of the frequency-dependent behavior of the viscoelastic material 
can be made as follows: 

 (4) 

 

A series of dissipative coordinates can be defined as follows: 
 

 

 
  (5) 

 

Then, by combining equations (3) and (4) with (2), introducing equation (5) in the 
formulation and after some manipulations and back to time domain, the following 
coupled system of equation for one mini-oscillator is obtained: 

 

  
(6) 

Or in compact form: 

 (7) 

 
The equation of motion in time domain can be expressed in matrix form as  
follows: 
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Consequently, the inclusion of dissipative coordinates increases the order of the 
differential equation of motion such that the structural degrees-of-freedom are 
least doubled. This increases the computational time of the system and motivates 
the use of reduction methods. 

3 Guyan Reduction Method 

Guyan reduction [3, 4] is based to divide the displacements vector   into two 

sub-vectors: a sub-vector of master dofs and sub-vector of slave dofs 

as follows: 

 (9) 

By neglecting the inertia and the external load associated to the first equation of 
equation of motion (6) writing in time domain and partitioning it in master and 
slaves dofs leads to follows system of equations: 

 (10) 

Where: 

m and s are, respectively, the index of master dofs contribution and slaves dofs 
contribution. 

Consider the esclave part of equation (10), the global vector of the viscoelastic 
vector can be expressed in function of master dofs and dissipative dofs as follows: 

 (11) 

Where: 

[T] is the Guyan matrix transformation as form: 

 (12) 
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(13.2) 

Consequently, the reduced equation of motion corresponding to Guyan condensa-
tion is expressed such that: 

 (14) 

Where: ; and are respectively   the mass, the stiffness and the 

damping condensed matrices. 

4   Numerical Simulations 

Numerical examples are presented to illustrate the use of the model previously de-
scribed to evaluate the damping performance of the viscoelastic materials and 
Guyan reduction method as applied to beam and plate structures. Hence, the vis-
coelastic beam and plate are constituted by two elastic layers (faces) in Aluminum 
and a viscoelastic layer (core) of the nuance ISD112. All the calculations are  
developed using the software MATLAB®. The material and geometrical characte-
ristics of both beam and plate structures are shown in Table 1. The values of the 
parameters of the viscoelastic commercially available ISD112, manufactured 
by3MTM used at 27°C for one mini-oscillator are presented in Table 2. 

Table 1 Material and geometrical properties of the used sandwich structures [5]  

  

Elastic Layers Shear modulus: ܩ ൌ 9,6 ൈ10ଵPa 

Poisson ratio:  ߭ ൌ 0,3 

Density :ρ ൌ 2766Kg. mିଷ 

Thickness: h ൌ 1,524mm 

Viscoelastic layer Shear modulus: GHM modulus (1) 

Poisson ratio: υୡ ൌ 0,49 

Density :ρୡ ൌ 1600Kg. mିଷ 

Thickness: hୡ ൌ 0,127mm 

 

Beam Length: L=177,8mm 
Width: l=12,7mm 

Rectangular plate Length: L=177,8mm 
Width: l=88,9mm 

 
 

-1ss sm sst = - K K Kq qz qz2
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Table 2 Parameters of the GHM viscoelastic model identified for material ISD112 3MTM 
for one mini-oscillator  

 

Model GHM (i=1) Value ߙ 4.8278 ߱ 28045 ߦ 22.013 ܩ [MPa] 4.8278 

 
Case 1: Viscoelastic Beam 
The used FE mesh of the beam involves one element through the width and 20 
elements along the length. The excitation point and the response point are selected 
at the extremity of the beam. The response curves of the full and the reduced 
GHM model are presented in figure 1.  

 
 

 
 

Fig. 1 FRFs for the full and reduced system-Guyan method of the viscoelastic beam 

 
Figure 1 shows the frequency response functions of the beam for the Guyan re-

duced model compared with those of full model. As can be seen, FRFs of the two 
models stick to the first three modes of vibration in the study frequency band [0-
7000] Hz and taking off from a certain frequency called the cutoff frequency 
which is around 4000 Hz. This cutoff frequency defines the utility field of the 
Guyan condensation method from which the results are not acceptable.  So, this 
reduction method is a viable method of modeling the parameters of a viscoelastic 
material and leads to drastic reduction of the dofs in the whole finite element 
model without loss of precision in the low frequency band. 

Case 2: Viscoelastic Plate 
For the finite element model, a mesh of 50 elements is carry out with 10 × 5 ele-
ments are discretized in the directions of the length and width respectively. The 
following figure shows the FRFs response of the full and reduced GHM plate. 
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Fig. 2 FRFs for the full and reduced system-Guyan method of the Viscoelastic plate 

 
For the viscoelastic sandwich plate, the FRFs function responses for full and 

Guyan reduced models are combined for the first three vibration modes. Beyond 
the 3000 Hz value, defining the cutoff frequency, the response curves do not stick. 
This cutoff frequency defines the domain of validity of this method in which the 
results are accuracy and valid. 

5   Conclusions 

Finite element procedures of structures incorporating viscoelastic materials that 
are able to reproduce the FRFs before and after reduction was implemented, with 
emphasis placed on the incorporation of models to account the frequency-
dependant behavior of viscoelastic materials by the GHM model and the imple-
mentation of the Guyan reduction method. 

The numerical simulations presented in this paper enabled to illustrate the ap-
plication of reduction order procedures as a tool to evaluate the damping, natural 
frequencies of the reduction viscoelastically structures as a dynamic representation 
of the larger order systems, reduction the time for processing the data and the 
analysis and enable to reduce the CPU time while preserving the dynamic proper-
ties of original GHM model. This method is so efficient for the damping systems 
which contain a large number of dofs leading to reduced system which is a subset 
of original system without loss of precision in the low frequency band. 
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Abstract. In this paper, we present a coupled finite element/boundary element
method (FE/BE) for control of noise radiation and sound transmission of vibrat-
ing structure by active piezoelectric techniques. The system consists of an elastic
structure (with surface mounted piezoelectric patches) coupled to external/internal
acoustic domains. The passive shunt damping strategy is employed for vibration
attenuation in the low frequency range.

Keywords: finite element method, boundary element method, vibroacoustics, piezo-
electric patches, shunt damping technique, noise and vibration attenuation.

1 Introduction

During the last two decades there has been an accelerating level of interest in the
control of noise radiation and sound transmission from vibrating structures by ac-
tive piezoelectric techniques in the low frequency range. In this context, resonant
shunt damping techniques have been recently used for interior structural-acoustic
problems [1, 2]. The present work concerns the extension of this technique to
internal/external vibroacoustic problems using a finite-element/boundary-element
method (FEM/BEM) for the numerical resolution of the fully coupled electro-
mechanical-acoustic system.

First, a finite element formulation of an elastic structure with surface-mounted
piezoelectric patches and subjected to pressure load due to the presence of an
external fluid is derived from a variational principle involving structural displace-
ment, electrical voltage of piezoelectric elements and acoustic pressure at the fluid-
structure interface. This formulation, with only one couple of electric variables per
patch, is well adapted to practical applications since realistic electrical boundary
conditions, such that equipotentiality on the electrodes and prescribed global elec-
tric charges, naturally appear. The global charge/voltage variables are intrinsically
adapted to include any external electrical circuit into the electromechanical problem
and to simulate the effect of resistive or resonant shunt techniques.

M. Haddar et al. (Eds.): Design and Modeling of Mechanical Systems, LNME, pp. 127–134.
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In the second part of this work, the direct boundary element method is used for
modeling the scattering/radiation of sound by the structure coupled to an acoustic
domain. The BEM is derived from Helmholtz integral equation involving the surface
pressure and normal acoustic velocity at the boundary of the acoustic domain. The
coupled FE-BE model is obtained by using a compatible mesh at the fluid-structure
interface. The present coupling procedure is quite general and suitable for model-
ing any three-dimensional geometry for bounded or unbounded structural-acoustic
radiation problems.

2 Finite Element Formulation of Elastic Structure
with Piezoelectric Shunt Systems

2.1 Harmonic Equations

An elastic structure occupying the domain ΩE is equipped with P piezoelectric
patches and coupled to an inviscid linear acoustic fluid occupying the domain ΩF

(figure 1). Each piezoelectric patch has the shape of a plate with its upper and lower
surfaces covered with a very thin layer electrodes. The pth patch, p ∈ {1, · · · , P},
occupies a domain Ω(p) such that (ΩE , Ω

(1), · · · , Ω(P )) is a partition of the all
structure domain ΩS . In order to reduce the vibration amplitudes of the coupled
problem, a resonant shunt circuit made up of a resistance R(p) and an inductance
L(p) in series is connected to each patch [3, 1, 4].

We denote by Σ the fluid-structure interface and by nS and nF the unit normal
external to ΩS and ΩF , respectively. Moreover, the structure is clamped on a part
Γu and subjected (i) to a given surface force density Fd on the complementary part
Γσ of its external boundary and (ii) to a pressure field p due to the presence of the
fluid on its boundaryΣ. The electric boundary condition for the pth patch is defined
by a prescribed surface density of electric charge Qd on Γ (p)

D .
The linearized deformation tensor is ε = 1

2

(∇u+∇Tu
)

and the stress tensor
is denoted by σ. Moreover, D denotes the electric displacement and E the electric

ΩF

ΩE

Fd

ΓD

ΓN
Γσ

Ω(p)

R (1)
L(1)

Ω(1)

Σ Γu

nF

nS

Fig. 1 Vibrating structure with piezoelectric shunt systems coupled to an acoustic domain



FE-BE Coupled Formulation for Noise and Vibration Attenuation 129

field such that E = −∇ψ where ψ is the electric potential. ρS is the mass density
of the structure. The linear piezoelectric constitutive equations write:

σ = c ε− eT E (1)

D = e ε+ εE (2)

where c denotes the elastic moduli at constant electric field, e denotes the piezo-
electric constants, and ε denotes the dielectric permittivities at constant strain.

The local equations of elastic structure with piezoelectric patches and submitted
to an acoustic pressure are [5]

divσ + ω2ρSu = 0 inΩS (3a)

σ nS = Fd on Γσ (3b)

u = 0 on Γu (3c)

σ nS = pn onΣ (3d)

divD = 0 inΩ(p) (4a)

D · nS = Qd on Γ (p)
D (4b)

where ω is the angular frequency.
For each piezoelectric patch, a set of hypotheses, which can be applied to a wide

spectrum of practical applications, are formulated [1, 4].
Under those assumptions, the electric field vector E(p) can be considered normal

to the electrodes and uniform in the piezoelectric patch [6], so that for all p ∈
{1, · · · , P}:

E(p) = −V
(p)

h(p)
n(p) in Ω(p) (5)

where V (p) is the potential difference between the upper and the lower electrode
surfaces of the pth patch which is constant over Ω(p) and where n(p) is the normal
unit vector to the surface of the electrodes.

2.2 Finite Element Formulation

After applying variational formulation to Eqs. (3) and (4) (see [1]) and discretiza-
tion by finite element method and using the following additional relation between
electrical potential differences and electric charges due to the shunt circuits:

−ω2LQ − iωRQ+V = 0 (6)

we find the following matrix equation:



130 W. Larbi, J.-F. Deü, and R. Ohayon

[
Ku +CuV K

−1
V CT

uV CuV K
−1
V −Cup

K−1
V CT

uV K−1
V 0

]⎡
⎣ U

Q
PΣ

⎤
⎦− iω

[
0 0 0
0 R 0

]⎡
⎣ U

Q
PΣ

⎤
⎦+

− ω2

[
Mu 0 0
0 L 0

]⎡
⎣ U

Q
PΣ

⎤
⎦ =

[
F
0

]
(7)

where Q = (Q(1)Q(2) · · · Q(P ))T and V = (V (1) V (2) · · · V (P ))T are the col-
umn vectors of electric charges and potential differences; R = diag

(
R(1)R(2) · · ·

R(P )
)

and L = diag
(
L(1) L(2) · · · L(P )

)
are the diagonal marices of the resis-

tances and inductances of the patches; U and PΣ are the vectors of nodal values
of u and p; Mu and Ku are the mass and stiffness matrices of the structure (elastic
structure with piezoelectric patches); CuV is the electric mechanical coupled stiff-
ness matrix; KV = diag

(
C(1) C(2) · · · C(P )

)
is a diagonal matrix filled with the P

capacitances of the piezoelectric patches; Cup is the fluid-structure coupled matrix;
F is the applied mechanical force vector.

3 Boundary Element Formulation for External/Internal
Acoustic Fluid

3.1 Harmonic Equations

In this section, the direct boundary element method for exterior/interior acoustic
domain is presented. The governing equations of the acoustic fluid are [7, 8]

Δp+ k2p = 0 inΩF (8a)

∂p

∂n
= 0 on ΓD (8b)

∂p

∂n
= ρFω

2u · n onΣ (8c)

∂p

∂r
+ ikp = θ(

1

r
) for r → ∞ (8d)

Eq. (8a) represents the Helmholtz equation where k = ω/c is the wave number,
i.e. the ration of the circular frequency ω and the sound velocity c; Eq. (8b) is the
rigid boundary condition on ΓD; Eq. (8c) is the kinematic interface fluid-structure
condition on Σ; Eq. (8d) represents the Summerfield condition at infinity.

3.2 Boundary Element Formulation

The boundary element formulation for acoustic problems can be used for the interior
and exterior problems. The Helmholtz equation is valid for the pressure p at the
arbitrary collocation point x within the acoustic domain ΩF . A weak form of this
equation is obtained by weighting with the fundamental solution:
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G(x,y) =
eik|x−y|

4π|x− y| (9)

where |x−y| denotes the distance between the arbitrary point x and the load source
point y.

Applying Green’s second theorem, the Helmholtz equation can be transformed
into a boundary integral equation, which can be expressed as follows

c(x)p(x) =

∫
∂ΩF

p(y)
∂G(x,y)

∂ny
dS −

∫
∂ΩF

∂p(y)

∂ny
G(x,y)dS (10)

where c(x) is the corner coefficient.
The fluid boundary is divided into N quadrilateral elements (∂ΩF =

∑N
j=1 Sj)

and Eq. (10) is discretized. After using the relation between the acoustic pressure
and the fluid normal velocity ∂p

∂n = −iρFωv (where v = vF · n) and numerical
evaluation, the discrete Helmholtz equation can be written in the following matrix
form:

HP = iρFωGv (11)

where P and v are the vectors with sound pressure and velocity in the normal di-
rection to the boundary surface at the nodal position of the boundary element mesh.

4 FE/BE Formulation for the Fluid-Structure with Shunt
Systems Coupled Problem

The fluid boundary domain ∂ΩF is divided into two parts including ΓD (where
the rigid boundary condition is applied) and the interface Σ (for the fluid-structure
interface) such as ∂ΩF = ΓD ∪Σ and ΓD ∩Σ = ∅. The boundary conditions given
in Eqs. (8b) and (8c) can be expressed in discretized form

vD = 0 on ΓD (12a)

vΣ = iωTU onΣ (12b)

where T is the global coupling matrix that transforms the nodal normal displace-
ment of the structure to the normal velocity of the acoustic fluid at the interface.
Substituting Eqs. (12) into the BE matrix expression (Eq. (11)) yields

[
H11 H12

H21 H22

] [
PΣ

PD

]
=

[
G11 G12

G21 G22

] [
iρFω

2TU
0

]
(13)

By combining Eq. (7) with Eq. (13), we find the following coupled FE/BE matrix
equation
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⎡
⎢⎢⎣
Ku +CuV K

−1
V CT

uV − ω2Mu CuV K
−1
V −Cup 0

K−1
V CT

uV K−1
V − iωR− ω2L 0 0

iρFω
2G11T 0 H11 H12

iρFω
2G21T 0 H21 H22

⎤
⎥⎥⎦

⎡
⎢⎢⎣

U
Q
PΣ

PD

⎤
⎥⎥⎦

=

⎡
⎢⎢⎣
F
0
0
0

⎤
⎥⎥⎦ (14)

5 Numerical Example

We consider a 3D hexaedric acoustic cavity of size A= 0.3048 m, B=0.1524 m and
C=0.1524 m along the directions x, y, and z, respectively. The cavity is completely
filled with air (density ρ= 1.2 kg/m3 and speed of sound c=340 m/s). The cavity
walls are rigid except the top one, which is a flexible aluminum plate of thickness
1 mm. The density of the plate is 2690 kg/m3, the Youngs modulus is 70 GPa and
Poisson ratio 0.3. On the top surface of the plate, a PIC 151 patch is bonded, whose
in plane dimensions are 0.0762×0.0508 m2 along x and y and 0.5 mm thick (see
figure 2). The mechanical characteristics of the piezoelectric material PIC 151 are
given in [2].

The plate is excited by an unit distributed time harmonic pressure load. The
coupled FEM/BEM results are compared with those obtained from a FEM/FEM
analysis. As can be seen in figure 3, the sound pressure level is calculated on the
plate center. The results for the two methods are very similar at sound level peaks

R

L

A B 

0.2032m

0.0762 m

Acoustic cavity

patch

Plate

C

0

x

y z

0.0762m 0.0508 m

Fig. 2 Electromechanical-acoustic coupled system: geometrical data
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Fig. 3 Sound pressure level on plate center: comparison between FEM/FEM and FEM/BEM
approaches
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Fig. 4 Sound pressure level on plate center with and without shunt system

(resonance frequencies) which enable us to check the validity of the proposed
FEM/BEM coupled formulation.

In order to achieve maximum vibration dissipation of the third coupled mode,
the patch is tuned now to an RL shunt circuit. The optimal values of the shunt
electrical circuit are taken R=348 Ω and L=0.61 H. The system vibratory response
is obtained with the proposed BEM/FEM approach. Figure 4 presents the sound
pressure level on plate center with and without shunt system. This figure shows that
the resonant magnitude for the third mode has been significantly reduced due to
the shunt effect. In fact, the strain energy present in the piezoelectric material is
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converted into electrical energy and hence dissipated into heat using the RL shunt
device.

6 Conclusions

In this work, a coupled finite element/boundary element method (FEM/BEM) for
control of noise radiation and sound transmission of vibrating structure by active
piezoelectric techniques is presented. The passive shunt damping strategy is em-
ployed for vibration attenuation in the low frequency range. Work in progress con-
cerns the optimization of piezoelectric patches positioning and form.
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2. Larbi, W., Deü, J.-F., Ohayon, R.: Finite element formulation of smart piezoelectric com-
posite plates coupled with acoustic fluid. Composite Structures 94(2), 501–509 (2012)

3. Hagood, N., Von Flotow, A.: Damping of structural vibrations with piezoelectric materials
and passive electrical network. Journal of Sound and Vibration 146(2), 243–268 (1991)
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Abstract. The purpose of the present work is to present and discuss a technique 
for optimizing the parameters of a vibration absorber in the presence of structural 
uncertain but bounded parameters. The technique used in the optimization is an in-
terval extension based on a Taylor expansion of the objective function. The tech-
nique allows transforming the problem, initially stochastic, into two independents 
deterministic sub-problems. Two kinds of problems are considered: the Stochastic 
Structural Optimization (SSO) and the Reliability Based Optimization (RBO). It 
has been demonstrated through a Tuned mass Damper optimisation problem that 
the technique is valid for the structural optimization problem, even for high levels 
of uncertainties and is less suitable for the reliability based optimization, espe-
cially when considering high levels of uncertainties.  

Keywords: Uncertainties/ Bounded parameters, Stochastic Structural Optimiza-
tion, Reliability Based Optimization, Taylor expansion, Interval extension. 

1 Introduction 

Probabilistic methods are very powerful for the study of vibration control prob-
lems in the presence of uncertainties in design parameters, these methods cannot 
be applied when the statistical parameters are insufficient. In many practical cases, 
parameters are only described by their extreme and mean values and they are 
called uncertain but bounded parameters. To solve this kind of problem, a tech-
nique based on a Taylor expansion and interval extension (Subrata and Bijian 
2011) is investigated in this work and it will be applied on two kinds of optimiza-
tion problems. 



136 E. Mrabet et al.
 

2 Structural Model and the State Space Equation 

Figure 1 shows an idealized mechanical model of a TMD described by 

TTT mk=ω and TTTT mkc 2=ξ , attached with a single degree of freedom 

primary system described with sss mk=ω and ssss mkc 2=ξ  . The system is 

excited by a base acceleration by due to seismic motion which is modeled by the 

Kanai-Tajimi stationary stochastic process (Subrata and Bijian 2011).  
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Considering the mass ratio sT mm=λ , the system equations written in the 

state space form are deduced from the characteristic system matrices A and B : 
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fξ , fω and fy are the damping ratio, the natural frequency and the relative re-

sponse (with respect to the ground) of the elastic filter (Subrata and Bijian 2011). 

The global space state vector is then T
fsTfsT yyyyyyY ),,,,,( = and 0S is the in-

tensity of the stationary Gaussian zero means white noise process applied at the 
bed rock (Subrata and Bijian 2011). The stochastic response of the system is com-

pletely known by the space state covariance matrix 66×∈ RR which is the solution 
of the Lyapunov equation: 

Fig. 1 The primary struc-
ture, TMD system 
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0=++ BRAAR T                                                (1) 

The root mean square displacement (rmsd) of the primary system and the root 

mean square velocity (rmsv) are )2,2(R
sy =σ and )5,5(R

sy =σ , respectively. 

3 Uncertain But Bounded Parameters and Response Model 

When Structure parameters ( )n,...,x,xx 21=x are Uncertain But Bounded (UBB), it 

is natural to describe them using intervals. Let [ ]nXXXX ,...,, 21=  be the corres-

ponding box then for every x∈ix the corresponding interval is [ ]iii xxX ,= . In-

troducing the mean value iμ  of iX and the maximum deviation ixΔ from the mean, 

the uncertain but bounded parameter can be written as: 

 [ ] [ ] ΔΔΔΔ exxxxxX iiiiiiiii +=+−== μμμ ,,    where [ ]1,1−=Δe            (2) 

Then, the ith such interval variable can be defined as (Subrata and Bijian 
2011), iii xx δμ +=  where ii xx Δ≤δ , ni ,...,1= . 

Any response variable )(xf that depends on UBB parameter x is also UBB re-

sponse. Assuming that the level of uncertainties is small, the response can be ex-
panded in the Taylor series about the mean value ( )nμμμ ,...,1=  in the first order 

terms of [ ]iii xxx ΔΔ ,−∈δ as: 


= =
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...)()( δμ
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x                                 (3) 

For presentation convenience, all derivatives ixf ∂∂  are evaluated at the mean 

value of the associated uncertain parameter.  
By making use of the interval extension in interval mathematics and adopting 

the monotonic assumption (Rama et al. 2011), the interval region of the function 
involving the UBB parameters can be separated out to the upper and lower bound 
function as: 


= ∂
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1
)()( Δμ                 (4) 

4 Taylor Expansion of the System Matrices 

As the system matrices A and B involve UBB parameters, the associated response 
covariance matrix R will also involve these parameters. The system matrices can 
be approximated using Taylor expansion and written in the form of (Eq.3).  
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Neglecting the higher order term and equating the equal order term, for ith UBB 
parameter, we obtain: 

  0)()()()()( =++ μμμμμ BARRA T        and  (5) 

0)()( =+
∂
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= )()( μμ  (6) 

5 Uncertain But Bounded Parameters and TMD Optimization 

The stochastic structural optimization (SSO) can be formulated as follows (Rama 
et al. 2011): 

Find  ),( TTd ξω=  To minimize 
syOF σ=1                           (7) 

The objective function 1OF is function of UBB parameters and it can be approx-

imated then extended considering (Eq.3) and (Eq.4) as follows: 
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)(μσ
sy can be obtained from (Eq.5) and the sensitivity of rmsd can be obtained 

as: 
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In which the sensitivity of R  is obtained by solving (Eq.6) and the sensitivity of 
A is performed using finite difference method.  

Thus, the initial SSO problem is now split into two independent sub-problems 
yielding the lower and the upper bound solutions. 

In the RBO, the optimal criterion proposed for a mechanical system with a 
TMD is the minimization of the probability of failure of the primary system de-

fined as the exceedance of the displacement sy to a given threshold value β in a 

given period [0,T]. The failure probability can be approximated by the classical 
Rice's formula based on the Poisson assumption (Subrata and Bijian 2011) as: 

( )TPf )(exp1)( xx βυ−−=  where 
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Thus, the optimization problem can be formulated as: 

Find  ),( TTd ξω=  To minimize )(2 xfPOF =                         (11) 
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The objective function 2OF is function of UBB parameters and it can be approx-

imated then extended considering (Eq.3) and (Eq.4) as follows: 
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The derivative if xP ∂∂  can be obtained by direct differentiation as follows: 
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Thus, the initial RBO problem is now split into two independent sub-problems 
yielding the lower and the upper bound solutions. 

6    Numerical Study 

For the numerical study, the UBB parameters are chosen ( )0, S,,, ssff ξωξω=x . 

The nominal values are assumed ( )03.0;03.0;4.8;4.0;9     ππμ = , 02.0=λ ,  

20=T  and 045.0=β . The optimization is performed using the genetic algorithm 

available with Matlab global optimization toolbox. The optimization results for 
the SSO are given in (fig.2-4), for the RBO they are shown in (fig.5-7).   
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The inspection of (fig.2) shows that the lower and upper bounds of the  
optimized rmsd are linear function of the uncertainties and they are perfectly 
symmetric with respect to the deterministic value. These results are predictable 
considering (Eq.8) where rmsd is linear function of uncertainties. The same re-
marks can be done for (fig.3) in spite of the fact that the corresponding lower and 
upper bounds frequencies are  linear function only over a small range of uncertain-
ties  (Δx≤5%). It can be noted that in ( Zhiping and  Xiaojun 2009) the authors 
propose a level of uncertainty less than 5% for comparison of regions replies  
given by the "Vertex" solution and the interval analysis. 
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The inspection of (fig.5) shows that the optimized lower and upper failure 
probabilities are only linear over a small range of uncertainties. The some remark 
can be done for (fig.6) and (fig.7). Furthermore, the upper bound of Pf in (fig.5) 
became decreasing function of uncertainties which is not coherent with (Eq.12). 
This fact is probably because of the non satisfaction of the monotonic assumption. 

7 Conclusion 

According to the results, we conclude that the technique based on a Taylor ex-
pansion followed by an extension to intervals is well suited for the stochastic 
structural optimization when it is less for the reliability based optimization. This 
is probably because in the SSO, the monotonicity assumption is satisfied by the 
objective function whereas in RBO, the hypothesis is only valid for low levels of 
uncertainty. For RBO, other techniques must be considered and they will be the 
perspectives of this work. 
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Abstract. The paper concerns the comprehensive research of the influence of 
temperature and rotational speed on the properties of the rotary brake, filled with 
magnetorheological fluid. The results were obtained for the specially designed de-
vice, manufactured at the Institute of Machine Design Fundamentals of the War-
saw University of Technology. Extensive results of the research are presented, 
along with the equation of motion and heat transfer. 

Keywords: magnetorheological brake, temperature, rotational speed, dissipation. 

1 Introduction 

One of the groups of smart materials is classified as the controllable fluids. They 
can change their properties under the influence of the external physical fields. For 
magnetic or electric fluids, it is possible to control their unusual mechanical prop-
erties by changing the values of magnetic or electric field surrounding the fluid. 

When exposed to a magnetic field, magnetorheological fluid (MRF) changes 
state from a free-flowing, Newtonian like, to a semi-solid state called the active 
one. In active state particles of the MRF align along the magnetic flux lines in a 
chain-like combination. As a consequence of the particles rearrangement, the yield 
strength of the fluid increases and can be controlled by adjusting the magnetic 
field, generated in a gap by an electric coil. The switch between free-flowing and 
active state is very quick (several ms), and reversible process. 

Polarized, ferromagnetic, carbonyl particles are the main component of the 
typical MR fluid. Their diameter ranges from 0,1 µm up to 2,5 µm The carbonyl 
particles are coated by a layer of an active, anti-oxidation agent, which also pre-
vents clustering and settlement of the particles. The diameter of the coated particle 
of MR fluid is up to 10 µm (Sapinski, 2006). The coated particles are dispersed in 
a non-magnetic carrier fluid, which is usually oil, glycol, liquid hydrocarbon, hy-
drofluoric, water, or other type of complex substances. In (Milecki, 2010), the 
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value of the yield stress for modern MR fluids ranges from 25 kPa up to 100 kPa, 
which requires generation of the magnetic field of intensity 150 kA/m and  
250 kA/m. 

However, the major disadvantage of the fluids consisting of ferro particles is 
their natural tendency to settle, as a consequence of the difference in density of the 
carrier fluid and the micro-magnet particles. This effect is minimized in the rotary 
devices, which provide constant mixing of the fluid. Despite the issues, MRFs are 
used in many devices, especial in all kind of dashpots, clutches and brakes. 

2 Purpose and Scope of the Research 

The presented study deals with the research of the manufactured prototype, rotary 
MR break, which is intended to be used in a heavy, military vehicle of special 
purpose. The study focuses on determining the influence of the rotary speed on the 
temperature of the device. The dependency between the temperature and efficien-
cy of the brake, i.e., the braking torque was determined as well. The dependencies 
were determined for different values of coil current which induces the magnetic 
field inside the gap of the device.  

When designing the MR brake, several simplifications were crucial to compute 
the brake’s parameters. The direct-shear mode of the fluid’s flow was assumed. 
Parameters and dimensions of the brake were computed according to an algorithm 
presented in (Milecki, 2010). The construction and cross-section of the device is 
presented in fig. 1  

 

 

Fig. 1 Cross-section of the rotary magnetorheological brake 

The MRF - 132DG fluid produced by Lord Co., was used in the prototype of 
the brake. The fluid is a suspension of a 10 μm diameter sized, magnetically sus-
ceptible particles, in a carrier, hydrocarbon fluid. The density of the liquid is 
3 g/cm3 and viscosity 0,09 Pa⋅s. The maximum yield stress value is 50 kPa for the 
magnetic induction 1,5 T.  

The shear stress of a liquid in the narrow gap is controlled by the changes in the 
magnetic field whose vector is normal to the direction of the flow. The magnetic 



Influence of Temperature and Rotational Speed  145
 

field intensity can be changed by adjusting the current in the coil winding. The 
construction of the solenoid, which enables a step change in the value of the mag-
netic field acting on the fluid, was patented. 

Special laboratory stand, presented in fig. 2 allowed studying extensively the 
efficiency of the device. The stand also allows examining the rotary devices work-
ing in a clutch and break configuration as a torque transmission system. The expe-
riments were conducted using the high accuracy, measuring devices: torque  
sensors, thermocouple sensors, infrared camera, frequency inverter and PCI ana-
log card. The main shaft was driven by the electro servo motor of 20 kW power. 
The coil current was controlled by the stabilized, programmable, laboratory power 
supply. 
 

 

Fig. 2 Laboratory stand with serwomotor and MR brake 

In order to examine the temperature, preferably would be to record the tempera-
ture of the MR fluid inside the gap of the device. That type of measurement would 
require using a thermocouple sensor placed inside the housing, which would be 
hard to achieve. However the thermocouple sensors have high thermal inertia and 
provide the measure with some time delay, which was in that case unacceptable.  

In order to overcome the problem, separate experiments were conducted, using 
thermo-camera to measure the temperature of the housing and thermocouple sen-
sors placed inside the test sample. The difference between the temperature of the 
surface of the brake and the temperature of the fluid, for different coil currents, 
was measured. This allowed to define the correction coefficient of temperature 
measurement. 

3 Model of the System 

The model of the system (Bajkowski et al., 2008), used for the MR rotational 
brake research is presented in fig. 3.  

The mass moment of inertia of the engine is Is The driving moment is denoted 
Ms. Mass moment of inertia of the couplings is IW, and the mass moment of inertia 
of the brake's rotor is IH. The frictional moment is denoted MH, while the damping 
coefficient of is η. Torque sensor was installed between couplings.  
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Fig. 3 Model of the laboratory stand, used in the magnetorheological rotary brake tests 

The equation of motion takes the following form:  

( ) ( )
( ) ( )
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Assuming the modified rheological model of the fluid by Filisko, the heat balance 
equation can be denoted as (Bajkowski, 2006): 
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where: 

Cp – specific heat of the MR fluid, 

)())(( ttCR ϑθ  – energy dissipation function, 

)())(()( ttMt T ϑθτ   – heat energy due to friction, 

κ – coefficient of thermal conductivity, 
)(tκθ – energy change function, 

θ=θ(t) – temperature function, 
ϑ – rotation angle, 
I – coil current, 
R – resistance.  



Influence of Temperature and Rotational Speed  147
 

4 Results 

The fig. 4 presents the braking torque value over time, for rotational speed of 3 
rot/min. As the speed is low, the temperature remains constant, as the process of 
breaking the particle chains is evaluating slowly. The braking torque also does not 
change in time. 

 

 

Fig. 4 Evolution of the braking torque over time for rotation speed 3 rot/min – temperature 
remain constant 

The relations between the braking torque and rotational speed, for different 
values of coil current and higher speed are presented in fig. 5. The measurements 
were taken at constant temperature of the device which was 21oC 

The braking torque is increasing with the coil current. For 0,5 A the average 
torque vale was 10 Nm, while for 2,0 A torque value was 25 Nm. While increas-
ing the coil current over 2,0 A, just a minor increase in braking torque is observed. 
This is due to the fact that the MRF-132DG fluid reaches saturation for magnetic 
field strength 300 kA/m (around for 2,1 A). If the rotation speed increases, the 
braking torque value grows respectively. Although, for higher currents than 0,5 A 
the effect is negligible. 

Considering the influence of temperature on the torque, presented in fig. 6, we 
find that as the temperature is increasing, the torque is decreasing regardless of the 
value of the intensity of the magnetic field strength.  
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Fig. 5 Braking torque as a function of rotational speed, for different values of coil current 

 

 

Fig. 6 Decrease of the braking torque as a function of the temperature of the device for con-
stant rotational speed 

As the shaft rotational speed increases, a significant temperature raise of the 
device is observed, due to the disintegration of the MR fluid particle chains, 
formed in the magnetic field. This leads to an uncontrolled reduction of the yield 
point of the non-Newtonian liquid, and thus the braking torque noticeably de-
clines. 

The overheating is dangerous as the high temperature may melt the coils insula-
tion, and the MRF changes its properties. The overheating of the device is 35oC of 
the surface of the housing, which is around 70oC of the temperature of the fluid in-
side the device. Taking into consideration the time dependencies (fig. 7), it can be 
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stated that the MR brake can work efficiently for periods of 100 s for speed up to 
500 rot/min. For 1420 rot/min, the device can work continuously only for short 
periods of 60 s, without overheating. 

 

    

Fig. 7 Comparison of the temperature of the device over working time, obtained for 500 
rot/min and 140 rot/min 

5 Conclusions 

The experiment allowed to carefully examine the response of the MR brake for 
different magnetic field strength’s, taking into consideration parameters important 
for real-life applications: rotational speed, temperature and exploitation time. The 
comprehensive experimental research was supported by formulating the model of 
the system, motion and heat balance equation. The collected material will help to 
improve the design of the MR brakes and clutches and to increase the efficiency of 
such devices. 
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Abstract. This paper presents a design of a residual generator in order to detect faults 
of ship propulsion system. The obtained system’s model belongs to the polynomial 
system class. Following some results in linear systems, a residual generator design 
method is developed, guaranteeing fault detection. The simulation result shows how a 
fault detectability procedure can be made on the ship propulsion system.  

Keywords: Fault detection, ship propulsion system, modeling multi-model, resi-
dual generator, numerical simulation. 

1 Introduction 

Diagnosis and fault detection mobilized to date many researchers in this area, 
causing the development of groups of researchers on modeling and diagnosis. For 
more than a twenty years of studies and research have been conducted on how we 
could detecting a failure, and failure of the causal relationship between events. 
Thus, we could improve the reliability the ship propulsion system, thus increasing 
the duration of life. This work is to develop a method diagnosis based on the ob-
servation of the state vector for the detection and isolation of failure electrical 
and/or mechanical. As a key component in ship, the reliable operation of ship pro-
pulsion system is a primary concern for the entire ship system. Fault detection and 
diagnosis of ship propulsion system, is critical for the improvement of system re-
liability (Svrd 2009, Toscano 2005, Kumamaru and al 2002, Bonivento and al 2002). 

2 Fault Detection Based Linear Observer 

The main idea generation methods residual vector is based observers estimating 
some or all of the variables the state vector of the system being monitored from 
measurable quantities and system inputs. The residual is generated by forming the 
difference (optionally filtered) and between the outputs estimated the actual out-
puts. The observer finally returns a model with a parallel system against reaction 
which weights the output gap. This principle is illustrated in figure 1. 
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Fig. 1 Residual generator approach scheme 

2.1 Design of the Unknown Input Residual Generator 

Consider the linear continuous system affine in the control inputs unknowns (Aip-
ing and Qinghua 2001, Akhenak and al 2004): 

( )  ( )  ( )  ( )  ( )

( )  ( )

x t A x t B u t R d t F f t

y t C x t

= + + +
 =


                   (1) 

 

Where nx ∈ℜ  is the state vector, mu ∈ℜ  is the control vector, py ∈ℜ  is the vec-
tor of measured outputs, qd ∈ℜ  is the vector of immeasurable disturbances (q <p) 
is the fault vector in the system. Matrix A, B, C, F and R are known and of suita-
ble size. R is the vector which characterizes the disturbances acting on the system. 
F is the vector characterizing the fault affecting the system. The waste generator is 
governed by the equations (2). 
 

1 2

ˆ( )  z( )  ( )  ( )

( )  z( )  ( )

z t A t E y t J u t

r t R t R y t

 = + +


= +


 

 (2a) 

(2b) 
 

Where: 
jz ∈ℜ  (j ≤ n) is the state vector of the observer, r(t)∈ ℜ  is the residual 

generated. Matrixes Â , E, J, R1 and R2, E, J are to be determined. The waste gene-
rator (2) must be sensitive to faults f (t) while being insensitive to unknown input 
d(t) obeys the following definition: 

Definition: The system described by equations (2) is a residual generator of un-
known input linear system (1) if and only if, for any u (t) and d(t) we have: 

1. lim  r(t) = 0 
t →∞

if     f(t) = 0 t>0∀  

2. There is a matrix T such that for all u (t) and f (t) = 0, we have z  x t>0T= ∀  

3. For 0 0z  xT= ∀  u (t) and f(t) ≠  0 we have r(t) ≠  0 

The condition (1) allows us to have a residual r(t)=0 in the absence of default re-
gardless of unknown inputs, the condition (2) provides an estimate of the system 
state in the presence of disturbances and condition (3) ensures that the residual is 
non-zero in the presence of defects.  

The observation error is given by: 
e z T x= −                                      (3) 

 

Faults f(t)

Control input u(t) 

Residual r(t)

Perturbations d(t)

     Process 

Residual Generator 

  Measurement Output y(t) 



Fault Detection of Nonlinear Systems Using Multi-model Structure  153
 

With is a matrix of appropriate size. 

xe z T= −                                     (4) 

The dynamics of the observation error is then given by: 

ˆ ˆe = A e+(AT- TA+EC) x+(J - TB) u - TRd -TFf                 (5) 

Using equations (2a) and (2b) the residual can be put in the form (6): 

          1 2 1 1 2r(t) =R ( )  R ( ) R ( ( ) ) +R  +Rz t y t z t Tx Tx Cx+ = −  

1 1 2( )  R  + (R )r t e T R C x= +                    (6) 

According to the conditions (1), (2) and (3) of the definition, the system (2) is a 
residual of generator system (1) if and only if: 

ˆ( ) 0A t TA EC− + =                     (7) 
 

TR=0                     (8) 
 

J=TB                    (9) 

Â  is stable. 
For r(t) converges to zero for all entries, known and unknown, the following re-

lation must be satisfied: 

1 2 0R T R C+ =                                (10) 

The synthesis of this generator requires therefore the determination of the parameters, 

Â , E, J, 1R  and 2R  the system (2) taking into account the constraints (7) to (10). 

3 Block Diagram of the System Studied 

Designs of military ships need to consider frequent operations under hostile envi-
ronments. Healthy and safe operations of devices onboard are extremely important 
because any unexpected fault or shutdown may result in loss of a ship and human 
lives. As a key component in the ship propulsion system, the reliable operation of 
propulsion system is a primary concern for the entire ship system (Kumamaru  and 
al 2002, Bonivento and al 2002, Svrd 2009). Fault detection and diagnosis of propul-
sion system is critical for the improvement of system reliability. 

 

V
Rair

Rw

Rf

Rapp     
 
Fig. 2 Ship movement                Fig. 3 Block diagram of the ship propulsion system 
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The advance total resistance (Boudrigua and al 2011) is given: w f app airR R R R R= + + +  

Where: R: advance total resistance, Rf: friction resistance, RW: waves resistance, 
Rapp: appendices resistance, Rair: air resistance.  

The Model characterizing the ship electric propulsion system (Dallagi 2010, 
Dallagi and all 2007, Dallagi and Nejim 2005),  is given by the equations 11. 

( ) ( ) ( )
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We obtain the multi variable non-linear system of fourth order as follows: 

( ) ( )

( )

x f x g x u

y h x

= +
 =

  

With: nx ∈ ℜ :The state vector, mu ∈ℜ :The control vector, py∈ℜ :The output 

vector given by [ ]T

dy i V= , Ω: propeller speed, Qf: fiction shaft, V: ship speed, 

Text: applied strength by the outside environment on the ship, V: ship speed (m/s), 
ϕf : inductor flux, ud: stator voltage longitudinal component, uq: stator voltage 
transverse component, id: stator current longitudinal component, iq: stator current 
transverse component, Im: shaft inertia.  

The parameters of the propulsion system are: water Density: ρ=1025 kg/m3, 
Propeller diameter: D=5m, Ship weight: m=23282000, Resistance coefficient: 
a=1.5 105, Torque coefficient: s1=0.075; s2=0.1375, shaft inertia Im=250 , Thrust 
coefficient: r1=0.5,  r2=1:1, Coefficient de suction: t=0.178, ϕf=1,Wake fraction: 
w=0.2304, stators Resistance: Rs=0.0148, Inductance longitudinal: Ld=0.0060, In-
ductance transversal: Lq=0.0059, Pairs number of poles: p=2, Motor power: 
S=5MVA,Voltage: U=4.160KV.  

The model of the propulsion system is complex and unusable for this reason we 
define a set of local models linearize the system around its operating points most 
representative. In this section, we presented modeling approach multi-model. The 
process is represented in continuous domain by the non-linear form as follows  
(Orjuela  and al 2007, Akhenak  and al 2004, Orjuela  2008 ). 

( )
( )

( ) ( ), ( )

( ) ( ), ( )

x t f x t u t

y t g x t u t

 =


=



                  

(12) 

The linearization of the nonlinear system about an operating point ( ), n p
i ix u ∈ℜ ×ℜ  

allows developing the model (Mi), whose structure is written: 
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(Mi)

 

( ) ( ) ( )
( ) ( )

( ) ( ) ( ) ( ) ( ) ( ), ( )

( ) ( ) ( ) ( ), ( )

i i i i i i i

i i i i i

x t A x t x t B u t u t f x t u t

y t C x t x t g x t u t

 = − + − +


= − +



        

(13)  

While this model is written following local form: 

 (Mi) 
( ) ( ) ( )

( ) ( )
i i i i

i i i

x t A x t B u t d

y t C x t e

= +
 = +



               

(14)

  

di and ei 
 are the constants of linearization, which is calculated as follows: 
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( )

,

,

i i i i i i i

i i i i i
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= −
                 

(15) 

Thus, the overall model on the process considered, with operating points can be 
written according to the multilayer structure model below: 
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(16)  

Where: t +∈ℜ is the time variable, ( ) , ( )n p
i ix t u t∈ℜ ∈ℜ   and ( ) q

iy t ∈ℜ are re-

spectively the status, the command and the output of the process to the model 

(Mi), 
( ) , ( )n px t u t∈ℜ ∈ℜ  and ( ) qy t ∈ℜ are respectively the state vector, the vec-

tor and the vector control process output, ( )iv t  is the coefficient of relevance rela-

tive to the model (Mi), called validity. 

3.1 The Approach of Residual 

In this context, we can adopt as default, the remoteness of the area of validity. And 
can be regarded as the residual error between the actual value of the output of the 
process and its value calculated on the basis of each model: 

{ }( ) ( ) ( ) ; 1,...i ir t y t y t i M= − ∈ , where M is the number of models and .  is 

standard. y (t): the output of the system, yi(t): the output of the model Mi. The re-
sidual can be normalized to sum model: 
 

 

1

( ) ( )
' ( ) ; 1, ...,

( ) ( )

i
i M

j

j

y t y t
r t i M

y t y t

=

−
= ∀ =

−
             

(17)  

 

So they move in the interval [0, 1] and they satisfy the property of convex sum: 
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3.2 Calculation Validities 

The validity coefficients based models are estimated online during the evolution 
process based on residual, which represent the errors between the behavior of the 
latter and behavior patterns as indicated by the expressions below: 

1 1

( ) ( ) ( ) ( )
( ) ; 1,..., ( ) ; 1,...,

( ) ( ) ( ) ( )

i i
i in n

j j
j j

x t x t y t y t
r t i n r t i n

x t x t y t y t
= =

− −
= ∀ = = ∀ =

− − 
            

(19)

 

Then the validity, to be inversely proportional to the residual, can be calculated 
according to the relation: 
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Such that the validity ( )iv t of the model, ( )ir t and the residual (Mi) satisfy the 

property of the sum 
1

( ) 1

n

i

i

v t

=

=
 

and convex ( )
1,

( ) ( ) 1 ( ) 1, ...,

n
renf

i ii

j j i

v t v t v t i n

= ≠

= − ∀ =∏
 

  

4   Simulation Results 

To validate our approach, we use two linear models obtained for two operating 
points. The two linear models are designed and used for the construction of two 
linear observers. We will generate some faults on the propulsion system and ob-
serve the generator behavior. 

 

 
 

Fig. 4 Block diagram of the detection system 
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We will apply two faults on the ship propulsion system and observe the effects 
of faults of the system and its behavior for detecting faults. Apply two faults f1 
(friction torque Fault) and f2 (propeller Fault). 

Fault of friction torque on the shaft: We provoked a on the shaft a friction tor-
que of intensity 400NM, within the time interval [300s 500s]. We remark that the 
residual generator detects the fault on the time interval [300s 500s] where the fault 
has been occurred figure 9. 

Fault on the propeller: We have applied a fault of intensity 1000N between time 
t=700s and t=900s in the propeller. Consequently it has generated residual r2 be-
tween t=700s and t=900s. The residual signal increase in magnitude considerably, 
when the fault occur between t=700s and t=900s figure 10. Thus, we can verify 
that the proposed residual generator is effective to detect faults. The simulation re-
sults are shown in figures 5 to 10. 

For fault Isolation, the system is affected by two inputs. To detect for these two 
faults, we will design two observers: one observer detects the first (fault 1) and 
considers the second (default 2) as an unknown input and therefore it will generate 
an r1. The second detect the second (fault 2) and consider the first (fault 1) as an 
unknown input and therefore it will generate a residue r2. We have illustrated the 
case where two faults occur on the system. 
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5 Conclusion 

We proposed and developed a method for fault detection based on modeling and 
multi-model linear observers. To detect and localize defects in a nonlinear system, 
we used the approach of multi-input observer unknown. Each observer is designed 
to estimate the states of a local model. This detection method can therefore be dis-
tributed in three stages; multi-model modeling, simulation and comparison of 
measures. Numerical simulations of the propulsion system have validated this ap-
proach and shown that residual generators allow well de-signed to fault detect. 
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Abstract. This work deals with forced vibration of nonlinear rotating composite 
beams with uniform cross-section. Coupling the Galerkin method with the balance 
harmonic method, the nonlinear intrinsic and geometrical exact equations of mo-
tion for anisotropic beams are converted into a static formulation, which is treated 
with the continuation method; the asymptotic numerical method, where power  
series expansions and Padé approximants are used to represent the generalized 
vector of displacement and the frequency. Response curves are obtained and the 
nonlinearity is studied for various angular speed. Internal resonance flexion-
flexion is found and the angular speed effect on the coupling between modes is  
investigated. 

Keywords: Nonlinear vibration of rotating beams, Galerkin method, Harmonic 
balance method, Asymptotic Numerical Method, internal resonance. 

1    Introduction 

Composite rotating beams may encountered in varied structural applications, like 
a wind turbine and helicopter blades and robot arms. To understand their behavior 
and have a better design, many geometrically exact formulation for the nonlinear 
dynamics were developed, that can be used for vibration studies (Borri and Man-
tegazza 1985) and (Bauchau and Kang 1993). These theories are displacement-
based formulations, i.e. the displacements and finite rotations must be defined and 
the solution, usually by using the FEM, needs a large number of variables. 

This study is based on the intrinsic formulation developed by Hodges, (Hodges 
1990) and (Hodges 2003), which covers the anisotropic beams with large defor-
mations and small strains. It takes advantage of the one-dimensional characteristic 
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of a beam, does not require variable definitions of displacement and rotation, and 
thus it is less expensive than using (3D) finite-element methods (FEM). 

The Hodge’s model includes both geometric and inertia nonlinearities, which 
often exhibit strong behavior when their natural frequencies are commensurable, 
i.e. when the system has an internal or parametric resonance. The response is mul-
timodal with interaction between modes conducted by an energy exchange  
between excited mode, and others modes, not directly excited, involved in this in-
ternal resonance. The internal resonance in multi-degree-of-freedom and elastic 
structures is well explained in (Nayfeh and Pai 2004). 

Internal combination resonance of the form kji ωωω ±= is studied for nonli-
near systems in many papers.(Nayfeh et al. 1992) summarized the investigations 
on the response of a three-degree-of freedom system with the combination internal 
resonance, they found that the system exhibits an energy exchange between modes 
and the excitation of the third mode can induce large responses of the two other 
modes. (Zaretzky and Crespo da Silva 1994) investigated flexural-flexural-
torsional responses of cantilever beams with the in-plane bending mode being ex-
cited at primary resonance. They found that the out-of-plane bending and torsional 
modes are related by a constant and the directly excited in-plane bending mode 
presents pseudo-saturation. 

In this work, the nonlinear response of a rotating composite beam to harmonic 
excitation is studied. This composite beam is governed by a nonlinear quadratic 
system and presents a sum type combination internal resonance, and hence the ef-
fect of the angular speed on the internal combination resonance is investigated. A 
Galerkin approximation is applied to this model, where the weighting functions 
are chosen to be used for the same functions modes, leading to an energy balance 
and consequently, provide a better numerical approximation of the solution of 
these nonlinear equations (Patil and Althoff 2010). Hence, the initial partial diffe-
rential equations are reduced to one differential equation, which by using the har-
monic balance method, is converted again to a nonlinear algebraic equation. 

As a continuation method, the asymptotic numerical method (ANM) is applied 
and the solutions are presented in the frequency domain. The ANM has been suc-
cessfully used to solve nonlinear problems such as nonlinear elasticity and nonli-
near vibrations (Boumediene et al. 2009) (Cochelin et al. 1994), and in fluid  
mechanics (Cadou et al. 2008). It is often introduced in the elementary step of dis-
cretization using finite-element method. The main advantage of the ANM lies in 
the analytical form of the solution due to the polynomial approximation or Padé 
approximants instead of the point by point solution that can be obtained by other 
continuation methods, the pseudo-arclength or shooting methods. 

The aim of this paper is to firstly apply the ANM to a nonlinear system after 
discretization and to secondly explore the effect of the angular speed on both the 
nonlinearity of the response curves of a selected composite beam and on the  
interaction between modes in combination resonance conducted by the energy  
exchange. 
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2    Mathematical Formulation 

2.1    Nonlinear Intrinsic Equations 

Based on Timoshenko beam model, the Euler-Lagrange nonlinear equations of 
motion derived from Hamilton’s principle are (Hodges 1990) 

PPfFKF Ω+=++′ ~~   (1) 

PVHHmFeMKM
~~

)~~(
~

1 +Ω+=++++′ γ  (2) 

where ( •′ ) denotes the derivative with respect to the undeformed beam reference 
line 1x  as illustrated in Fig. 1, ( • ) denotes the absolute time derivative and ( a~ ) is 
the antisymmetric matrix associated with a vector ( a


). F is the internal force vec-

tor, composed of an axial force and two shear forces. M is the internal moment, 
composed of a twisting moment and two bending moments. They are related to 
generalized strains, beam strains and curvatures,  and ( kK −=κ ) by: 

{ } { } { }T
F SM

γ γ
κ κ

 = =  
 
   (3) 

 
 
 

 
Fig. 1 Schematic of beam model, frames and reference line 

 ,  and  are matrices (3x3) and represent the components of the stiffness 
matrix S (6x6). For complex cross section and anisotropic beams, a 2-D FEM 
analysis is required to determine the stiffness matrix S , as in (Yu et al. 2002), in 
which the results are obtained by using VABS code based on the variational 
asymptotic method developed by Berdichevsky (Yu et al. 2002). 

In Equations (1) and (2), P and H are the linear and angular momentums vec-
tors, related to V and Ω , the linear and angular velocities vectors by the equation, 

{ } { }P Vx
H x

μ μ
μ

 Δ −=   Ω 


   (4) 
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where  μ  is the mass per unit length,  x  is the antisymmetric matrix associated  

with [ ]2 30x x x= , the offset from the reference line of the cross-sectional mass 

center, and   is composed of cross-sectional mass moments and product of inertia. 
The nonlinear intrinsic equations of motion (1) and (2), are solved along with 

two other nonlinear kinematical equations (Hodges 2003), 

1( )V K V e γ γ′ + + + Ω =    (5)

K′Ω + Ω = Ω   (6)

The partial differential equations (1), (2), (5) and (6) with the algebraic equations 
(3) and (4) represent the system of nonlinear intrinsic equations for the dynamics 
of a general beams undergoing small local strains and large deformations. 

2.2    Galerkin Approximation 

The Galerkin approximation with shifted Legendre polynomials used as trial func-
tions, result in (Patil and Althoff 2010), that the system of equations is reduced in 
one differential equation in time. The variables ),( txΩ , ),( txF  and ),( txM are 

approximated similarly to ),( txV as:
 1( , ) ( ) ( )n f

i i iV x t x v t== Φ  where ( nf ) is the 

number of trial functions used, )(tvi is three component vector and hence a new 

generalized vector (q) is defined: 

[ ]nfqqqq ...21=  with [ ]Tiiiii tmtfttvq )()()()( ϖ=  (7)

Based on the energy consistent weighting principle, the above system is reduced 
to one differential equation of motion in time as (Patil and Althoff 2010): 

. 0k i k i k i j k k kA q B q C q q D f m+ + + + + =  (8) 

The natural frequencies are obtained from a linearization of equation (8) around a 
steady state solution ( 0,0 qqq == ), with no disturbance ( 0,0 == kk mf ) and in-

serting a solution tXeq ω=  ( X is the eigenvector, ω is the natural frequency): 

ˆ ˆ 0k i k iA q B q+ =  with, ˆ
k i k iA A=  and 0

ˆ ( )k i k i k i j k j iB B C C q= + +  (9) 

2.3    Solution 

To resolve the differential equation (8) in the frequency domain, first, it is con- 
verted to an algebraic equation by using the harmonic balance method, and then 
the continuation method; the ANM, is applied. In the following, a clamped beam 
harmonically exited at the tip is considered with no distributed forces nor mo-
ments. The excitation force computed in the vector kD is assumed to be: 

0( ) c o sLF t F tω= , and hence the response of the beam can be given as: 
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( ) −
= += 1

0 sincos)( H
j jj tqstqctq ωω  (10) 

New vector ( q  is introduced, containing all harmonics. By inserting series equa-

tion (10) and using the harmonic balance method, the governing equation (8) is 
rewritten in the frequency domain: 

0.),( =+++= DqqCqBqAqR ωω  (11) 

where matrices A , B , C and D  are derived from matrices kiA , kiB , kijC and 

kD The aim is to apply the ANM to this quadratic algebraic equation, with the un-
knowns; vector q  and the frequency ω that can be developed in a power series 

with respect to path parameter ‘ a ’ in the vicinity of a regular solution ( 0q , 0ω ): 

 =+= n
j j

jqaqaq 10)( ,     =+= n
j j

jaa 10)( ωωω  (12)

jq and jω are the new unknowns which have to be computed and the path parame-

ter ‘ a ’ can be defined as the projection of the increments of q and ω on the tan-

gent vector ( 1q , 1ω ): 

( ) +−= 10 qqqa T ( ) 10 ωωω −  (13) 

Introducing the polynomial developments equation (12) into (11) and (13) and 
equating like powers of ‘ a ’, one obtains the following set of linear systems: 
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With  −
= −− +−−= 1

10
p
i ipiiippp qqCqAqAD ωω and qR , is the jacobian which is 

regular at 0q and is defined by: 00 2 qCBAqRRq ++=∂∂= ω . Generally 0ω is 

taken zero, thus 0q  corresponds to the steady state solution and can be obtained 

by a Newton-Raphson method. The polynomial solution equation (12) agree well 
in the zone of validity [ ]msa0 and diverge out of this zone. The limit msa is com-

puted automatically using a simple criterion proposed in (Cochelin et al. 1994) 
conditioned by a tolerance sη . This algorithm can be improved by replacing the 

polynomial representation by rational fractions named a Padé approximants. 
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3    Application 

The model of composite beam studied here is the Active Twist Rotor (ATR) blade 
developed for an articulated rotor and presented with their structural parameters in 
(Althoff et al. 2012). It has a span 1.397m, an airfoil NACA 0012 and is made of 
E-glass, S-glass and Active Fiber Composite (AFC). The actuation forces are not 
considered. Details of ATR blade can be found in (Traugott et al. 2006).  

Based on the previous studies (Boumediene et al. 2009) and (Althoff et al. 
2012), the Numerical applications were performed with the optimal parameters: 
the number of function in Galerkin approximation 10=nf  modes, the number of 
harmonic 3=H , the truncation order 15=n , and the tolerance 410−=sη . 

Table 1 presents the first four natural frequencies (bending modes) with and 
without the angular speed. It can be observed that all modes increase with increas-
ing angular speed and for these cases: 2/ 1/ 1/z z yω ω ω≈ + , which is defined as an 
internal combination resonance of flexural-flexural type. While the beam is ex-
cited at the vicinity of the out-of-plane mode 1/ zω  (first mode), the interaction be-
tween this mode and the in-plane mode 1/ yω  is investigated. (Patil et al. 2010) 
show that the natural frequencies determined by using Galerkin approximation are 
more precise than those obtained using the FEM (Traugott et al. 2006).  

Table 1 The lowest four natural frequencies of the ATR for static and rotating cases 

Modes 
03 =Ω rad/s 103 =Ω rad/s 203 =Ω rad/s 

Traugott et al. 2006 Present Present Present 

1st/z 13.68 13.64 17.44 25.53 

1st/y 70.76 70.60 70.73 71.10 

2nd/z 86.71 84.40 88.13 98.47 

3rd/z 248.8 232.0 235.5 246.5 

Figures 2(a, b) show the out-of-plane response curves for 03 =Ω rad/s and 

203 =Ω rad/s. One can observe the distortion of the response curve (2b) caused 
by the angular speed and hence the hardening system is transformed to softening 
at the beginning and later on to a hardening system. At the turning point when the 
maximum amplitude is reached a drop is happen for a small gap and recovered 
immediately after. Figures 2(c, d) show the corresponding in-plane response 
curves that prove the internal resonance. The curve relative to zero angular speed 
is similar to the results of (Zaretzky and C. Da Silva 1994) dealing with isotropic 
beams. 

One can observe that the maximum of the in-plane amplitude is reached at the 
minimum of the out-of-plane amplitude explained by a partial exchange of energy. 

In figure 2(d), a decrease of the amplitude of the in-plane response due to the 
increase in stiffness is noticed. Figure 3 shows the zone of interactions at ω≈18.8 
rad/s. One can observe that the exchange of energy is intermittently in this gap de-
scribed by the opposite direction of the arrows placed on the curves.  
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Fig. 2 In-plane and out-of-plane response curves for cases: (Ω3=0, Ω3=20 rad/s). Point 
symbols indicate the initial points of the ANM steps. 
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Fig. 3 Response curves and internal resonance in rotating case (Ω3=20 rad/s) 

4    Conclusion 

In this paper, a fluxural-fluxural interaction in rotating composite beam subjected 
to harmonic excitation is studied. This beam presents an internal combination re-
sonance in both cases without and with moderate angular speed. The response 
curves are distorted with the application of angular speed with some singularities 
explained by the internal resonance and the interchange of energy between two 
flexural modes involved, in-plane and out-of-plane. This interaction becomes 
more complex in the nonzero angular speed case, and the exchange of energy 
comes to be intermittent. 
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Abstract. Bolted joints used in aeronautical structures are subject to vibrations, 
which can result in critical damage either from self-loosening or from fatigue. 
This study is devoted to the examination of the dynamic behavior of a simple 
bolted joint assembly subjected to quickly varying transverse load, which induces 
bending of the jointed plates. The adopted approach is based on finite element 
method, with a coupled bolt model and a penalty friction model, and implicit time 
simulation. Numerical result sets are presented and discussed. 

Keywords: bolted joint, dynamic study, finite element model, friction, transverse 
shear load, coupled bolt model. 

1   Introduction 

Bolted joints present an essential element of mechanical structures. They are 
widely used in aerospace, railway and automobile construction. Their role is to 
create, from isolated elements, consistent and robust construction. Mounting of a 
bolted joint usually consists of application of relative rotation between screw and 
nut until installation of desired preload, which will maintain the integrity of the 
assembly. Self-loosening of bolted joints is one of the problems encountered in 
aeronautical structures, resulting from both vibration process and inadequate 
knowledge of contact phenomenon. Our ultimate aim is to study bolted joints self-
loosening, when subjected to the transverse shear stresses resulting from 
vibrations, within the framework of aeronautical applications. 

                                                           
* Corresponding author. 
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R.A Ibrahim (R.A. Ibrahim and C.L. Pettit ,2005) focused on the bolt relaxation 
resulting from vibration. L. Champaney (L. Champaney et al, 2008) developed 
strategy for the analysis of contact problems.  

Different methods can be used to model the bolted assembly, either by solid 
bolt model or by coupled bolt model. Many papers discussed the first method. 
Zhang (Zhang et al, 2007) developed a three-dimensional finite element (FE) 
model, taking into consideration the helix angle of the threads to simulate self-
loosening. Other authors (G. Dinger and C. Friedrich, 2011) (D. Koch et al, 2012) 
presented a three dimensional finite element model to reveal the self-loosening 
process, taking into account friction between the nut and the screw and in all the 
contact areas. All these papers have focused on the self-loosening process but they 
are limited to the quasi-static case.  

J. Kim (J. Kim et al, 2006) presented four kinds of finite element models 
intended to analysis of bolted joints: solid bolt model, coupled bolt model, spider 
bolt model and no-bolt model. The solid bolt model uses three-dimensional finite 
elements. In the coupled model, the bolt shaft is approximately modeled by a 
beam element, and the nodes corresponding to the head and the nut are connected 
to the contact surfaces under the nut and the head through deformable coupling 
elements. The spider bolt model is similar to the coupled model except it is 
modeled with rigid elements instead of coupling elements. The last model is the 
no-bolt one, in which a pressure corresponding to the bolt clamping force is 
imposed on the washer surface to reproduce the pretension effect. J. Montgomery 
in (J. Montgomery, 2002) presented other models in addition to those previously 
cited.  

The objective of the present study is the analysis of the dynamic behavior of an 
elementary assembly of two plates connected by a single simplified bolt, without 
taking into account the threaded connection between screw and nut. 

In this paper, we shall first describe the finite element model. Dynamic study 
requires huge computational time, so the coupled bolt model will be adopted to 
reduce the number of elements and the time of simulation, and a penalty method 
will be used to simulate friction between the different parts. Then an analysis of 
dynamic behavior will be carried out, including slip and displacements induced by 
vibration under the effect of quickly varying load. 

2   Model Presentation 

The finite element analysis software Abaqus\Standard 6.11-2 has been used to 
model an assembled bolted joint. As shown in figure 1 the model is composed of 
two plates which are 38 mm wide, 89 mm long and 6.35 mm thick, joined by 
M6.35 bolt. The geometry is simplified: due to the model symmetry, only half of 
the structure is modeled, and the bolt is modeled by a beam element. Reduced 
integrated hexahedral eight node elements (C3D8R) are used for the plates 
meshing. Young’s modulus and Poisson’s ratio are respectively 210 GPa and 0.3 
for the whole steel structure. 
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(a) (b) 

Fig. 1 Complete geometric model (a), Simplified geometric model (b) 

The adopted coupling model, which is called “distributed constraint” in Abaqus 
software, is shown in figure 2. The bolt is modeled by a beam element, of which 
each end node is tied to the nodes of the nut-plate or head-plate contact surface by 
a coupling element. This coupling method constrains the translational and 
rotational degrees of freedom of the control point and the constrained area. 

A contact interface is established on the plane surface between the plates, but 
we do not allow any contact between the bolt shaft and the corresponding hole. 

Modeling of contact carries a great importance due to the effects associated 
with stick-slip during contact. It can lead to divergence problems if not correctly 
introduced. Two friction enforcement methods are implemented in Abaqus: the 
penalty and Lagrange multiplier methods. The penalty method is chosen in this 
case; it allows some relative elastic penetration of slave surface in the master one 
to avoid the divergence problems. 

This penalty method also uses a transversal stiffness that allows some relative 
motion of the surfaces (elastic slip) when they should be sticking. Coulomb 
friction is the standard friction model implemented in Abaqus: the critical stress is 
proportional to the normal contact pressure. In this case the adopted friction 
coefficient is equal to 0.1.  

coupling element 

contact 
interface 

beam element  

Fig. 2 Bolt model with distributed constraint 

The preload Fp is restricted to 7 kN in the bolt element, the maximum normal 
stress in the bolt shaft is equal to 212 MPa. The boundary conditions are shown in 
figure 3. The left plate is clamped at its left end whereas the other plate is subject 
to harmonic load F(t) in the x direction at its right end. The excitation frequency  
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z 
x 

F(t)

 

Fig. 3 Boundary conditions 

will be chosen close to that of the first Eigenmode, in order to maximize the 
dynamic effects. To meet the symmetry requirement, rotation in the x direction, 
translation and rotation in the z direction of faces in the XZ plane are inhibited. 

The following flowchart shows the different steps of calculation. In the first one 
the bolt preload is established in the beam. In the next step, the length of bolt shaft 
is adjusted to reproduce the initial preload, and to allow subsequent stresses 
changes in the bolt. Then the external load is applied at the previously cited 
frequency, and the movement and behavior of the structure is simulated through 
an implicit dynamic analysis. The implicit method of resolution is based on the 
full Newton iterative method with an increment strategy. This algorithm for 
implicit dynamic approach is presented by Hilber (H.M. Hilber et al, 1978). A 5% 
modal damping is used. 

 

 

Fig. 4 Flowchart of successive steps  

3   Results and Discussion 

The different results obtained from the dynamic analysis are presented in this 
section. The contact areas variation and the extension of sliding zones will be 
presented; the influence of friction on the transversal displacement will be 
exposed. Finally the influence of the load amplitude on the displacement behavior 
is revealed. 

Figure 5 shows the first three Eigenfrequencies and the shapes of Eigenmodes. 
These shapes correspond to the bending in the XZ plane of a beam with a constant 
section. The excitation frequency will be set to 250 Hz. 

Step 1: establishing the preload  
by mean of axial stress in bolt shaft 

Step 2: maintaining  the preload  
by mean of change in length of bolt shaft  

Step 3: applying the external load  
and implicit dynamic analysis 

Initialization: 
creation of interactions and boundary conditions 
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First 
mode 

212 Hz 

 

Second 
mode 

1129 Hz 

 

Third 
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Fig. 5 First three Eigenmodes: The colors depend on magnitude of displacement 

A sinusoidal load ranging between 0 and 2000 N is now applied. Figure 6 
shows the evolution of contact status between the plates at different times of the 
load cycle. The red color corresponds to the sticking area and the green color to 
the sliding area, while the blue color denotes a lack of contact. 

 

 
t1 

 
t2 

 
t3 

 
t4 

 
t5 

 
t6 

Fig. 6 Contact status between plates: Time is increasing from t1 to t6, and transverse load 
also increases  

At time t1, there is no relative slipping between the assembled plates, and the 
contact area spreads only under the bolt head. At t2, a new contact zone appears at 
the end of the overlapping plate, due to the bending of joint. Then the transversal 
load increases, and sliding appears at t3, starting far from the bolt, and progressing 
toward  it at t4 and t5. Finally at t6, the transverse load is sufficient to bring the 
whole contact area into slipping. From this time, there is a global displacement 
between the plates, until the transversal load decreases and sticking appears again. 
Figure 7 shows the dynamic response of the structure. Displacements and slipping 
are evaluated at node indicated in figure 6.  
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The first two calculation steps take place during the first 2 milliseconds, 
without any displacement of the node. Then the transversal load appears (figure 
7a) and initiates the movement. The displacement in direction x is approximately 
sinusoidal, while the displacement in direction z (figure 7b) shows a beat 
phenomenon. This one is due to summation of two sinusoids with close 
frequencies: 

- the linear response of the structure to the sinusoidal excitation force, at 250 Hz, 
induces a sinusoidal movement at the same frequency; 

- the transient response of the first mode to the initial excitation step induces  
an approximately sinusoidal bending movement at the first Eigenfrequency 
212 Hz. 
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Fig. 7: Responses to transversal load: (a) Transverse load and displacement in x   (b) 
Displacement in z 

Figure 8 focuses on the very first cycles of movement. We can see the initial 
discontinuity in transverse load at time t=2 ms, which causes a strong excitation of 
the Eigenmodes of the structure. The oscillations being present until t=6ms are 
caused by the transient response of the third mode, at its Eigenfrequency 3251 Hz. 
During these oscillations, the contact status at the node of interest toggles between 
sticking and slipping. Then these oscillations vanish, and a more regular operation 
comes: the slipping appears when the transverse load approaches its extreme 
value, and disappears when it reverses direction. The slipping time results in slight 
irregularity in the displacement curve. 
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Fig. 8 Beginning of the response to transversal load 

Figure 9 shows the influence of amplitude of transversal load, passing from 
2000 N to 3000 N. When this amplitude increases, the slipping phenomenon  
becomes more significant and affects the displacement in the x direction, which 
becomes more irregular. 
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Fig. 9 Influence of load amplitude on the x displacement 

4   Conclusion 

In this paper, the coupled bolt model is used to simulate the dynamic behavior of a 
bolted joint assembly. Penalty approach is used to model the contact between the 
assembled plates. The results of the dynamic behavior under a quickly varying 
load are presented.  

The adopted approach for modeling of bolted joints presents some advantages 
in order to study their dynamic behavior: it is reliable, and it doesn’t need large 
computational time. However, this method presents some drawbacks, as it does 
not reproduce the rotational effects in the bolt. In fact, for modeling the self-
loosening of bolts, it will be necessary to introduce the helix angle of the threads 
and friction between the screw and nut. This will be the subject of our next work. 
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Abstract. The objective of this research task is to implement a model to make it 
possible to simulate the fatigue behavior of a helicopter blade by modal analysis. 
A study of the aerodynamics of the helicopters was made though the determina-
tion of the aerodynamics loads applied to the main blade of helicopter and extract 
their frequencies and eigen modes with crack and without crack. The expressions 
of the different energies and virtual work from elements of the blade are devel-
oped. A finite element model was defined in order to study the vibratory pheno-
mena. This model makes it possible to extract the Eigen frequencies and modes 
shapes of the blade, and to calculate the stresses which act on the structure.  

The Eigen frequencies of helicopter blade were decreased after cracking in the 
critical zone, and this reduce is nonlinear; however the stress increased with crack 
propagation. Therefore the modal analysis is an important factor for the detection 
of fatigue in aircraft structures. 

Keywords: helicopter blade, dynamics, finite element, numerical, fatigue. 

1   Introduction 

A helicopter is defined as an aircraft, which uses rotating blades. This allows the 
helicopter to hover relative to the ground without vertical and horizontal flight ve-
locities. One of the earliest investigations of flap-lag-torsion stability of elastic 
hingeless blades was the work of Hodges and Ormiston [1], where their equations 
for the stability analysis of a uniform, untwisted rotor blade. 

Particularly, Hodges and Coworkers [2] have developed a beam model that ac-
counts for all of the non-classical effects mentioned above, while requiring signifi-
cantly less computational effort than a direct three dimensional (3D) solution based 
on a nonlinear finite element discretization of the structure. Clearly, it is desirable 
to upgrade the blade model in the Friedmann and Al.[3] analysis code with VABS. 
Although VABS was designed to be used with the geometrically exact formulation 
described in Hodges, it has been used to calculate the cross-sectional properties 
needed as inputs for other rotorcraft analysis codes (Hodges et al., [4]). In VABS, 



176 A. Chellil et al.
 

the in-plane stresses are not neglected since it has been shown that the uniaxial 
stress assumption can lead to significant errors in the torsional rigidity for some 
composite cross-sections (Yu et al., 2002b)[5].The research discussed above typi-
cally modeled damage in helicopter blades using the frequency domain. Brinker et 
al. [6] introduced a new frequency domain technique for the modal identification of 
output-only systems, i.e. in the case where the modal parameters must be estimated 
without knowing the input exciting the system. Badewi and Kung [7] also studied 
the effect of fatigue on the modal properties of composite structures. They mention 
that the idea of using modal properties can be used as a real time indicator of dam-
age in structures, in the present paper; a composite helicopter rotor blade is mod-
eled as a thin walled composite beam using the Chandra and Chopra [8] approach. 
A progressive damage model which includes the key damage modes in composite 
such as matrix cracking using by M. pawar[9], this study is to simulate helicopter 
blade with crack and without crack by appropriate criteria the frequencies and the 
modes shapes of a helicopter blade .  

2   Formulation of the Dynamic Problem  

The differential equations governing the nonlinear lead-lag, flapping and torsion 
of composite rotor blade are: 

Lead-lag equation: 
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Flap equation: 
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Torsion equation: 
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2.1   Numerical Solutions 

The equations of motion are solved by the Galerkin method. The solution in lead-
lag flapping and twisting are expressed in dimensionless form in terms of series, 
based on generalized coordinates and mode shape functions are given by: 
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Where tΩ=ψ , Rxx /=  and N is the number of modes; )(xJΨ and )(xJΘ  are 

the mode shapes for the bending and torsion of the cantilever beam. 
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By employing the technology, Eq. (4) is substituted into Eq. (1) to (3). The equa-
tions of motion for the orthotropic composite blade can be rearranged in matrix 
form as:  

[ ]{ } [ ]{ } [ ]{ } { }0=++ XKXCXM 
 (6) 

The coefficients [ ]M , [ ]C  and [ ]K  represent the mass, damping and stiffness 
matrices are given as functions of the equilibrium solution, jV0 , jW0 et j0φ  

3   Modelling of the Blade 

3.1   Cross-Section of the Blade 

An investigated helicopter rotor blade (Fig. 1) is equipped with NACA23012 air-
foil with active part radius 8.56 m and chord length 0.421 m. This rotor blade con-
sists of D-spar made of unidirectional GFRP (Glas Fiber Reinforced Polymer), 
skin made of +450/–450 GFRP, foam core, MFC actuators and balance weight. 
The thickness of skin GFRP layer is 0.125  mm and thickness of MFC layer is 0.3  
mm. The material properties of the rotor blade components are as follows: 

 

Fig. 1 Helicopter blade material 
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We study simulate the following blade which represent in the figure 

 

Fig. 2 Helicopter blade model with crack 

To identify the response of the structure, the Von Mises equivalent stress is 
represented for the blade with crack and without crack. 

 

Fig. 3 Von Mises equivalent stress for blade without crack 

 

Fig. 4 Von Mises equivalent stress for blade with crack 
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We remark notice that the max .principal stress of the blade without crack  is 
situated at the fixed end the maximum value equal to 8.28 E+07 Pa. 

In case (cracked blade), we note the tension is the very higher at the end the 
party Crack .This is equal to (2.47 E +08 Pa). So it's an increase this represents the 
concentration of stress. 

We'll comparison between blade with crack and without crack we get this result 
in flowing table: 

Table 1 Strain, von mises and tresca Stress distribution 

 Von-Mises stress(MPa) Tresca stress (MPa) Stain 

Without crack 82.8 94.8 6.58 10-4 

With crack 247 263 4.11 10-3 

Table 2 Eigen frequencies for blade with crack and without crack 

Frequency [Hz] Mode 1 
 

Mode 2 
 

Mode 3 
 

Mode 4 
 

Mode 5 
 

Mode 6 
 

Without crack 0.84 1.85 5.37 11.96 15.37 29.33 

With crack 0.49 1.00 2.95 6.11 8.12 16.01 

 
In this section is to locate the distribution of pressure and stress of composite 

blade, yet force application with drawn perpendicular to the blade, then we create 
a crack in the blade simple in fixed side and conclude various stresses and strain. 
the frequencies in the blade without crack are very high comparison with the blade 
with crack 

4   Conclusion 

The work is based on modeling by finite element method the helicopter blade. To 
realize this modeling we have used the so called a numerical simulation by the 
ABAQUS software to analyze the aerodynamic forces of the helicopter blade; it 
calculates the frequencies and Eigen values, stress, strain and the displacement, as 
well as we noticed after the simulation  of the blade without crack and with crack; 
the frequencies in the blade without crack are very high comparison with the blade 
with crack and stress and displacement of the blade with crack are very large 
comparison with the blade without crack. 
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Abstract. This paper deals with the experimental validation of the dynamic model 
of a single stage geared system representative of a back-to-back test rig. The vali-
dation relies on loaded transmission error (TE) measurements by using optical en-
coders which are compared with simulation results. The influence of tooth pitting 
on TE is highlighted and it is demonstrated that a simple pit model can reproduce 
the actual vibrations generated by such surface failures. 

Keywords: Gear, transmission error, tooth pitting, experimental. 

1   Introduction 

The dynamic behavior of gears has been widely studied over the last 30 years 
based on, first, single torsional degree of freedom models and, progressively, more 
sophisticated three-dimensional representations accounting for the couplings be-
tween torsion, bending, traction and compression. To date, non-linear dynamic 
models with variable mesh stiffness make it possible to simulate critical frequen-
cies, the influence of geometrical errors and assembly defect, the occurrence of 
contact losses between the teeth, etc. It is widely accepted that transmission error 
(TE) represents an indicator of the vibration and noise performance of gears.  
TE is classically defined as the difference between the actual and theoretical gear 
angular positions and its time variations are representative of the mesh dynamic 
excitations, (Velex and Ajmi 2006). 

The numerical gear dynamic model under consideration is based on that intro-
duced by Velex and Maatar (1996) with the pinion-gear pair being assimilated to 
two rigid cylinders connected by a series of time-varying, non-linear springs 
representing the mesh stiffness function. Shafts are simulated by classic two-node 
elements and bearings are represented by additional lumped stiffness elements. 
Gear tooth pitting can be simulated anywhere on the active tooth flanks via some 
suitable localized distributions of normal deviations with respect to ideal tooth 
flanks (Feki et al., 2012). 
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In this paper, experimental investigations have been conducted using a standard 
power circulating FZG fatigue test rig in order to generate real pitting failures on 
tooth flanks. The test-rig was instrumented by optical encoders to continuously 
measure transmission error under load and appraise the influence of pits on mesh 
excitations. The first section of the paper is devoted to the description of the expe-
rimental set-up along with the measurement principles and methodology. Then, a 
number of spectral analyses are presented in order to compare the experimental 
and simulated transmission error signals. A reasonable agreement is observed in 
terms of critical frequencies and amplitudes thus validating the gear dynamic 
model with tooth pitting. 

2   Experimental Set-Up 

2.1   Description of the FZG Gear Test Rig 

The FZG gear test rig was originally developed at the Forschungsstelle für 
Zahnräder und Getriebebau (FZG) of the Technical University of Munich. It is an 
electromechanical system composed of an asynchronous motor with a speed con-
troller (100 to 3000 rpm) and a back-to-back rig consisting in test and slave gears 
connected by two shafts (Fig. 1). The secondary shaft is divided in two parts with 
the load clutch. This device is fixed on one side to the foundation by means of a 
locking pin. On the other side, the half shaft is twisted with the lever and weights 
in order to apply a static load torque. This torsion torque is kept constant during 
the operation of the test bench after bolting the clutch, removing the weights and 
lever, and unlocking the shaft. 

This machine was specifically designed for testing highly-loaded gears and the 
related fatigue issues (contact and root stresses). High powers can be reached 
thanks to the power circulation and the capability to impose a torque by elastic de-
formation independently of the speed imposed by the electric motor. 

 

 

Fig. 1 FZG back-to-back gear test rig (Höhn 2008) 

1 Test pinion 4 Load clutch 7 Torque measuring clutch 
2 Test wheel 5 Locking pin 8 Temperature sensor 
3 Slave gear 6 Load lever and weights  
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2.2   Measurement Principle 

From an experimental point of view, transmission error can be measured by sys-
tems based on accelerometers or high-resolution optical encoders. In the present 
case, TE was derived from the data of two optical encoders mounted on the free-
ends of either shafts of the gear system as illustrated in Figure 2. 

 

 

Fig. 2 Optical encoders mounting positions on FZG back-to-back gear test rig 

Pinion

Wheelwheel position 
versus time

pinion position 
versus time

timer signal

pinion encoder signal

wheel encoder signal

time

time

time
 

 

Fig. 3 Measurement principle (De Vaujany et al., 2005) 

The optical encoders were mounted very close to the test pinion and gear in or-
der to make transmission error measurements more representative of the gear be-
havior. The measurement principle relies on counting the number of pulses from a 
timer signal with a very high frequency (80 MHz here) between two rising edges 
of the optical encoder signal (Remond 1998). Having a common reference (same 
timer and counter), the counting can be simultaneously performed on the two 
channels. Figure 3.a shows a simplified scheme leading to the reconstruction of 
the time variations of the pinion and gear angular positions (De Vaujany et al., 
2005) in relation to the number of encoder pulses per revolution (here, 2500 
pulses). 

2.3   Experimental Transmission Error (TE) Calculation 

Having stored the measured time lengths between successive rising edges from 
both encoders, transmission error can be deduced by using several methods. Ac-
cording to Remond and Play, the so-called "angular methods" seem to be more 

Test 
gear 

Slave
gear 

Motor 
  Optical 
 encoders

(a) pinion and wheel angular positions versus 
time 

(b) way of processing transmission error 
from encoder signals 
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representative of physical phenomena than asynchronous methods (Remond and 
Play, 1999). In fact, the use of angular methods leads to bring out the dynamic ef-
fects of gear geometry, eccentricity, tooth meshing and especially gear tooth 
faults. This method consists in sampling the gear angular position with reference 
to the pinion angular position (Fig. 3.b). Then, the new gear angular position 

( )2 iθ  is resolved by linear interpolation at times corresponding to the number of 

timer pulses between two consecutive rising edges of the pinion encoder. The TE 
formula can then be numerically reconstructed by taking into account the speed ra-
tio leading to an expression of the form: 

( ) ( ) ( ) ( )2 2
1 2 1 2

1 1

Z Z
TE i i i i i

Z Z
θ θ θ θ= − = ⋅ Δ −  (1)

3   Results and Discussions 

All the following results have been obtained for a test spur gear whose characteris-
tics are detailed in Table 1 (Höhn, 2008). 

Table 1 Main geometrical characteristics of test spur gear (C-type) 

 pinion gear 

centre distance (mm)       91.5 

number of teeth 16 24 

Module (mm)       4.5 

pressure angle (°) 20 20 

face width (mm) 14 14 

pitch diameter (mm) 73.2 109.8 

profile shift coeffi-
cient 

0.1817 0.1715 

3.1   Generation of Actual Pitting 

In order to investigate the vibration behavior of a spur gear in the presence of pit-
ting, a fatigue test was performed to generate a "natural" gear tooth pitting. The 
test conditions, taken from DGMK Information Sheet (2006), are intended to lead 
to pitting (short duration test pitting). In short, it consist in applying very impor-
tant loading levels (levels 9 and 10 in Table 2) at a constant rotational speed while 
controlling the oil temperature in the gearbox (90 ± 3 ° C (DGMK Information 
Sheet, 2006)). The torque applied to the output shaft causes a force distribution on 
the tooth contact surfaces resulting in local Hertzian pressure distributions (a max-
imal local Hertzian contact stress of 2069 N/mm² for loading level 9 (DGMK In-
formation Sheet, 2006)). This type of fatigue test is mainly used to determine the 
influence of lubricants on pitting resistance. 
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Table 2 Loading levels 

Loading levels 4 5 6 7 8 9 10 

Load torque (N.m) 60.75 94.1 135.3 183.35 239.25 302 372.7 

Input torque (N.m) 91.12 141.15 202.95 275.02 358.87 453 559.05 

 
Under these conditions, the test was performed by cooling the test gear box to 

allow a continuous use of the FZG machine. A single pit was found on one pinion 
tooth after 13 million cycles. Figure 4 shows the actual shape of the obtained pit 
on a C-type tooth. 

 

Fig. 4 Actual gear tooth pitting 

 

Fig. 5 (a) Actual and (b) simulated tooth pitting 

The dimensions of the actual pitting failure on the tooth are plotted in  
Figure 5.a where t / Tm (Tm is the mesh period) represents a dimensionless time 
but also the position in the profile direction. The defect is characterized by a trian-
gular shape on the tooth surface and a maximum depth around 380 µm. 

In order to compare the numerical and experimental results, the tooth pitting is 
simulated by a hole on one pinion tooth based on the measured size and shape as 
illustrated in Figure 5.b. 

3.2   Comparison between Measured and Simulated Transmission 
Error Spectra 

Figures 6 to 9 show the spectra of the experimental and theoretical (simulated) 
transmission error (TE) signals of the test gear with and without the presence of a 

(a)

tooth width (mm) tooth width (mm)

(b) 
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pit in one tooth of the pinion. The TE signals have been obtained for a rotational 
speed of 30 Hz on the input shaft and under loading level 7 (as defined in  
Table 2). All the presented spectra have been calculated using a Blackman win-
dow in order to obtain narrow and distinctive peaks. Their amplitudes are divided 
by their maximum amplitude in each case. 

For the same operating conditions, it can be noticed that the spectra of the expe-
rimental and simulated signals (with or without tooth pitting) look similar. In all 
the cases, significant amplitude is reported at the fifth harmonic of the mesh fre-
quency. According to the simulation results, this frequency corresponds to a criti-
cal frequency of the mechanical system (test gear, shafts and bearing) with a very 
large contribution of the gear element (84.19 %) to the total modal strain energy. 

In the presence of one tooth pit, the spectra exhibit modulation sidebands be-
tween the different gear mesh harmonics mainly around the first and fifth harmon-
ics. However, these sidebands are not present in the transmission error spectra of 
healthy gears. For example, between harmonics 4 and 5 or 5 and 6, 16 peaks 
emerge in the TE spectra with pitting (Fig. 7 and Fig. 9). These peaks are sepa-
rated by the pinion rotational frequency and their number (between two harmon-
ics) corresponds to the number of pinion teeth. This explains that, in the presence 
of a fault, the frequency modulation is controlled by the rotational frequency of 
the defective wheel (pinion in our case). 

 

Fig. 6 Spectrum of the experimental TE signal without gear tooth pitting 

 

Fig. 7 Spectrum of the experimental TE signal in the presence of a tooth pit 

 

F / Fmesh 

F / Fmesh 
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It is also noticed that the TE spectra with pitting reveal an asymmetry in the si-
deband distributions which indicates a modulation both in amplitude and frequen-
cy. The main reasons for this asymmetry are, a) the dynamic effects caused by the 
vicinity of these sidebands and the resonance zone (critical frequencies), (Inalpolat 
and Kahraman 2009, McFadden  and Smith 1985) and, b) the effect of the carrier 
frequency of the pinion rotation on the modulation sidebands (Inalpolat and  
Kahraman 2009). 

 

 

Fig. 8 Spectrum of the simulated TE signal without gear tooth pitting 

 

Fig. 9 Spectrum of the simulated TE signal in the presence of a tooth pit 

4   Conclusion 

In conclusion of these comparisons between experimental and numerical results, a 
good qualitative agreement in terms of response spectra is observed. By compar-
ing the spectral representations of the TE signals with and without pitting, it can 
be concluded that the presence of pitting on the teeth modifies the spectral image 
of transmission error, hence suggesting a possibility of early detection by vibration 
monitoring. These observations also validate the gear dynamic model and its  
extension to implementing a pitting model. 

F / Fmesh 
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Abstract. In a context of permanent technological progress to produce ever more 
reliable and efficient industrial products, modern gears are increasingly subject to 
strict requirements in terms of load capacity, performance, noise generation, etc. 
The definition of tooth modifications in order to improve performance criteria 
such as transmission error fluctuations, efficiency, wear resistance, etc. is a chal-
lenging problem for designers because these criteria often evolve in a contradicto-
ry manner. This paper deals with the multi-objective optimization of tooth profile 
modifications and its main purpose is to propose an approach to help design tooth 
corrections in order to simultaneously optimize several objective functions. An 
optimization technique based on a specific algorithm (NSGA-II) is presented  
and its effectiveness in terms of multi-criterion optimization in the sense of Pareto 
optimal is analyzed based on a number of case studies.  

Keywords: gear, profile tooth modifications, multi-objective optimization,  
robustness. 

1 Introduction 

The performance of a gear system is plural and multidimensional (depends on 
several variables). Ideally, the design process should identify the solution leading 
to the best compromise between the various criteria defining the quality of the sys-
tem. However, the difficulties of implementation are significant and such a proc-
ess is rarely possible. The main objective of this study is to explore the approaches 
that achieve design optimization with respect to several simultaneous criteria. Af-
ter presenting the proposed approach based on the Pareto method, an appropriate 
algorithm is introduced to optimize a number of criteria via some suited tooth  
profile modifications.  
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2   Multi-objective Optimization  

2.1   Overview  

Most of the time, there is no solution to the multi-objective optimization problem 
(including that defined in Equation 1) which simultaneously optimizes all the cri-
teria and it is therefore necessary to develop acceptable compromises between the 
different objectives.  
 

         minimize
1 2i , , ..f (X ) for i 1, ..., p w ith X (x x ) D= ∈    (1)  

                   subjected to: j

k

g (X ) 0 fo r  j= 1 ,. . .

h (X )= 0 fo r 1, . . .k





≤
=

 

Two approaches can be found in the literature (Miettinen 1999). The first strategy 
consists in transforming the original multi-objective problem into a single objec-
tive formulation (one objective function) by linearly combining all the criteria. 
The trade-off is thus fixed a priori by weighted terms associated with each  
criterion.  

( )
N

i i
i=1

N

i i
i=1

F(X )= w f X

W ith 0 w 1 and w 1








≤ ≤ =




 

(2) 

The value taken by the weighting terms (wi) reflects the importance (relative 
weight) of the associated objective function. Solutions (2) can be derived using 
conventional techniques such as gradient methods, genetic algorithms, etc. This 
formulation has the advantage of being simple to understand but presents the ma-
jor drawback of relying strongly on weighting terms, often determined subjec-
tively, whose influence on the results is considerable. Moreover, whenever  
designers wish to change these values, a new search has to be completed. The sec-
ond methodology found in the literature is based on the Pareto method in which a 
solution is defined as a Pareto optimal if it is not dominated by another solution in 
the same space. In general, the Pareto optimum is not unique but comprises a set 
of solutions constituting the so-called Pareto front (see Figure1). 

 

 

Fig. 1 Definition of Pareto front (Artoni et al. 2011) 

(D)

a) Research space  b) Pareto front 
f2 

f1 



Multi-objective Optimization of Gear Tooth Profile Modifications 191
 

2.2   Optimization Based on Genetic Algorithms 

Based on the concept described above, the goal of an optimization algorithm for 
multi-objective problem is to determine its Pareto front which is the set of solu-
tions optimizing all the criterion linear combinations. By so doing, designers can 
refine the criteria in order to make an appropriate choice of parameters. Genetic 
algorithms are highly robust optimization techniques which are also adapted to 
multi-criterion problems (Zitzler et al. 2000 and Deb et al. 2002). The basic prin-
ciple consists in taking a population of solutions and transforming it by several 
operations (cross-over, mutation...) in order to determine the Pareto front. Several 
methods are proposed in the literature, which differ mainly by their results in 
terms of solution distributions on the Pareto front and convergence speed. An up-
dated state of the art can be found in (Zitzler et al. 2000 and Deb et al. 2002). Deb 
et al. have proposed an optimization algorithm “NSGA-II” (Non-Dominated Sort-
ing Genetic Algorithm-II) considered as more efficient and faster than its prede-
cessors. Its elitist approach makes it possible to store the best solutions found in 
the previous generations and NSGA-II does not require any parameter calibration. 
The dual convergence-diversity objective is achieved, firstly, by the use of a sort-
ing procedure (the calculation of the performance) that promotes non-dominated 
solutions and, secondly, by the introduction of a technique for measuring density 
(crowding) solutions of the non-dominated front. The general principle of selec-
tion is summarized as follows: for two solutions with different ranks, that with the 
lowest rank is preferred (rank here characterizes the non-dominance of the solu-
tion). For solutions localized on the same front, the solutions in the region  
where the density is lower are chosen, which corresponds to the highest crowding 
distance. An illustration of the operating principles of this algorithm is shown in 
Figure 2. 

Fig. 2 Evolution procedure of the NSGA-II algorithm 
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3   Gear Tooth Modifications: Multi-objective Optimization  

3.1   Design Variables 

Tooth flank modifications are mostly used to ensure quasi-uniform motion transfer 
and avoid corner contacts at engagement (Maatar and Velex 1997). They consist 
in the introduction of voluntary tooth geometry changes in the profile direction 
with respect to perfect tooth flanks which are often characterized by a depth E at 
tooth tips and an extent of modification Lc= ΓεαPba (Figure 3). In what follows, 
the relief amplitude E is normalised with respect to δm: the average static mesh de-
flection for a perfect gear (further denoted E*). 
 

 

Fig. 3 Tooth profile modifications (parameters to be optimized) 

3.2   Optimization Targets 

Like any other design process, gear design is in constant evolution to meet the 
demands and expectations of customers on the final product. Due to the increas-
ingly requirements on energy saving, many studies focus on efficiency, weight 
and footprint reduction while keeping acceptable contact and root resistance, wear 
and temperature rises. In addition, for a number of applications (such as automo-
tive industry), gear noise and vibration have become key-issues which should also 
be addressed in optimal profile design. Based on these considerations, the follow-
ing performance criteria have been considered in this paper: 

a) The fluctuations of the quasi-static transmission error (RMS(TEs): Root 
Mean Square) representative of vibration and noise excitations (Velex et al. 
2011).  

b) The power losses by tooth friction using the loss factor (Λp) defined in (Velex    
and Ville 2009). 

c) The maximum value of the pV (pressure * sliding velocity) product which, to 
some extent, is an indicator of the possible occurrence of wear and scuffing 
(Osman and Velex 2010). 

3.3   Applications 

In this section, the NSGA-II algorithm is combined with a numerical gear model 
with the objective of defining the profile tooth modifications leading to the best 

Pitch circle 

Lc, (Γ) 

E (E*)
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compromise with regard to a number of criteria representing the gear performance. 
The helical gear example defined in Table 1 is treated and the optimization vari-
ables are the dimensionless depth (E*) and extent (Γ) of profile modification. The 
profile corrections are supposed to be linear, symmetric tip relief on the pinion  
and gear teeth. In what follows, bi- and tri-objective problems are successively 
considered. 

Table 1 Gear data for multi-objective optimization 

--- Pinion/ Gear --- Pinion/ Gear 

Tooth Number 28/56 Normal pressure angle (deg) 20 
Face width (mm) 40/40 Profile contact ratio 1.48 
Addendum coeffi- 1/1 Overlap contact ratio 1.34 
Dedendum coeffi- 1.4/1.4 Helix angle (deg) 25 
Module(mm) 4 Center distance (m) No backlash 
Pinion torque (Nm) 850  δm, average static mesh deflection  20µm 

3.3.1   Bi-objective Problems 

 Problem 1 
Figure 4.a represents the Pareto front obtained when simultaneously considering 
the loss factor (Λp) and the fluctuations of the quasi-static transmission error 
(RMS(TEs)). The antagonistic variations of these two criteria are clearly visible 
but, moreover, additional information on the criterion levels that can be simulta-
neously achieved is available. Figure 4.b shows the combinations of profile modi-
fications corresponding to the Pareto front in the previous figure using a colour 
correspondence between the two graphs. The results agree with those of Velex and 
Ville 2009 who have found that larger profile modifications tend to reduce tooth 
friction losses. Turning to transmission error fluctuations, the NSGA-II algorithm 
converges on the characteristic optimal area similar to that obtained by the authors 
using several analytical and numerical methods (Velex et al. 2011) and (Ghribi et 
al. 2012). From these figures, it can be concluded that the solutions circled in  

 

 

Fig. 4 NSGA-II results: RMS(TEs)_ Λp  

RMS(TEs) µm 
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red are reasonable compromises between efficiency and noise. These profile 
modifications are characterized by dimensionless extents ranging between 0.2 - 
0.35 and large dimensionless depths (2.5 <E* <3.5). 

 Problem 2 

In this section, the simultaneous optimization of the maximum value of the pV 
product (max (pV)) and RMS (TEs) is tackled. The corresponding results are plot-
ted in Figure 5. The NSGA-II algorithm leads to a Pareto front whose shape re-
sembles that found in the previous example. As for problem 1, a compromise can 
be reached by considering the set of profile modifications circled in red in both 
Figures 5.a and 5.b. characterized by a significant dimensionless length (Γ) and a 
smaller range of variation for the dimensionless depth (1.5 <E* <2). 
 

 

Fig. 5 NSGA-II results: RMS(TEs)_ max(pV) 

It can be observed that significant depths of modification combined with long 
relief tend to reduce the max(pV) criterion. Concerning the modifications mini-
mizing RMS(TEs), only a fraction of the previous characteristic optimum area in 
Fig. 4 (‘master curve’ according to the terminology in (Ghribi et al. 2012) has 
been found which is defined by the cluster of darker points. This reduction is 
mainly due to the evolution of the objective function (max (pV)) versus the pa-
rameters of profile modification: all the points in the vicinity of the master curve 
optimize RMS(TEs) but, among them, only those with a greater extent (Γ) mini-
mize max(pV). 

 Problem 3 

Conventional optimization procedures minimize objective functions by consider-
ing the nominal values of the design parameters only whereas their inevitable and 
partly uncontrollable variability is neglected. This third problem is aimed at intro-
ducing such variations at the early design stage in order to propose robust profile 
modifications. Robust design can be defined as seeking design variables that make 
the system able to maintain its level of performance despite the variability of its 
parameters and its environment. For a performance (Y), this approach involves 
two statistical parameters namely: the mean (µY) and standard deviation (σY).  
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In this section, the simultaneous optimization of these two statistical parameters 
related to the performance (RMS (TEs)) is proposed. A Gaussian Quadrature (GQ) 
method is employed to estimate their values for a normal distribution associated 
with a quality grade of 7 (Ghribi et al. 2012). The Pareto solutions obtained  
are plotted in Figure 6.a and the corresponding combinations (E*, Γ) are given in 
Figure 6.b. 

 

 

 

Fig. 6 NSGA-II results: μRMS(TEs)_σRMS(TEs) (in µm) 

The results indicate that the Pareto front is composed of two main parts (sub-
fronts): 

a) Part I appears as the most interesting fraction of the front because the disper-
sion factor σRMS(TEs) can be significantly decreased without increasing the 
mean value μRMS(TEs). 

b) Part II allows obtaining significant reductions in standard deviation but the 
corresponding profile modifications downgrade the performance in terms of 
average value. 

This finding is consistent with the results obtained by the authors (Velex et al. 
2011) with a robustness function defined as a weighted sum. It can be noticed that, 
for all the simulations, the robust solutions are located very close to the master 
curve that defines the parameters of profile modifications minimizing RMS (TEs) 
(Velex et al. 2011) and (Ghribi et al. 2012). 

3.3.2   Tri-objective Problem 

Finally, the search for the Pareto area in the case of a three-objective optimization 
problem is presented. The objective functions are: RMS (TEs), max(pV) and the 
loss factor (Λp). For the sake of clarity, the representation of three-dimensional 
Pareto has been replaced by two planar projections of the cloud of points as found 
by the NSGA-II algorithm (see figure 7). These points correspond to non-
dominated solutions for this problem.  
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Fig. 7 Projections of NSGA-II results: RMS(TEs)_ Λp_max(pV) 

An interesting optimization area corresponds to the profile modifications cir-
cled in red in Figure 7 which are characterized by tip relief amplitude such that 
(E*) lies between 1.4 and 2.1  and (Γ), the dimensionless length of modification, 
between 0.29 and 0.37. 

4   Conclusion 

The design of gear tooth modifications is an example of optimization problems re-
lying on several criteria. To solve this problem, the NSGA-II algorithm (Non-
Dominated Sorting Genetic Algorithm II) has been used as optimization method. 
It is a variant of genetic algorithms which is combined with the Pareto method 
(principle of dominance). This method is then applied to conduct multi-criterion 
optimization of tooth modification parameters. The results show the ability of this 
method to find Pareto fronts which, for designers, are useful guidelines for the se-
lection of optimal combinations of modifications leading to the best trade-off. 
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Abstract. In this paper an experimental planetary gear set rig is developed for dy-
namic analysis purposes. This bench is composed by two identical planetary gears 
connected by a common shaft. Two tri axial accelerometers are mounted in both 
rings. Series of mmeasurements were achieved to study the influence of speeds as 
well as loads on the dynamic behaviour of the system. Time histories are charac-
terized by a periodic fluctuation. Spectra showed sidebands around the mesh fre-
quency and its harmonics. In order to identify the natural frequencies of the bench, 
series of run up are done. Influence of load on natural frequencies values is also 
investigated. 

Keywords: planetary gears, dynamic behaviour, natural frequencies, load, side-
bands, experimental studies. 

1 Introduction 

Planetary gear sets are used commonly in many industrial applications such as au-
tomobiles, helicopters, aircraft engines, heavy machinery and marine vehicles. 
Noise and vibration remain one of the main concerns in these applications. Mesh 
and bearing forces are the primary sources of such behavior. The study of planeta-
ry gear dynamics was performed over the last 30 years. Two approaches were 
adopted model based and experimental analysis. Analytical models should include 
multiple mesh contacts, detailed kinematics, mesh stiffness variation, transmission 
error excitation.. which explains the few works dedicated to analytical and expe-
rimental analysis of planetary gears. 

Major analytical studies proposed lumped-parameter models to predict free and 
forced vibration characteristics of planetary gear sets where the gears are rigid  
bodies interconnected by springs representing teeth in mesh and support bearings. 
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It is possible to find models going from purely torsional to finite elements models 
(Kahraman 1994, Lin and Parker 1999-2002).  

Experimental studies on planetary gear vibrations are scarce due to the com-
plexity of the transmission with difficult access to the internal gears. (Hidaka and 
Terauchi 1976-1979) and (Hidaka et al 1979) studied the static and dynamic load 
sharing behavior of planetary gear set. (Kahraman 1999) developed a generalized 
model to predict load sharing of planets under quasi-static conditions and vali-
dated the model with experiments. (Ligata 2007) investigated with experimental 
and theoretical approaches the influence of several system level factors in gear 
stress. (Inalpolat and Kahraman 2009) presented a theoretical and experimental 
investigation on modulation sidebands phenomena observed in planetary gear sets. 
(Botman 1980) presented measurement results on the planetary gear of a PT6 air-
craft engine which showed some peculiar behavior of planetary gear vibration 
concerning load sharing, response due to gear errors, and dynamic instability. Few 
experimental researches were dedicated to two stage planetary gear and this can be 
explained by the complexity of this transmission. 

The study presented in this paper is expected to provide the understanding by 
experimental approach the behavior of a two stages planetary gear by achieving 
modal analysis and measuring dynamic response. 

2   Description of the Bench 

The bench is based on the ‘‘back-to-back’’ concept power circulation. It was de-
veloped at the University of Cantabria in Spain. It consists of two identical plane-
tary gear sets (a test gear set and a reaction gear set) as shown in Figure 1. In this 
arrangement, the sun gears of both planetary gear sets are connected to each other 
through a common shaft. Likewise, the carrier of the test gear set is connected to 
the carrier of the reaction gear set via a rigid hollow shaft. The ring of the test gear 
set is held stationary while an external torque is applied mechanically to the ring 
of the reaction gear set giving rise to a closed power loop. A motor is connected to 
the shaft of the sun gear driving both gear sets while the gearmeshes carry the load 
imposed by the torque trapped in the closed loop through the external torque ap-
plied to the reaction ring gear. 

 

    

Fig. 1 Back to back planetary gear set rig 

  



An Experimental Investigation of the Dynamic Behavior of Planetary Gear Set 201
 

3   Instrumentation, Data Analysis 

In each ring, two tri axial accelerometers (type ISOTRON) are mounted. The rota-
tional speed of the carrier is measured with an encoder. 

Vibration signals are recorded in LMS SCADAS and the data is processed with 
LMS Test.Lab software to obtain the acceleration spectra. Time histories were 
collected and averaged. An autopower is then used to obtain frequency spectra 
corresponding to each averaged time history. 

4   Experimental Results 

The characteristics of the gear system are giving in table 1. 

Table 1 Planetary gear characteristics 

 Carrier Ring Sun Planet 

Number of teeth - 65 16 24 

Moment of inertia (kgm²) 0.0021 0.697 0.0003 0.002 

Base diameter (mm) 57.55 249.38 61.38 92.08 

 
In order to study the effect of the variation of the speed and the influence of 

load, several tests using different load at different speed of the carrier were carried 
out. Series of run up are done to identify and characterize natural frequencies of 
the bench. 

4.1   Time Varying Acceleration 

The system was runned with 2 input speeds 300rpm and at 480rpm. In the two 
cases the system was loaded and then unloaded. 

Figure 2 shows the time evolution of the acceleration measured on the ring and 
the corresponding spectrum for an unloaded system and at 300rpm. At this speed 
the mesh frequency is 325Hz. 

 

Fig. 2 (a) Evolution of the acceleration on the ring (b) the corresponding spectrum  
(unloaded system at 300rpm) 



202 M. Karray et al.
 

Another test was made for 300 rpm but with a loaded system by mass. The cor-
responding acceleration and the spectra are shown in figure 3. 

 

 

Fig. 3 (a) Evolution of the acceleration on the ring (b) the corresponding spectrum    
(loaded system at 300rpm) 

For the second chosen speed 480rpm, figure 4 presents the time evolution of 
the acceleration and its spectrum for the unloaded case and figure 5 presents the 
same descriptors for the same speed but for a loaded case. 

 

 

Fig. 4 (a) Evolution of the acceleration on the ring (b) the corresponding spectrum  
(unloaded system at 480rpm) 

 

Fig. 5 (a) Evolution of the acceleration on the ring (b) the corresponding spectrum (loaded 
system at 480rpm) 
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As we increase the speed of the system the amplitude of the vibration increases 
for loaded and unloaded cases. 

Time histories acceleration show periodic fluctuation in vibration levels. 
The ring is fixed and the accelerometer indicates a periodic fluctuation in vibra-

tion amplitudes as planets pass close to this transducer. This fact leads to the appa-
rition of an amplitude modulation of vibration in time histories which results in 
amplitude modulation with sidebands around mesh frequencies and harmonics. 
Other source of these sidebands can be manufacturing errors. Results were ob-
tained for such transmissions  by (Inalpolat and Kahraman 2009). 

When the system is loaded the amplitude of the acceleration increase with more 
sidebands around the mesh components. 

4.2   Run Up Tests 

The objective of this experimental study is to characterize the natural frequencies 
of the bench. When the motor is initially started, a sudden torque is applied to the 
system which can excite torsional natural frequencies of the system. 

Two methods were used to load the system: 

-Hydraulic jack as a spring attached to the free ring (figure 6). 
-Mass attached to the free ring by an arm (figure 7). 

 

                   

   Fig. 6 System loaded by a jack         Fig. 7 System loaded by mass 

 

A waterfall plot is created by stacking multiple frequency spectra at 10 rpm speed 
increments. Frequency in Hertz is shown on the horizontal axis and motor speed is 
shown on the vertical axis. Order lines or multiples of running speed appear as  
diagonal lines.  

The simulated first natural frequency was found to be 27Hz. 
We start by loading the system by mass in order to study the influence of add-

ing more and more mass to the free ring on the value of the first natural frequency. 
Figure 8(a) shows the waterfall spectra for a run up for with an unloaded sys-

tem. The first natural frequency was identified during this test equal to 23.71Hz. 
After adding 4 mass to the arm (half of total load) a second run up is done.  

For this case the first natural frequency change and it is founded near to 18.74Hz 
(figure 8(b)). 
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Now the system is completely loaded. Figure 8(c) shows the waterfall corre-
sponding to this test. First natural frequency changes to 18.52Hz. The decrease of 
the natural frequency value is expected since the increase of mass will decrease 
the value of the first natural frequency. 

 

 

Fig. 8 Waterfall plot of the ring of a system loaded by mass during a run up 

In order to load the system without introducing additional masses, a hydraulic 
jack is used. It will produce the same load effect as for the case of added masses. 

In this case the jack will act as a spring with high rigidity. 
For an unloaded system the first natural frequency is found to be near to 

27.82Hz (figure 9(a)). 
Than the system is loaded by a jack as we add 8 mass to the attached arm. It is 

noticed that the first natural frequency is unchangeable. It is within 3 percent of 
the calculated computed frequency. 

The simulated second natural frequency is predicted to be 134Hz while the 
third is about 454Hz. 

Figure 9(b) and (c) show that the second measured natural frequency is to be 
137.6Hz and the third natural frequency is about 460Hz. So the second one  
is within 2.6 percent of the calculated frequency and the third one is within 1.3 
percent. There is no effect when using the mass or the jack to load the system. 
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Fig. 9 Waterfall plot of the ring of a system loaded by jack during a run up 

5   Conclusion 

In this work an experimental study of “back to back” power circulation is devel-
oped. The bench is composed by two identical planetary gears, with three planets, 
connected together by a common shaft. Measurements are taken by accelerometer 
attached to the ring. Several tests are made to characterize the bench and study its 
dynamic behaviour. A series of tests in stationary conditions are done to show the 
influence of the speed and the load on the dynamic behaviour of the system. It is 
noticed apparition of sidebands in frequency domain. Resonance is studied by do-
ing a run up in order to identify natural frequency. 

Acknowledgements. This work is supported by the Tunisian-Spanish Joint Project no 
A1/037038/11.  
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Abstract. An inverse method for extracting the unconstrained modal parameters of
3D axisymmetric structures from measurements performed under constrained con-
figurations is proposed. The work was originally motivated by the need of knowing
the tuning of large historical carillon bells which now lie on reinforcement fixtures,
implying a quite different response of the bells from their original suspended state.
In this paper, we extend to three-dimensional bodies the identification technique re-
cently developed by the authors for a case of study consisting on a simple discrete
mass-spring circular ring. Considering a modal model of a free cylinder as a first
approximation of a bell, we present the identification strategy and then illustrate the
efficiency of the technique by providing identification results for the original sys-
tem modal frequencies from the constrained system. By operating directly on the
constrained transfer functions measured at the constraint locations, the technique
is not prone to modal identification nor to truncation errors, and therefore appears
particularly convenient for modal testing on real structures.

Keywords: Structural modification techniques, inverse problems, modal identifica-
tion, cylindrical shells.

1 Introduction

Structural modification is usually referred to as a technique to analyze the effects of
additional local physical elements on the vibrational properties of a structure. For a
practical configuration, the problem can be addressed by using a direct or an inverse
formulation. The direct problem aims to predict the dynamical property changes
once the physical parameters of the system have been modified, whereas the inverse
problem aims to determine the necessary structural changes that would result in a
desired dynamic behaviour. Although less frequent, the reverse problem can also be
of interest: it consists of recovering the unconstrained modes of a structure from the
dynamical information measured (or computed) under constrained configuration.

The motivation for this work stems from an interest in knowing the tuning of large
historical carillon bells, which had to be provisionally supported using scaffolds,
constraining the bell rim at several locations. In that form, the difficulties created
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by the additional anchoring of the bells appeared as an opportunity to formulate
the dynamical problem in terms of structural modification techniques which might
enable us to produce (more or less crude) estimations of the original bell modes,
before installation of the constraining supports.

Following such an objective, the present authors recently described a method for
recovering the free modes of axisymmetric systems from frequency response data
(FRFs) stemming from a constrained configuration [1]. Instead of solving an eigen-
value problem, the proposed approach, developed along the lines of Li and He [2],
involves a set of linear equations with readily available solutions. The method, ap-
plied for a conceptual system of discrete mass-stiffness elements arranged in a ring
shape, seems promising. One central feature is to impose some specific properties
of axisymmetric bodies during the inversion, which also allows to identifiy simulta-
neously both mass and stiffness local constraints.

In this paper, we extend to three-dimensional structures the method of identifi-
cation presented in [1] by considering a free cylinder as a first approximation for a
carillon bell. We start by briefly presenting the relevant formulations of structural
modifications and then describe the identification technique for recovering the un-
constrained modes as well as the constraint parameters from constrained measure-
ments. The inversion procedure for the case of three-dimensional axi-symmetric
structure is then detailed and finally, numerical examples are provided to demon-
strate the feasibility of the method developed for the given system.

2 Basic Modelling Approach for Structural Modifications

The dynamics of a (conservative) structure is generally modeled mathematically in
terms of a mass matrix [Mu] and a stiffness matrix [Ku] which can be written as:

[Mu]{Ÿ(t)} + [Ku]{Y(t)} = {F(t)} (1)

If local structural modifications are applied by means of additional mass mp and
stiffness kp at locations p = 1, . . . , P, then the dynamical equations of the con-
strained system can be written as:

[Mc]{Ÿ(t)} + [Kc]{Y(t)} = {F(t)} (2)

where matrices [Mc] = [Mu]+ [Mc] and [Kc] = [Kc]+ [Kc] now contain the effects
of the modifications mp and kp, which can be assumed diagonal for simplicity. To
analyse the effects of the modifications on a structure, several techniques have been
proposed, involving either modal parameter or frequency response data. However,
the use of FRFs is particularly attractive for real structures since only the FRFs at the
constrained locations are needed in practice [2]. By definition, the transfer function
is related to the mass and stiffness matrices by a simple inversion, given by:

Free configuration [Hu(ω)] =
[
−ω2[Mu] + [Ku]

]−1

Constrained configuration [Hc(ω)] =
[
−ω2[Mc] + [Kc]

]−1 (3)
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Other advantage of the FRFs technique lies in the fact that it is neither prone to
modal truncation or modal identifications errors, offering robustness to the identi-
fication results. Of pratical interest is that one can derive the constrained transfer
functions directly from the unconstrained ones through the relation [3]:

[Hc(ω)] =
[

[I] + [Hu(ω)](−ω2[Mc] + [Kc] )
]−1

[Hu(ω)] (4)

or, conversely:

[Hu(ω)] =
[

[I] + [Hc(ω)](ω2[Mc] − [Kc] )
]−1

[Hc(ω)] (5)

Once known the modification matrices, this offers to deduce the transfer functions
of the free system from computed or measured FRFs.

3 Inverse Identification Procedure

When we now turn to consider the given problem, it seems attractive to reformulate
the dynamics of the original system in terms of the constrained configuration:

( [Mc] − [Mc] ){Ÿu(t)} + ( [Kc] − [Kc] ){Yu(t)} = {F(t)} (6)

Assuming an external harmonic excitation, the free system executes an harmonic
oscillation at a given frequency, satisfying the following equation:

(
−ω2[Mc] + [Kc]

)
{Yu(ω)} −

(
−ω2[Mc] + [Kc]

)
{Yu(ω)} = {F(ω)} (7)

which can be recasted into the form, by using Eq.(3):
(
[I] − [Hc(ω)][−ω2[Mc] + [Kc] ]

)
{Yu(ω)} = [Hc(ω)]{F(ω)} (8)

An interesting feature in Eq.(8) is that, under no external excitation, it represents an
eigenvalue problem

{Yu(ω)} =
[

[Hc(ω)]
(
−ω2[Mc] + [Kc]

) ]
{Yu(ω)} (9)

from which the modal frequenciesωun and modeshapes {φun} of the free system can
be computed. Based on this relation, the modal properties of the free system can be
related with the data obtained from the constrained configuration since

{φun} =
[

[Hc(ωun)]
(
−ω2

un[Mc] + [Kc]
) ]
{φun} (10)

At this point, it should be recalled that structural modification is carried out locally
so that only the FRFs information at the modifications points are needed. In practice,
this approach, originally presented by Li and He [2], allows to determine either mass
or stiffness modifications to score a desired modal behaviour. As noted in [2], the
matrices [Mc] and [Kc] may commute with {φun} so that,
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{φ∗un} = [H∗c(ωun)][φ∗un]
(
−ω2

un{mc} + {kc}
)

(11)

where [H∗c(ωun)] is a fully populated matrice, [φ∗un] is a diagonal matrix built from
the terms of {φ∗un}, {mc} and {kc} are vectors containing the terms of the diagonal
constraints matrices [Mc] and [Kc], and ∗ denotes quantities at the constraint coor-
dinates. In the form of Eq.(11), given a target modal behaviour ωun and {φun}, the
problem does not involve to solve the original eigenvalue problem (9) but only a set
of linear equations. If only mass modifications are carried out, Eq.(11) gives:

{mc} = − 1
ω2

un

[
[H∗c(ωun)][φ∗un]

]−1 {φ∗un} (12)

Similarly, if only stiffness modifications are considered, then Eq.(11) leads to:

{kc} = [[H∗c(ωun)][φ∗un]
]−1 {φ∗un} (13)

4 Application to Perfect 3D Axi-symmetric Structures

4.1 Dynamical Modelling of Cylindrical Shell

Shell vibration generally involves a combination of longitudinal and transverse mo-
tions. The normal modes u(x, θ, t) of the shell wall in the transverse direction can be
described as the product of a beam function in the axial direction Um(x) (with appro-
priate boundary conditions), with a circumferential function ϕn(θ) in the horizontal
plane, taking the form: −→u (x, θ) = AmnUm(x)−→ϕ n(θ) (14)

where Amn is an amplitude coefficient, and m and n relate to the number of nodal
meridians extending over the top of the shell and the number of nodal circles re-
spectively. To be more accurate, circumferential motions present both normal and
tangential displacements since an excitation along one direction is able to excite
motions in both directions, so that:

−→ϕ n(θ) = ϕr
n(θ)−→e r + ϕ

t
n(θ)−→e t with

ϕr
n(θ) = cos(nθ)
ϕt

n(θ) = − sin(nθ)/n
(15)

One must also remind that perfectly axi-symmetrical structures exhibit normal
modes occurring in degenerate pairs, which become non-degenerate when slight
alteration of the symmetry is introduced. Of course, these two orthogonal modal
families are an important aspect of the modelling for the correct dynamical descrip-
tion of axisymmetric bodies. Assuming of maximum of M nodal lines in the axial
direction and N nodal lines in the circumferential plane, the size of the modal basis
is therefore M × 2N.

In what follows, the original structure considered is a free cylinder, open on the
lower end and fitted with a clamped cover on the upper end, for which a modal
model is considered. The original structure is then constrained at several locations
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of the open end, using point masses and stiffnesses. For both constrained and un-
constrained configurations, the useful transfer functions [H(ω)] are computed from:

[H(ω)] = [U]
[
−ω2[M] + [K]

]−1
[U]T (16)

where [M] and [K] are diagonal matrices of the modal parameters and [U] is
the modal matrix of the corresponding modeshapes. Approximations of the natu-
ral frequencies and modeshapes used in the simulations, solutions of the Donnel-
Mushtari-Vlasov equations, are found in [4]. Examples of computed modeshapes of
the free structure are presented in Figure 1 (see Section 5 for detail).

Fig. 1 Natural modes of the unconstrained system

4.2 Identification of the Unconstrained Modes and Constraints

Based on the ideas developed in section 3, Debut et al. [1] recently demonstrated
the feasibility of such an approach for 2D axi-symmetric discrete structures. Inter-
estingly, by enforcing essential properties of all perfect axisymmetric unconstrained
bodies during the inversion, identification of the local constraints and modal prop-
erties of the free system, can be achieved. Indeed, implicit in the technique is the
fact that all free axisymmetric structures display rigid-body modes, as well as modal
doublets, with known similar mode shapes and near-identical frequencies.

For the given problem, it should be obvious by now that an important aspect of
the modelling is to account for both radial and tangential motions of the structure
and also to include the two orthogonal families of modes in the modal basis. In
particular, this requires to account for a set of FRFs functions relating all constraint
coordinates in accordance with each possible type of excitation and motion. It thus
leads to consider radial-to-radial, radial-to-tangential, tangential-to-radial as well
as tangential-to-tangential point-to-point transfer functions, each family of FRFs
having the generic form:
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Hpq
i j (ω) =

∑
n

ϕ
p
n(θi)ϕ

q
n(θ j)

mn(ω2
n − ω2)

(17)

where Hpq
i j is the frequency response of the structure measured at point θ j in the

direction −→eq considering an excitation at point θi in the direction −→ep, with p,q=r or t.
The identification scheme can now be further generalized by writing Eq.(9) in

the expanded form:
{{φr ∗

un}
{φt ∗

un}
}
=

[
Hrr ∗

c (ω) Hrt ∗
c (ω)

Htr ∗
c (ω) Htt ∗

c (ω)

] [
Φr ∗

un 0
0 Φt ∗

un

] (
−ω2

{ {mr
c}

{mt
c}
}
+

{ {kr
c}
{kt

c}
})

(18)

where Hpq ∗
c is a submatrice of FRFs relating the responses of the constrained struc-

ture in the q-direction with the excitations in the p-direction, between all constraint
coordinates, Φr ∗

un and Φt ∗
un are diagonal matrices built from the terms of {φr ∗

un} and
{φt ∗

un} respectively, while {mr
c}, {mr

c}, {kr
c} and {kt

c} are the mass and stiffness modi-
fications in the radial and tangential directions. The inversion now proceeds as fol-
lows:

1. In view of the fact that the free system displays at least one rigid-body mode (for
n=1), an estimation of the stiffness modifications is given by applying Eq.(18):

{ {kr
c}
{kt

c}
}
=

([
Hrr ∗

c (ω) Hrt ∗
c (ω)

Htr ∗
c (ω) Htt ∗

c (ω)

]
ω→0

[
Φr ∗

u1 0
0 Φt ∗

u1

])−1 {{φr ∗
u1}{φt ∗
u1}
}

(19)

2. Then, to identify the mass modifications, one considers two similar orthogonal
modeshapes of near-identical modal frequencies of the unconstrained system (e.g
ωun ≈ ωu(n+1)) and write Eq.(18) for each chosen mode. By applying a compati-
bility condition between these two estimations, one finally obtains:

([
Hrr ∗

c (ωu(n+1)) Hrt ∗
c (ωu(n+1))

Htr ∗
c (ωu(n+1)) Htt ∗

c (ωu(n+1))

] [
Φr ∗

u(n+1) 0
0 Φt ∗

u(n+1)

])−1 {{φr ∗
u(n+1)}
{φt ∗

u(n+1)}
}
−

([
Hrr ∗

c (ωun) Hrt ∗
c (ωun)

Htr ∗
c (ωun) Htt ∗

c (ωun)

] [
Φr ∗

un 0
0 Φt ∗

un

])−1 {{φr ∗
un}
{φt ∗

un}
}
= {0}

(20)

which is a nonlinear problem but can be solved for ωun through a systematic
frequency sweep. Once determined the unconstrained modal frequency ωun, the
inertial modifications are estimated from Eq.(18) using the assumed given mode-
shapes. Notice that, for free axisymmetric structures, the modeshape functions at
the interface where constraints will be applied can always be safely assumed
following Eq.(15).

Actually, one useful aspect of the above-described procedure is the possibility to
specify arbitrarily the unconstrained modeshape to consider for the determination
of the inertial constraints. Actually, Eq.(20) is valid for any pair of modes and one
can perform several estimations of the inertial modifications to ensure the reliabil-
ity of the results. Furthermore, other advantage is that it does not imply any modal
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parameter identification of the constrained system. Actually, some errors always oc-
cur from either a faulty modal data acquisition procedure or a bias in the numerical
algorithm, which may consequently have perverse effects on the identification re-
sults. Also related to the modelling aspect, a third advantage is that the method is
not prone to truncation error as common for modal-based approach identification
technique [5].

5 Illustrative Computations and Conclusion

The system considered consists on a closed clamped-free circular shell with geomet-
rical and physical data: mean radius 0.1m, height 0.25m, thickness 0.01m, module
Young 1011 N.m−2, density 8500 kg.m−3 and Poisson coefficient 0.3. The cylin-
der has been divided into 64 locations in the circumferential plane, and mass and
stiffness constraints have been applied in both radial and tangential directions, at lo-
cations 1, 16, 32, and 48. For illustration, Figure 2 displays some of the first modes
of the constrained system, which gives evidence of all the significant differences
displayed by the computed modes (compare with Figure 1). In Figure 3 are shown
the absolute values of radial-to-radial and tangential-to-tangential FRFs collected
at node 1 by appling an excitation at the same node, for both the unconstrained
and constrained configurations. Finally, Figure 4 displays the superposition of the
computed and identified radial-to-radial and tangentiel-to-tangential transfer func-
tions measured in the same conditions. Obviously, the results in Figure 4, based on
simulated data, are over-impressive when compared with what can be reasonably
expected from experimental data. Although such analysis may appear overambi-
tious for real situations, the results presented in this paper are quite encouraging for
using experimental data measured on a laboratory setup.

Fig. 2 Natural modes of the constrained system. Constraint locations appears as large black
circles. mr

1 = mr
3=10 Kg, mr

2 = mr
4=10 Kg, mt

1 = mt
3=5 Kg, mt

2 = mt
4=2.5 Kg, kr

1 = kr
3=109

N.m−1, kr
2 = kr

4=0.5×109 N.m−1 and kt
1 = kt

3=0.5×109 N.m−1, kt
2 = kt

4=0.25×109 N.m−1.
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Fig. 3 Computed radial-to-radial (solid) and tangential-to-tangential (dot) transfer functions
of the unconstrained (up) and constrained (down) systems. xi = 1, xj = 1. Note that a small
amount of modal damping has been added artificially for display.
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Fig. 4 Computed (green) and identified (red) radial-to-radial (up) and tangential-to-tangential
(down) transfer functions of the unconstrained system. xi = 1, xj = 1
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Abstract. This work deals with dynamic modeling of rail vehicles traveling at 
high speed. We will develop a three-dimensional analytical dynamic model of a 
rail vehicle with 34 degree of freedom. This model considers the elasticity of the 
wheel-rail contact and the rail contact surface irregularity. The developed model is 
solved by using the Rung-Kutta method and validated by experimental results 
from the literature. The developed model can be used to quantify the comfort of 
the rail vehicle passengers.  

Keywords: Dynamic modeling, rail vehicle, high speed, rail irregularities. 

Nomenclature 

i,j,k Index of wheelset, wheel 
and bogie respectively 

kiϕ , ,kϕ ϕ  Pitch motion of the wheelsets, 
the bogies and the carbody 
respectively 

kiX , ,kX X  longitudinal displacement of 
the wheelsets, the bogies 
and the carbody respectively 

0e  Half of the track gauge 

kiY , ,kY Y  Lateral  displacement of the 
wheelsets, the bogies and 
the carbody respectively 

Cij Coefficients of Kalker 

kiZ , ,kZ Z  Vertical  displacement of 
the wheelsets, the bogies 
and the carbody respectively 

xijF  Longitudinal creep forces 

kiα , ,kα α  Yaw motion of the 
wheelsets, the bogies  and 
the carbody respectively 

yijF  Lateral creep forces 

kiθ , ,kθ θ  Roll motion of the 
wheelsets, the bogies and 
the carbody respectively 

zijM  The creep moment acting in 
vertical direction 
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1 Introduction 

Dynamic modeling of railway vehicles (RV) is a complex task. The complexity is 
caused by several factors such as the condition of the wheel-rail contact, the 
number of the vehicle solids and the degrees of freedom. Such model is needed for 
predicting safety and comfort of the RV passengers. At high speeds, the rails 
irregularities can cause not only mechanical anomalies that affect the safety but 
also the comfort of passengers.  

In this context, several studies have investigated the behavior of RV through 
the analysis of wheel-rail interaction with presence of irregularities. Bowe et al 
(2005) presented a mathematical model for predicting the vibrations of a rail 
excited by a moving wheel. They model the irregularity of the wheel and the rail 
by a linear spring. 

Other work considers the RV as mass, spring and damper system. Mastinu et al 
(2001) and J. Real et al (2004) considered the RV as 2 degrees of freedom (DOF). 
But the 2 DOF model, cannot be used to represent exactly the real system (Di 
Mino 2007). 

Di Mino (2007) developed a two-dimensional model of a vehicle with 10 DOF 
to study the vehicle-rail interaction. The author considered the vertical 
displacement of the different vehicle components and pitching motion of the 
carbody and bogies. This model focused only on the vertical dynamic motion. 

Until now there are a limited number of three-dimensional models of rail 
vehicle developed in bibliographic (Xia et al. 2005; Majka et al. 2008). In the Xia 
et al. 2005 and Majka et al. 2008 models, the wheel is supposed always in direct 
contact with the rail and without elastic deformations. However, in presence of rail 
irregularities, the wheel-rail contact area is deformable (Bowe et al. 2005).  

In this work, we develop a three-dimensional analytical model of RV with 34 
DOF. This model is useful for the analysis of the dynamic behavior of  
vehicle-track interaction at high speed. In this model the wheel rail contact area  
is considered deformable and the rail surface present irregularities. Thus, in 
Section 2 we present the vehicle model and the dynamic modeling of RV system. 
The resolution and validation of the developed model will be presented in Section 
3. Section 4 presents conclusions and possible perspectives. 

2   The Rail Vehicle System Model 

2.1   The Vehicle Model 

The railway vehicle is composed of a body, two bogies and four axles as shown in 
Figure 1. The wheelsets are connected to the bogies through primary suspensions. 
The bogies are connected to the carbody through secondary suspensions. Each 
suspension is made by a spring and a damper, connected in parallel, working in 
three directions (Nejlaoui et al. 2009; Nejlaoui et al.2013). 
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2a 

 

Fig. 1 Model of the RV system 

Each component of the RV system is defined by six DOF (fig. 2). At constant 
speed, we have neglected the wheelsets pitching motion. On the other hand, it has 
been shown that the lateral displacement depends on the rolling motion of a 
wheelsets (cheng et al, 2009).  

 

Fig. 2 DOF of vehicle components (a) Carbody  (b) bogie (c) wheelset 

The generalized coordinate vector q of the vehicle at 34 DOF is given by: 

, , , , , , , , , , , , , , ( , 1,2)
T

k k k k k k ki ki ki kiX Y Z X Y Z X Y Z k iα θ φ α θ ϕ α = = q (1) 

2.2   The Wheel-Rail Contact Model 

To model the elastic deformation in the wheel-rail contact area, we adopt the 
model of Hertz. This model contains a spring with a vertical rigidity KH (Fig. 3). 
On the other hand, the contact forces depend on the longitudinal, the lateral creep 
forces and the creep moment. These forces of wheel-rail contact are modeled by 
using the linear theory of Kalker given by (Sezer et al. 2011): 

33 0
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xijF C e
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= −  
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Fig. 3 The model of Hertz 

In this work, we suppose that the rail present irregularities on the upper 
surfaces.  

2.3   Dynamic Modeling of the RV System 

The dynamic model of the RV system is obtained based on the Lagrange 
formalism given by: 

( ) i
i i i i

d T T D V
Q

dt q q q q

∂ ∂ ∂ ∂− + + =
∂ ∂ ∂ ∂ 

 (5) 

Where : 

T  : the kinetic energy of the RV system 
V  : the kinetic energy of the RV system 
D  : the kinetic function of the RV system 

iQ  : the generalized forces associated to generalized coordinate iq  

The equations of motion of the railway vehicle system, derived by using the 
Lagrange formalism, are developed and expressed in linear form given simply by: 

[ ] [ ] [ ]+ + =M q C q K q F 
 

(6)

[ ] [ ] [ ], ,  et M C K F  are respectively the mass, dissipation, rigidities matrix and the 

vector forces external to the system. 

Rail 

   Wheel 

KH 
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3   Resolution and Validation of the Developed Model 

3.1   Resolution Method of the Developed Model 

To solve the obtained dynamic model, we have used Rung-Kutta method. This 
method is applicable for solving differential equations of first order. To achieve 
this goal, we have used the change of variables in the differential equations of the 
dynamic model in order to replace the second order differential equation to the 
first order one as follow: 

( , , )

( , , )

( , , )

Y X f t x y

X f t x y et

Y X f t x y

 = =
= 
 = =




    

(7)

Hence at each time [ ],t a b∈ ,the different values of displacement, speed and 

acceleration of the RV system can be determined.  The advantage of this method 
is that does not use the calculation of the derivatives compared to other numerical 
methods (Nocedal et al.1999) which avoid the premature convergence. 

3.2   Validation of the Developed Model 

The rail surface irregularity distribution is given experimentally by Xia et al 
(2005) (fig. 4). This irregularity is the input that excites the RV system. 
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Fig. 4 Experimental rail surface irregularity  
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The system responses to this input irregularity are given by the carbody vertical 
acceleration. Figure 5 and figure 6 represent respectively the evolution of carbody 
vertical acceleration at the speed 180Km/h and at 240km/h.  
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Fig. 5 Carbody vertical acceleration at 180 Km/h 
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Fig. 6 Carbody vertical acceleration at 240 Km/h 
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At each speed, we can note that the maximum of carbody acceleration (point 
M2 and M3 in fig. 5 and 6). The maximum of acceleration corresponds to an 
upper limit of irregularity (point M1 in fig. 4) 

The validation of the developed model is performed by comparing the 
simulation results to the one given experimentally by Xia et al (2005).  Therefore, 
we show in fig. 7 the evolution of carbody acceleration as a function of the RV 
speed in the range of 180Km/h to 330Km/h. Fig. 7 gives both the results given by 
our model and the experimental one given  by Xia, 2005.  
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Fig. 7 Carbody vertical acceleration vs RV speed  

One can note that the carbody vertical acceleration increases with speed. In fact 
the increase of speed increases the degree of instability of the RV system. It can be 
noticed from fig. 7 that the results developed by our model are in concordance 
with experimental results both in amplitudes and in distribution tendencies.  

4   Conclusion 

This work deals with the dynamic modeling of rail vehicles traveling at a high 
speed. We have developed a three-dimensional analytical dynamic model of a rail 
vehicle with 34 degrees of freedom. This model considers the elasticity of the 
wheel-rail contact and the rail contact surface irregularity. The developed model is 
solved by using the Rung-Kutta method and validated with experimental results 
from the literature. This model can be used to quantify the rail vehicles passenger 
comfort.  
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Abstract. Various methods are implemented to identify the nature of a defect on a 
rotating machine, by using vibratory measures; they differ in their precision, 
simplicity of implementation and their sensitivity to errors measurement. The 
identification of several defects combination is still difficult to implement by 
conventional signal processing, as the vibration signal that emerges is disturbed, 
thus making any identification so hard. 

Spectrum is sometimes difficult to interpret, especially in the case of combined 
defects. is proposed in this paper to use neural networks to ascend to defects 
sought. the basis of learning outcomes will consist of spectra measured signals. 

In this study, we proposed a method based on the neural networks to identify 
one defect or several combinations of mechanical defects. Thus we propose the 
neuronal method: the Radial Basis Function (RBF). We highlight their capacity to 
detect the defect and their sensibility with regard to a signal noise characterizing 
the other independent sources to the defects. This evaluation will be done with 
measurement will be carried out on a housing bearing and test bench made up of a 
toothed gearing on two floors, and without lubrication. Some provoked defects 
will be analyzed in this study. 

Keywords: Neural Network, Radial Basis Function, Back Propagation, Diagnosis 
Bearings defaults, Diagnosis gears defaults, Signal processing. 

1   Introduction 

Awareness in industry of the importance of conditional maintenance dawned 
early, and account was taken of the significant role played by vibration when 
diagnosing defects in rotating machines. Indeed, changes in the vibratory signature 
of rotating machines are often the first physical manifestation of an anomaly, 
potential causes of damage and or faults. 
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Moreover, the global parameters resulting from this signature are good 
indicators for monitoring the condition of rotating machine and mention can be 
made of a global vibratory velocities ranging from 10 to 1000 Hz, the crest factor 
and kurtosis. 

However, diagnoses also call on other investigation techniques, such as spectral 
analysis [1], though this is often insufficient in particular when the signal results 
from a defect generated by defective bearings and gears. Cepstral analysis, 
Envelope analysis, Short-Time Fourier Transform [2] and [3] and wavelet 
transforms [4] and [5] can be used to solve such problems. Nevertheless, few 
systems make use of these techniques and monitoring remains the responsibility of 
a specialist. Furthermore, detecting defects is more painstaking as a signal 
generated by a bearing may be masked by noise or other defects. 

The more complex mechanical systems and rotating machines, in particular 
become, the more difficult it is to maintain them. Also, as machines are becoming 
increasingly automated, a new type of maintenance is being implemented, based 
on condition monitoring maintenance using neural networks. Mention can be 
made of the Wenlung Li’s [6] experimental study of an expert system that uses a 
neural network based on acoustical signals to diagnose unbalance on a rotating 
machine. It relies on a Back propagation Neural network (BPN) with one hidden 
layer. 

The article by Lay Wuxing [7] is interesting when approaching this type of 
problem. Indeed, each tooth in a gear is engaged in alternation thus the load 
conditions are also alternated. Moreover, Gaussian type noise is generated leading to 
measurements that make detecting gear defects very difficult. 

The works of Samanta and ... [8] have shown the effectiveness of neural 
networks for diagnosis of bearing defects. The network used, is with two hidden 
layers with a binary output characterizing the state of the machine: normal or 
default bearing. The vibration signals are not used directly at the entrance of the 
network but are subject a prior treatment. Three methods were used: detecting the 
envelope (demodulation), filtering and the wavelet transform. 

Neural networks are widely used in fault detection of rotating machinery, the 
article by Czeslaw and ... [9] deals with problems of diagnosis in an induction 
motor in the case of the rotor, stator and bearing defects. Two types of networks 
have been used: multilayer perceptron and the Kohonen map organizer [10]. The 
method gave satisfactory results; however, the efficiency is better for the detection 
of faults on the stator and rotor than the bearing. 

This paper proposes an approach for classifying gear defects in order to achieve 
good identification, by using two step-treatments: the “cumulative” method and 
“Radial Basis Networks”. The first is used to minimize Gaussian noise and the 
second is a network that allows rapid convergence of the network. The Radial Basis 
Network is then used as a classifier for the different states of the gearing cycle, i.e. 
different normal or defective conditions.  The results showed that this method of 
classification based on the combination of “cumulative” and Radial Basis 
Networks is very promising and provides better precision. 

Here, we use Radial Basis Networks in order to identify gear and bearing defects 
simultaneously. The purpose of this work is to provide additional analysis for 
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defect identification by using the neuronal approach. A demonstration is presented 
of the capacity of this technique to identify the defect to be diagnosed. 

A study was conducted by using neural networks as a basis for learning the 
signals measured after injection of defects of bearings and gears [11]. The results 
were very satisfactory as to the ability of the method to trace the fault. 

2   Theorical Study 

2.1   Neural Networks 

An elementary neuron is a programmable controller composed of several inputs 
Xi, one output (see Fig. 1), and a transfer function between the neuron’s inputs and 
its output. 

f is the activation function, the parameters wi and b are respectively the weight and the 
bias that are the  unknowns of the problem, allowing the network to adapt to the 
desired output. 

 

 

Fig. 1 Formal neuron 

Output a is given by the expression: 
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The generalization of the neuron to a larger system in order to solve more complex 
problems leads to forming neural networks. This requires the introduction of 
multiple outputs and at least one intermediate layer called hidden layer with 
several neurons (see Fig. 2). 

Each neuron is adjustable, by changing the weights wi and bias bi to adapt the 
network from the input vector X to the output vector A. 

X = (x1, ……, xN) and A = (a1, ……, a m). 

To achieve this, we use a learning base containing a set of vectors Xj and Ann, nn  
being the number of training sets. For each set the training consists in evaluating 
parameters wi  and bi  in order to minimize the total error between the desired 
output and the output calculated by the network. 
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The final stage of the network is its application. The network is presented  
with a non trained set X and by interpolation: if X resembles Xj, it will have the 
label Aj. 

 

Fig. 2 Neural networks 

Outputs  ai  are given by : 
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2.2   Radial Basis Network 

This network is a network with error back-propagation whose hidden layer 
activation function is a Gaussian function: 

c2
j

j
T

j
1 N.......,,1j,

2

)cx()cx(
exp)x(f =













σ

−−
−=  (4) 

Nc is the number of neurons on the hidden layer. 

2
j2 σ  : Characterizes the Gaussian flatness 

Σ 

Σ 
Σ

f1 
Fi

f1 

x1 

xN 

1

1
b

1
1

a
2

1,1
w

Output layer 

1

,2 N
w

f2 

Σ f2 

         Input layer 

Hidden layer

1a

1

,1 N
w

1
1,1

w

1
1,2

w

1
2b

1
2a 2

2,m
w

2
1

b

2
mb

2
a



Early Detection of Mechanical Defects by Neural Networks “Spectral Analysis” 229
 

cj designates the center of the activation function of the radial neuron, usually 
taken as equal to  wi . 

thus we obtain : 

N,......,1ietN.......,,1j,
2

wx
exp)x(f c2
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1 ==












σ

−
−=  (5) 

 frames the Euclidian norm and N represents the number of neurons in the 

input layer. 
Contrary to the sigmoid neurons, the radial neurons work locally, thereby 

considerably reducing the size of the calculations and thus treating the problem 
with one input of the network containing several neurons. 

2.3   Spectral Analysis and Spectrum 

The frequency representation for access to the spectral components of a signal is 
given by: 

    dt )ft2jexp().t(x)f(S
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-

X π−
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∞
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Where f is the frequency and and represents the amplitude spectrum. 
In discrete formulation we obtain: 
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(7) 

Where Te is the sampling period 
And N the number of samples corresponding to the duration of the signal to be 

analyzed. 

2.4   Description of the Test Bench and Experimental Protocol 

The test bench consists of a two stage toothed gear and a bearing housing (see  
Fig. 3) both  hooded by a structure made of steel plate, of which the lid and one 
side were made of Plexiglas to allow vibrometer measurements. 

The four pinions had straight teeth with a modulus of 2mm. The number of 
teeth were Z1  = 45, Z2  = 65, Z3  = 50 and Z4   = 42 respectively. Bearings with 
one line of balls (SKF 6002 type) were assembled on the six housings. 
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In order to generate the different series of training sets and the sets to test the 
network, we simulated tooth defects in the form of scratch on one tooth on pinions 
1 and 3. Three types of degradation were imposed on wheel 1: moderate, 
accentuated and very accentuated. Two types of degradation were imposed on 
pinion 3: moderate and accentuated. Similarly, on the bearing of housing P2 
defects were simulated on the inner ring and the outer ring in the form of 
scratches.  Two types of degradation were employed for each ring: moderate and 
accentuated. 

When running the motor at N = 1800 rpm, the combination of these various 
defects enabled us to generate 60 different series (including the signal generated 
by the machine in its new state) in the form of signals collected at a sampling rate 
of 48000 Hz with an  acquisition time of 10s. Fifty series were chosen for the 
training and ten were chosen to test the network. The accelerometer allowing 
acquisition was placed on bearing housing P2. The signals and the series used to 
test the network were taken between the higher and lower limits of the series 
chosen for training the interpolation network. Measurements were performed in 
the lubricated case. 

 

 
 

Fig. 3 Test bench (two stage speed reduction gear ) 

A Radial Basis Function network was used as a very high sampling rate was 
applied for the signals used for the training, Fe = 48 000 Hz during acquisition 
time T = 10s. Moreover, this type of network is better adapted to the signals in the 
presence of a strong noise, which is the case in reality, as shown previously. 

During training, we presented the amplitudes of the sampled signal to the 
network. The output is binary: 1 if there is defect and 0 otherwise. The position of 
the activated neuron depends on the type of defect (see Table 2). 
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Table 1 Simulated defects 

Simulated Defects 

Gear 1 : 03 degradations (moderate, accentuated, aggravated) 
Gear 3 : 02 degradations (moderate, accentuated) 

Bearing : housing P2 
Defect on external ring : 02 degradations (moderate, accentuated) 

Table 2 Training series and their corresponding outputs 

 
Neurons of the output 
layer 

Normal (without defects) 
Gear defect 1 
Gear defect 3 
External ring bearing defect 
Gear defect 1 and external ring bearing defect 

(  1  ;   0  ;   0  ;   0  ;   0  ) 
(  0  ;   1  ;   0  ;   0  ;   0  ) 
(  0  ;   0  ;   1  ;   0  ;   0  ) 
(  0  ;   0  ;   0  ;   1  ;   0  ) 
(  0  ;   0  ;   0  ;   0  ;   1 ) 

2.5   Determination of the Natural Frequencies of the Structure 

Fig. 4 shows the spectrum of the gear defect on pinion 1. We noted spectral 
emergences around 750 Hz and 3000 Hz. Measurements were taken on the 
housing P2 (see Fig.3). 
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Fig. 4 Spectrum of defects on the wheel N°1 at N = 1800 rpm 
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This spectrum shows the full difficulty of diagnosis in the presence of 
frequencies of higher amplitude related to the vibratory response of the main 
structure. The amplitudes of these frequencies increase with the aggravation of the 
defect that acts like a loading force. We carried out an experimental modal 
analysis to identify the frequencies and natural modes of the structure encasing the 
speed reduction gear. These frequencies correspond to the natural frequencies of 
this structure. 

Fig. 5, shows the four natural modes placed under stress during our vibratory 
measurements. These modes were obtained by experimental modal analysis 
(vibratory measurements at several points of the envelope of the speed reduction 
gear), the excitation point is a pulse on the steel plate close to the bearing  
housing P2. 

 

 

 
(a) 752 Hz 

 
(b) 3000 Hz 

Fig. 5 Vibration modes of the structure encasing the speed reduction gear 

The advantage of the neuronal approach is that during training it integrates 
these different types of information related to the proper frequencies of the 
structure or to a specific background noise, so as to take into account new events 
such as the emergence or aggravation of a mechanical defect in the detection.  

2.6   Results  

Table 3 shows the results obtained by transmitting signals of non learned defects 
to the network. Neuron1, which corresponds to the normal case (without defect), 
is activated whereas the others are not, thereby demonstrating efficient 
identification. The results presented in this paper concern the lubricated case. 
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Table 3 The example tested and their corresponding output neurons 

Generalization Neuron 1 Neuron 2 Neuron 3 Neuron 4 Neuron 5 
Normal 0.9314 -0.1054   0.1052 0.1151 0.1109 
Gear 1 0.1223  0.9017 - 0.1117 0.1239 0.1109 
Gear 3 
Gear 3 

0.1198 
-0.0101 

-0.1235 
0.0238 

  0.9700 
  0.9512

0.1287 
0.0601 

0.1184 
0.0001 

Bearing BE moderate 
Bearing BE 
Bearing BE 

0.7617 
0.1188 
0.1077 

 0.0277 
0.2275 
-0.2254 

- 0.0063 
- 0.1191 
- 0.0081 

0.4125 
0.8954 
0.8912

0.0150 
0.1024 
-0.1877 

Gear 1+ Bearing BE 
Gear 1+ Bearing BE 
Gear 1+ Bearing BE 
moderate 

-0.0912 
0.1702 
-0.0208 

-0.3912 
 0.4702 
0.6651 

- 0.1046 
  0.1113 
- 0.0106 

0.0991 
0.1209 
0.0219 

0.7204 
0.5913 
0.4500 

 
We obtained the same results for the other types of defects: gear1, gear 3 and 

bearing. The neuron matching the defect was activated each time. However, when 
introducing a moderate bearing defect alone or combined with a gear defect (gear 
1 in this case), the network tented to detect no defect for the first case and a gear 
defect for the second case.  

3   Conclusion 

The study enabled us to show that the Radial Basis Function network adapted for 
detecting and identifying defects, with regard to background noise signal 
sampling. The implementation of this network enabled us to systematically  
identify the type of defect. However, identification is more difficult in the case of 
combined bearing and gear defects than a gear defect alone. 

The results showed that identification becomes tedious and erroneous in the 
presence of noise, corresponding to a non lubricated case in a real situation. It is 
therefore necessary to process the signals measured. 

Taking this work further, it would be interesting to consider the neuronal 
method in combination with the wavelet method and filtring in a non lubricated 
case. 
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Abstract. The aim of this study is to investigate the blade inclination effect in the 
flow generated by three different down-pitched blade turbines in a stirred tank. 
Particle image velocimetry (PIV) technique is used to predict the velocity fields 
and the turbulent characteristics. This technique consist on a 532 nm Nd:YAG la-
ser, a CCD camera and a mini-synchronizer. In this study, it has been noted that 
the velocity increases with increasing the blade inclination. 

Keywords: down-pitched blade turbines, flow, stirred tank, blade inclination, 
PIV. 

1   Introduction 

Turbine blade configuration is one of the most important characteristics in stirred 
tank. Therefore, several researches are established to enhance the turbine configu-
ration. Xuereb and Bertrand (1996) used the computational Fluid Dynamics 
(CFD) to analyze the fields of velocity components and local energy dissipation. 
Therefore, they used a low viscosity becoming highly viscous Newtonian and then 
pseudo-plastic fluids in a stirred vessel generated by two propellers settled. Alca-
mo et al. (2005) used the Smagorinsky model in the large-eddy simulation (LES) 
to model the unresolved, or sub-grid, scales. The numerical approach is investi-
gated to compute the turbulent flow field generated in an unbaffled stirred tank by 
a Rushton turbine. Hollander et al. (2003) used the Large Eddy flow simulations 
to obtain an accurate numerical description on the scale-up behavior of the turbu-
lent flow encountered in stirred vessels equipped with either a Rushton or a pitch-
ed blade turbine. Kchaou et al. (2008) used a computational fluid dynamic model 
to investigate the hydrodynamic behaviors induced by a flat-blade turbine and a 
pitched-blade turbine in a stirred vessel. Driss et al. (2009) used Naviers-Stokes 
equations to study the blade number effect in the turbulent flow in a closed stirred 
vessel generated with pitched blade turbine. Karray et al. (2011) used a coupling 
algorithm between the computational fluid dynamics and the computational  
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structure dynamics to compute the equilibrium of a flexible anchor impeller in a 
stirred vessel. Ammar et al. (2011) used Naviere Stokes equation in conjunction 
with the Renormalization Group of the k-ε turbulent model. This model is used to 
study the hydrodynamic behavior induced by six flat blades turbine, the Rushton 
turbine and the pitched blades turbine generated in stirred tanks. Gabriele et al. 
(2009) used angle resolved particle image velocimetry to analyze the turbulent 
flow characteristics of an up-pumping pitched blade turbines and to be compared 
with their down-pumping equivalent. Hassan et al. (2009) used an experimental 
apparatus to characterize an unbaffled vessel equipped with four nozzle spargers 
generated with anchor turbine in terms of power consumption and gas-liquid mass 
transfer. Doulgerakis et al. (2009) used Proper Orthogonal Decomposition (POD) 
analysis to identify and to characterize particle image velocimetry (PIV) data of 
the different flow structures in reactors stirred by radial impellers. Hill et al. 
(2000) used three dimension particle image velocimetry to measure the flow 
around a Rushton turbine. Halla et al. (2005) used a particle image velocimetry 
(PIV) to investigate the macroscopic hydrodynamic performance of a miniaturised 
unbaffled stirred vessel equipped with an eccentric six-blade up-pumping pitched 
blade turbine. Kumaresan and Joshi (2006) used the impeller blade angle, number 
of blades, blade width, blade twist, blade thickness, pumping direction and inte-
raction of flow with the vessel wall to characterize the flow generated by different 
impeller geometries numerically. Feng et al. (2012) used an explicit algebraic 
stress model (EASM) to simulate anisotropic turbulent flows in baffled stirred 
tanks equipped with a standard Rushton turbine. Cheng et al. (2012) used Rushton 
disk turbine (RDT), half circle blade disk turbine (HCDT), 45° pitched blade tur-
bine down flow (PBTD) and 45° pitched blade turbine up flow (PBTU) to calcu-
late an experimental data. In fact, this data was studied on the mixing time of the 
continuous phase and power consumption of Gas – liquid – liquid dispersions in a 
mechanically agitated baffled tank.  

In this study, we are interested in analyzing the hydrodynamic structure of the 
turbulent flow for three down-pumping pitched six-blade turbines, whose blade 
inclinations are equal to 45°, 60° and 75°. 

2   Materials 

Figure 1 shows the different turbines which are used in this study. In addition,  
figure 2 shows the cylindrical tank which is fixed inside a squared tank. Moreover, 
the water height is settled to be equal to the cylindrical tank diameter (H = D = 
300 mm). The vessel is mounted with particle image velocimetry (PIV). The PIV 
system is equipped with Nd:YAG laser working in 2x30 mJ and 532 nm wave-
length. The laser sheet propagated along the centerline of the tank and vertically 
along the shaft. Furthermore, the acquisition is achieved with a CCD camera with 
1600 x 1200 pixels as resolution. A mini-synchronizer system is used to provide 
the synchronization between the different PIV compartments. The interrogation 
windows area is settled to be equal to 32x32 pixels.  
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(a) 45 D (b) 60 D (c) 75 D 

Fig. 1 Turbines 

 

Fig. 2 PIV system 

3   Results 

3.1   Flow Field 

Figure 3 shows the velocity field for three down-pumping pitched six-blade tur-
bines. According to these results, one main circulation loop is presented in the in-
ferior region of the impeller for the three down-pumping configurations. The mean 
recirculation loops are localized close to the bottom of the vessel and near the  
vessel wall. In addition, the velocity increases as the fluid accelerates from the 
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upward to the downward direction. In fact, an oblique velocity direction appears 
close to the impeller. Then, it becomes horizontal in the bottom and becomes ver-
tical upward along the side wall. Furthermore, a dead zone appears in upper region 
of the vessel. 

 
vmoy=36.1 mm/s vmoy=49.9 mm/s vmoy=54.4 mm/s 

  

(a) 45 D (b) 60 D (c) 75 D 

Fig. 3 Velocity field 

3.2   Vorticity 

Figure 4 shows the distribution of the vorticity generated by the three configura-
tions. According to these results, the maximum values were observed in two  
locations corresponding to the highest values and the lowest values for all configu-
rations. Consequently, the highest and the lowest local vortices values were found 
close the impeller level. Then, they became medium moving both upward and 
downward from this level. Hence, the maximum vorticity values become larger 
and more diffused in the bulk of the discharge flow. Furthermore, the areas of the 
lowest values are larger than that of the highest values. Moreover, the highest val-
ue areas become more distinct and localized into narrowed areas at the inferior re-
gion of the impeller. In fact, the highest value areas are localized at the end of the 
blade, and the lowest one are presented near the shaft. As a result, the lowest vor-
ticity values decrease with increasing of the blade inclination angle.  

 



PIV Study of the Down-Pitched Blade Turbine Hydrodynamic Structure 241
 

      

(a) 45 D  (b) 60 D (c) 75 D 

Fig. 4 Vortices 

3.3   Turbulent Kinetic Energy 

Figure 5 shows the distribution of the turbulent kinetic energy generated by the 
three configurations. According to these results, the areas of the maximum charac-
teristics of turbulent kinetic energy are overlapped, whereas, they become larger 
and more diffuse in the bulk of the discharge flow. Moreover, the faraway region 
is localized in the same direction of the velocity acceleration. The rest of the bulk 
region of the tank is described with the lowest values of the turbulent kinetic ener-
gy. The highest value area is localized near the blade in the inferior region of the 
blade.  
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Fig. 5 Turbulent kinetics energy 
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3.4   Turbulent Viscosity 

Figure 6 shows the distribution of the turbulent viscosity generated by the three 
configurations. Similar observations may be made as the turbulent kinetics energy. 
In fact, for all the configurations, the areas of the maximum characteristics of tur-
bulent viscosity are overlapped. Whereas, they become more large and more dif-
fuse in the region of the discharge flow. Moreover, the faraway region is localized 
in the same direction of the velocity acceleration. The rest of the bulk region of the 
tank is described with the lowest values of the turbulent viscosity. The highest 
value area is localized near the blade in the inferior region of the blade.  
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Fig. 7 Turbulent intensity 
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3.5   Turbulent Intensity 

Figure 7 shows the distribution of the turbulent intensity generated by the three 
configurations. For all these configurations, the areas of the maximum characteris-
tics of turbulent intensity were overlapped. Moreover, the bulk region of the tank 
is described with the lowest values of the turbulent intensity. The highest value 
areas are distinct and spread in the whole region of the tank.  

4   Conclusion 

In this paper, an experimental study was achieved to investigate the blade inclina-
tion effect in the hydrodynamics structure of the flow. In fact, in this study we are 
foxed to study three down-pitched blade turbines as well as 75°, 60° and 45°. 
Therefore, one main circulation loop is presented in all the configurations. Moreo-
ver, the velocity values increase with increasing the blade inclination.  
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Abstract. Numerical investigation was carried out to study the hydrodynamic 
structure flow around a vertical axis water turbine. The CFD code "Flow Simula-
tion" has been used to present the local characteristics in different longitudinal 
section planes of the considered control volume. The numerical model is based on 
the resolution of the Navier-Stokes equations in conjunction with the standard k-ε 
turbulence model. These equations were solved by a finite volume discretization 
method. 

Keywords: Water turbine, hydrodynamic structure, modeling, control volume. 

1   Introduction 

The renewable energies are a real opportunity to meet some of our energy needs 
while respecting environmental imperatives, social, economic, strategic and ethi-
cal (Evans et al. 2009), Jebaraj and Iniyan 2006). The use of renewable energies is 
obviously not new. But, with the advent of industrial revolution, they were margi-
nalized in favor of other energy sources that were thought most promising. In re-
cent decades, however, air pollution, global warming and the risks of nuclear 
power have raised awareness of the need for organization of society that respects 
the environment in which we live (Skoglund et al. 2010, Vine 2008). Hydroelec-
tricity, as a technology, started in the last decade of the 19th century, and pre-dates 
by many years the increasing public awareness of environmental issues (Strupc-
zewskim 2003). The researches in hydrodynamics are directed towards local 
knowledge of hydrodynamic phenomena around turbines. In fact, knowledge of 
local hydrodynamic structures allows analyzing the performance of water turbines 
for the development of optimum operating conditions and the improvement of the 
quality of the flow in different compartments. Face of this information request, the 
numerical simulations implements modeling techniques to calculate the various 
parameters of the flow in any configuration. 
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In this paper, numerical simulation provided by the computational fluid dynam-
ic code "Flow Simulation" was investigated around a vertical axis water turbine. 
Specifically, we are interested in characterizing the hydrodynamic structure of the 
turbulent flow in different planes of the considered control volume.  

2   Numerical Model 

The system under investigation is defined by a test section equipped by a vertical 
axis water turbine (figure 1). The CFD code "Flow Simulation" has been used. 
The numerical model is based on the resolution of the Navier-Stokes equations in 
conjunction with the standard k-ε turbulence model. These equations were solved 
by a finite volume discretization method (Driss et al. 2012). The boundary condi-
tions are presented in figure 2. In the present study, the inlet velocity is equal to 
V=4.45 m.s-1 and the outlet pressure is equal to p=101325 Pa. The compartment in 
the vicinity of the turbine presents a rotation area defined by Ω=4 rad. s-1. Figure 3 
and table 1 illustrate all information about meshing. 

 

      

Fig. 1 Vertical axis water turbine 

 

Fig. 2 Boundary conditions 

Table 1 Meshing parameters 

Basic mesh dimensions  Number of cells  

Cells number in X direction 42 Fluid cells 4436 

Cells number in Y direction 17 Solid cells 4686 

Cells number in Z direction 17 Partial cells 6614 
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(a) 3D meshing (b) 2D meshing 

Fig. 3 Meshing 

3   Results and Discussions 

3.1   Velocity Vectors 

Figure 4 shows the distribution of velocity vectors in the test section. The consi-
dered planes are defined by z=0 and y=0. According to these results, it’s clear that 
the velocity vectors reach its maximum values on the collector after the door and 
the collector. Around the water turbine, a rotating movement of the fluid has been 
observed. The recirculation zone of the fluid remains away from the turbine. 
Therefore, energy is transmitted to the turbine movement.  

 

 
 

(a) Longitudinal section plane defined by z=0 

 

 

 

(b) Longitudinal section plane defined by y=0 

Fig. 4 Distribution of the velocity vectors 
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3.2   Average Velocity 

Figure 5 shows the distribution of the average velocity throughout the test section 
equipped by the water turbine. In the collector, the maximal value is always lo-
cated in the vicinity of the down wall and before the door.  The phenomenon of 
symmetry in the rotating part is apparent in these results. Also, it has been noted 
that the velocity at the pallet sides is very high and reaches V=16 m.s-1. On the 
turbine downstream, the velocity is very low. 

 

 
 

(a) Longitudinal section plane defined by z=0 
 

 

 

 

(b) Longitudinal section plane defined by y=0 

Fig. 5 Distribution of the average velocity 

3.3   Static Pressure  

Figure 6 shows the distribution of the static pressure in the test section equipped 
by the water turbine. According to these results, a considerable increase of static 
pressure, reaching 2.7 bar, has been observed. In the vicinity of the turbine, com-
pression and depression zones appeared. In the longitudinal section plane defined 
by z=0, it has been noted that the pressure increases slightly in the first part of the 
test section. It decreases rapidly in the turbine downstream until the atmospheric 
pressure, measured in the outlet section. Near the convex pallets, a compression 
zone has been observed. This can be explained by the rotation of the turbine. In 
the longitudinal section y=0 and near the pallets. A decrease of the static pressure 
has been noted from the maximum value on the turbine upstream to the minimum 
value on the turbine downstream. 
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(a) Longitudinal section plane defined by z=0 

 

 

 
(b) Longitudinal section plane defined by y=0 

Fig. 6 Distribution of the Static pressure 

3.4   Dynamic Pressure 

Figure 7 illustrates the distribution of the dynamic pressure in the test section 
equipped by the water turbine. According to these results, it has been noted that 
the dynamic pressure depends essentially on the fluid speed. The maximum value 
is obtained in the vicinity of the door and the rotating part. The symmetry pheno-
menon is well described in these results. The compressed areas are located in the 
rotating zone and near the door. 
 

 
 

(a) Longitudinal section plane defined by z=0 

 
 

(b) Longitudinal section plane defined by y=0 

Fig. 7 Distribution of the dynamic pressure 
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3.5   Turbulent Kinetic Energy 

Figure 8 shows the distribution of the turbulent kinetic energy over the entire test 
section equipped by the water turbine. According to these results, it has been 
noted that the turbulent kinetic energy is always important in the collector cham-
ber in the vicinity of the door. Indeed, the turbulent kinetic energy is very weak in 
the turbine compartment. In the turbine downstream, the turbulent kinetic energy 
increases. This fact is confirmed in the longitudinal section plane defined by y=0. 

 

 
 

(a) Longitudinal section plane defined by z=0 

 

 

 

(b) Longitudinal section plane defined by y=0 

Fig. 8 Distribution of the turbulent kinetic energy 

3.6   Turbulent Dissipation Rate 

Figure 9 shows the distribution of the dissipation rate of the turbulent kinetic 
energy in the test section equipped by the water turbine. According to these re-
sults, it has been noted that the dissipation rate is located in the vicinity of the door 
and near the pallets in the rotating zone. This fact is due to the transformation of 
the turbulent kinetic energy into heat.  

3.7   Turbulent Viscosity 

Figure 10 shows the distribution of the turbulent viscosity throughout the test sec-
tion equipped by the water turbine. According to these results, it has been noted 
that the turbulent viscosity is very important in the collector compartment and in 
the turbine downstream. This fact is confirmed in the longitudinal section plane 
defined by y=0. 
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(a) Longitudinal section plane defined by z=0 

 

 

 

(b) Longitudinal section plane defined by y=0 

Fig. 9 Distribution of the turbulent dissipation rate 

 

 

(a) Longitudinal section plane defined by z=0 

 

 

 

(b) Longitudinal section plane defined by y=0 

Fig. 10 Distribution of the turbulent viscosity 

4   Conclusion 

In this study, a computational fluid dynamic investigation was developed to 
present the hydrodynamic characteristics around a vertical axis water turbine.  
Particularly, the distribution of the velocity fields, the pressure and the turbulent 
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characteristics was presented in different longitudinal planes of the test section. 
According to these results, it has been noted that the water turbine choice has a di-
rect effect on the flow characteristics. In the future, we propose to develop an ex-
perimental investigation to study the global characteristics of the water turbine. 
These results will be used to validate the numerical results developed by the com-
putational Fluid Dynamic simulation.  
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Abstract. The water hammer coupled model called « FSI four-equation model » 
describes the axial dynamic behavior of liquid-filled pipes against a water ham-
mer. Dynamic coupling type, boundary conditions and initial conditions define the 
model. The MOC, frequently used for numerical computation is often based on li-
near interpolation. However, this method remains inadequate in some practical 
cases. For more precision, one uses the wave speeds correction method. This pa-
per gives comparison between different methods used for the water hammer 
coupled model calculation in quasi-rigid pipes using the MOC. Calculation codes 
implemented on Matlab are applied to Hadj Taïeb experiment. They show that the 
wave speeds correction method and the linear time interpolation method converge 
to the same solution. 

Keywords: water hammer, quasi-rigid pipes, fluid-structure interaction (FSI),  
method of characteristic (MOC), linear interpolation, wave speeds correction. 

1   Introduction 

Hydraulic systems are still affected by water hammer that can be caused by valve 
closing, pump stopping or any incident that can block the liquid flow. The 
determination of the safety components such as water tank air pressure, flywheel 
pumps and valve ventilation has long been part of the state of the art. For each 
pipe threatened, it should perform an analysis of water hammer to accurately 
calculate four variables: pressure (p) and velocity (V) in the liquid, speed axial ( u ) 
and axial stress (σ ) in the pipe. 

Software based on the MOC is frequently used by manufacturers. The MOC 
applies well to the classical model, and also coupled model. For solving coupled 
models, the MOC is based on two main methods:  
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- Linear interpolation: it is carried either on the space or on the time. 
- Wave speeds correction: the ratio of characteristic directions is either integer 

or rational. 

The wave speeds correction method assuming the wave speeds ratio (n) to integer 
number was used by Schwarz (1978), Wiggert et al. (1985, 1987), Burmann et al. 
(1987), Burmann and Thielen (1988a, b) and others. This strong assumption was 
relieved by Tijsseling (1993), Tijsseling et al. (1996), and Bergant and Tijsseling 
(2001) by allowing the wave speed ratio (n) to be rational number at the expense 
of refined computational grids. 

In this work, an algorithm for finding the solution of the wave speeds correc-
tion using rational ratio (n) is described. To minimize the numerical dispersion 
and damping, the algorithm doesn’t use any interpolation. The phase error intro-
duced is as small as the rational number is correct.  

2   Theory 

The water hammer phenomenon is usually explained by considering an ideal re-
servoir-pipe-valve system in which a steady flow with velocity V0 is stopped by an 
instantaneous valve closure (see Fig. 1). 

  

 

Fig. 1 Ideal reservoir-pipe-valve system 

2.1   Assumptions 

The one-dimensional model is valid for straight thin-walled pipe of circular- cross 
section. The pipe wall material is homogeneous, isotropic, linearly elastic and sub-
jected to small deformations. The resistance to radial motion by inertia, bending 
stiffness and shear deformation is ignored. The contained liquid is Newtonian with 
homogeneous, isotropic and linearly elastic properties.  

2.2   FSI-Four Equation Model 

The equations for conservation of mass and momentum are derived for the liquid 
and the structure (pipe) using generalized Hooke’s low. The coupling of liquid and 
pipe equations by means of boundary conditions on the interface and with the as-
sumption of thin-walled pipe leads to the four basic equations. Schwartz (1978) 

0 L z 
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gives a clear derivation of the basic equation in a different way using the Timo-
shenko’s beams theory.  His approach gives the four equation (1), (2), (3), (4), for 
the four unknowns p, Vz, zσ  and zu :  

1
sin

4
z zz

f

fV VV p
g

t z R
γ

ρ
∂ ∂+ = − +
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  (1)

2

1
2 0z z
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t zCz
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p f z zz z
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t z R e eE
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∂ ∂
− = +
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1
0z zuR p

Ee t z E t

σν ∂ ∂∂ + − =
∂ ∂ ∂


                        (4)

In which, FC , pC , e , E , f , g , R , fρ , pρ ,ν and γ are respectively wave propagation 

speed in the fluid (liquid), wave propagation speed in the pipe wall, pipe wall 
thickness, Young’s modulus of elasticity of the pipe’s material, Darcy-Weisbach 
friction coefficient, gravitational acceleration, inner radius of the pipe, fluid mass 
density, pipe wall mass density, Poisson  coefficient, elevation angle of pipe ; 

The wave speeds CF and Cp are: 
( )2

1
2

2 11
F f

R
C

K Ee

ν
ρ

−
  −
  = +

    
 ; 

1
2

p
p

E
C

ρ
 

=   
 

 where K is the liquid bulk modulus. 

The four-equation model (1)-(4) is solved numerically by the MOC. Matrix 
transformations [2] leads to four characteristic directions 1λ , 2λ , 3λ , 4λ  which 

represent the propagation speeds of axial waves in liquid-filled pipe:
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1 2
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1
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2 1 FCλ λ= − = −                               (6) 
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           (7)
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4 3 pCλ λ= − = − 
  (8) 

Where 2 2 2 21 2 f

p
F p

R
q C C

e

ρ
ν

ρ
 

= + +  
   

The four compatibility equations developed from system (1)-(4) are numerical-
ly integrated along the characteristic directions using Euler method. Hence, solv-
ing four unknowns at a point P needs four earlier points with known variables. 
The wave speeds correction (adjustment) method adjusts wave speeds in such a 
way that the four earlier points belong to computational grid. 

 Initial conditions are those of steady-state (V0 and pres are respectively the 
steady-state flow velocity and the pressure at the reservoir): 

0V V=   (9)

0 0 sin
4
f

res f

f V V
p p g z

R

ρ
ρ γ

 
= − −  

 
  (10) 

0zu =   (11)

( ) ( )
22

0sin
2 4 2

frés
z f

fR VR p
g z

R e e e R e

ρνσ ρ γ
 

= − +  + + 
  (12)

Boundary conditions at the reservoir (Fig. 1) are: 

résp p=   (13)

0zu =   (14)

At the valve, boundary conditions describe the instantaneous closure of a free 
valve:  

z zV u=    (15)

f p z v zA p A m uσ− =    (16)

Where Af  and Ap represent, respectively inner and pipe wall cross-section areas, 
mv is the mass of the valve. Equation (16) derives from dynamic equilibrium of the 
valve. The acceleration zu can be approximated with the trapezoidal rule. Thus, 

the inertia effect of the valve depends on the value of mv and the time step tΔ .  
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3   Algorithm 

This section is the aim of the paper. The algorithm proposed doesn’t need any in-

terpolations, The rational number n is: p

F

C b
n

aC
= =

 , (a, b are integers).  

To start calculation, the initial state is refined in two manners. Points obtained 
by refinement are used only in step 1 (Fig. 2) and step 2 (Fig. 3). A regular com-
putational grid is used in three steps, the space steps zΔ , azΔ and bzΔ are relied by 

the following equation: a bz a z b zΔ = Δ = Δ . 

In the whole computational grid, the time step tΔ satisfies the equation (17): 

F p

z z
t

b C a C

Δ ΔΔ = =
± ±    (17)

 

 

Fig. 2 Computational grid for step 1 ( 2 1j a≤ ≤ + ) 

 

Fig. 3 Computational grid for step 2 ( 2a j b+ ≤ ≤ )  
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Fig. 4 Computational grid for step 3 ( 1j b≥ + ) 

4   Hadj Taïeb Experiment 

Hadj Taïeb (1973) presented valuable experimental results in straight copper pipe 
with a free instantaneous valve. Experiment parameters are defined in table 1: 

Table 1 Hadj Taïeb experiment 

Parameters      Value 
Inner diameter of the pipe D=19,6 mm 
Length of the pipe L=35,7 m 
Pipe wall thickness e=1 mm 
Young’s modulus of elasticity 
Liquid bulk modulus 
Fluid mass density  
Pipe wall mass density 
Darcy-Weisbach friction coefficient 

E=1,05 1011 N/m2

K=2,03 109 N/m2 

     ρf =1000 Kg/m3 
      ρf =8900 Kg/m3 

f=0.03 

j = b+1 

tΔ

zΔ
j= 1 

i = 1 i = N+1 
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5   Results  

The Hadj Taïeb experiment is simulated in case of water hammer without cavita-
tion (V0=0,095 m/s). FSI is considered through Poisson coupling ( 0,5ν = ). Ac-
cording to the Hadj Taïeb parameters, the wave speeds ratio (n) is near to 2,8766. 
This irrational number is replaced by the rational one: 23/8. The rational value is 
obtained, with an error of 10-5 by adjusting the pipe wall mass density (8910 in-
stead of 8900). The computational grid is exactly as described in section 3. The 
modification of mass density causes only a negligible phase error. 

Pressure history diagram (Fig. 5) shows the good agreement between time in-
terpolation method and wave speeds correction method, whereas, space interpola-
tion method presents some numeric damping. 

The agreement between the three methods is good for the precursor wave prop-
agation (Fig. 6). The water hammer wave is travelling at FC , whereas the precursor 

wave is travelling at pC .  
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Fig. 5 Pressure at the valve 
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Fig. 6 Water hammer and precursor waves at time t=1/4 period of stress wave  

6   Conclusion 

The Hadj Taïeb experiment in quasi-rigid thin pipes in case of water hammer 
without cavitation is numerically simulated by the MOC. The algorithm proposed 
for the wave speeds correction method is simple and useful for simulation of any 
hydraulic problem. Any interpolations are necessary which minimize the time of 
calculation comparatively with other algorithms.  

Codes implemented in Matlab show that the time interpolation method and 
wave speeds correction method are in good agreement either for absolute pressure 
history at the valve or precursor wave at the beginning of transient flow.  

Disagreements shown between numerical and experimental results may be at-
tributed to the sampling step problem of the measuring instrument (some pressure 
values cannot be detected) and to the definition of boundary conditions. 

In other works, the algorithm can be tested for pipes with junction coupling and 
in case of water hammer with distributed cavitation.     
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Appendix 

The algorithm developed for wave speeds correction method is implemented in 
Matlab 2009. The code can be used for any hydraulic problem. First, calculate real 
(often irrational) value of the wave speeds ratio n. Second, the rational number de-
fined by two integers a and b is found. Finally, mass densities are changed in such 
a way that the ratio n is equal to the rational number (n=b/a). 

The program is organized as follows: 

1) Introduce all data: experiment parameters, integers a, b and N, wave, etc. 
2) Define constants used for matrices and vectors: 
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3) Define matrices used for transient flow calculation 

M0: matrix used to calculate boundary points at the reservoir 
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Mi: matrix used to calculate interior points  
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ML: matrix used to calculate boundary points at the valve 
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4) Calculate steady-state displacement at the valve: 

   ( ) ( ) ( )
2 2 2
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5) Calculate steady-state variables with main computational grid and refinement 
computational grid according to equations (9)-(12). 

6) Calculate transient flow 
1st step: 

      T=0;   
       j1=1; 
      For t=dt:dt:a*dt 
      T=[T,t];   
       j1=j1+1 ; 

  Interior points: 
            For i=2:N 
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             i i1M y = s  ; y is the unknown vector: ; ; ;j j j j
z i i z i z iV p u σ =   

y     

              end 
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           Boundaries 
           Boundary points are calculated as described for interior points by  

    writing new vectors s01 and sL1.  
           Unknown vectors y0 at the reservoir and yL at the valve are: 

           1 1 1 1; ; ;j j j j
z z zV p u σ =   01y   

           1 1 1 1; ; ;j j j j
L z N N z N z NV p u σ+ + + +

 =   1y   

           They are obtained by solving the equations:  

           0 0 01M y = s  

           L L L1M y = s  

           Save data in matrices defined at the beginning. 
           Calculate displacement at the valve. 
    end 
 
Finally, Step 2 and step 3 are calculated as described in step 1, according to com-
putational grids presented in figures 3 and 4. 
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Abstract. This study proposes a refrigeration cycle operating on a compression-
absorption cycle. This instalation can improve the performance of an absorption 
refrigeration machine energy consuming low exergy value. This installation uses 
the NH3-NaSCN as refrigerant. In addition this cycle is working at three pressure 
levels, the absorber is operated at an intermediate pressure (Pint) between the 
pressures, PEV and PCD, for temperatures of evaporation and condensation, respec-
tively (-10°C, 40°C). The machine operates at a temperature of generator TGE = 
53 ° C and presents a COP of 0.60. For the same conditions the single stage  
machine presents a COP of not more than 0.55 at a generator temperature of  
140 ° C. 

Keywords: Absorptions, COP, evaporator, refrigerant, NH3 - NaSCN.  

Abbreviations: COP, Coefficient of performance; f, circulation ratio; h, specific 

enthalpy (J/kg); m ,mass flow rate(kg/s); P, pressure (bar, Pa); Q  heat-transfer 

rate (W); T, temperature (K, °C); x, mass fraction. Subscripts: AB, Absorber; 
CD, condenser; COM, compressor; EV, evaporator; GE, generator; η,  
efficiency (%). 

1   Introduction 

Absorption machines have several advantages such as protecting the environment 
and the nature, this type of refrigerating machine does not use CFCs fluids (chlo-
rofluorocarbons), which attack the ozone layer (Kang et al.2000 ;Boer et 
al.1987 ;Göktun 2000 ; Laouir et al. 2002), besides they are quiet compared to va-
por compression machines (Riffat and Guoquan 2004). 

There are several models of absorption machines, can be found by a simple 
compound machines floor that is to say a single absorber, an evaporator, a con-
denser and a single generator, which are the conventional absorption machine. 
This machine is working between two pressure levels (PEV evaporator pressure 
and PCD condenser pressure) has been the subject of several studies ( Alvares and 
Trepp 1987; Misra et al. 2002; Mumah et al. 1994 ; Kouremenos 1985; Hulten and 
Berntsson 2002; Selahattin 1999). 



266 R.B. Iffa, L. Kairouani, and N. Bouaziz
 

Other models are constituted by different stages with different associations be-
tween the system components; they worked at three pressure levels ( Saghiruddin 
and Siddiqui 2001; Bouaziz et al.2011; Charia et al.1991 ; Kumar 1993 ; Sun 
1998). There is a wide range of torque that can be used for the refrigerating ma-
chine such us NH3/H2O, NH3/NaSCN and NH3/LiNO3 (Sun 1998 ; Rodakis and  
Antonopoulos 1995; Linghui and Junjie 2010; Kairouani et al. 2005 ). 

2   Modeling System  

Fig.1 shows the system analyzed. This machine is composed of an evaporator, an 
absorber, a generator, a condenser and a compressor which functions: bring the 
vapor leaving the evaporator to an intermediate pressure (PAB). 

 

 

Fig. 1 Absorption system 

2.1   The Generator GE 

The refrigerant-rich solution (4) receives the quantity of heat QGE at a temperature 
TGE causing refrigerant vaporization portion of dissolved in the solution. This 
phenomenon called desorption.  At the output of the generator, we obtain a refri-
gerant vapor (7) and a refrigerant-depleted solution (5).  

2.2   The Condenser CD 

The condenser is a component similar to that of vapor compression machines. 
This is the temperature of the fluid colporteur eating the condenser who fixes the  
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condensation temperature TCD and therefore the pressure overall desorber 
/condenser. The condensation of the refrigerant requires the rejection of the heat 
of condensation QCD to the temperature TCD. 

2.3   The Evaporator EV  

At the outlet of the condenser (8), the liquid suffers a lamination through the ex-
pansion valve (9), and then evaporate taking the heat QEV to the fluid or to the en-
closure to cool. The evaporation temperature and consequently the pressure in the 
evaporator-absorber assembly is fixed by the temperature of the cold source TEV. 

2.4   The Absorber AB 

The vapor from the compressor (2) enhances the solution in the absorber. This is 
called absorption. The heat QAB released by this exothermic is removed by a heat 
transfer fluid at the temperature TAB. At the exit of the absorber (3), we obtain a 
solution enriched with refrigerant. 

2.5   The Compressor 

At the outlet of the evaporator (1) the compressed vapor by a compressor to the 
absorber (3). 

It has three levels of pressure: 

• Low pressure (BP=PEV) 
• Medium pressure (MP=PAB) 
• High pressure (HP=PCD=PGE)  

Energy balance and mass  

The circulation ratio is the flow rate of the rich solution permits to generate a one 
kg of NH3 of the generator. 

54

51

xx

x
f

−
−=   

(0) 

We perform the energy balances in each system component, exchanging heat or 
work with the external environment. Neglecting the rectifier, we obtain: 

376 NHmmm  ==  (1)

CDTT =7   (2)

)(7 CDThh =  (3)
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CDCD PTPP == )(7  (4) 

)( 763 hhmQ NHCD −⋅=    (5) 

378 NHmmm  ==   (6) 

EVTT =1   (7) 

78 hh = , )(1 EVThh =  (8) 

EVEV PTPPP === )(18  (9) 

)( 813 hhmQ NHEV −=    (10) 

564 mmm  +=   (11) 

CDPPPP === 456   (12) 

),( 46 CDPxTT = , GETT =5   (13) 

),( 55 CDPTxx = , xxx Δ+= 54   (14) 

),( 46 CDPxhh = , ),( 55 CDPxhh =   (15) 

))1(( 4563 hfhfhmQ NHGE ⋅−⋅−+=     (16) 

To determine the power of the latter, we will make the following assumption:  
At the outlet of the evaporator EV ammonia vapor is treated as an ideal gas, so 

we have: 

( ) ( ) kkkk PTPT 1
22

1
11

−− ×=×   (17)

In an ideal case (adiabatic process frictionless), it consumes a power: 

)( 123 TTcpQ NHis −×=   (18) 
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Considering the isentropic efficiency, the real power is defined as follows:  

is

is
réel

Q
Q

η
 =  (19)

With: 

12 hhQréel −=   (20)

Therefore it can be deduced from (19) and (20) the value of the steam enthalpy at 
the compressor outlet: 

is

is
p

Q
hh

η


+= 12
  (21)

The term performance is determined as follows (Kairouani et al. 2005): 

τη ⋅−= 0135.0874.0is   (22) 

1

2

P

P=τ   (23) 

32 mm  =   (24) 

23 xx =   (25) 

CDTT =3   (26) 

)( 323 hhmQ NHAB −=    (27) 

Calculating the coefficient of performance from equations (10) and (16): 

COMGE

Ev

QQ

Q
COP 



+
=

12457

21

.).1(
;

hhhfhfh

hh
COP

−+−−+
−=

  

(28) 

3   Results 

3.1   COP Evolution versus TGE 

For a condensation temperature of 40 ° C and an evaporation temperature of -10 ° 
C, Fig.2, shows the coefficient of performance variation according to the tempera-
ture of generator 80 ° C to 140 ° C. We note that the conventional machine does 
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not work at generator temperatures below 105 °C. Under these conditions the COP 
reaches 0.55. In the other side the new machine works from 88 ° C, the COP is 
slightly higher for single stage machine. 

In comparison of the conventional cycle, the new machine operates at relatively 
low temperature, and has a higher COP. 
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Fig. 2 COP=f (TGE) with TEV= -10°C and TCD=40°C 

3.2   COP Evolution versus TCD  

We keep the generator temperature and the evaporator temperature fixed respec-
tively at 80 ° C and -5 ° C, while the temperature of condensation varies for each 
cycle. The analyses of Fig.3 shows that the new cycle can operate for condensing 
temperatures above 35 ° C, besides COP values are relatively higher than those 
relative to the conventional cycle. 
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Fig. 3 COP=f (TCD) with TEV= -5°C and TGE=80°C 
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We note that the present installation presents a higher COP than the conven-
tional machine; it operates at low generator temperature and works with high con-
denser temperatures. On the other hand, the absorption system object of this work 
has an operational problem with high temperatures at the generator. 
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Abstract. The purpose of this paper is to study numerically the effect of adding a 
short viscoelastic pipe in series with a main quasi-rigid pipe on water hammer 
phenomenon. The model takes into account the viscoelastic behaviour of the add-
ed pipe. The governing equations of such phenomenon are two coupled, non li-
near, hyperbolic, partial equations. The fluid pressure and velocity are considered 
as two principal dependant variables. The problem has been solved by the non li-
near method of characteristics. The obtained results show that the deformability of 
the additional pipe reduces the celerity of pressure waves and significantly alle-
viates the pressure fluctuations. 

Keywords: anti-water hammer, fluid-structure interaction, viscoelastic behaviour, 
method of characteristics, transient flow. 

1   Introduction 

Hydraulic networks are subject to pressure variations in transient. These variations 
can be very important in some cases and can destroy these facilities. 

Inside a pipe, the unexpected changes in flow regime of a fluid frequently 
caused by fast opening and closing of valves, sudden stopping and starting of 
pumps, etc., result in instantaneous pressure changes called water hammer. The in-
tensity of water hammer is more important if the fluid is a liquid and if the varia-
tion of the flow is brutal. The need to protect the hydraulic systems against this 
phenomenon is necessary.  

Several anti-ram devices are used to protect hydraulic systems (Frelin 2002, 
Wylie and Streeter 1978), such as: flywheels, relief valves, air tanks, chimneys 
and balance balls protection. The role of these devices is to reduce transient  
effects. In many cases, due to economic and technical reasons, the use of these 
protective devices is difficult. Then, the use of a simple, efficient and economical 
anti-ram device is necessary.  

The idea of using a short deformable pipe in series with the main pipe as a 
mean of anti-water hammer already explored in the past (Grundy and Fox 1980, 
Massouh and Comolet 1984). However, these studies are limited to additional 
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pipes with elastic behaviour (such as rubber), and pipe with viscoelastic behavior 
has not been investigated. 

A numerical study has been developed by (Ghilardi and Paoletti 1986) to see 
the possibility to lower pressure surges in a rigid pipe by in series addition of short 
polymeric viscoelastic pipe. The obtained results show the efficiency of this solu-
tion on the pressure surge reduction. However, this solution has not been extended 
to see its effect on the depression and to avoid vapour cavitation. 

The objective of this work is to numerically study the protection of water facili-
ties against the phenomenon of water hammer by the junction of a deformable 
segment in series with the pipe to be protected. More precisely, we will examine 
the role that could have a viscoelastic behavior in reducing water hammer over-
pressures and negative pressures (cavitation phenomenon) due to transient flows. 

In this study, we proceed to develop a mathematical model through the simpli-
fied formulations for the transient flow of fluid in quasi-rigid and viscoelastic cy-
lindrical pipes. 

The characteristics method is used for the numerical solution of the obtained 
equations. The viscoelastic behavior of the additional pipe wall material is simu-
lated by a generalized Kelvin-Voigt model. 

Various cases are discussed to demonstrate the effectiveness of the protection 
of water facilities by a deformable segment and to examine the effect of some pa-
rameters on the reliability of this anti-ram. 

2   Mathematical Formulations 

The continuity and momentum equations that describe one-dimensional transient 
flow in horizontal pipe are (Wylie et al. 1993): 
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where  is the density of the fluid,  is the coefficient of linear loss,  is the 
pipe cross-sectional area,  is the pipe diameter,  is the time and  is the coor-
dinate along the pipeline axis. The two main variables are the average velocity of 
flow, , and pressure of the fluid, . 

Assuming quasi-rigid pipe and using the equation of state of the liquid (Shames 
1982) and Hooke's law, the system of equations (1) becomes 
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The pressure wave celerity, , is defined by the following expression  
(Stuckenbruck et al. 1985): 

1 2
cD

C
K Ee

-æ ör
ç ÷= +rç ÷
è ø

 (3)

where K is the bulk modulus of liquid, c is the pipe constraint factor, e is the pipe-
wall thickness and E is the Young's modulus of elasticity of the pipe. 

For viscoelastic pipes, they have different behavior in comparaison with metal 
and concrete pipes. In this case, strain can be decomposed into an instantaneous 
elastic strain, , and retarded strain, : 

Taking into account the relationship between the pipe cross-section A  and the 
total circumferential strain  ( ), the elastic strain, the retarded 
strain and the state equation of a barotropic fluid, the equations system (1) be-
comes (Covas et al. 2005, Hadj-Taieb and Hadj-Taieb 2009): 
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The retarded circumferential strain is represented by a generalized Kelvin-Voigt 
model of n elements: 
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where J is the creep compliance function described by (Covas et al. 2005): 
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in which 0J  represents the creep-compliance of the first spring, jJ  is the creep-

compliance of the spring of j-element and jt  is the retardation time of the dash-

pot of j-element. 
The retarded strain time-derivative in equations (5) is calculated by: 
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3   Numerical Resolution 

The application of the method of characteristics to the system of equations (2) and 
(4) leads to the compatibility equations along the characteristic lines defined by: 
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for a quasi-rigid pipe, and 
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for a viscoelastic pipe. 

Using a regular computational grid, the unknown values of (V ,  p ), at any 

point P ( i , t t+D ), can be determined by knowing their values at the points R       

( 1i , t- ) and S ( 1i , t+ ) lying on the two characteristics C +  and C -  passing 

through P. Integrating equations (8) and (9) in the x t-  plane along the  
characteristic lines between time t  and t t+D  results in two finite difference 
equations: 
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valid along x t CD D =± . 

4   Applications and Results 

4.1   Joining a Viscoelastic Pipe 

To study the effects of an additional viscoelastic pipe joined in series to a steel 
main pipe the example of the hydraulic system presented by figure 1 is considered. 
The physical dimensions and material properties of the hydraulic installation are 
given in Table 1. Two materials of the added pipe, which have different viscoelas-
tic behavior, are tested: polyethylene (PE) and polyvinyl chloride (PVC). The  
additional pipe has a length ranging between 2 m to 20 m. 

Figure 2 shows the influence of the addition of a viscoelastic pipe on the tran-
sient pressure evolution. In the case of PE and PVC additional pipe, the initial 



Numerical Study of Anti-ram of Hydraulic Lines by an Additional Viscoelastic Pipe 277
 

pressure magnitude is lowered significantly compared to that of a single main 
pipe. In fact, the initial overpressure reaches a value of 145 m for the single main 
pipe, 138 m and 90 m with PE and PVC additional pipe, respectively. This can be 
interpreted by the effect of energy dissipation of the viscous behavior of the addi-
tional pipe material which clearly damps the pressure wave. 

Figure 3 shows the pressure evolution for different lengths of the PE and PVC 
additional pipe. It can be seen that the longer is the additional pipe the higher is 
the attenuation of the pressure surges. It is clear that the PVC pipe shows a better 
behavior and brings to very high damping of the pressure surge even when its 
length is very short. However, for the two materials, from a certain value, the 
length of the additional pipe has no effect on the pressure attenuation. 

 

Fig. 1 Hydraulic installation scheme 

Table 1 Properties of the hydraulic installation 

Pipe length  1 98L  m= , 2 2L  m=  

Pipe diameter  5D  cm=  

Pipe thickness 3 mme  =  

Friction factor 0 02.l =  

Fluid density  31000 Kg mr =  

Initial flow velocity 10 0 53 m sV .  =  

Initial pressure 10 8 barp =  
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Fig. 2 Influence of adding a viscoelastic pipe on the transient pressure evolution 
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Fig. 3 Pressure evolution for different lengths of the additional pipe 

4.2   Influence on Vapour Cavitation 

To study the influence of adding viscoelastic pipe on vapour cavitation phenome-
non numerical simulations are carried out by considering the experience of Martin 
(Martin 1983). In this experience water is supplied from a large header tank to a 
reservoir with steady-state water surface level at constant surface pressure. This is 
joined to quick closing valve at downstream end by a copper horizontal pipe. The 
transient flow is arised from the sudden closing of the valve. 

Referring to Martin experiment results which are plotted in figure 4 by a dashed 
curve, it is clear that under transient conditions, the local liquid pressure falls be-
low the vapour pressure vp , and consequently vapour cavitation phenomenon oc-

curs in some part of the pipeline.  
Numerical simulation results (figure 4) show that, under the same transient 

conditions, adding a short viscoelastic pipe to the main pipe limits the pressure 
drop and the cavitation phenomenon is avoided.  

It should be pointed out that results obtained by adding a PVC pipe are more 
consistent than those obtained by adding a PE pipe. In fact, with a PVC pipe the 
cavitation can be avoided even by a very short pipe (0.5 m). 
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Fig. 4 Influence of adding viscoelastic pipe on vapour cavitation phenomenon 
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Fig. 4 (continued) 

5   Conclusion 

A numerical study of using a short viscoelastic pipe in series with a main pipe as 
an anti-ram is presented in this paper. 

A mathematical model is developed based on the method of characteristics in 
which the viscoelastic behaviour of the additional pipe is simulated by a genera-
lized Kelvin-Voigt model.  

Taking into account the viscoelastic deformations has highlighted the role of 
the material behaviour which acts as a dissipative mechanism contributing signifi-
cantly to the damping of pressure fluctuations caused by water hammer. Indeed, 
the introduction of the pipe wall deformability in the concept of modelling elimi-
nated the excessive pressures encountered in the quasi-rigid behaviour. 

The obtained results confirm that additional viscoelastic pipe can be useful de-
vice to attenuate the pressure surges and to avoid vapour cavitation phenomenon, 
of course with an optimal choice of dimensions and material characteristics. 

This study also shows the effectiveness of the proposed models and the method 
of characteristics to give a reasonable description of the general appearance of the 
water hammer phenomenon in quasi-rigid and viscoelastic pipes. 
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Abstract. Since the early days of aviation, the man has not stopped looking for 
better performance to improve the reliability of the reactor during operation. This 
means that it must be free all possible defects (choice of materials, choice of 
treatment, and choice of implementation ...).he replacement cost in him even but 
also the potential damage caused with the environment and the threat with the life 
of the human beings. 

Indeed, the design of turbo machinery, complex organs, which must withstand 
mechanical vibration, thermal and respond to heavy exploitation. These are the 
fins that determine the performance of the engine. They are subject to erosion, 
which is a surface phenomenon associated with the removal of material caused by 
repeated impact with solid particles of the material. This depends on the shape, the 
mass, the particle velocity, hardness and toughness. 

The objective of this work focuses on the characterization and identification of 
damage mechanisms operating in facies wear fins HP CFM56-7B engine using 
non destructive testing is the method of X ray. The characterization showed a fret-
ting wear located in the upper part of the fin that increases from the 6th to the 9th 
stage.  

Keywords: Erosion, Compressor fins HP, Non destructive testing, X ray method, 
CFM56-7B Turbofan. 

1   Introduction 

The rotating parts of aeronautical turbomachineries are made of bladed disks 
which enable the transfer of energy from the air to the rotor [1]. These bladed 
disks are especially critical parts because their dimensioning has to meet strict 
requirements in terms of aerodynamical performance, aeroacoustics and 
mechanical resistance to rotation, temperature and aerodynamical loads. 
Components of the object of our work are HP blades. Moreover, they are also 
subject to erosion, which is a surface phenomenon associated with removal of 
material caused by repeated impact of solid particles on the material. This damage 
can be either macroscopic or microscopic.   
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The objective of the work focuses on the characterization and identification of 
damage mechanisms that are operating in the wear facies of fins of the reactor 
CFM56-7B using non-destructive testing method.  Based on the specific of mor-
phology of the wear, correlations have been established, and competition between 
different modes of damage has been highlighted.  

In turbojets double-body, the turbine consists of one or more stages (stator-
rotor) at high pressure (HP) and a second at low pressure. 

 

Fig. 1 CFM56-7B Turbofan 

2   Main Components of the Turbofan CFM56-7B  

A turbojet is composed mainly of the following parts (figure 1): 

• Compressors: two types 

- A low-pressure compressor comprising: 
- A floor fan 
- 4 floors and BP (Low Pressure) LPC (Low Pressure Compressor) (figure 2). 
- A high pressure compressor 9 stage HP (High Pressure) HPC (High  
      Pressure Compressor) 

• Combustion chamber: 

- Ring SAC (simple) or DAC (dual and optional) 

• Turbine:  

- High pressure turbine 1 stage HPT (High Pressure Turbine) 
- Low pressure turbine LPT stage 4 (Low Pressure Turbine) [2]. 

 

Fig. 2 Compressor 
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The HP turbine, whose blades are subject to the flow of combustion gases hottest 
room, is the most complicated in terms of keeping materials and aerodynamics. 
These fins are subject to several stresses as their speed of rotation, speed of fluids 
(Figure 3) and the pressure and temperature (that increasing or decreasing).  

 

Fig. 3 Fin on disc (stator and rotor) 

The diagram below shows a variety of damage (figure 4) that can undergo 
various components of a turbojet [3]. 

 

Fig. 4 Components damage reactor 

3   Theory of Erosion 

The erosion of materials by solid particles is a rather complex process. The 
shocks, between the solid particles and the surface of a material, result in the 
removal of material, characterized by brittle fracture. Types and sizes of cracks 
that form on the surface during impact are largely due to several factors: shape, 
mass, particle velocity, hardness and toughness of the material. When particles 
strike the surface at low angle of impact, the mechanism is called abrasive erosion 
(figure 4). When the abrasive sand strikes a surface, it rolls or slides on the 
surface, causing erosion by friction or cutting. Material is removed by scratching 
or breaking sharp edges of particles, forming small scars [4].  

The components covered by this study (compressor blades) are also submitted 
to various constraints resulting in damage such as: 

- The rupture that can be caused by shock "FOD": an external object or debris of  
another component; 

- The erosion caused by sand or other particles in the air. 

Erosion is a loss of material by impacts of particles suspended in a fluid.  
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.  

Fig. 5 Abrasive erosion 

4   Factors Associated with Operating Conditions and Erosion 
Particle 

The speed, the angle and impact of the particle are the most important parameters 
among all other factors, and applicable to all types of components where erosion 
occurs. These terms appear in the most erosion models. 

The erosion rate increases with the duration of exposure to a constant value [5]. 
The angle of impact is defined as the angle between the surface and the path of 

the eroded particles, just before impact. The maximum erosion is observed be-
tween 10° and 0°, while the minimal erosion is observed around the normal to the 
impact.  

The erosion mechanism may change depending on the characteristics of the 
particles. Characteristics can remain the same as the original, or change depending 
on operating conditions. Knowing the characteristics of the particles is very 
important to estimate, to reduce and to prevent erosion [6] some characteristics 
and particle effects are discussed here. 

5   Experimental Method 

The objective of this work is to detail the characteristics and the principle of tech-
nical analysis of these fins HPC CFM56-7B. In order to characterize them, we cut 
them and thus make samples according to the analyzes to be performed.  

They have a small dimension, and are coated with a tungsten carbide at the top. 
It’s of 6th, 7th, 8th, and 9th floor having suffered the phenomenon of erosive 
wear. Their wear is different at all points (figure 6).   

 

Fig. 6 Compressor fins Eroded HP: 6th floor (a), 7th floor (b), 8th floor (c) and 9th floor 
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We cut and prepared samples of the healthy part of the blade, for the characte-
rization of base material: such as chemical composition, microstructure, X-ray dif-
fraction and micro hardness tests. We are concerned with the characterization 
wear of facies. The characterization of damaged parts is to understand the  
mechanisms of damage in order to answer two questions:  

How and why the injury occurred (mechanics)? For these reasons, the characte-
rization of our samples was performed at macroscopic and microscopic scales. 

We conducted a visual inspection of the surfaces of the fins shown in figure 7; 
we found a loss of material by erosion and a wear in the upper parts of the fins. 
The control by eddy current and penetrant revealed no defects. 

 

Fig. 7 Facie’s wear of the 7th floor 

 

Fig. 8 Facie’s wear of the 9th floor 

Remember that this type of wear was found on the fins of aircraft engines 
which run regularly flying to southern Algeria. Therefore, we conclude that 
erosion is highlighted due to the nature and to metrology of sand.  The Algerian 
desert sand (figure 9) consists of more than 90% of SiO2 particles having an aver-
age particle size of 158 microns (figure 10).  

 

Fig. 9 SEM micrograph of sand grains in Algerian Desert 
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Fig. 10 Grain size of sand Algerian 

On the edge's fins, we can see disappearance of a portion of the material; this 
phenomenon is even more pronounced in the case's fins of 9th floor (figure 11).   

 

Fig. 11 Facie’s wear of the 9th floor 

 

Fig. 12 SEM characterization of the area damaged by abrasive erosion of the 9th floor 

In addition, the material removed by scratching, forming so a scars. We note 
that these scratches have an angular shape centered around the leading edge, that 
form may be due to the airflow (airflow loaded grain of sand).  
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This mechanism can be identify by fatigue wear. Indeed, according to the lite-
rature [6], that the particles hit a surface with a large angle of impact and a low 
speed, so the surface does not undergo plastic deformation. This surface is wea-
kened by fatigue, and particle’s detached from the surface after several impacts. 

6   Conclusion    

The various components of a turbojet can undergo various types of damage. 
Among these components, the compressor blades that have been the subject of this 
study, they are subject to various constraints that are causing damage, erosion 
caused by sand or other particles in the air. 

The experimental study fins CFM56-7B turbofan, which has allowed us to see 
the effect of erosion. 

Grained structure of heterogeneous size with the presence of deposit segregated 
at grain boundaries; 

Porosity is likely to be caused by repeated impacts of sand grains. The dimen-
sions of the fins may be also taking into consideration. Their size decreases from 
one floor to another, so at the last stage, the different constraints and impacts of 
sand particles will be concentrated on a surface, thus leading to greater wear.  
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Abstract. In this work a study of the response of sandwich plates with a viscoelas-
tic core used in brake systems to attenuate squealing noise due to friction between 
the disk and the pads. A finite element analysis is conducted to determine the in-
plane shear stress distribution in the sandwich plate under various operating condi-
tions. The effects of braking pressure, coefficient of friction between the disk and 
brake pads and angular speed of the disk on the in-plane shear stress are analyzed 
and compared. Results show that the coefficient of friction and braking pressure 
are the most influential compared to angular speed. 

Keywords: Sandwich plate, Viscoelastic Core, Shear Stress, Finite Element  
Analysis, Brake system, Contact With Friction. 

1   Introduction 

Automotive disk brake systems produce a noise known as brake squeal. It is an 
undesirable phenomenon often associated with braking performance even though 
it has very little to do with it. One solution to mitigate brake squeal is to insert a 
sandwich plate behind the brake pads. The three-layer sandwich plate (met-
al/elastomer/metal) will dissipate the noise that would be generated from brake 
squeal during braking. Gacem et al. have studied the nonlinear dynamic behavior 
of a preloaded thin sandwich plate incorporating visco-hyperelastic layers used to 
attenuate noise in brake systems. Triches et al. have studied the effect of adding a 
sandwich plate with a viscoelastic core on brake squeal and showed this approach 
to be effective in reducing brake squeal occurrence. However, the sandwich plate 
is subjected to a combination of high shear stresses from braking friction and 
normal stresses from braking pressure. Under these conditions the sandwich plate 
may be damaged, especially during the braking phase. The sandwich plates are 
subjected to high shear stress and pressure due to braking. These loading condi-
tions are not typical of sandwich plates. A large body of theoretical and experi-
mental investigations of sandwich plate behavior from the past few decades is 
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available in. Several authors have studied the behavior of sandwich plates with a 
viscoelastic core. In most cases, sandwich plates are submitted to flexural loads, 
transverse shear in addition to in plane loading. Ramtekkar et al. studied the bend-
ing analysis of sandwich plates made of stiff face sheets and a soft core under var-
ious conditions and showed the shear stress distribution through the thickness to 
be discontinuous at the interface between the face sheet and the soft core. Cetkov-
ic et al. presented the local–global analysis of laminated composite and sandwich 
plates using a layerwise displacement model; the effects of plate aspect ratio, side-
to-thickness ratio, lamination angle schemes and degree of orthotropy on in-plane 
stresses, transverse shearing stresses, displacements, fundamental frequencies and 
critical buckling loads are shown. Reddy used the first order shear deformation 
theory based on the Reissner–Mindlin assumptions to study forced motions of rec-
tangular composite plates. Pagano showed that the classical laminated plate theory 
gives acceptable solutions in the analysis of thin laminated composites. Choi  
analyzed the thermoelastic contact problem of disk brakes with frictional heat 
generation using the finite element method. 

The analysis of preloaded sandwich plates under pure shear loading has not 
been treated extensively in the literature, especially for sandwich plates with a vis-
coelastic core. It is the objective of the current work to study the behavior of 
sandwich plates with a viscoelastic core used in disk brake systems. A parametric 
finite element study will be conducted to analyze the shear stresses in the sand-
wich plate under various operating conditions. The effects of the braking pressure 
P, the coefficient of friction µ between the pads and the disk and the angular speed 
ω of the disk will be considered 

2   Model Description 

2.1   Geometry  

The simplified model of the brake system consists in a disk confined between two 
pads as shown in Figure 1 A viscoelastic sandwich plate is attached to the back of 
each pad as shown in Figure 2; it is composed of two thin steel layers and a vis-
coelastic core (steel/viscoelastic core/steel), their thicknesses are provided in  
Table 1. 

 

Fig. 1 Simplified model of a disk brake model 
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Fig. 2 Brake pad details 

The geometric dimensions of the brake system are shown in Figure 3. RD and rD 
are the outer and the inner radii of the disk, respectively. RP and rP are the outer 
and the inner radii of the pad, respectively. θ is the subtended angle of the pad. eD 
and eP are the thickness of the disk and each pad, respectively. Table 1 provides a 
summary of the main geometric parameters of the disk brake assembly and their 
values. 

 

Fig. 3 Disk brake system geometric parameters 

2.2   Materials 

The materials used for the components of the brake system are elastic isotropic 
steel for the disk and external layers of the sandwich plate. The pads are made 
from brake shoe material essentially. The sandwich plate is made from steel layers 
and a viscoelastic polymer core. The relevant mechanical parameters of the mate-
rials for all these components are given in Table 2 below except for the polymer 
that will be discussed later  

The polymer material behaves as a viscoelastic material with a shear stress re-
laxation modulus ( )G t  given in terms of a Prony series as: 

( ) ( )/
0

1

1 1 i

N
t

i
i

G t G g e τ−

=

 = − − 
 

  (1) 

Where ( )0 0G G= ; ( )lim
t

G G t∞ →∞
= ;gi and ࣎i are material parameters and given in 

Table 2 below. The Prony series data were obtained from [10]. 
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Table 1 Geometric parameters and material properties of the disk brake components 

Parameter Unit Disk Pad 

Young’s modulus E  GPa 210 88.9 

Density of disc ρ  kg/m3 7850 7120 

Poisson ratio ν n/a 0.285 0.29 

Thickness of rotor h  mm 16.0 10 

Outer radius of disk RD  or RP  mm 140 140 

Inner radius of disk rD or rP  mm 70 100 

Pad subtended angle θ Degrees - 62 

Thickness of steel layer tS mm - 0.8 

Thickness of viscoelastic layer tV mm - 0.4 

Table 2 Prony series coefficients of the shear stress relaxation of the viscoelastic material 

index i gi τi (sec) 

1 3.9026 10-3 5.1558 10-1 

2 9.7895 10-3 1.03224 10-1 

3 2.0646 10-2 1.7741 10-2 

4 5.7318 10-2 3.6691 10-3 

5 1.3123 10-1 7.2364 10-4 

6 2.7891 10-1 1.5945 10-4 

7 4.9071 10-1 3.1760 10-5 

G0  (MPa) 9.2147 106  

2.3   Finite Element Model  

Mesh 

A finite element model of the brake system assembly was built. It consists of two 
brake pads and the steel disk as shown in Figure 4. The friction material of the 
brake pads is modeled using C3D8R type elements (linear 8-noded continuum re-
duced integration brick elements with hourglass control). The sandwich plate is 
modeled using SC8R type elements (linear 8 noded continuum shell elements with 
reduced integration) for the three layers (metal/elastomer/metal). The disk is also 
modeled using continuum brick elements of type C3D8R. The general purpose  
finite element software package ABAQUS was used to conduct the simulations. 
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Fig. 4 Element types used in the finite element model 

2.4   Parametric Study 

A parametric study is conducted to analyze the behavior of the sandwich plate  
under various operating conditions of the disk brake system. The coefficient of 
friction μ, the angular speed ω and the braking pressure P are varied according to 
values given in Table 3 below. 

Each case is identified by three subscripts (case)ijk subscript i (i= 0, 1,2) indi-
cates the level of the coefficient of friction, subscript j (j=0, 1, 2) indicates the lev-
el angular speed and subscript k (k = 0, 1, 2) indicates the level of the braking 
pressure. For example in case CASE_101 corresponds to the parameter (μ = 0.40, 
ω = 10 rad/s, P=3 MPa) as indicated in Table 3. The parametric study will include 
27 cases. 

Table 3 Parameter values used for the current study 

Level 0 1 2 
Coefficient of friction μ 0.40 0.65 0.70 
Angular speed ω (rad/s) 10 15 30 
Braking pressure (MPa) 2 3 6 

3   Numerical Results and Analysis 

3.1   Contact Stress Distributions 

The pressure distribution due to braking on the contact surface of the pad with the 
disk is shown for various values of the coefficient of friction in moderate (ω = 10 
rad/s, P= 2 MPa) and severe braking conditions (ω = 30 rad/s, P = 6 MPa). Recall 
that the disk rotates in the positive z axis (see Figure 6). It can be seen that for the 
same value of the coefficient of friction the appearance of the contact pressure dis-
tribution is the same but the stress levels are higher for in the case of the severe 
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braking conditions (CASE_022, CASE_122, CASE_222). This is related directly 
to braking pressure. In fact the same observations could also be made about  
the contact shear stress in the tangential direction on the face of the brake pad in 
Figure 5.  

 

 

 

Fig. 5 Tangential contact shear stress distributions in severe and moderate conditions at 
several values of the coefficient of friction 

 

Fig. 6 Location of the attack zone in the viscoelastic core layer 

3.2   Effect of Coefficient of Friction 

In this study the coefficient of friction μ is varied while all other parameters are 
kept constant. The shear stress distribution in the viscoelastic layer will be pre-
sented; then the location of maximum in-plane shear is identified and the variation 
of shear stress vs. the thickness of the sandwich plate is presented at this location. 
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In Figure 9 are presented the shear stress distributions in the viscoelastic layer 
under severe and moderate braking conditions. The disk is rotating around the 
positive Z direction and the stresses are represented in a cylindrical coordinate 
system (r,θ, z) with origin at the center of the disk (see Figure 5). The shear stress 
distributions of the cases (CASE_000, CASE_100, CASE_200) correspond to 
moderate braking conditions (i.e. low pressure and low angular speed) whereas 
those corresponding to cases (CASE_022, CASE_122, CASE_222) are for severe 
braking conditions (high pressure and high angular speed). It can be seen that the 
shear stress distributions from both cases have the same aspect for equal values of 
the coefficient of friction. However, the stress levels in severe operating are ap-
proximately 3 times higher than their counterparts in the moderate operating con-
ditions. This is again is due to the level of the braking pressure. 

The shear stress maximum value increases with μ and its location drifts towards 
the attack zone of the pad as μ increases as shown in Figure 6 and Figure 7. The 
distribution of the shear stress is clearly non symmetric and depends on r and θ. 

 

  

 

 
Fig. 7 The effects of coefficient of friction on shear stress in severe and moderate condi-
tions at several values of the coefficient of friction 

4   Conclusion 

In this work a parametric study was conducted to determine shear stresses in the 
sandwich plate for various coefficients of friction, angular speed of the disk  
and breaking pressure. A finite element model was used to calculate the shear 
stresses of the model using the general purpose finite element software ABAQUS 



296 M. Bouazizi, T. Lazghab, and M. Soula
 

(Karlsson).The numerical results show that the shear stresses in the viscoelastic 
layer of the sandwich plate are dependent on the coefficient of friction and the 
brake pressure and are independent of the angular speed of the disk. This is due to 
the assumption that the coefficient of friction is not dependent on angular speed. 
Variations in the coefficient of friction affect the amplitude of the shear stresses in 
the viscoelastic layer of the sandwich plate as well as there through the thickness 
distribution and the location of the maximum shear stress which drifts towards the 
attack zone as the coefficient of friction increases. Variations in the braking pres-
sure affect the levels of the shear stresses without affecting their distribution.   
The conclusion of your paper is here..... 
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Abstract. The objective of this work is to characterize a composite material (Al-
Fe3O4) using micro-indentation test. A numerical method is developed via the 
ABAQUS software to simulate the micro-indentation test of this composite ma-
terial and calculate the equivalent Young's modulus and the material hardness. Ef-
fects of the volume fraction, the inclusion size, and the load conditions during the 
simulation of a micro indentation test are performed Please write down your  
abstract here.  

Keywords: Micro-indentation, metal matrix composite, Al-Fe3O4, FE analysis, 
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1   Introduction 

The powder metallurgy components are being widely used for sophisticated indus-
trial applications. The world wide popularity of powder metallurgy lies in the abil-
ity of this technique to produce such complex shapes with exact dimensions at a 
very high rate production and low cost. In modern industry, development of new 
qualified composites is in perpetual expansion especially those with high resistant, 
low density and also compound composites associated to multifunctional systems . 
For this reason, it is very striking to use reinforced (Fe3O4-iron oxide) aluminum 
matrix composites in structural applications (automotive, aeronautics, etc.) due to 
their outstanding stiffness-to-weight and strength-to-weight ratios and also fatigue 
resistance. These materials show good thermal conductivity and wear resistance 
and also low thermal expansion, which makes them very high multifunctional 
light weight materials. Additionally, it is very attractive way to add Fe3O4-iron 
oxide reinforcing for improving the magnetic permeability of this composites and 
by this way, it can be obtained a good synchronization between thermal and elec-
trical conductivities and magnetic permeability.  

In this paper, a new alternative materials “aluminum–iron oxide (Fe3O4, natu-
rally as the mineral magnetite) powder composite” has been developed by using a 
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microwave (in the laboratory scale) with various aspect ratios, that is iron oxide 
(Fe3O4) particle sizes and aluminum powders together were used to elaborate a 
MM composite. The purity level of iron oxide powders (Fe3O4) was found to be 
99.62%. The compacts were prepared from aluminum and iron powders with vari-
ous aspect ratios varying from 0.25 to 0.85. Grain size of iron oxide powders 
(Fe3O4) was reported as 2µm. This composite is new and clean and with tough-
ness. However, the non homogeneity of the structure in this kind of materials ac-
centuates the complexity of their numerical and analytical modeling to predict 
their damage during various loading process. For example, the interfaces essential-
ly play a key role in determining mechanical and physical properties. To explore 
the real connection between different parameters in order to predict with high ac-
curacy the response of the composite material under a particular loading condition, 
a micro scale Finite Element (FEM) model have build and parametric studies have 
been established to access the macroscopic material behavior. An experimental 
and numerical study has been established. 

2   FE Model Description 

Mechanical behavior of composite materials depends on different parameters, to 
clarify the effects of the shape, size and distribution of particles on MMC defor-
mation behavior, we have build a Finite Element Model (FEM) based on an ap-
proximation of the microstructure by spherical distributed reinforcing particles in 
the metal matrix of the composite. This model is inspired from the micromechani-
cal composition of the MMC studied material. Also, this model can provide the 
distribution of von Mises effective stress, strain and the maximum principal stress 
in the matrix and particles. The model is used to perform a comparison between 
experimental results and numerical results for micro indentation tests. We describe 
schematically the conditions of experimental tests, for micro indentation using a 
rigid conical indenter Figure 3, provide the geometry and mesh parameters of the 
two equivalent models used to analyze these experimental tests. 

In this study, the effect of geometric and material parameters, such as geome-
tric aspect ratio of the specimen and volume fraction of the reinforcing particles is 
considered. The volume fraction of inclusions is varied from 5% to 25% and the 
micro-macro transition schemes are evaluated in many cases. However, when the 
volume fraction increases, nearby inclusions start to interact and this affects  
the overall mechanical behavior, Bayraktar, Hufenbach . Simulations must then be 
performed on a Representative Volume Element (RVE) of the microstructure. The 
RVE microstructure is periodic along the 3 directions, allowing us to apply peri-
odic boundary conditions to the external faces of the specimens. The inclusion po-
sitioning is constrained by the practical limitation of generating an acceptable FE 
mesh. A criterion is applied to the minimal distance between each inclusion sur-
face and the external faces of the specimen. The volume of one particular cell in-
clusion is less than 1mm3.  

The representative cells are meshed with quadratic tetrahedral. FE simulations 
are performed using ABAQUS (2010) and the whole volume is meshed using  
4-node C3D4 (tetrahedral in ABAQUS), enabling us to better capture the strain 
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gradients in the matrix. The macroscopic stress predicted by the FE analysis is 
computed from a volume average of the stress tensor σ given at each integration 
point over the RVE of domain i : 


=

=
KN

k
kV

1
k 

V(i)
1

  σσ             (1) 

The simplified model of the micro-indentation test consists of a conic indenter in 
contact with the fixed specimen as shown in Figure 1. Also Figure 2 and Figure 3 
are illustrating the FE model with the RVE, the indenter and the inclusions distri-
bution in the composite matrix. 
 

 

 

Fig. 1 Geometry of model with conical indenter  

 

Fig. 2 Distribution of particles in the 
RVE 

 

 

Fig. 3 RVE at 5% volume fraction with 20µm 
size particles and indenter with 160 µm diameter 

 

 

Fig. 4 Applied load vs. depth 

 

The boundary conditions are set so that at the bottom border Ux, Uy, Uz = 0 and 
at the upper face of the specimen is imposed a negative displacement load Uy in y-
direction to make via the rigid conical indenter. A static step with small step time 
is used to assess the gradual evolution of stresses and strains in the elements mod-
el, the equivalent reaction force is calculated and used to furnishes the maximum 
load, when the deformation at the contact zone riches comparable value with the 
considered limited experimental one. 
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The mechanical Al-Fe3O4 composite material properties are derived from the 
particles inclusions properties of the Fe3O4 and those of pure Aluminum. The in-
clusion material is assumed to be linearly elastic with elastic modulus Ep=250GPa 
and Poisson’s ratio νp = 0.3. Pure aluminum with high purity fraction is selected to 
be the metallic matrix with elastic modulus Em = 70 GPa, Poisson’s ratio νm= 0.33 

3   MMC Properties Defined within the FE Model  

Elasto-plastic properties such as hardness and reduced Young's modulus of a ma-
terial can be determined from the charge-discharge curve of the indentation test. 
The hardness can be determined from the load curve of the response to an indenta-
tion test then the reduced Young's modulus (E*) of the contact-indenter material 
can be determined from the discharge curve, Figure 4. 

Where hp is the pressed plastic (or contact ‘hc’), hr is the sinking residual, he is 
the sinking spring, hmax is the maximum draft (maximum imposed displacement) 
and Fmax the maximum contact force. 

The slope of discharge S or contact stiffness response indentation is defined by:  

dh

dF
S =          (2) 

The contact depth hp for which the indenter and the surface are in contact is given 
by (W.C. Oliver & Pharr), Figure 5 and Figure 6. 

S

F
hhp

max
max α−=             (3) 

Where ࢻ is a constant depending on the indenter geometry.  
Material hardness H (Pa) is deduced from the applied load Fmax (N) and the re-

sulting deformed surface Ac (m²). 

cA

F
H max=          (4) 

Where the contact area Ac determined from the contact radius 
2aAc π= . 

Where : 

• hf is the depth of the residual impression,  
• hmax is the depth from the original specimen surface at maximum load Fmax,  
• he is the elastic displacement during unloading,  
• ha is the distance from the edge of the contact to the specimen surface at full 

load. Upon elastic reloading, the tip of the indenter moves through a distance 
he, and the eventual point of contact with the specimen surface moves through 
a distance ha. 
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Fig. 5 Schematic illustration of conical in-
dentation with definition of items 

 
 

 

Fig. 6 (a) Schematic of indenter and speci-
men surface geometry at full load and full 
unload for conical indenter. (b) Load versus 
displacement for elastic-plastic loading fol-
lowed by elastic unloading. 

The Young's modulus of the material reduces E* can be expressed as a function of 
the tangent to the discharge curve S and the air contact by the "BASH" formula Ac  

cA

S
E

π
2

* =     (5) 

The Young's modulus of the composite material is calculated via the homogeniza-
tion method using the model and assuming that two phases (the matrix and inclu-
sions) are homogenous: 

( ) matrixinclusioninclusioninclusioncomposite EEE υυ −+= 1     (6) 

From the value of Young's modulus determined by the micro-indentation test, we 
can deduce the Poisson's ratio of the composite from the homogenization method 
also using the relationship: 

indentor

indentor

matrix

matrix

EEE

22 11

*

1 υυ −=−=  

4   Results and Discussion 

The numerical results of a micro-indentation aluminum matrix composite are  
obtained for different volume fractions, diameter of inclusions and loading  
conditions. 

4.1 Effect of Volume Fraction of Inclusions  

In this step of calculation, we set the diameter of 20μm inclusions and we imposed 
to the indenter displacement of 20μm. The diameter of the indenter is attached to 
160 microns. 
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Figure 7 shows the influence of the percentage of inclusions on the force-
displacement response when simulating a micro-indentation test of the composite  

 

 

Fig. 7 Influence of the proportion of inclu-
sions on the force-displacement response 
(Diameter of the inclusions is 20μm, the 
displacement of the indenter imposed 20μm 
and diameter 160μm of the indenter) 

 

Fig. 8 Influence of the diameter of the in-
clusions on the force-displacement re-
sponse (Diameter 160μm- displacement 
imposed 20μm -% Incl. 5%) 

The numerical results, Figure 7 and Table 1, show that increasing of the propor-
tion of inclusions grown the maximum force of indentation. However, the varia-
tion in the percentage of inclusions has virtually no effect on the slope of  
discharge (S). We also note that increasing the percentage of inclusions decreases 
the residual penetration (hr). Numerical results show that increasing the percentage  
of inclusions can vary the total energy of deformation so the strain hardening  
exponent. 

Table 1 shows the effect of varying the percentage of inclusions on the contact 
radius indenter material, the maximum force applied, the hardness, Young's mod-
ulus and yield strength of the material. From these results it is concluded that: 

• The contact radius R increases with the percentage of inclusions νf, 
• The maximum indentation force F also increases with the percentage of inclu-

sions νf, 
• Increasing the percentage of inclusions νf increased the hardness H of the 

composite, 
• Similarly, increasing the percentage of inclusions grown the Young's modulus 

E* of the composite, 
• The yield strength Y of the composite, it also increases with the percentage of 

inclusions νf, 

Table 1 Influence of the volume fraction 

νf R (mm) Fmax (N) H (MPa) E* (GPa) Ys (GPa) 
5% 0,0526 0,523 0,055 20,0279 0,0183 

10% 0,052 0,648 0,069 20,869 0,0231 
15% 0,052 0,731 0,079 20,859 0,026 
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4.2 Effect of the Diameter of the Inclusions 

In this case, the diameter of the inclusions is chosen by 5% in the VER, the im-
posed displacement is 20 microns and the diameter of the indenter is 160 microns. 

Figure 8 shows the influence of the diameter of the inclusions on the force-
displacement response when simulating a micro-indentation test of the composite. 

The numerical simulation results show that increasing the diameter of the inclu-
sions grows is the maximum force of indentation. However, the variation of the 
diameter of inclusions did not affect the slope of discharge (S) and the residual 
penetration (hr). The numerical results also show that increasing the diameter of 
the inclusions varies the total energy of deformation so the strain hardening expo-
nent. Table 2 summarizes the effect of varying the diameters of inclusions on the 
contact radius indenter material; the maximum force applied the hardness, 
Young's modulus and yield strength of the material. From these results we find 
that  

• The contact radius R decreases with the diameter inclusions (size), 
• The maximum indentation force Fmax also increases with the diameter of  

inclusions d, 
• Increasing the diameter of inclusions increased the hardness H of the  

composite, 
• increasing the diameter of the inclusions grow is the Young's modulus E* of 

the composite, 
• The yield strength Ys of the composite, it also increases with the Medal of  

inclusions 

Table 2 Influence of the diameter of the inclusions 

d (µm) R (mm) Fmax (N) H(MPa) E* (GPa) Ys (GPa) 

20 0,050 0,523 0,066 2,202 0,022 
30 0,049 0,579 0,073 2,360 0,024 

4.3   Comparative Experimental and Numerical Study  

We have achieved a comparative study between experimental results and numeri-
cal results. In fact, as it is shown by Figure 9, a good correlation is found.  
 

 

Fig. 9 Superposed experimental and numerical indentation curves 
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5   Conclusions  

A FE model is presented to simulate the indentation of mechanical properties 
from a micro indentation test. 

We have shown that the recently developed FE model reproduces the de-
pendence of the indentation hardness and Young modulus of the material on 
the indentation depth observed in micro indentation experiments and also on 
volume fraction of inclusions and also on their size. A rigorous finite-element 
analysis of micro indentation experiments is performed and the results show 
very good agreement with the indentation FE data. The parameter E, H and 
Fmax determined by the numerical analysis are consistent with the theoretical 
prediction model. This study validates the FE both as a consistent technique 
for mechanics and as an engineering analysis tool for advanced micro scale 
materials technology. 
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Abstract. The smaller sizes of current electronic devices suggest the feasibility of 
creating a smart composite structure using piezoelectric implant to monitor in-situ 
the lifetime of civil and aerospace structures. This study presents a health monitor-
ing of composites materials integrated by piezoelectric sensors using acoustic 
emission (AE) technique. A series of specimens of laminates composite with and 
without piezoelectric implant were tested in three-point bending tests while conti-
nuously monitoring the response by the AE technique. The analysis and observa-
tion of AE signals leads to the identification of the acoustic signatures of four 
damage mechanisms in laminates materials. One of the major differences between 
the two types of materials (with and without embedded sensor) is the intense 
acoustic activity in the integrated material. 

Keywords: Laminates, piezoelectric implant, three-point bending, acoustic  
emission, damage. 

1 Introduction 

Research activities of smart materials and structures present now a significant po-
tential of technological innovations which can respond to the needs of many indus-
trial sectors such as the aeronautics, the space, the energy and the civil engineering. 
These needs are expressed for example in reducing of vibro-acoustic levels or in 
improving the reliability of mechanical constructions. To achieve the optimal de-
sign of these systems and adaptive mechanical structures, new scientific and tech-
nological tools are now studied and implemented. In our days, many works (Mall 
and Hsu 2000, Paget et al. 2002, Ghezzo et al. 2009) have been investigated the 
feasibility of implantation of sensors and devices. Also they have evaluated the life-
time of smarts composites materials and they have study the damage mechanisms 
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and the mechanical behavior of materials. For example the implant of fiber-optic is 
studied by Measures (Measures 1992). He report on several advances and he make 
towards the development of fiber-optic sensors for smart structures. The piezoelec-
tric shows a particularly good capacity to satisfy exigent applications, due to unique 
mechanical strength, wide frequency response range, and favorable costs (Ye et al. 
2005). The piezoelectric implant is used in the fields of ultrasonic (Paget et al. 
2002), electromechanical technique (Mall and Hsu 2000), noise and vibration con-
trol (Yang et al. 2005), acoustic emission (Ghezzo et al. 2009), etc. For example, 
Lin and Chang (Lin and Chang 2002) have developed a manufacturing method for 
integrating a network of distributed piezoceramic sensors onto carbon/epoxy com-
posite structures. Their method was performed to monitor the progress of compo-
site cure using diagnostic signals generated by the embedded piezoceramics. They 
demonstrated that SMART Layer does not degrade the structural integrity of the 
host composite structures. Also they concluded that embedded sensors can be used 
for structural applications without significant compromise. The control of the inte-
grated fiber glass/epoxy composites by acoustic emission (AE) is studied by Ghez-
zo et al. (Ghezzo et al. 2009, 2010). Tensile tests were performed on samples while 
continuously monitoring their AE behavior. Results show that material properties 
in tensile tests are substantially the same of the material with and without integrated 
sensors. The embedment process causes material and geometrical discontinuities 
within the composite. 

Acoustic emission method was used to analyze the different damage mechan-
isms detected in composites. AE is an efficient method to monitor, in real time, 
damage growth in both structural components (El Guerjouma et al. 2001). This 
technique represents the generation of transient ultrasonic waves due to damage 
development within the material under load. Any generated AE signal contains 
useful information on the damage mechanism. To discriminate the different dam-
age mechanisms from the detected AE signals, many studies (Godin et al. 2005, 
Moevus et al. 2008) used different methods of classification. This works made it 
possible to identify four types of signals: A, B, C and D which correspond respec-
tively to four damage mechanisms: matrix cracking, debonding in the fiber-matrix 
interface, fibers breaking and delamination. 

This work presents a study of health monitoring structure of integrated lami-
nates composite subject to three-point bending in static and creep tests. Tests  
applied to the specimens with and without embedded piezoelectric sensor are con-
ducted in order to characterize the effects of introducing the sensor into the host 
composite material. The results of mechanical tests and AE signals collected  
during tests for specimens with and without integration were compared. 

2   Materials and Experimental Procedure 

2.1   Materials 

The materials considered were manufactured in the laboratory (LAUM). they are a 
cross [06/906]S laminates composite fabricated by hand lay-up process from  
E-glass fibers of weight 300 g m-2 and resin epoxy of type SR1500/SD2505. 
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Composite plates were cured at room temperature with pressure of 30 KPa using 
vacuum bagging technique. The piezoelectric sensors (Fig.1-a) were embedded 
during the manufacturing stage, their dimensions are given in table 1. 

Table 1 Dimensions of piezoelectric sensors embedded in the composite materials 

Piezoelectric Sensor Small Sensor  (SS) Large Sensor  
(LS) 

Diameter (mm) 5 10 
Thickness (mm) 0.5 1 

The incorporated sensor was placed within the plies on the neutral plane of the 
composite, in a way to result in 45 mm from the edge of the each specimen (Fig.1-
b). The composite specimens with and without sensor have been cut up using a di-
amond disc. The dimensions of specimens are: L = 150 mm, w = 30 mm and th = 8 
mm, where L, w and th are the length, width and thickness respectively. Eventually, 
we obtain three types of specimens: specimen without sensor WS, specimen em-
bedded with small sensor SS and specimen embedded with large sensor LS. 

 

                 

                         (b) 

 
      (a) 

                       (c) 

Fig. 1 a) Piezoelectric sensor, b) Integrated specimen, c) Experimental set-up of three-point 
bending test 

2.2   Experimental Procedure 

At ambient temperature, the specimens are subjected to three-point bending in 
static and creep until failure. Experimental tests were carried out on a standard hy-
draulic machine INSTRON 8801 of 10 kN capacity. The span between the outer 
supports was taken to 120 mm. The displacement can be measured using a linear 
displacement transducer (LVDT). The machine is interfaced with a dedicated 
computer for controlling and data acquisition. Experimental set-up is shown in 
figure 1-c. The specimens were tested in static three-point bending until fracture at 
a constant rate of 2 mm min-1. The load and displacement of specimens were rec-
orded during tests. In creep tests, the specimens are subjected to a constant load 
level and maintained in isotherm condition at room temperature. Then we record-
ed the increase displacement in time. Creep tests were done for applied load levels 
r (Fa/Fu) equal to 0.75, where Fa is the applied load to the specimen during the 
creep tests and Fu is the ultimate failure for integrated specimen in static test.  
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During loading, acoustic emission signals were recorded. The acquisition of the 
signals is carried out using the software AEWin from Euro Physical Acoustics 
(EPA) Corporation with a sampling rate of 5 MHz and 40 dB pre-amplification 
(Fig. 2-a). AE measurements are achieved by the piezoelectric sensor with a  
frequency range of 100 kHz-1 MHz. The AE sensor used in this study is a piezoe-
lectric ceramic Pz 27, a detailed description of the sensors can be found in Ref. 
(Ferroperm catalogue). This sensor has disc form geometry. Figure 2-b shows a 
typical AE signal and the parameters commonly used for analysis. 

 

  

                      (a)                                               (b) 

Fig. 2 a) Experimental setup of acoustic emission (AE) method, b) Example of AE signal 

For each AE event, several parameters are calculated by the acquisition system. 
These collected parameters are used as input descriptors in the proposed classifi-
cation method. The five descriptors are the energy, the amplitude, the rise time, 
the counts and the duration of the signals. The AE signals are classified by the k-
means method using Noesis software (2004). The k-means method (Likas et al. 
2003) is an unsupervised pattern recognition analyses provide a multidimensional 
data classification. The number of classes is optimized by taking the minimum 
value of the factor Rij (Davies and Bouldin 1979). 

3   Experimental Results 

3.1   Mechanical Behavior 

Figure 3-a presents a comparative study of composite specimens with and without 
embedded sensors. This figure gives the evolution of load versus displacement for 
three types of specimens: WS, SS and LS. The SS specimen reaches the break af-
ter the WS specimen, while the LS specimen reaches the break before. The each 
load/displacement curve is divided into two zones: the first one is linear, which is 
elastic. It is large and allows measuring stiffness in three-point bending test. The 
second zone is nonlinear until the break of specimen.  

rise time 
amplitude

counts

threshold

time

duration

AE signal  
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Fig. 3 a) Load-displacement curves measured in static tests for WS, SS and LS specimens, 
b) Normalized displacement vs time in creep tests for the same type of specimens 

Table 2 shows the mechanical characteristics of specimens obtained in flexural 
static tests. The failure load of SS specimen present a slight reduction (8%) while 
a reduction of 18% was observed for the LS specimen. From this result we de-
duced that the dimensions of the integrated sensor especially the thickness have 
significant influence on the material life-time and the failure load. In addition, we 
have noticed that the damage initiation begins away from at the sensor location, 
also the damage of material is away from the sensor. In the static tests, the most 
important result is that the material stiffness has not decreased, on the contrary, in 
the case of SS specimen, stiffness has increased slightly. 

Table 2 Mechanical characteristics obtained in flexural static tests 

Specimen WS SS LS 

Failure load (kN) 5 4.6 4.1 

Failure displacement (mm) 7.6 7.8 6.2 

stiffness (kN/mm) 0.9 0.96 0.9 

The three-point bending creep tests were carried out on the identical specimens 
tested in static. A comparative study of composite specimens with and without em-
bedded Pz 27 sensors is shown in figure 3-b. This figure illustrates the evolution of 
normalized displacement in time using a semi-logarithmic scale at load levels of 
r(Fa/Fu) =0,75 where Fu = 3,75 kN and Fa = 5 kN. The analysis of these results 
shows that the integrated specimens have similar curve as that of specimen without 
sensor. Both integrated specimens reached the break before the material without in-
tegration. It should be noted that incorporation of sensors within composite signifi-
cantly affects the material lifetime. The evolution of displacement according the 
time for each specimen can be divided in three distinct phases: the first one presents 
a slight increase of deformation which is very spread in time and represents the 
dominant part during test, followed by the second short zone characterized by a 
continuous acceleration of deformations rates which is associated to the more ac-
tive damage until the final zone that represents the failure of materials. 
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3.2   Identification of Damage Mechanisms by Acoustic Emission 

The acoustic signals collected during tests were classified by the k-means method. 
This analysis is achieved in order to identify the acoustic signals emitted by dif-
ferent type of damages, also to compare evolution of these various mechanisms in 
laminates material with and without embedded sensor during tests. Different dam-
age mechanisms have been identified on fiber-matrix materials from their AE sig-
nals (Godin et al. 2005, Moevus et al. 2008). According to those previous studies, 
the damage mechanisms that are considered according to the collected AE signals 
are: matrix cracking (characterized by signals of A class), fiber-matrix debonding 
(B class), fibers breaking (C class) and delamination (D class). For the comparison 
purposes, specimens without embedded sensor were also tested. In this case, the 
Pz 27 is coupled on the face of the specimen using silicon grease. In this part, only 
results of specimens without embedded sensor (WS) and with embedded small 
sensor (SS) were presented.  

Figure 4 shows the classification of AE signals for two types of laminates com-
posite: WS specimen and SS specimen. This figure gives the amplitude distribu-
tion versus time. The classification of AE signals for laminates materials shows 
the presence of the four types of damage: A, B, C and D class. In the static tests, 
load was increased to failure, so the progression of damage was dependent on the 
increasing level of applied stress. It is worth noting that the acoustic activity of the 
specimens is mainly located around the amplitudes of 40-65 dB, during three 
quarts of the flexural test (Fig.4). After that, the amplitude distribution becomes 
very concentrated and very important reached until 100 dB. 
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Fig. 4 Amplitude distribution versus time for cross composites in static tests: a) specimen 
without integration b) specimen embedded with small Pz 27 sensor 

For both specimens, this visualization shows that the matrix cracking (A class) 
is the most important damage mechanism as it begins from the start of the test and 
involves much more numerous events. A class is followed by the appearance of 
fiber-matrix debonding (B class), delamination (D class) and fibers breaking (C 
class) successively. For material with embedded sensor, the events amplitude is 
higher and the number of cumulative AE signals is more than those observed in 
material without integration (Fig.4-b). 
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Similar to static tests, the distribution of amplitude versus time of AE signals 
obtained during creep tests are shown in figure 5. Also in creep tests, we have ob-
served the presence of the four types of damage. For the comparison of embedded 
sensor and sensor mounted on the surface, the embedded sensor (Fig.5-b) showed 
a much higher sensitivity. 
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Fig. 5 Amplitude distribution versus time for cross composites in creep tests: a) specimen 
without integration b) specimen embedded with small Pz 27 sensor 

4   Conclusion 

Effects of embedded piezoceramic (Pz 27) sensors on the integrity and mechanical 
response of the laminates composite have been presented. Three-point bending 
static and creep tests were performed on specimens while constantly monitored by 
the acoustic emission technique. The mechanical behavior of composites with and 
without integrated sensor shows no difference in the form. The incorporation of 
piezoelectric sensor influences specially the fracture load and causes low degrada-
tion of mechanical properties of material. Comparing embedded sensor to sensor 
mounted on the surface, the embedded sensor showed a much higher sensitivity. It 
was thus verified that the embedded AE sensor had great potential for AE moni-
toring in fiber reinforced composites structures. It is worth noting that the non-
destructive monitoring of fiber reinforced composites will be enhanced when the 
sensors are incorporated within the composites structures. 
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Abstract. In many situations, the vibrating structures are in contact with a fluid 
(fluid around the hulls of a boats, reservoirs, etc), but the dynamic behaviour of 
the structure can be significantly modified by the presence of the fluid. Tradition-
ally, the study of mechanical systems fluid-structure interaction is based on a de-
terministic approach where all the parameters used in the model are a fixed value. 
But it suffices to having conducted a few experimentations to realize that the limi-
tations of such modeling. This work proposes a numerical stochastic method of 
the modal synthesis extended to reliability study, based on FORM and SORM ap-
proaches, for solving the large vibroacoustic problems. The method developed 
couples the dynamic substructuring method of type Craig and Bampton and the 
acoustic subdomains method based on a pressure formulation. The numerical me-
thod used takes into account the uncertainties of the input parameters of the two 
domains. The application of the proposed method is performed on a boat propeller 
immersed. This numerical study compared to an experimental study we can vali-
date the calculation process. 
 
Keywords: Fluid-structure interaction, reduction of model, Vibroacoustic, Nu-
merical simulation, Modal synthesis, Reliability. 

1   Introduction 

The vibrating structures which are dimensioned are often in contact with a fluid 
(fluid around the hulls of a boats, reservoirs, heat exchangers in power plants, etc), 
but the dynamic behavior of the structure can be significantly modified by the 
presence of the fluid. The sizing must take into account the effects of fluid-
structure interaction. Particularly the dynamic behavior of an elastic structure 
coupled to a fluid can    be significantly modified through the presence of the flu-
id. In the vibroacoustic studies of coupled systems fluid-structure modeled by the 
finite element method (Sigrist 2011), (Souli and Sigrist 2009), the interest of re-
ducing the size of the problem is obvious because we have to add all the degrees 
of freedom of the acoustic domain to those of the structure. 
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Traditionally, the study of mechanical systems fluid-structure interaction I       
based on a deterministic approach where all the parameters used in the model are a 
fixed value. But it suffices to having conducted a few experimentations to realize 
that the limitations of such modeling. Hence the need to take into accounts the un-
certainty on the parameters of mechanical systems. Furthermore the knowledge of 
the variation of the response of a structure involving the uncertain parameters, 
geometry, boundary conditions, manufacturing tolerances and loads is essential in 
the design process. This work proposes a numerical stochastic method of the mod-
al synthesis extended to reliability study, based on the FORM and SORM ap-
proaches, for solving the large vibroacoustic problems. The method developed 
couples the dynamic substructuring method of type Craig and Bampton and the 
acoustic subdomains method based on a pressure formulation (Craig and Bampton 
1968).The numerical method used takes into account the uncertainties of the input 
parameters of the two domains (M. Mansouri et all. 2012). The application of the 
proposed method is performed on a boat propeller immersed in air and water. The 
numerical study is conducted using a code developed in MATLAB coupled with 
the finite element code ANSYS in order to evaluate the reliability of the structure. 
This numerical study compared to an experimental study we can validate the cal-
culation process and the method proposed in the field of frequency analysis and 
reliability-study of submerged structures to build a reliable and robust model for 
the problems of fluid-structure interaction. 

2   Vibroacoustic Problem 

Front of the complexity of mechanical systems fluid-structure interaction, the 
classical numerical and experimental methods of the vibratory mechanical are 
costly, sometimes even unusable. In perfect coherence with the modular organiza-
tion of large projects, the method of substructure and subdomain appears to be the 
most effective way to conduct the vibratory study for all fields from dynamic  
domains constituting the system (Treyssede and El Hami 2004). However, the ap-
plication of a modal synthesis method for the vibroacoustic problem raises two 
crucial problems linked on the one hand to the choice of acoustic formulation and 
secondly the choice of method associated subdomains (El Hami et all. 1996). We 
consider an acoustic fluid in a rigid cavity, in contact with an elastic structure. The 
variables used to describe the structure Ω and the acoustic cavity F are respective-
ly the displacement u and the pressure fluctuation p. We note ρf the fluid density, 
C the speed of sound in the fluid, and ρs, E and ν are respectively the density, 
Young's modulus and Poisson's ratio of the structure. In the sequel, the exhibitors 
(and indexes) s and f shall designate respectively the numbers of substructures and 
subdomains.  

Each substructure occupies a volume noted Ωs. Each subdomain fluid occupies 
a volume Ωf. The structure Ω is composed of Ns substructures Ωs (s = 1,..., Ns) and 
the acoustic fluid F is constituted by Nf acoustic subdomains Ωf (f = 1,..., Nf). Into 
we distinguish three types of interface, defined as follows: ′௦௦ܮ ൌ Ω௦ ′Ω௦ת ′ܮ  , ൌ Ω ת Ω′,  ܮ௦ ൌ Ω௦ ת Ω. 
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Lss’ denotes the interface (or junction) between the substructure Ωs and the sub-
structure Ωs’ (Lss’ = Ø if these two domains are not in contact).  Lff’ represents the 
interface between the fluids subdomains Ωf and Ωf' (Lff’ = Ø in the absence of con-
tact between the two subdomains fluid).  Lsf  is the fluid-structure interface be-
tween the substructure Ωs and the fluid subdomain Ωf (Lff’ = Ø if Ωs and Ωf are not 
in contact). 

The finite element discretization of variational formulations structural and 
acoustic (Kuireghian and Zhang 1999),  leads to the following algebraic form: 

 For substructures ሺKୱ െ  ωଶ Mୱሻሼuୱሽ ൌ  ሼFୱୣሽ  ∑ ൛FLୱୱ′ൟNS౩ୱ′ୀଵୱ′ஷୱ   s=1,…,Ns             (1) 

where: ሼuୱሽ   the displacement vector of each sub-structure, ሾܯ௦ሿ  the mass ma-
trix of the substructure Ωs, ሾܭ௦ሿ  the stiffness matrix of the substructure Ωs, FLSS′   
the bonding forces and FSୣ    the equivalent external forces including all excita-
tions of type imposed displacement. 

 For subdomains ൫H െ  ωଶ E൯൛Pൟ ൌ  ൛aୣ ൟ  ∑ ൛aL′ൟN′ୀଵ′ஷ   f=1,…,Nf              (2) 

where : ൛pൟ  the acoustic pressure vector of each subdomain, ሾܪሿ    the mass 
matrix of the fluid subdomain Ωf, ሾܧሿ the stiffness matrix of the fluid subdomain 
Ωf, {a} the vector of equivalent external pressures (including exceptions inherent 
in frontier Γ୮  of type imposed pressure) and ൛aL′ൟ the acceleration at the inter-
face between the fluid subdomain Ωf and the fluid subdomain Ωf’. 

 For vibroacoustic problem 
The structural and fluids degrees of freedom are grouped in a global vector: ۃu  pۄ ൌ uଵ  uଶۃ   … uN౩   pଵ  pଶ … pNۄ 

Taking into account the interaction between the substructure Ωs and the fluid sub-
domain Ωf, the global matrix of fluid-structure interaction is written: 

ሾLሿ ൌ   Lଵଵ ڮ LଵNڭ ڰ LN౩ଵڭ ڮ LN౩N 

In this expression, ൣLୱ൧ are implicitly zero when there is no interface between the 
sub-structure Ωs and the fluid subdomain Ωf. Equations (3) below can be assem-
bled into a single equation (4): 

 ሼuሽ ൌ ሾSሿሾφሿሼwሽ ,    ሼpሽ ൌ ሾTሿሾψሿሼrሽ                      (3) 
 ቄupቅ ൌ  ሾCሿሾRሿ ቄwr ቅ                               (4) 

 

where ሾCሿ ൌ  ቂS 00 Tቃ and ሾRሿ ൌ  φ 00 ψ൨.  
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And taking into account the compatibility conditions at the interface the last 
terms of equations (1 and 2) will disappear. Finally, the equation to solve of vi-
broacoustic problem reduced by modal synthesis without the external loads is: 

 ሾCሿ୲ሾRሿ୲ ൬െ ߱ଶ  M 0
ρL୲ E൨  ቂK െL0 H ቃ൰ ሾCሿሾRሿ ቄwr ቅ ൌ ቄ00ቅ               (5) 

3   Reliability Analysis 

The first step in the analysis of the reliability is to define the design variables Xi 
(i=1, 2, ..., n)  having a significant level of fluctuation. For each of these variables 
Xi (whose achievements are noted xi), we assign a probability distribution reflect-
ing the corresponding random. This can be achieved through statistical studies, 
physical findings, or lack of resources, expert advice. The quality of information is 
reflected in the accuracy of results. The second step is to define a number of po-
tential failure scenarios. For each of them, a performance function G (xi) divides 
the space into two regions of the variables: safety domain G (xi)> 0 and failure 
domain G (xi) ≤ 0. The boundary between these two domains is defined by G (x) = 
0, called limit state function. The failure probability is given by: p ൌ  fXభ,…,Xሺxଵ, … , x୬ሻGஸ dxଵ … dx୬                    (6) 
 
where fXభ,…,Xሺxଵ, … , x୬ሻ  is the joint density of probability of the variables Xi. 
The evaluation of this integral is very costly in time of calculation, because it 
comes to a very small quantity and because all the necessary information on the 
joint density of probability is not available. And it is very rare that this integral can 
be studied analytically or numerically. In practice, we do not have in general the 
joint density of probability of the vector {X}, we must be content most often the 
marginal distributions for each variable Xi and some information about their corre-
lation. In addition, the integration domain can be defined implicitly and complex 
according the used mechanical model. Various methods of resolution have been 
developed to overcome these difficulties (Radi and El Hami 2005). 

Traditionally, we distinguish two main methods: the methods based on simula-
tions such as Monte Carlo simulation and those using approximate methods such 
as First Order and Second Reliability Methods (FORM and SORM), these two ap-
proximation methods are based on the determination of the reliability index β, 
which allows to access an approximate value of probability of failure Pf (El Hami 
and Radi 2011). The vector of basic variables X, defined by its joint density func-
tion is transformed into a vector of centered normal variables, normalized and  
independent U, defined in the standard space. This transformation consists in par-
ticular to pass of random variables xi of arbitrary marginal distributions and  
optionally correlated to reduced and centered normal distribution uncorrelated  
(independent) ui, by the following expression: 
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ݑ  ൌ ܶሺݔሻ ൌ ߶ିଵ߁ ቂܨೕሺݔሻቃ                         (7) 

where ߁  is the inverse of the Choleski triangularization of the correlation matrix 
equivalent,  ܨೕሺݔሻ is the distribution function of the variable xj, ߶ିଵ  is the in-

verse of the Law standard Gaussian distribution.  In standard space, the reliability 
index  β is the minimum distance between the origin and the limit state function. 
This distance defines a point P*, said the design point (or point of failure most 
likely). The index  β is calculated by solving an optimization problem with  
constraints: 

β ൌ minට∑ T୧ଶሺx୨ሻ୧      u. c.   Gሺx୨ሻ  0                   (8) 

A calculation method of the transformation is available in (Kiureghian and Liu 
1986), where details are given on an approximate computation of the equivalent 
matrix of correlation. 

4   Numerical Results 

Following our deterministic study applied to a boat propeller and a single blade in 
air and in water, we have noticed a variation of the numerical results compared to 
the experimental results, we have thought to extend this study to the stochastic and 
reliability study to take account of uncertainties in the entered variables. Figure 1 
shows the finite element model of the structure. The fluid and the propeller are de-
fined by their properties shown in the tables (1) and (2). The objective of this 
study is the demonstration of the interest of the proposed method. The numerical 
development has been realized by a code which couples MATLAB and ANSYS. 
The reduction’s method is applied to a given simplified model of the propeller 
composed of four substructures and the acoustic cavity is divided into four sub-
domains containing each approximately the same number of elements (see Figure 
1). The deterministic numerical calculations are performed on the whole structure 
and on the single blade and they are compared with experimental results. 

Table 1 Material properties of the structure 

Young’s modulus [Pa] Poisson’s ratio Density ሾ۹. ሿ 9.6ିܕ ൈ 10ଵ 0.3 9200 

Table 2 Material properties of the fluid 

Density ሾKg. mିଷሿ Speed of sound ሾm. sିଵሿ 
1000 1500 
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Fig. 1 Finite element model 

4.1 Probabilistic Study 

Front of the complexity of the problem, we have chosen to consider only the 
sources of uncertainties related to the material properties and we will be limited to 
the study of a single blade in air and in water. The choice of standard deviations 
and the means of random variables were chosen based on different analyzes (Man-
souri et all. 2012), (Devic et all. 2001). Table (3) contains the means of random 
variables used in this study and the distributions laws chosen. 

Table 3 Moments of the parameters of the problem and distribution laws 

Parameters Means Standard deviation Distribution 
Young’s modulus [Pa] 9.6 ൈ 10ଵ 0.5 ൈ 10ଵ Gaussian 

Density of structure  9200 2669.6 Uniform 
Density of the fluid  1000 295.72 Uniform 

In this context, the stochastic calculation was carried out using probabilistic de-
sign system. This tool is based on a calculation with Monte Carlo simulation (MC) 
for 100 samples and the response surface method (RSM) for 40 samples. Tables 4 
and 5 show means of the natural frequencies. The first gives the finding results us-
ing the propeller blade in air and the second gives the finding results in water. 

Table 4 Means of the frequencies for the propeller blade in air 

Modes ANSYS MATLAB MC SD RSM SD 
R1 74.863 73.761 72.46 12.5 73.58 15.28 
R2 119.82 117.342 115.8 23.5 118.5 28.79 
R3 205.58 198.819 199.6 37.1 194.7 45.36 

Table 5 Means of the frequencies for the propeller blade in water 

Modes ANSYS MATLAB MC SD RSM SD 
R1 37.71 36.893 35.671 5.62 34.22 7.1 
R2 67.54 66.887 66.34 11.16 67. 45 14.4 
R3 126.32 124.541 124.12 25.87 121.93 27.73 
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4.2   Reliability Study 

We have chosen to implement a direct coupling between a reliability code devel-
oped in MATLAB and ANSYS. These two codes in fact answer our needs in 
terms of calculation capacity and the possibility of dialogue. In this numerical 
study, the analysis of the reliability of the propeller in air and in water was based 
on an implicit limit state function G based on the first natural frequency R1: for the 
propeller in air: ۵ሺ۳, ૉܛሻ ൌ ܀  െ ࡾ   ,  with܀ ൌ ૠ ࢠࡴ and for the propeller 
in water: ۵ሺ۳,  ૉܛ, ૉሻ ൌ ܀ െ ࡾ   , with܀ ൌ  ࢠࡴ 

The mean values of random variables for this study are shown in Table (3). 
Tables 6 and 7 summarize the design parameters considered in the uncoupled and 
coupled structure for this example, and they illustrate a comparison between the 
results obtained from FORM and SORM approaches.  

Table 6 Design parameters considered in the propeller blade in air 

Parameters FORM SORM 
Young’s modulus [Pa] 8.5 ൈ 10ଵ 8.5 ൈ 10ଵ 
Density of the structure  9030 9030 

reliability index β 3.68 3.68 
Probability Pf 0.083 0.012 

Table 7 Design parameters considered in the propeller blade in water 

Parameters FORM SORM 
Young’s modulus [Pa] 8.37 ൈ 10ଵ 8.37 ൈ 10ଵ 
Density of the structure  8980 8980 

Density of the fluid  890 890 
reliability index β 3.54 3.54 

Probability Pf 0.11 0.087 

 
On the basis of preliminary deterministic study, the reliability analysis based on 

FORM and SORM approximate methods was conducted for the blade in air and in 
water. Precisely given the low values of probability of failure Pf, it seems to us 
more convenient to reasoning in terms of reliability index β, in order to build a 
trust domain of the input parameters chosen as defined in Table (3). By comparing 
the probabilities of failure and reliability index calculated and displayed in Tables 
(6) and (7) with the ranges of values of probability of failure and reliability index 
β corresponding accepted in various industrial sectors in particular for the marine 
structures (P -we find that there is a very impor ,([ 3.72;2.33] א et β [10-4;10-2] א
tant level of reliability of the blade.  

5   Conclusion   

The developed method in this work couples the dynamic substructuring method of 
type Craig and Bampton and acoustic subdomains method based on the acoustic 
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pressure formulation. And to take into account uncertainties related to parameters 
of the two domains, a reliability analysis was subsequently conducted. The used 
numerical method takes into account the uncertainties of input parameters such as 
properties of the two domains fluid and solid. The application of the proposed me-
thod is performed on a propeller boat in air and water. The numerical study is per-
formed using a code developed which couples MATLAB and ANSYS to evaluate 
the reliability of the structure. The comparison of the numerical results allows us 
to validate jointly the process of calculation and the method proposed in the do-
main of frequency analysis and the reliability of submerged structures in order to 
build a reliable and robust model for the problems of fluid-structure interaction. 
The obtained results of the propellers are very encouraging. The proposed model, 
whose choices have been dictated by the physical phenomena involved, the deter-
ministic results and available experimental data.  
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Abstract. To predict pressure waves in homogeneous gas-liquid mixtures in elas-
tic flexible pipes, a mathematical model based on the gas-fluid mass ratio is pre-
sented. The density of the fluid is defined by an average of both fluid components. 
A relationship between the pressure and the cross-section of the pipe is developed 
taking into account the fluid-structure interaction. The two constitutive equations, 
conservation of mass and momentum, yield a set of partial differential equations 
which are solved by the irregular grid method characteristics method. The ob-
tained results show that the pressure wave propagation is significantly influenced 
by the fluid compressibility and the pipe wall elasticity.  

Keywords: deformable pipe, gas-liquid flow, method of characteristics. 

1 Introduction 

The propagation of pressure waves in two-phase flows occurs in several hydraulic 
installation systems such as nuclear , geothermal power plants and in petroleum 
industries. Most common studies concern the quasi-rigid pipes namely the metal-
lic pipes where the diameter and the thickness are supposed constant. One can 
mention, in particular, the works of (Chaudry et al. 1990, Chammami et al. 2001, 
Ouyang et al. 2001). In these works, the gas-liquid mixture is supposed homoge-
neous. The gaseous phase is represented by the volumic rate of gas which varies 
with the pressure. On the other hand, in most quoted works, the elasticity of the 
pipes has been disregarded in front of the compressibility of the mixture. It has 
been shown that the presence of the gaseous phase considerably absorbed the am-
plitude of the pressure waves provoked by the phenomenon of water hammer. The 
transient flows in deformable elastic pipes such as rubber tubes, arteries (Figueroa 
et al.2006, Ryo et al. 2009) and visco-elastic pipes, possess some features different 
from those related to the rigid or quasi-rigid pipes. Some studies have been devel-
oped to examine the influence of the pipe deformation on the evolution of the 
pressure waves (Streeter and Wylie 1983, Bahrar et al. 1998, Chen and Liang  
2007). However, these studies concern liquid flows only.  

In this paper, we study the transient flow of gas-liquid mixtures through elastic 
pipelines and observe the influence of different values of gas mass fraction and 
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Young’s modulus on the pressure evolution. The interaction between the pipe wall 
elasticity and gas mass fraction is also analyzed. The transient regime is created by 
the rapid closure of a downstream valve. The numerical simulation was performed 
by using the characteristics irregular grid method. 

2 Hypothesis 

The transient flow is supposed one-dimensional and concerns homogeneous gas-
liquid mixture. The calculation of the pressure loss is done by analogy with in-
compressible permanent flows. The gas mass ratio is noted 

( )[ ]lgg MMM +=θ , where lM  and gM  represent the masses of the liquid 

and the gas respectively. The gas density evolves according to the following isen-
tropic law: 

( ) n
gg pp 1

00
ρρ =                              (1) 

For rubber and other substances having a Poisson’s ration of about 0.5, the volume 
of wall material remains constant during deformation, and the wall continuity rela-
tion is (Stuckenbruck et al.1985): 

00 ReeR =                                (2) 

3 Mathematical Formulation 

3.1   Momentum Equations 

By application of the mass conservation and momentum laws to an element of flu-
id between two sections of abscissa x and x+dx of the pipe, we get the following 
equations of continuity and motion (Streeter and Wylie 1983): 
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where λ  is the friction coefficient . 
Equations (3) form a system of two non-linear partial differential equations in 

which the pressure p and the velocity V are considered the main variables of the 
flow. To numerically solve these equations, we must express the density of the 
mixture ρ  and the section A of the pipe according to the fluid pressure. 

3.2 Expression of the Mixture Density 

The expression of the average density of the mixture is defined according to the 
gas mass ratio θ  (Hadj-Taïeb and Lili 1999): 
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( )[ ] 11 −−+= lg ρθρθρ                        (4) 

3.3 Elastic Pipe Behavior Law 

For highly deformable tubes, the relation between stress and strain is: 

( ) RdREepRdEdd =⇔= θθ εσ                   (5) 

The Young’s modulus can be expressed as follows (Streeter and Wylie 1983): 

( )δ00 RREE =                                 (6) 

where, δ  = 0 for materials with linear elastic behavior and δ  ≠ 0 for materials 
with non-linear elastic behavior.  

Using (2) and posing 422 DRA ππ == , the integration of (5) leads to: 

( ) ( ) ( )[ ] 0 000000 =+= δifpAALnDeEAAp  (7) 

( ) ( ) ( )( )[ ] 0 12 0
2

00000 ≠+−= δδ δ ifpAADeEAAp   (8) 

3.4 Expression of the Wave Speed 

The wave speed in the fluid can be defined as (Stuckenbruck et al.1985):  
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By considering the relations (1) and (4), the first term on the right-hand side of (9) 
can be written: 
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where gK  and lK are the compressibility of gas and liquid respectively. 

Taking into account (7) and (8), and whatever be δ , the second term on the 
right-hand side of (9) can be written: 
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By substitution equations (10) and (11) in equation (9), the speed of wave’s equa-
tion becomes: 
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Posing ( )22 θρρ gr npC =  and, 000
2 DFeECd ρ= ,we find: 

212

1

−























+=

r

d

d C

C

C

C
                       (14) 

4 Numerical Resolution by the Method of Characteristics 

The method of characteristics is often used to transform the governing partial dif-
ferential equations into ordinary differential equations that are valid along two sets 
of characteristic lines (Fig. 1). Taking into equations (10) and (11), the equations 
of continuity and motion (3) can be written: 
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where V(x, t) and A(x, t) are the two dependant variables. 
By the use of the characteristics method, equations are (15) are converted into 

four ordinary differential equations. These four equations are presented by two 

pairs of equations identified as +C  and −C  (Abbott. 1966): 
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gVVAJ 4λπ=  represents the pressure loss by unit of pipe length. 
The unknown values of (V , A , x, t), at any point P, as shown in Fig. 1, can be 

determined by knowing their values at the points Q and S lying on the two charac-
teristics passing through P and then integrating the two equations (16).  

5 Applications and Results 

As an application, we consider the hydraulic installation (Fig. 2) composed by a 
pump supplying the mixture (air-water) through a pipe to a constant level reservoir 
placed at the downstream end of the pipe. 
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Fig. 1 Characteristic lines 

 

Fig. 2 Hydraulic installation 

5.1 Influence of the Pipe Wall Elasticity on the Propagation  
of Pressure Waves 

Fig. 3 represents plots of the pressure evolution as a function of time at different 
sections of the pipe, for 410−=θ  and for different values of the Young’s mod-
ulus. These plots show that the amplitude of the initial upstream depression, pro-
voked by the sudden shut off of the pump, gets increasingly higher as long as the 
Young’s modulus increases. These plots show too that the speed of the pressure 
waves decreases when the elasticity increases. In fact, it can be noted on Fig. 3, 
that the depression wave reaches the section x = 3L/4 after 65 s for E = 5 GPa 
(point A1), after 97 s for E = 1 GPa (point A2), after 128 s for E = 0.5 GPa (point 
A3) and after 277 s for E = 0.1 GPa (point A4).  
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Fig. 3 Pressure evolution as function of time, at different sections of the pipe, for different 
values of E and for 410−=θ  

Furthermore, these plots show that beyond certain values of E, the speed of the 
pressure waves is not constant along the pipe. In fact, for E = 0,5 GPa, the pres-
sure wave reaches the section x = L/4 (point A6) at the instant t = 36 s with an av-
erage speed of C = L/(4t)=138 m/s, while it reaches the section x =3L/4 (point A3) 
at the instant t = 128.s, with an average speed of 116 m/s. However, below certain 
values of E, the speed of waves along the pipe remains constant. In fact for E = 0,1 
GPa, the pressure wave reaches the section x = L/4 (point A5) at t = 89s and it 
reaches the section x =3L/4 (point A4) at t = 277 s which gives an average speed 
in both sections equals to 55 m/s. In this case, the effect of the fluid compressibili-
ty is disregarded in front of the pipe wall elasticity. These plots show also that the 
restoration time of the final steady state flow is inversely proportional to the 
Young’s modulus. In fact, it can be noted on the median section, that the final 
steady state for E = 0.1GPa is reached in 1100 s (point C), whereas for E = 5 GPa, 
E = 1 GPa and E = 0.5 GPa, the final steady state exceeds 1500 s. 

5.2 Influence of Air Mass Ratio on the Pressure Evolution 

Fig. 4 (a) shows the pressure evolution as a function of time for E = 2GPa and for 
different values of the air mass ratio θ . It can be noticed that the amplitude of 
fluctuations as well as the speed of these waves are inversely proportional to the 
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amount of gas in the mixture. Whereas, for values of E lower than 0.1GPa, the 
variation of the air mass fraction doesn't have any influence on the pressure waves 
as shown in Fig. 4 (b). In this case the pipe wall elasticity becomes preponderant 
and completely annihilates the effect of the fluid compressibility. The same find-
ings can be deduced from equation (13). It’s clear to see, in this equation, the inte-
raction of the first two terms (related to θ ) with the third term (related to E). In 
fact, for a given value of θ , when E decreases it reaches a certain value which 
permits to disregard the first two terms of equation (13) in front of the third term. 
In this case, and below this value of E, the compressibility of the fluid has no ef-
fect and the wave speed remains constant in all sections of the pipe. However, for 
a given value of E, the decrease of θ  will lead to the increase of the wave speed 
and hence the pressure amplitude until θ  reaches a certain value where the pipe 
wall elasticity becomes insignificant. In this case, the third term of equation (13) 
can be neglected in front of the first two terms of this equation as seen in Fig.4 (a). 

 

0,0

0,2

0,4

0,6

0,8

1,0

1,2

0 300 600 900 1200 1500

θ = 10-4
θ = 10-5
θ = 10-6

Pressure (MPa)

Time (s)
x = 0

(a)

0,4

0,6

0,8

1,0

1,2

0 1000 2000 3000 4000 5000

θ = 10-6

θ = 10-5
θ = 10-4

Pressure (MPa)

Time (s)x = 0

(b)

 
Fig. 4 Pressure evolution as function of time, at the upstream section of the pipe (x=0), for 
different values of θ  and for E = 2 GPa (a) and for E=.0.1 GPa(b) 

6 Conclusion 

The numerical solution of gas-liquid mixtures transient flows in deformable pipe-
lines caused by sudden shut-off of pumps has been presented. This problem is go-
verned by two coupled partial differential equations of hyperbolic type. The nu-
merical method employed is the method of characteristics. The occurrence of 
pressure oscillations in the different sections of the pipe was analyzed as a result 
of a depression wave originated by the sudden shutdown of a pump. We have ana-
lyzed the effect of the wall elasticity and the air mass fraction θ  on the pressure 
evolution. The obtained results show that for a given value of θ , the pressure 
drops is proportional to Young’s modulus. Furthermore it has been noted that 
beyond certain values of Young’s modulus, θ  has no influence on the pressure 
evolution, and beyond certain values of θ , the Young’s modulus has no effect on 
the pressure evolution.  
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Abstract. The flow in the internal combustion (IC) engine intake manifold deter-
mines the flow in the cylinder prior and during the combustion. Consequently, in-
take-air manifolds have a major effect on engine’s performances and emission 
pollutants. In order to achieve the best volumetric and thermal efficiency, the de-
sign of intake manifolds presents a very important objective for engines manufac-
turers. In this paper, the flow characteristics of air-fuel mixture flowing in various 
designs of manifold of IVECO 6 cylinder heavy-duty engine are studied. This en-
gine operates with bi-fuel LPG (liquefied petroleum gas)-gasoline technology. The 
proposed paper aims to present a three dimensional unsteady CFD (Computational 
Fluid Dynamics) analysis of the flow inside the two manifold shapes. The mass 
flow rate of the in-cylinder charge, the velocity and the turbulent kinetic energy 
are investigated in order to develop a thorough understanding of the in-cylinder 
flow and identify the optimal manifold. The cyclic dynamic in-cylinder flow re-
sults show that the second intake manifold shape present the optimal configuration 
for engine charging. The comparison between simulation results and those from 
the literature showed a good concordance. 

Keywords: Intake manifold, CFD, unsteady in-cylinder flow, bi-fuel engine. 

1 Introduction 

It must be obvious that the behavior of a spark ignition engine (SIE) depends to a 
large extent on the motions of the air-fuel and exhaust gas mixture through it.  
Ordinarily this motion is considered to be a steady flow; but since the flow is pe-
riodically interrupted by valves and accelerated by explosions, it is clear that each 
portion of the engine cycle is accompanied by vibrations of the gas concerned re-
lated to the unsteady inlet flow behavior (fig. 1). These vibrations are sometimes 
of very large amplitude, and may hinder or aid the performance of the engine (Phi-
lip 1938, Heywood 1988). With the use of CFD, the unsteady behavior of the in-
take charge can be well developed.  CFD technique has become a tool for indoor  
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environment analyses since the 1970s, due to the development in computer pro-
gramming and turbulence models. The parameters solved, such as flow velocity, 
pressure and turbulence characteristics, are crucial for designing the SIE various 
components, linked to the engine flow (Srebric and Chen 2002).  

 

 
(a) Schematic of jet created by flow 
through the intake valve indicating 
its turbulent structure 

(b) Schematic of velocity variation with crank an-
gle at a fixed location in the cylinder during two 
consecutive cycles of an engine 

Fig. 1 In-cylinder flow turbulent behavior 

The use of CFD technique in the engine intake manifold is widely used by re-
searchers in the automotive sector. Siqueira et al. (2006), are interested in evaluat-
ing numerically the pressure distribution and mass flow rate on each of the four 
runners during four cycles of operation, considering three different plenum geo-
metries. Claywell et al. (2006), described the investigation of intake manifolds 
conceptions for a four-cylinder engine using 1D/3D coupled modeling techniques. 
They noted that the coupled 1D/3D methods showed that choked flow did not oc-
cur during 100% of the cycle, even at high engine speeds. Raj et al. (2013) used 
the CFD analysis in order to investigate the in-cylinder air motion coupled with 
the comparison of predicted results with the experimental results available in the 
literature. They concluded that a centre bowl on flat piston is found to be the best 
from the point of view of tumble ratio and turbulent kinetic energy which play 
very important role in imparting proper air motion. The aim of the present study is 
to investigate the unsteady in-cylinder flow through two intake manifold shapes, 
using FloWorks Simulation CFD code. The first manifold is adapted to the exist-
ing conventional designs (fig. 2, a). The design of the second manifold is appro-
priate to the natural supercharging technique, which is based on the acoustic 
waves behavior in the manifold runners (fig. 2, b). 

 

   
       (a) Initial manifold shape    (b) Second manifold shape    (c) Simulation reference 

Fig. 2 Intake system shapes 

1. Intake 
valve level 

2. inside the 
cylinder 
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2   Simulation Methodology 

In this study, the commonly available CFD tool FloWorks is applied. FloWorks 
has the advantages of importing geometry directly from a computer associated de-
sign (CAD) program such as SolidWorks. At the beginning, 3D geometry of the 
two manifolds is built using the SolidWorks (SW) software. The files created by 
SW are imported in FloWorks to build the grid for the final calculation of simula-
tion. The CFD model is based on solving Navier-Stokes and energy equations in 
conjunction with the standard k-ε turbulence model. 

The flow was considered incompressible, turbulent, isothermal and transient. 
The boundary conditions are taken as follows: at the manifold inlet we took an 
atmospheric pressure (≈ 1 bar), and the outlet surface of the intake manifold were 
changed automatically during the process, related to piston downward movement, 
in order to account for the opening and closing of the valves. 

3   Engine Specification 

The engine, on which are mounted the two manifolds, is a six-cylinder, 13.8 liter 
displacement, water-cooled, heavy duty, direct injection (DI), Diesel IVECO en-
gine, installed at the authors’ laboratory, which is used to power the urban bus in 
Sfax. It was modified to bi-fuel spark ignition engine gasoline and LPG fuelling 
(Jemni et al. 2011). All simulations are taken at a engine speed equal to 1500 
RPM. 

4   Numerical Unsteady In-Cylinder Flow Results  

Results are taken in the intake valve level (flow through valve), level 1, and inside 
the cylinder, level 2, (fig. 2 c). The cyclic variation of the Intake valve mass flow 
rate of air-LPG mixer, Air-LPG mixer velocity, and turbulent kinetic energy are 
determined. The comparison between simulation results and those from the litera-
ture is also presented in order to validate the simulation. 

4.1   Cyclic Variation of the Intake Valve Mass Flow Rate  

The time evolution of the mass flow at the inlet valve (IV), through the two mani-
fold shapes is detailed in fig. 3. Observing the two curves, we see that the closure 
of the valve causes a sudden drop in the flow. This latter has negative values 
during the first moments of the compression stroke. This behavior is explained by 
the influence of pressure waves reflecting on the outer surface of the valve. The 
return of these waves is opposite to the moving direction of the air-fuel mixture 
flow into the cylinder, which leads to negative amplitudes. 
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(a) Engine cyclic variation 
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(b) Through intake strike  

 

Fig. 3 Intake valve mass flow rate of air-LPG mixer  

 
During the intake stroke (Fig. 3 b), there is flow oscillations whose amplitudes 

depend on the dynamics of the system. The parameters for these fluctuations are 
related to the fluid movement of the valve and the piston and the supply circuit. 
Comparing the instantaneous mass flow rates using the two manifolds, it is has 
been noted a significant difference fostering the second manifold shape (SMS). 
This difference appears mainly at the maximum opening of the valve. The maxi-
mum flow is equal to 0.12 kg. s-1 for SMS, while it does not exceed 0.06 kg. s-1 for 
the IMS. 

4.2   Cyclic Variation of the Air-LPG Mixer Velocity 

In Fig. 4 a, we present the cyclic variation of the in-cylinder flow velocity. Impor-
tant velocity values are generated using the SMS during intake stroke, reaching 
maximum (134 m. s-1 for SMS and 65.2 m. s-1 for IMS) and then uncross respect-
ing the piston movement. During the other three operating cycles of the engine, 

Cycle 1 Cycle 2 Cycle 3  … 
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the speed remains almost constant with some disruption. At the intake valve level, 
and when we confined in the intake stroke (fig. 4 b), it has been noted that there is 
a rapid increase in speed starting times. In arriving at the maximum, the velocity 
values decrease with a slower pace, and reverence the laws of the piston and open-
ing the inlet valve. The mean difference in velocity between the two manifolds 
shape is 42%. Such a difference shows the influence of the manifold geometry on 
the cylinder charging and filling. 
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   (b) Through intake strike at the IV stroke           (c) Inside cylinder 
 

Fig. 4 Air-LPG mixer velocity  

Inside the combustion chamber, the velocity profiles indicate, as previously 
stated, the efficiency of the SMS (Fig. 4 c). The in-cylinder velocity varies from 0 
to 135 m. s-1 for SMS and between 0 and 62 m. s-1 for the IMS. In addition, it has 
been that the difference is almost double that proves the effect of the intake  
manifold geometry on the in-flow velocity as well as the engine filling ratio.  

Cycle 1 … 

IS CS DS ES 
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The evolutions of the two curves are similar, since they are related both to the pis-
ton and intake valve movements. 

4.3   Cyclic Variation of Air-LPG Mixer Turbulent Kinetic 
Energy 

The turbulent kinetic energy (TKE) intensity for two manifold shapes during the 
engine cyclic variations and during the intake stroke can be viewed in (fig. 5 a) and 
(fig. 5 b) respectively. During the first moments of the aspiration stroke, the inte-
ractions between the fluid jet (air and fuel) are the most important mechanism for 
the production of the TKE intensity, which explains the shape of the slope of the 
two curves (between 0 s and 0.01 s). At t = 0.01 s, the curves reach the maximum 
TKE values. The abrupt fluctuation turbulence intensity (t = 0.004 s and t = 0.016 
s) is due to the valve sudden opening and exhaust valve closing. In the compression 
stroke (stroke C) of a small negative peak has been observed. This phenomenon is 
explained by renewing in-flow (either waves produced in the cylinder) on the sur-
face of the piston, thus generating a flow opposite to the movement direction. 
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Fig. 5 Air-LPG mixer turbulent kinetic energy  
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Looking at fig. 5 b, it has been noted that the level of TKE intensity is higher 
using the SMS. This behavior is explained by the flow nature altogether direction-
al and optimal. The difference of the intensity between the two manifolds attain up 
to 78%. At the end of the intake stroke, TKE values decrease slowly respecting the 
deceleration of the piston speed approaching to the bottom dead center (BDC). 

Making an assessment on the previous results, it has been observed the effec-
tiveness of the second manifold shape compared to the initial manifold shape. 

4.4   Comparison with the Experiment Results 

For the second manifold, our numerical results were compared with those found 
by other experimental results conducted by Mahrous et al. (2007) and Fuchs et al. 
(1998). 

 

0

50

100

150

200

250

300

0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02 0.022

T
ur

bu
le

nt
 k

in
et

ic
 e

ne
rg

y 
(J

/k
g)

In
ta

ke
 S

tr
ok

e

t (s)

IVECO engine

Caterpillar Diesel engine 
(Mahrous 2007)

Jaguar engine (Fuchs 
1998)

 
Fig. 6 Cyclic variation of the turbulent kinetic energy in the intake stroke (comparison with 
the literature)  

 

Fig. 6 shows the variation of TKE during the intake stroke using three engines, 
our engine IVECO, Caterpillar engine and Jaguar respective with unit displace-
ment equal to 2.3 l, 2.51 l, 2.5 l respectively. According to these results, it has 
been noted that almost all three cases reach their maximum turbulent kinetic ener-
gy in the interval [0.007 s, 0.013 s], which corresponds to the time of maximum 
piston speed for each engine. Also, it is clear that turbulence levels are more  
intense in the case of Caterpillar. This is due to the value of the unit cylinder dis-
placement which is the most important. For this, when comparing the TKE be-
tween the other two engines, we find that, despite the larger Mahrous’s engine unit 
cylinder displacement, the turbulence is more intense in our engine. This finding is 
clear especially in the intake first times, that is to say when the piston moves be-
tween the top dead center and the bottom dead center. This effect is achieved 
through the intake system adequate and reliable for the cylinder filling and  
reduced losses. 
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5   Conclusion 

The present paper shows that the in-cylinder flow of air-LPG mixture through the 
intake valve and inside cylinder during the intake stroke, as a result of various in-
take manifold shapes, can be although explained using unsteady CFD investiga-
tions. The aim is to identify the most appropriate manifold configuration point of 
view flow characteristics. The numerical results affirm well the efficiency of the 
second intake manifold shape checking the good cylinder charging and filling. The 
comparison with the literature confirms our simulation results. 
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Abstract. During flight mission, space vehicle is subjected to a severe fluctuating 
external-pressure loading when its rocket-propulsion system is operated in the at-
mosphere. Such acoustic loading and its frequency spectrum and Pogo effect, the 
acoustic loading results from the broad frequency-spectrum acoustic field generat-
ed by the mixing of the rocket-engine exhaust stream with the ambient atmos-
phere. Acoustic loads are principal source of structural vibration and internal noise 
during launch. This loading may be critical for vehicle components, as well as for 
the payload such as satellites. Coupled loads analysis (CLA) is a critical process 
for many high technology systems including launch vehicles and satellites. CLA 
predicts responses caused by major dynamic and loads events such. CLA helps to 
minimize risk and maximize the probability of mission success. 

Keywords: satellite, coupled load analysis, launch vehicle, Acoustic. 

1   Introduction 

These during the launch of space vehicles there is a large external excitation  
generated by acoustic and structural vibration. This is due to acoustic pressure 
fluctuation on the vehicle fairing caused by the engine exhaust gases. This exter-
nal excitation drives the fairing structure and produces large acoustic pressure 
fluctuations inside the fairing cavity [1]. Launcher-satellite coupled analysis is 
used for payload dimensioning and verifications and its important phase of the 
mission analysis. The prediction [2] of acoustic loading is essential to provide a 
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necessary input for the determination of vibration loads throughout the vehicle, 
and for the development of the vibration-test specifications and the associated dy-
namic design requirements which are necessary to ensure overall vehicle  
reliability. 

Potential problems which may result from acoustic loading include: 

• Malfunction of electronic and mechanical components in the vehicle from 
structural vibration and internal acoustic loading. 

• Fatigue failure of internal component and supporting hardware. 
• Fatigue of lightweight exterior structure. 
• Fatigue of lightweight spacecraft structure. 
• Adverse environmental conditions for vehicle occupant.  

2   Sound Pressure at the Surface of Cylinder due to Incident 
Plane Wave 

To invest the acoustic loading on a rocket fairing structure [3], it is important to 
predict and analyzed the sound pressure at the surface of cylinder of infinite 
length. To predict the overall external sound pressure, it is necessary to consider 
the pressure due to both incident and scattered waves, the later occur due to the  
reflection of waves from the surface. As shown in figure 1. 

 

Fig. 1 Geometry of the cylindrical external problems 

The total external sound pressure at the surface of a cylinder is the superposi-
tion of these two waves: 

Incident sound pressure denoted by Pi and scattered sound pressure denoted  
by Ps. 

Theoretical investigations of the external acoustic loading at the surface of a  
cylinder can be found in previously reported work [6-10]. 

2.1   The Total Sound Pressure 

The total sound pressure at surface of a cylinder due to both incident and scattered 
waves can be calculated by sampling adding equation (4) and (5) as following 
(Morse, 1936; Morse&Ingard, 1986): 

( ) ( ) ( ) ( )M 1 M 1Total 0 0 m
P P A cos m H ka P i cos m J kam m m mi im 0 m 0

− −
= − Φ + ε Φ 

= =
 (1) 
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The total sound pressure as a function of azimuth angle, rayon (a) and frequencies 
on the cylinder is represented in the figures 2, 3 and 4. 

 

Fig. 2 Total sound pressure as a function of azimuthally angle at the surface of a cylinder of 
radius a, for values of ka= 1 and 3. [Reference pressure 20 micro P and incident pressure 
magnitude P0=1Pa]. 

 

Fig. 3 Total sound pressure as a function of azimuthally angle at the surface of a cylinder of 
radius a, for values of ka= 5 and 10. [Reference pressure 20 micro P and incident pressure 
magnitude P0=1Pa]. 

 

Fig. 4 Total sound pressure as a function of azimuthally angle at the surface of a cylinder of 
radius a, for values of ka= 15 and 20.[Reference pressure 20 micro P and incident pressure 
magnitude P0=1Pa]. 

The total Sound pressure fluctuations as a function of azimuthally angle at the 
surface of a cylinder for various values of Ka are shown clearly in the Cartesian 
figures 3 to 5 respectively. From these results is can be seen that the total sound 
pressure amplitude is relatively varying at the front (phi=180) of the cylinder and 
varies more aggressively at the back (phi=0). It is also interesting to see that the 
sound pressure fluctuations increase at the back of the cylinder as the value of Ka 
increase. The reason is that when Ka increase, the interference pattern between the 
two diffracted waves travelling around the two sides of the cylinder becomes more 
complex and this increase the scattered sound pressure fluctuations at the back of 
the cylinder (see figures scatted). 

3   Coupled Load Analysis 

In flight missions, launch vehicles are subjected to various broadband loads.  
In terms of acoustic solicitation, critical instants during a rocket launching, such 
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lift-off and transonic flight. These excitations expose the launcher’s upper parts to 
extreme pressure loadings. During lift-off, the jet noise generated is reflected by 
launch platform and re-injected into the payload compartment, can damage sensi-
tive parts of the payload (figure5), destroying the satellite mission and wasting 
considerable amount of money. [4 and 5] 

 

Fig. 5 Position of the satellite at lift-off 

Table 1 Title of the table 

Geometry Dimension in 
cm 

Max diameter 175.1 

height 308.9 

Figure 6 show the configuration of the parabolic fairing. 

 

Fig. 6 The fairing form 

The response of the fairing or the total acoustic pressure for different values of the 
frequency is shown in the figures 07, 08 and 09. 

The table (2), shows the various values of ka for a frequency f = 50 Hz 

Table 2 The values of ka for f=50 Hz 

Slice Position z (m) Ka 

Slice 1 0.76 1.305952760067850e+000 

Slice 2 211.3 1.150699634745099e+000 

Slice 3 254.7 7.853981633974483e-001 

Slice 4 287.4 3.561689345639592e-001 

 
The total sound pressure level for a frequency f= 50Hz on the fairing is given in 

Figure 07. 
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Fig. 7 The repartition of acoustic at the fairing at f=50 Hz 

For a frequency f=80 Hz, The following table (3), shows the various values 
of ka. 

Table 3 The values of ka for f=80 Hz 

Slice Position z(m) Ka              

Slice 1 0.76 2.089524416108560e+000 

Slice 2 211.3 1.841119415592158e+000 

Slice 3 254.7 1.256637061435917e+000 

Slice 4 287.4 5.698702953023346e-001 

The total sound pressure level presented on the fairing is given in Figure 08. 

 

Fig. 8 The repartition of acoustic at the fairing at f=80 Hz. 

For a frequency f=125 Hz, The following table (4), shows the various values 
of ka. 

Table 4 The values of ka for f=125 Hz 

Slice Position z(m) Ka              

Slice 1 0.76 3.264881900169625e+000 

Slice 2 211.3 2.876749086862747e+000 

Slice 3 254.7 1.963495408493621e+000 

Slice 4 287.4 8.904223364098978e-001 

 
The total sound pressure level presented on the fairing is given in Figure 09. 
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Fig. 9 The repartition of acoustic at the fairing at f=125 Hz 

This study was done on a parabolic fairing. To generalize the application, we 
developed a graphical user interface allows selection of the faring shape and 
evaluate the acoustic spectrum for a frequency range determined. 

The figure (10) represents the homepage. 

 

Fig. 10 The Launch/Satellite coupled Graphical User Interface 

Figure (11) shows the results of the segmentation of the fairing and the 
distribution of acoustic for each segment for the first four frequencies: 

• F1= 50 Hz 
• F2= 63 Hz 
• F3= 100 Hz 
• F4= 125 Hz 

 

Fig. 11 Segmentation and calculation of the acoustic spectrum 

4   Conclusions 

It is a question in this study of developing a tool making it possible to better char-
acterize the excitations applied to the small launchers, and of the vibroacpustic 
prediction using of the suitable methods.  

As first step the results obtained concerning the acoustic pressure in the generic 
launcher are satisfactory as for the satellite casting/launcher,   the algorithms  
genetics are very effective for the dimensioning of the fairing under different  
constraints 
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Abstract. This paper presents a technique for detecting and locating several leaks 
in a single viscoelastic pipe by means of transient analysis. The system studied is a 
reservoir-pipe-valve one. The viscoelastic behavior of the pipe wall material is 
modeled by a generalized Kelvin-Voigt model.  To determine the leak location 
the mathematical formulation has been solved by the characteristics method. The 
method uses transient pressure waves initiated by the sudden closure of a down-
stream shut-off valve. The computed results describe the influence of the multi-
leaks on pressure time-history and the effect of leaks locations on the pressure 
signal behavior. The results show that the method of characteristics is for great 
importance to model and simulate the affect of multi-leaks on transient pressure. 
Sensitivity of the proposed method on the location of the leak is determined in the 
case: two or three leaks. The effects of Young’s modulus are also investigated.   

Keywords: transient flow; pressure wave; viscoelastic pipe; leak detection; leak 
location. 

1   Introduction 

Water losses were identified from the beginning of the twentieth century. Re-
search has shown that most of the losses are related to leaks which are the result of 
aging distribution networks that can be easily corroded and destroyed by intense 
mechanical stress. In recent years important strategies for reducing leakage  
are investigated and better leak detection technologies are enhanced (Andrew F. 
Colombo a Pedro Lee b Bryan W. Karney 2009). 

Investigations of water losses were led by lai in 1991 and continued until now. 
These surveys have reported that water losses vary between 9% in Germany and 
43% in Malaysia. 

In addition to the amount of water lost leaks are costly in terms of energy con-
sumption (Colombo A.F.  Karney B.W.  2002). In U.S.America Research has 
shown that about 5 - 10 billion KWH of power were wasted on the water lost 
through leakage (AWWA. 2003). 
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Several techniques have been proposed for the detection of leaks in water sys-
tems such as acoustic technique (Babbitt 1920), electromagnetic techniques 
(Atherton et al. 2000), tracer gas injection (Furness and van Reet 1998; Black 
1992). These techniques cannot be applied in all flow conditions or for any confi-
gurations of the transport systems and have a variable and expensive cost. The 
well studied system is a reservoir-pipe-valve system (Brunone 2001; Didia.C 
2004-2005; Hadj-Taïeb et al 2012; …). In all these works authors use transient 
methods to detect leaks. Some of them use frequency analysis and others use the 
time-analysis of hydraulic transient in pipe flow.   

The impact of a leak on the pressure evolution of a single pipeline system in the 
time domain is a well researched area and it was found in previous studies that a  
leak imposes a sudden pressure drop and other effects that depend on mechanical 
behaviour of the pipeline-system.  

Single leak detection is a well studied area either in concrete pipes or in viscoe-
lastic ones but not multi-leaks-detection. 

In the present work in order to overmaster the singularity of the multi-leak de-
tection problem, we propose the conception of a novel technique based on the 
method of characteristics. The model is extended to include the various leak posi-
tions and their effects on the head pressure at the end section of a reservoir pipe 
valve system with viscoelastic behaviour. The technique here proposed for leak 
detection belongs to the class of the Transient Analysis Methods. It uses the analy-
sis of the time pressure history for locating and sizing leaks (Brunone 1999; Bru-
none and Ferrante 1999; Covas 2004  2005).  

A leak as a singularity has several effects on the resultant pressure graph. The 
main effect is when the initial pressure wave reaches the leak.  It will produce a 
reflection which can be seen when it arrives back at the section where the pressure 
wave has been created (Brunone and Ferrante 2001; Didia.C et al 2005; Hadj-
Taïeb et al 2012). This effect is used as a tool for multi-leaks location and sizing. 

The proposed numerical model of the ‘water-hammer’for flow dynamic in vis-
coelastic pipeline with several leaks, based on the characteristic method, is pre-
sented in section 2. Simulation results are shown in section 3 and finally some 
conclusions and perspectives are given in section 4. 

2 Numerical Scheme of Water Hammer in Viscoelastic Pipe  

The simplified one-dimensional continuity and momentum equations that describe 
transient flow in elastic pipe are given in (Covas et al 2004 and Hadj-Taïeb et al 
2012). These equations are transformed into a system of ordinary differential 
equations and solved by the method of characteristics (MOC). 

A grid of characteristics is established in order to accomplish an orderly com-
puter solution. The pipe of length L is initially subdivided into J segment of pipes 
every part of pipe have a length kL  discritized into equal kN space-

steps kNkLx =Δ .  

 
 



Multi-leaks Detection and Sizing in Viscoelastic Pipeline System 349
 

So, and the compatibility equations are: 
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along the negative characteristic line ( Cdtdx −= ). 

The head pressure at the leak section is numerically obtained by equation (3)  
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where, C is the elastic wave speed estimated by (Covas et al 2004-2005). 

3   Application and Results 

To locate the leak by the transient flow analysis of incompressible flow supply 
system, we consider a polyethylene pipe of 0.0506 m in diameter and 277 m long. 
This pipe is connected to a constant pressure reservoir at the upstream end. At the 
downstream end, we consider a rapid closure valve.  

We assume a flow rate 1331000810
−−= sm..Q  and an absolute head pres-

sure mH 440 = . The fluid is water with a density 310000
−= Kgmρ  .The proper-

ties of the fluid system used in the calculations are similar to those of the system 
studied in (Hadj-Taïeb et al 2012). The thK leak is located at KX from the res-
ervoir (upstream end of the system). In this paper to make easy the analysis of  
different figures, the colours shading of table-lines are similar to those of the fig-
ures legend.   

Figures 1 and 2 and the enlargement of fig.2 (fig.3) are plotted at the down-
stream end section of the pipe that is just upstream of the valve. The pipe is sup-
posed to be intact or respectively with two or three leaks. 

The pressure wave caused by the instantaneous closing of the valve is propa-
gated from the incident site through the hydraulic system. This wave full of energy 
is reflected every time it encounters a singularity. First time in Figs. 1 and 2 the 
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friction is considered equal to zero to separate the effect of several leaks from the 
friction effect on the temporal spectrum of pressure. 

In fig.1 and if the pipe contains two leaks respectively located at 

211 LL;L + from the reservoir. Counting from the reservoir the so called first leak 

is that the closest to the tank. In fig. 1 this leak is located at different positions 
( )551081 /L;/L;LL =  and the second one is located at 21 LL + from the tank 

where { }536102 L;L;LL ∈ . 
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Fig. 1 Head pressure time-evolution at the end section of a reservoir-pipe-valve system 
with two leaks  

By analyzing fig. 1 one can observe that when a sudden pressure surge is in-
duced in a pipe system it introduces changes in the hydraulic transient event prop-
agation.  

One can easily observe the effects of the two leaks separately since the dis-
charges of the two leaks are the same in fig. 1 and they vary like an orifice with 
constant opening degree. They induce two reflected waves. When they reach the 
closed valve each of these two waves undergoes a total reflection. Hence the 
shapes of the head pressure curves vary with the leaks locations indeed fig.1 
shows this effect. When the leaks are close to the valve the head pressure decrease 
is more accelerated than the case when they are located far from the valve. 

Figs. 1 and 2 show that in pressurized pipe with constant flow rate when there 
is an instantaneous or fast change in flow conditions the presence of leak induces a 
sudden pressure decrease that occurs at the travelling time kt of the transient to 

the kth leak and to return to the source. So end the location of the thk leak can be 
estimated based on this travelling time by equation (5) (Hadj-Taïeb et al 2012). 

2

Ckt
LkX Δ

−=   (5) 

where kX  is the distance to the thk  leak from the upstream end section (the  

reservoir). 
The leak location uncertainty is estimated referring to equation (6) 
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Figs. 1 and 2 represent respectively two cases studied, the first is for the occur-
rence of two leaks and the second figure is plotted in the case of three leaks occur-
ring in the same flow conditions. Fig.1 shows the head pressure time- evolution at 
the end section of an elastic pipe system ( )0=λ . By analyzing the pressure time-
evolution, in reduced scale: [ ]( )s.,t 46310∈  and by applying equation (5), table 1 

summarized the estimation of two leaks locations.  

Table 1 Calculation of leaks locations from numerical simulation (case of two leaks)  

( )st0  ( )st 1Δ  ( )st 2Δ   ( )mX1   ( )mX 2  

4631.  15220.  30430.  188248.  396219.  

4631.  92770.  1711.  386101.  3355.  

4631.  29260.  1711.  61221.  3355.  

 
Figure 2 presents the time variation of piezometric head for three leaks located 

respectively from the tank at ( )321211 LLL,LL,L +++  where, { }5341 L,L,LL ∈ , 

42 LL =  and 43 LL = . In this studied case the friction coefficient is equal to  

zero, so end the effect of three leaks on piezometric head at the end section  
of a viscoelastic pipe system is presented. The enlargement of fig.2 (fig.3) pre-
sents the piezometric head time-evolution when the leaks flows are equal 
( ) { }3210100 ,,kwhereQ.kQ ∈= .  

This figure shows that for the second and third leak the leaks pressure drops are 
equal but for the first leak there is a clear increase of leak pressure drop with the 
decrease of the distance of the leak from the downstream (valve).  
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Fig. 2 Head pressure time-evolution at the end section of a reservoir-pipe-valve system 
with three leaks 
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By analyzing fig.3 and applying the equation (5), table 2 shows the locations of 
three leaks occurring in the same pipe system and in the same condition of flow 
monitoring.  
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Fig. 3 Enlargement of figure 2 

Table 2 Calculation of leaks locations from numerical simulation (case of three leaks)  

( )st0  ( )st 1Δ  ( )st 2Δ ( )st 3Δ    ( )mX1   ( )mX 2 ( )mX 3    

4631.  36580.  73310.  11.  8207.  5138.  7768.  

4631.  24630.  61210.  9770.  37230.  13161. 9891.  

4631.  44040.  80770.  1721.  63193.  1124.  1455.  

 
The leaks locations uncertainties calculated by applying equation (6), are given 

by table 3 and they are less than 1%, so they are acceptable (Brunone et al 2001).  

Table 3 Calculation of leaks locations uncertainties from numerical simulation   

                   Case of three leaks  Case of two leaks 

( )%Loc1ε   ( )%Loc2ε ( )%Loc3ε  ( )%Loc1ε  ( )%Loc2ε  

0250.  0  0690.  450.  1  

20.  280.  390.  180.  1260.  

140.  440.  470.  004510.  1260.  
 



Multi-leaks Detection and Sizing in Viscoelastic Pipeline System 353
 

Figure 4 shows the effect of the elastic strain in pressure history at the end sec-
tion of pipeline system with three leaks located in the same locations and for dif-
ferent values of Young’s modulus. This figure shows that for frictionless flow 
there‘s no change in the leaks locations but an important result can be shown, 
which is the impact of the elasticity of the pipe system on the pressure drop due to 
the pressure wave reflected by the leak, indeed if the Young's modulus is increas-
ing the amplitude of the pressure drop due to the wave reflected by the leakage 
decreases, this can make no detectable the leak closer to the valve (fig.4).    
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Fig. 4 Young’s modulus influence on the head pressure at the downstream of a reservoir-
pipe-valve- system with three leaks 

4   Conclusion 

This paper can be included in the research activity focused on the possibility of lo-
cating more than two leaks in viscoelastic pipe. Precisely it is pointed out the ef-
fect of several leaks on the pressure signal both in terms of the reflected pressure 
wave and the damping of the extreme values of the pressure. The effect of one 
leak may appear separately from another which facilitates the application of the 
proposed method. The pressure curves at the downstream end of a viscoelastic–
pipeline-system with several leaks near the tank are in phase advance with respect 
to those in which the leaks are near the valve. The numerical simulation results 
show that the pressure wave is damped rapidly in the case where different leaks 
are near the valve yet these same results have shown that the leakage-effects on 
which this technique is based are present in all cases. For several leaks in viscoe-
lastic pipe-system the results show that the leaks pressure drops are smaller for the 
leaks farer away from downstream. This conclusion makes relevant the application 
of this technique and its development to achieve the goal of real-time location of 
several leaks in piping viscoelastic systems. 

This study leads to the use of a high technique in locating several leaks occur-
ring in viscoelastic pipe system.  
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Abstract. The aim of the present study is to investigate the mechanical behaviour 
of sandwich structure under static 4-bending loading. Two type of sandwich struc-
tures constituting with the [0/902/0]s cross-ply laminates as skins and with PVC 
closed-cell as foams which are differing in their densities: 60 and 100 kg m-3, were 
considered. The effects of the foam densities on the mechanical behaviour of 
composites under loading were studied. This work is also interested in identifying 
and characterizing the local damage in the composites with the use of acoustic 
emission method (AE). The damage investigation in those materials is reached by 
the analysis of acoustic emission signals collected from static 4-point bending 
tests. A cluster analysis of AE data is achieved and the resulting clusters are corre-
lated to the damage mechanism of specimens under loading tests. 

Keywords: Sandwichs, 4-point bending, acoustic emission, static behaviour. 

1   Introduction 

Sandwich composite materials are increasingly being used in a variety of 
industrial applications such as, marine, automobile industry, aeronautics, 
aerospace etc. They are more advantageous compared to the other traditional 
metallic materials that they are characterized by their lightness, their Corrosion 
resistance, their simplicity of implementation, their insulation, their resistance to 
fatigue, their hardness and their flexibility. They are characterized by high rigidity, 
a high flexural strength and a low surface density. 

(Farooq 2003) studied the mechanical behaviour of sandwich structure under 
static and dynamic loadings. The sandwichs panels are constituted by two skins of 
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glass fibres/epoxy and core of different foam thicknesses and densities. The 
testing procedures of this study include static and fatigue testing of cores in 
compression, indentation, shear and three-point bending tests and skins in flexural 
tests. The experimental studies are compared to the results obtained by the 
sandwich beam theory. This comparison carried out a good agreement between the 
two results. They showed also that the foams play an important role in  
the performance of sandwich composites in different loading environments. The 
bending and shear modulus increase with increasing core density. However, the 
bending modulus decreases with increasing core thickness. They studied also  
the mechanical behaviour on the fatigue of sandwich composites. The results of 
these investigations have highlighted the influence of many parameters (frequency 
of applied load, stress ratio, stress level, thickness of the core, density of the core 
materials and failure criteria in fatigue testing) on the performance of sandwich 
composites. 

(M. Assarar 2007) studied the mechanical behaviour of sandwich and laminate 
structures under static 3-point bending tests. The distance between supports was 
100 to 800 mm, for the different types of sandwiches which are constituted by two 
skins of glass fibres/epoxy and core of different foam thicknesses (60, 80 and 200 
kg m-3). They showed that the behaviour of a sandwich beam with lower density 
(60 and 80 kg m-3) was linear at the beginning of the test, then it become non 
linear and when the distance between support decreases, the non-linear zone of the 
curve become shorter. 

(R. Berbaoui et al. 2009) identified by acoustic emission method (AE) and 
analyzed the damage mechanism of a polymer concrete under an important load 
for a long time. The concrete specimens were subjected to 3-point 
bending tests and creep. Multivariate statistical analysis of collected signals was 
performed during the creep tests by a method of classification, composed by of 
Fuzzy C-mean and PCA methods. They showed the appearance of three types 
of damage which are cracking of the resin matrix signed by an acoustic signatures, 
their amplitudes were between 42 and 60 dB, the second mode of damage was the 
interfacial decohesion signed by a burst, their amplitudes were between 50 and 90 
dB, the last mode of damage correspond to the break of aggregates signed by an 
acoustic signature their amplitudes were between 95 and 100 dB which appeared 
at the end of the test. 

The aim of the present work is to analyse the mechanical behaviour of 
sandwich structure under static 4-bending tests. The effects of foam densities on 
the mechanical behaviour are studied in the first part. In the second part of this 
work, we use the acoustic emission method to identify and characterize the local 
damage in the different sandwich structures under static 4-bending buckling tests. 

2   Materials and Methods 

The materials considered in the analysis are sandwich structures which are pre-
pared, in the Lab. LAUM (Acoustics Laboratory of the University of Maine, 
France).  
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Sandwich materials were constructed with the [0/902/0]s cross-ply laminates as 
skins and with PVC closed-cell foams supplied in panels of thickness of 20 mm. 
Two foams were considered differing in their densities: 60 and 100 kg m-3. The 
layers of the cross-ply laminates of the skins were constituted of the unidirectional 
layers. 

The four-point bending tests are performed using an Instron 8500 Digital Servo 
hydraulic testing system. The specimen dimensions are 22 mm × 40 mm × 300 
mm, as shown in Fig. 1. 

The sandwich material was supplied by the same manufacturer to avoid the 
variation during the fabrication and cutting of panels that could affect the 
behaviour of the samples during the static testing (Bezazi A and al. 2007). Four 
Point Bending (4PB) flexural testing was performed to specimens. In static tests, 
the specimens were loaded at a constant rate of 1 mm mn-1.  

 

 

(a) 

 

(b) 

Fig. 1 Experimental four point bending set up and dimensions  

The ultrasonic waves are recorded by the using of two channel data acquisition 
system from Euro Physical Acoustics (EPA) corporation with a sampling rate of 
5MHz and a 40 dB pre-amplification. AE measurements are achieved by using 
two piezoelectric sensors with a frequency range 100 kHz–1 MHz, placed on the 
faces and the core of the specimens with silicon grease (Berbaoui B et al. 2009), 
as shown in the figure 2. The amplitude of the threshold was equal to 38 dB. The 
amplitude distribution covers the range 0–100 dB (0 dB corresponds to 1 mV for 
the transducer output). 

The calibration of each test uses a pencil lead break procedure in order to 
generate repeatable AE signals. Several time-based descriptors are calculated by 
the acquisition system for each AE event: the amplitude, the energy, the duration, 
the rise time, the number of times the amplitude of the event goes beyond the 
given amplitude threshold (called counts), as shown in the figure 3. 

These collected parameters are used as input descriptors in the proposed 
classification method (Arora A and Tangri K 1981) and (Marec A 2008). 
 

300 mm

250 mm 
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Fig. 2 Experimental set up of acoustic emission method 

 

Fig. 3 Characteristic of a bust type of acoustic emission  

In addition, once the automatic classification is realized with the fuzzy C-
means clustering method, we use the PCA to visualize the clusters of data into a 
two-dimension subspace. This method requires the identification of damage me-
chanisms in the materials as each cluster corresponds to different damage mechan-
ism which are illustrated in the table 1 (Shafiq B and Quispitupa A 2006) and 
(Quispitupa A et al. 2004). 

Table 1 Characteristics of types of signals 

Damage Core damage Interface failure  Resin cracking  Fiber rupture  
Rise time Average Short Short Slow 
Amplitude ~45-60 ~60-80 ~80-90 Above 90 

Energy 0-25 3-219 88-374 347-13568 

3   Mechanical Behaviour of Sandwich Structure  

Four point bending tests have been performed repeatedly on all specimens. Three 
to five specimens were tested statically to failure. Static tests were performed in  
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4-point bending under displacement control in which sandwich specimens were 
loaded up to failure at a constant rate of 1 mm mn-1. Values for Fu (ultimate failure 
load), du (ultimate failure displacement), and stiffness for each sandwich specimen 
were obtained from these tests. An average value of stiffness and fracture charac-
teristics of five specimens were selected. 

Static tests were performed to obtain strength and stiffness data. Figure 4 shows 
load-displacement curves in static tests for sandwich structures differentiated by 
the foams 60 and 100 kg m-3. 

Three regions are showed by this curve. The first region is primary region of 
compressive behaviour of skin laminates. This region initially corresponds to re-
versible linear behaviour and initiation, progression and development of transverse 
cracking in 90° plies of the skin, as observed in flexural testing of skins. The 
second region exhibits the compressive behaviour of core due to bending of the 
top skin and leads to non-linear behaviour of load-displacement curve that is most-
ly dependent on the properties of core. In the third region, with the further increase 
in load, there is initiation and development of delamination between skin and core 
which leads to the fracture of the skin and it corresponds to the propagation of the 
crack until final collapse. 

The characteristics of the sandwich structures deduced from the static tests are 
reported in Table 2. 

0

200

400

600

800

1000

1200

1400

1600

1800

2000

0 2 4 6 8 10 12 14

L
oa

d 
(N

)

Displacement (mm)

Sandwich 60 kgm-3

Sandwich 100 kgm-3

 

Fig. 4 Load-displacement curves in static four point bending tests  

Table 2 Mechanical properties of sandwich structures in static 4-point bending tests 

Foam Rigidity (kNmm-1) Critical load (kN) Critical displacement (mm) 

60 kg m-3 0.31 1.11 11.6 
100 kg m-3 0.45 1.75 5.6 

4   Acoustic Emission of Sandwich Structures 

An external load level of 90 and 100% of the static failure load applied to  
the sandwich structure results a several damage mechanism observed with a  
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microscopic scale. In this study, those composite materials are damaged with stat-
ic four-point bending tests. 

4.1   Load Level of 90% 

The same descriptors are used to compose the patterns of the sandwich structures 
under a level load equal to 90% of the static failure load. 

The figures 5 and 6 show respectively the amplitude distribution and the time 
dependency of the different damage types. The number of clusters set  
for classifying the data is two for the sandwich structure with densities foam  
60 kg m-3 and three for the sandwiches with a densities foam 100 kg m-3. 

For the sandwich with a densities foam 60 kg m-3, figure 5 shows that the 
amplitude of the cluster 1 of the hits is in the range from 35–50 dB and the 
amplitude of cluster 2 cover the range 60-64 dB. For the sandwich with densities 
foam 100 kg m-3, the amplitude of cluster 1 is in the range from 35–60 dB and the 
amplitude of the cluster 2 cover the range 70–80 Db. Finally the amplitude of the 
cluster 3 is in the range from 90–100 dB. 

 

 
(a) 

 
(b) 

Fig. 5 AE Amplitude distribution of each class obtained by classification for sandwich  
structures composite under 90% of the ultimate static load in: (a) densities 60 kg m-3 (b) densities 
100 kg m-3 

 
(a) 

 
(b) 

Fig. 6 Time dependency of the identified damage types under 90% to ultimate static load in 
sandwich with foam their densities (a) 60 kg m-3 and (b) 100 kg m-3   
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The time dependency of the different damage types (fig. 6) shows that the core 
damage are the most important mechanism of the sandwich specimens which start 
at the beginning of the test, whereas the failure begins from the starting of the 
experiment and are less numerous than the core damage. At the end of the tests of 
the sandwich with densities foam 100 kg m-3, a few signals represent a break in 
the fiber which is absent in sandwich with densities foam 60 kg m-3. 

4.2   Load Level of 100% 

Figure 7 shows the amplitude distribution of each class obtained by classification 
for sandwich under 100% of the ultimate static load in the case of two types of 
sandwich differing in their foam densities 60 and 100 kg m-3. 

In order to identify the evolution of each damage mechanism with time, the 
clustering method is applied to sandwich materials. The same descriptors are used 
to compose the patterns. The number of clusters set for classifying the data is four. 

The first cluster has the lowest amplitudes, such as the burst amplitudes for the 
sandwich with foam 60 kg m-3 (sandwich 1) corresponding to 30–46 dB. Howev-
er, it corresponds to 36–60 dB for sandwich with foam 100 kg m-3 (sandwich 2). 
Therefore, this cluster is representative of core damage. 

For the second cluster, the amplitude distribution covers the range 68–80 dB for 
the sandwich 1 and it corresponds to 70–80 dB for the sandwich 2 typically indi-
cating the interfaces failure.  

In the third cluster, the amplitude distribution covers the range 80–89 dB for 
the sandwich 1 and it corresponds to 89 dB for the sandwich 2 typically indicating 
a resin cracking. 

Finally, the last cluster the amplitude distribution for the sandwich 1 and 2 it 
corresponds above 90 dB and typically indicating a fiber rupture. 

The time dependency of the different damage type shows that the core damage 
is the most important damage mechanisms for the two types of sandwich which 
starts at the beginning of the test. The second type of damage was the interface  
 

 
(a) 

 
(b) 

Fig. 7 AE Amplitude distribution of each class obtained by classification for sandwich  
structures composite under 100% of the ultimate static load in: (a) densities 60 kg m-3 (b)  
densities 100 kg m-3 
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failure, which is smaller than the resin cracking (the third type of damage). At the 
end of the tests on specimens, few signals are detected which represent a breakage 
of the fiber. This is a very important result showing that the damage mechanisms 
don’t have the same dynamic as indicated in the figure 8. 

 

 
(a) 

 
(b) 

Fig. 8 Time dependency of the identified damage types under 100% to ultimate static load in 
sandwich with foam their densities (a) 60 kg m-3 and (b) 100 kg m-3   

5   Conclusion  

The aim of this work is to investigate the mechanical behaviour of sandwich struc-
tures under static tests. Two types of sandwich structures which are differentiated 
by the densities of their foam were considered. .This study has shown that the ri-
gidity of the sandwiches increase with increasing core density. 

The classification carried out with the temporal descriptors allowed us to 
identify the different modes of damage that appeared on the specimens during the 
tests of 4-point bending in static under loading levels of 90% and 100% of the 
static failure load. The resulting clusters clearly identify the damage mechanisms 
of two types of sandwiches which depend on the densities of their foam. 
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Abstract. This paper presents a numerical study of the gas-solid flow in the high 
efficiency rotor separator. The industrial CFD code (Fluent) is used for modeling 
the high turbulent fluid flow field and predicting the pressure drop inside the high 
efficiency separator. The DPM model is used to estimate the selectivity curve of 
the cyclone separator. Some factors which affect the performance of dynamic se-
parator were identified. As well, this study aimed to highlight the limitations and 
difficulties that may be found to analyze such flow. The results proved that the 
RSM model better captures the phenomenon in the dynamic separator when com-
pared with experimental results made by the Enfidha Cement plant CE. But much 
difficulty has been reached to achieve convergence. 

Keywords: rotor separator, CFD, selectivity curve. 

1   Introduction 

Separators are widely used in the cement industrial plants and particularly in the 
grinding circuits. They are designed for selecting fine particles from coarse par-
ticles. The fine particle fraction is collected as finished product while the coarse 
particle is sent for supplementary grinding. The trick is to ascertain that the coarse 
fraction doesn’t contain fine particles on one hand and, to ensure that the fine frac-
tion doesn’t contain coarse particles on the other hand. Separators can be divided 
into two groups: static separators or cyclones and dynamic separators or high effi-
ciency separators. The major difference is that static separators don’t have rotating 
elements while for the dynamic separator, a cylindrical rotor is necessary for the 
separation.  

                                                           
* Corresponding author. 
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In the past, extensive research has been focused on static separator however lit-
tle was on dynamic separators. An experimental and a numerical studies of Jinyu 
Jiao et al (2006) [1] were made on a dynamic cyclone. They noted that the rota-
tional classifier position and the ratio of the classifier opening area to the inlet area 
have significant impact on the separation efficiency of the dynamic cyclone. A 
further study made by Jinyu Jiao et al (2008) [2] on a rotor dynamic cyclone 
shows that the inlet gas velocity affects the separation efficiency depending on ro-
tor rotational speeds. Recently a numerical simulation with the Fluent software is 
made by Qiang Huang et al (2012) [3]. In this study Qiang Huang et al concluded 
that a turbo air classifier with positively bowed guide blades produce smaller cut 
size and a higher classification precision than with straight guide blades. 

Computational fluid dynamics (CFD) has become an important tool in 
the study of the flow field and the efficiency curve of dynamic separators in order 
to make design improvements. But a comprehension of the flow field inside the 
device is also needed. 

In this paper, we will try to simulate the flow field in a dynamic separator 
where conditions are simulated using the Fluent software. In this study, we used 
the Reynolds Stress Model (RSM) with a multiple reference frame approach 
(MRF) and the discrete phase model (DPM) availables in Fluent to describe the 
gas-solid flow in the SEPOL third generation separator and also to predict its per-
formance. Efficiency curve and pressure drops are then compared with experimen-
tal results provided by the Enfidha Cement plant “CE”.  

2   Operating Principles of the High Efficiency Separator 

The dynamic cyclone installed in the grinding circuit of Enfidha Cement and  
studied is equipped with four fine collection cyclones. The central material feed 
ensures uniform material distribution in the upper covering of the cage rotor. The 
separating air stream is generated by an external fan and fed into the separating 
chamber through a spiral inlet. The volume of separating air entering into the dif-
ferent height sectors of the separating chamber can be adapted to the conditions by 
means of adjusting flaps. The particulate matter is separated into fine and coarse 
fractions in the separating chamber due to the action of gravitational and airflow 
forces. Rotor blades prevent coarse material from entering the interior of the rotor. 
The coarse material drops into the cone and is returned to the grinding process. 
The fines are carried by the separating air into the interior of the rotor, are  
absorbed downward and then transported to the cyclones. The clean air stream  
returns to the fan. 

A general view of the studied dynamic separator and its different components is 
shown in fig. 1. The rotation direction, the rotor blades and the setting of the fixed 
blades are shown in fig. 2. 
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Fig. 3 shows an overview of the separator grid, the boundary conditions and the 
rotary part grid called (MRF) generated on Fluent. A “velocity inlet” boundary 
condition was used for gas flow inlet for an air flow rate of 200000 m3/h. The 
“pressure outlet” condition is chosen in the solid and gas exits. No slip condition 
was used in wall boundary, and near wall treatment was standard wall function. 
The simulation was conducted at a rotor cage rotary speed of 111 r/min. Cement 
particles density is 1190 Kg/m3. They are injected from the mass flow inlet sur-
face. The coupled calculation of the discrete phase with the continuous gas phase 
is adopted. The rotor cage has an outer diameter of 2740 mm and a height of 
1900mm. 

4   Model Description 

To predict the flow pattern and the performance of the dynamic separator, unstea-
dy CFD simulations were performed. In this study, a three dimensional simula-
tions is carried out for the gas-solid separator. Multiple Reference Frame (MRF) 
approach is used to simulate the interaction between the moving rotor and the sta-
tionary surrounding parts. The (RSM) model is used to describe the anisotropic 
turbulence in the separator. For an incompressible flow, the governing equations 
can be written as follows [4]: ߲ ഥܷ i߲ݔ ൌ 0 (1)

ߩ ߲ܷ ഥ i߲ݐ  ഥ ܷߩ ݆ ߲ܷ ഥ i߲ݔ ൌ െ ߲ ത߲ܲݔ  ݔ߲߲ ቆߤ ߲ ഥܷ i߲ݔ െ ᇱఫതതതതതതതݑᇱపݑߩ ቇ (2)

Where the velocity components are decomposed into the mean U ഥ i and fluctuating  
u’i velocities which are related as given by: ܷ݅ ൌ ഥܷ i +u’i (3) 

Decomposing the variables in Navier Stokes equations yields an additional term 
Rij= uᇱనuᇱതതതതതതത to the momentum equation. This term is called the Reynolds stress 
tensor. It includes the turbulence closure, which must be modeled to close (2). 

4.1   Turbulence Model RSM 

Transport equations of the Reynolds stresses terms (Rij= uᇱనuᇱതതതതതതത ) are written as:                          ߲ܴ߲ݐ  ܥ ൌ ܲ  ൫்ܦ,  ,൯ܦ െ ߝ  ߶  (4)

Where Cij, P ij , D ij ,ε ij , φ ij et Gij are respectively: the convective transport term, 
the stress production term, the diffusion term, the dissipation term, the pressure  
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strain term and the buoyancy production term. The RSM model requires the fol-
lowing empirical constants [4]: 

 Cμ = 0.09, Cε 1 =1.44, Cε 2 =1.92, σε =1, σk=0.82. 

4.2   Discrete Phase Model DPM 

The motion of a particle is described by the stochastic Lagrangian multiphase flow 
model. Its trajectory is obtained by integrating the particle force balance. There are 
many forces that act on a particle in cyclone separator as centrifugal force,  
drag force and gravity force. Thus, the particle motion equation can be written as 
follows [4]: 

ݐሬԦ߲ݑ߲                                  ൌ ሬԦݑ൫ܨ െ ሬሬሬሬԦ൯ݑ  Ԧ݃൫ߩ െ ߩ൯ߩ    (5)ߩԦܨ

F is a source term which expresses the presence of an additional force.  ܨ൫ݑሬԦ െ ܨ :is given by [4]ܨ ሬሬሬሬԦ൯ is the drag force per unit particle mass andݑ ൌ ଵ଼ ఓఘ ௗమ ವோଶସ   (6)

Where                     Re୮ ൌ ୢ౦ሺ୳ሬሬԦି୳౦ሬሬሬሬሬԦሻµ      (7)

CD, ρ, ρp, µ et dp  are respectively the drag coefficient, the fluid density, the par-
ticle density, the molecular viscosity of the fluid and the particle diameter. 

4.3   Multiple Reference Frame Model MRF 

The MRF model is a steady state approximation where the fluid zone in the rotor 
is modeled in a rotating frame of reference and the surrounding zones are simu-
lated in a stationary frame. 

To transform the fluid velocities from stationary to rotating frames, the follow-
ing relation is used [4]. 

ሬሬሬԦݒ  ൌ Ԧݒ  െ   ሬሬሬሬԦ                                    (8)ݑ
 

Where                         ݑሬሬሬሬԦ ൌ ሬ߱ሬԦ כ   ሬሬሬሬԦݑ Ԧ is the absolute velocity andݒ ,ሬሬሬԦ is the velocity relative to the rotating frameݒ Ԧ     (9)ݎ
the whirl velocity. ሬ߱ሬԦ is the angular velocity and ݎԦ is the position vector to the ro-
tating frame. 

Solving the equations of motion in the rotating frame results in additional acce-
leration terms in the momentum equation [4]. డఘడ௧  . ߩ ሬሬሬԦݒ ൌ 0  (10) 
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 డడ௧ ሺߩ Ԧሻݒ  .  ሺݒ ߩሬሬሬԦ  ݒԦሻ  ሺߩ ሬ߱ሬԦ כ Ԧሻݒ ൌ െ  τ୰ന  FሬԦ   (11) 

Where τ୰ന   is the viscous stress. The Coriolis and centripetal accelerations are in-
cluded in the momentum equation with the term ( ሬ߱ሬԦ כ  .(Ԧݒ

5   Simulation predictions and Discussion 

5.1   Separator Performance 

The main performance characteristics to be considered in the design of dynamic 
air classifier separators are the pressure drop and the separation efficiency. The 
pressure drop across cyclone air classifier is a significant characteristic since it is 
directly related to the operating costs. The pressure drop over a cyclone separator 
can be calculated as the difference of static pressure between the inlet and outlet. 

The values of the pressure drops computed across the dynamic separator are 
listed in table 1 and then compared with experimental results provided by the CE 
plant. The comparison shows that the developed models underestimate the pres-
sure drop in the rotor separator.  

Separator efficiency can also be illustrated by the selectivity or the tromp curve. 
This curve has a fished-hook shape showing for each grain size what percentage 
of the separator feed is selected as fines (left side of the curve) or retained as grits 
(right side of the curve). The main characteristics of the curve are its inclination of 
the quasi linear portion called “Imperfection” and the distance of the horizontal 
axis of the lowest point (τ) called bypass [5]. For a dynamic air classifier separa-
tor, high selectivity means a steeper curve and a smaller bypass. 

The numerical and experimental selectivity curves calculated of the studied dy-
namic separator are shown in fig. 4.  

From this figure, it can be seen that the experimental and numerical curves are 
close for particle size less than 20µm and they are almost the same for particle size 
greater than 20µm. This difference can be the result of electrostatic force between 
particles that FLUENT doesn’t take account of it. From this figure, we can also 
note that the experimental by-pass is a little bit high.  

 

Fig. 4 Experimental and numerical selectivity curves of the studied dynamic separator 
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Table 1 The experimental and numerical pressure drop of the dynamic separator 

 outlet 1 outlet 2 outlet 3 outlet 4 

Exp ∆P[Pa] 1426 1642 1529 1625 

CFD ∆P[Pa] 1403.6 1407.0 1404.6 1406.5 

5.2   Streamlines in the Dynamic Separator 

Fig. 5 describes clearly the flow path lines projected onto the plane (x=0) in the 
dynamic separator. From this figure, we can locate a lot of recirculation flows. We 
also note that the flow pattern from the separation zone to the exit fines tubes is 
characteristic of severe flow recirculation which takes the form of axisymmetric 
bubbles. This phenomenon is called the vortex breakdown which is clearly ob-
served closer the vortex axis of the rotary cyclone. 

The vortex breakdown has been found detrimental in cyclone separators [6-7].  

 

Fig. 5 Pathlines and secondary flows in the dynamic separator 

6   Conclusion 

In this work, CFD numerical simulations of the flow field have been performed on 
the gas-solid dynamic separator.  

The results prove that the turbulence RSM and the stochastic Lagrangian DPM 
models with the Multiple Reference Frame can predict flow pattern qualitatively 
correct and better captures the essential features of the swirling flow in the rotary 
cyclone.  

The calculated pressure drop and the selectivity curve of the dynamic separator 
are compared to experimental measurements given by Enfidha Cement industry. 
In general results are in good agreements. But better results can be found if we 
used other multiphase model as the Eulerian model that takes account of the inte-
ractions between particles but powerful computer codes are required. 
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Secondary recirculation flows and bubble breakdown phenomenon is can be 
observed by CFD simulation and locating these flows can be an important factor 
for the improvement of separator conception. 
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Abstract. Consideration is given in this paper to the numerical solution of the 
transient flow in highly flexible pipes such as rubber tubing and arterial system. 
The transient regime is provoked by the waterhammer phenomenon. A mathemat-
ical model constituted of continuity and motion equations is presented. In this 
model, the tube wall is assumed to be elastic and the compressibility of the liquid 
is neglected. To take into account the fluid-structure interaction, a nonlinear rela-
tionship between the pressure and the cross-section area of the pipe is developed. 
A system of two nonlinear partial differential equations of hyperbolic type is for-
mulated. The irregular grid characteristics method is applied to solve this system. 
The numerical developed algorithm permits to get indications on the evolution  
of the pressure waves due to a valve fast closing at the downstream end of  
the flexible pipe. Computation results show that the pressure wave propagation is 
significantly influenced by the pipe wall elasticity.  

Keywords: wave pressure, flexible pipe, fluid-structure interaction, method of 
characteristics. 

1   Introduction 

For a long time, transient flows in elastic piping systems have received a lot of in-
terest to predict the pressure fluctuations provoked by the waterhammer phenome-
non. The circumstances where these pressure fluctuations appear are numerous, 
such as the case of voluntary disturbances (rapid valve-closure) or the case of ac-
cidental disturbances (sudden pump-failure, pipeline ruptures…). The most widely 
of the previous investigation has considered the pipe to be quasi-rigid, such as me-
tallic pipes, with constant diameters and thicknesses (Bergeron 1949, Streeter and 
Wylie 1967).  

Recent investigations, by many authors, have examined the pipe’s flexibility ef-
fect on the pressure wave propagation in deformable elastic pipes such as rubber 
hoses and arteries. These transients possess some properties which are different 
from those related to the rigid or quasi-rigid pipes. In such flexible systems the 
fluid is considered incompressible relative to the elastic properties of the tube wall 
material. We can quote the studies of (Rooz et al. 1982) and (Porenta et al 1986). 
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They have presented an uncoupled mathematical model for radial deformable 
pipes, constituted by two equation system, where the pipe wall axial motion has 
been neglected. The dynamic fluid pressure and the radial deformation of the pipe 
wall were then separately calculated. (Stuckenbruck and Wiggert, 1986 and Karra 
et al. 2007) have investigated the problem of an elastic flexible-tubing model in 
witch Poisson coupling takes place between the pipe wall and the liquid. They de-
veloped an interactive elastic tube model in which the dynamic fluid pressure 
causes circumferential and axial motion of the tube wall. A four-equations system 
has been formulated which accounts for wave propagations in both the wall and 
the liquid. In all previous studies, unsteady flows are generated by gradual 
changes in flow conditions when a tube is subjected, at the inlet, to a periodic flow 
excitation. The problem of transient flows in flexible pipes provoked by sudden 
valve-closures has not been examined. The purpose of this study is to show the in-
fluence of the nonlinear elastic behaviour of the pipe wall on the propagation of 
the pressure wave generated by the waterhammer phenomenon. A mathematical 
model, of two nonlinear partial differential equations of hyperbolic type, in which 
the liquid compressibility is neglected against the pipe wall deformability, is in-
vestigated. Since the governing equations of such flow are nonlinear, the solution 
can be obtained only by some approximate numerical techniques. The characteris-
tics grid method, based on the pipe cross area, is applied. Numerical results  
obtained by this numerical technique are presented for different values of the  
exponent used for nonlinear elastic-wall equation. 

2   Mathematical Formulation 

By application of the mass conservation and momentum laws to an element of flu-
id between two sections of abscissa x and x+dx of the pipe, we get the following 
equations of continuity and of motion (Wylie et al. 1993): 
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where λ  is the coefficient of friction. 
Equations (1) and (2) form a system of two nonlinear partial differential equa-

tions of hyperbolic type in which the pressure p and the velocity V, are considered 
being the main variables of the flow. To solve numerically these equations, the 

cross section 42DA π=  of the pipe is expressed in term of the fluid pressure as 

following: 

( ) ( ) ( )[ ] 0000000 =δ+=  ifpAALnDeEAAp  (3) 
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( ) ( ) ( )( )[ ] 012 0
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where e is the thickness of the tube and 2DR =  is its radius. The module of 

Young in nonlinear elasticity obeys the relation (Streeter and Wylie, 1967): 

( )δ= 00 RREE  (5) 

where δ = 0 for the materials with linear elastic behaviour and δ ≠ 0 for the mate-
rials with nonlinear elastic behaviour. 

According to (Stuckenbruck et al. 1985), the celerity of the pressure waves in 
the fluid can be defined by the expression: 
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The theory of characteristics is applied to transform the system of partial differen-
tial equations (3) and (4) into a system of ordinary differential equations that will 
be integrated numerically on curved characteristic lines (Hadj-Taïeb and Lili 
1999).  

3   Applications and Results 

Considering the flow of a liquid achieved through the hydraulic device of the  
figure 1. The characteristics of the device are given on table 1. 

3.1   Initial and Boundary Conditions 

In the case of deformable pipes, the initial conditions are obtained by annulling the 
terms of t∂∂  and by solving the obtained differential equation using the method 

of Runge-Kutta. 
The initial steady state flows of the different numerical tests associated to this 

application are first determined. Results show that for the used value of E0, the ini-
tial steady state flow depends on δ.  

The transient flow is created by a downstream sudden closing V(L, t) = 0, ∀ t> 
0 and a constant upstream pressure ( ) ( )[ ]00 Apt,p = , ∀ t > 0. 
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Table 1 Characteristics of the pipe 
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Fig. 1 Hydraulic and geometric proprieties 
of the installation 

3.2   Influence of the Pipe Wall Elasticity on the Propagation  
of Pressure Waves 

The characteristics grid and the evolution of pressure waves, for sudden shutoff of 
all flow at the downstream end of the pipe, are presented for 5040302010 ;;;;=δ  
on figure 2 to 6. These figures show the computed pressure curves at some cross 
sections of the pipe (x=L/4, x=L/2, x=3L/4, x=L). The results reproduce perfectly 
the physical phenomena concerning the reflection of these waves on the two pipe 
extremities: the upstream constant level tank and the downstream closed valve. 
After the sudden valve closure, a positive pressure wave travels along the steady 
state pressure gradient until it reaches the upstream end of the pipe. A region of 
overpressure is developed for some time depending on the value of δ . The pres-
sure wave is reflected as a depression when it reaches the constant level tank. The 
negative reflected pressure wave, traveling from the upstream end of the pipe, 
causes pressure to drop. Going back down the pipe, the front of the depressive 
wave becomes more and more spread. As the waves are damped by wall friction, 
the depression is less important than the first waterhammer amplitude. The nega-
tive pressure wave reaches the downstream closed end, where it reflects and  
causes more depression. That is, it intensifies. The process is repeated until the 
pressure fluctuations are damped at the final steady state pressure. In effect, as 
shown on figures 2 and 3, for the values 10=δ  and 20=δ , the sudden valve 
closure provokes a pressure wave with abrupt front. It is possible to see that the 
use of small values of δ  smoothes the reflected pressure waves. This can be ex-
plained by the fact that for these values, the pipe becomes more elastic, which in-
creases its capacity to attenuate the pressure fluctuations. For relatively big values 
of δ , the over-pressures become severe provoking shock waves to occur as 
shown in figures 4, 5 and 6. 

The figure 4 represents the evolution of the pressure waves and the characteris-
tic lines in the domain x-t, for a more important value of the pipe wall elasticity 
exponent ( 30=δ ). Some oscillations appear in the pressure curves probably due 
to numerical instabilities. The running together of the grid lines indicate the exis-
tence of shocks which are transmitted along the pipe and generate some shifts in 
the pressure curves and the characteristic lines.  

The results of figures 5 and 6 show, for the values 40=δ  and 50=δ , a 
strong set of reflections from both upstream and downstream boundaries. As long 
as the final steady-state has not been established the behavior of characteristic 
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paths in the compression region differs from those of the depression one. For the 
relatively great values of δ  the running together of the grid lines indicate the ex-
istence of shocks which are transmitted along the pipe. In this case, internal boun-
dary conditions have been employed in the characteristics method. 

The phenomena of wave front spreading, of wave front steepening and wave 
shock inception are well represented in the different characteristics diagrams. 
However, it is clear that the characteristics method results in too many oscillations 
and does not give smooth results. 

The amplitudes of the pressure-head variation, using the method of characteris-
tics, are shown in figure 7. The results obtained for the exponent 
( )5040302010 ,,, , =δ  are at the downstream end (x = L) and the middle (x = L/2) 

of the pipe. The accuracy of this method is acceptable particularly for the little 
values of δ . In this figure, the effect of the variation of δ on pressure wave  
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Fig. 2 Evolution of the pressure waves along the characteristic lines for 10=δ  
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Fig. 4 Evolution of the pressure waves along the characteristic lines 30=δ  
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Fig. 5 Evolution of the pressure waves along the characteristic lines 40=δ  
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Fig. 7 Influence of the pipe wall elasticity on the pressure waves due to the watehammer  

evolutions is very clear. We notice that the amplitude and the celerity of these 
pressure waves vary with the value of the pipe wall elasticity exponent. Moreover, 
it can be noted that the celerity of the pressure waves decreases when the elasticity 
increases. In effect and as an example, referring to the tracing relative to the sec-
tion x = L/2, we note that the pressure wave front reaches this section more and 
more rapidly when the exponent δ  increases. 

4   Conclusion 

The numerical solution of the transient flows in deformable pipelines provoked by 
the waterhammer phenomenon has been presented in this paper. This problem is 
governed by a coupled system of two nonlinear partial differential equations  
of hyperbolic type. The mathematical model presented in this paper takes into  
account the influence of the pipe elasticity on the transient flow. The numerical  
method employed is the method of curved characteristic  

The study shows that the evolution of the pressure in time and in space is  
related to the dynamic behavior of the pipe wall. The pipe deformation has an im-
portant effect on the damping of the disturbances and the pressure waves generat-
ed by the waterhammer. Despite this method is less computer cost, supplementary 
equations are however necessary in computing the pressure head magnitudes at 
the shock wave front. 

The characteristics method allows making the shock inception visible in the x, t 
plane, but it requires the use of interpolation method to compute the pressure head 
evolution at any interior section of the pipe. Nevertheless these interpolations  
have no effects on the numerical solution precision and the characteristic lines 
evolution. 
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Abstract. A Theoretical study is carried out in order to verify the Mini Heat Pipe 
(MHP) concept for cooling high power dissipation electronic components and de-
termines the potential advantages of constructing mini channels as an integrated 
part of a Flat Mini Heat Pipe (FMHP). Hence, a detailed mathematical model of a 
FMHP with axial microchannels is developed in which the fluid flow is consi-
dered along with the heat and mass transfer processes during evaporation and con-
densation. The model is based on the equations for the mass, momentum and 
energy conservation, which are written for the evaporator, adiabatic, and condens-
er zones. The model can predict the maximum heat transfer capacity, the optimal 
fluid mass, and the flow and thermal parameters along the FMHP. 

Keywords: Flat Mini Heat Pipes, Microchannels, Electronics Cooling, Fluid 
Analysis, Thermal Analysis. 

Nomenclature 

A Constant in Eq. (23), Section, m² 
Cp Specific heat, J/kg.K 
d Side of the microchannel, m 
Dg Groove height, m 
Dh Hydraulic diameter, m 
f Friction factor 
g Gravity acceleration, m/s² 
h Heat transfer coefficient, W/m².K 
Ja* Modified Jacob number 
k Poiseuille number 
l Width, m 
La Laplace constant, m 

 

La Adiabatic length, m 
Las Dry zone length, m 
Lb Blocked length, m 
lc Condenser width, m 
Lc Condenser length, m 
le Evaporator width, m 
Le Evaporator length, m 
Lt FMHP overall length, m 

m  Mass flow rate, kg/s 
m1 Constant in equation (23) 
m2 Constant in equation (23) 
m3 Constant in equation (23) 
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Ng Number of grooves 
Nu Nüsselt number 
P Pressure, N/m² 
Pr Prandtl number 
Q Heat flux, W/m² 
Q  Heat transfer rate, W 
Qa Axial heat flux rate, W 
Qc Heat flux rate transferred by 
          conduction, W 
Qconv Heat flux rate transferred by 
          convection, W 
rc Radius of curvature, m 
Re Reynolds number 
S Heat transfer area in the 
          evaporator or condenser zone, m² 
Sg Groove spacing, m 
t Thickness, m 
T Temperature, °C 
Tf Film temperature, °C 
Tsf Heat sink temperature, °C 
Tsat Saturation temperature, °C 
Tw Wall temperature, °C 
Ve Liquid or vapor velocity, m/s 
w Axial velocity, m/s 
W FMHP width, m 
Wg Groove width, m 
z Coordinate, m 

Greek Symbols 

α Contact angle, ° 

β Tilt angle, ° 

Δhv Latent heat of vaporization, J/kg 

λ Thermal conductivity, W/m.K 

μ Dynamic viscosity, kg/m.s 

ρ Density, kg/m3 

σ Surface tension, N/m 

τ Shear stress, N/m² 

θ Angle defined in Eq. (13), ° 

Subscripts and superscripts 

a Adiabatic 
c Condenser, Curvature 
ev  Evaporator 
f Film 
il Interfacial (liquid side) 
iv Interfacial (vapor side) 
l Liquid 
lw Liquid-Wall 
max Maximum 
min Minimum 
sat Saturation 
sf Heat sink 
v Vapor 
vw Vapor-Wall 
w Wall 

1   Introduction 

Flat Mini Heat pipes (FMHPs) represent promising solutions for electronic 
equipment cooling (Groll et al. 1998, Mansouri et al. 2011a, 2011b, Maalej et al. 
2011a, 2011b, Zaghdoudi and Sarno 2001, Zaghdoudi et al. 2003, 2004a, 2004b, 
2011a,.2011b, 2011c, 2011d). Heat pipes are sealed systems whose transfer capac-
ity depends mainly on the fluid and the capillary structure. Several capillary struc-
tures are developed in order to meet specific thermal needs. They are constituted 
either by an integrated structure of microchannels or microgrooves machined in 
the internal wall of the heat pipe, or by porous structures made of wire screens or 
sintered powders. According to specific conditions, composed capillary structures 
can be integrated into heat pipes. 

Despite the advances in FMHP designs, most of them, especially those includ-
ing grooves, reveal only the functionality during horizontal operation, with few 
FMHPs successfully demonstrating adverse-gravity or acceleration functionality. 
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These studies show that the manufacture of FMHPs that maintain the same per-
formance for all orientations is a problem yet to be overcome. 

For FMHPs constituted of an integrated capillary structure including micro-
channels of different shapes and associated in network, the theoretical approach 
consists of studying the flow and the heat transfer in isolated microchannels. From 
the FMHP models (Khrustalev and Faghri 1995, Faghri and Khrustalev 1997, 
Khrustalev and Faghri 1999, Lefèvre et al. 2003, Launay et al. 2004, Tzanova et 
al. 2004, Angelov et al. 2005, Shi et al. 2006, Do et al. 2008, Do and Jang 2010), 
the following main conclusions can be outlined: 

 An increase of the heat load decreases the evaporator thermal resistance and in-
creases the condenser thermal resistance due to the change in the longitudinal 
meniscus distribution along the FMHP. 

 Shear stresses at the liquid-vapor interface are significantly non-uniform, de-
creasing towards the center of the liquid-vapor meniscus. This non uniformity 
increases with the curvature of the liquid-vapor interface. 

 The effect of the vapor flow on the liquid flow in the grooves decreases with 
curvature of the liquid-vapor interface. 

 Frictional vapor-liquid interaction significantly affects the thermal performance 
of the FMHP with axial grooves, and shapes of the liquid and vapor cross-
sectional areas should be precisely accounted for when calculating the friction 
factor-Reynolds number products.  

 At the evaporator, heat is mainly transferred in the short thin film region, where 
the liquid is very close to the wall. Thus, to improve heat transfer, the microre-
gion number in a FMHP cross section must be as high as possible.  

 For triangular microchannels, the heat transfer rate is rather limited by the large 
pressure drops in the corners; nevertheless, the vapor pressure drops are not 
negligible.  

 The thermal resistance of the vapor phase is more important than the transversal 
thermal resistance in the liquid film and the wall. Thus, increasing the triangular 
cross-section allows the increase of the liquid and vapor flow cross sections, 
and consequently the increase of the capillary limit and the reduction of the va-
por thermal resistance. 

Table 1 lists the main theoretical studies published in the literature on flat mini 
heat pipes. This list does not include studies on flat heat spreaders with a principle 
operation a little bit different from that of the FMHPs. The table gives also the 
shape of the microchannels which constitutes the capillary structure. As it is indi-
cated the main shapes used as capillary structures are triangular, rectangular or 
trapezoidal. 

The present study deals with the development of model of a FMHP to be used 
for cooling high power dissipation electronic components. A mathematical model 
of a FMHP with axial rectangular microchannels is developed in which the fluid 
flow is considered along with the heat and mass transfer processes during evapora-
tion and condensation. The numerical simulation results are presented regarding 
the thickness distribution of the liquid film in a microchannel, the liquid and vapor 
pressures and velocities as well as the wall temperatures along the FMHP. 
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Table 1 Overview of the main theoretical studies on flat mini heat pipes 

Author Capillary Structure 
Khrustalev and Faghri (1995) Rectangular axial grooves 
Faghri and Khrustalev (1997) Rectangular axial grooves 
Khrustalev and Faghri (1999) Rectangular axial grooves 
Lefevre et al. (2003) Rectangular and trapezoidal axial grooves 
Launay et al. (2004) Triangular axial grooves 
Tzanova et al. (2004) Rectangular axial grooves 
Angelov et al. (2005) Rectangular axial grooves 
Shi et al. (2006) Rectangular axial grooves 
Do et al. (2008) Rectangular axial grooves 
Do and Jang (2010) Rectangular axial grooves 

2   FMHP Modeling 

A sketch of the studied FMHP is illustrated by Fig. 1. It is composed of 47 square 
axial microchannels. The overall dimensions of the FMHP are 100 mm length, 50 
mm width, and 3 mm thickness. The main geometrical parameters are listed in ta-
ble 2. It is filled with water by means an automatic filling apparatus which is de-
veloped especially for this application. 

 

Fig. 1 Sketch of the FMHP 

Table 2 Main geometrical parameters of the FMHP 

FMHP width, W 50 mm 
FMHP overall length, Lt  100 mm
FMHP thickness, t  3 mm 
Microchannel height, Dg 0.5 mm 
Microchannel width Wg 0.5 mm 
Microchannel spacing Sg  1 mm 
Overall width of the microchannels 45 mm 
Overall length of the microchannels 95 mm 
Number of the microchannels, Ng 47 
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The liquid accumulates in the corners and forms four meniscuses (Fig. 2). Their 
curvature radius, rc, is related to the difference of pressure, between vapor and liq-
uid phase, by the Laplace-Young equation. In the evaporator and adiabatic zones, 
the curvature radius, in the parallel direction of the microchannel axis, is lower 
than the one perpendicular to this axis. Therefore, the meniscus is described by 
only one curvature radius. In a given section, rc is supposed constant. The axial 
evolution of rc is obtained by the differential of the Laplace-Young equation. The 
part of wall that is not in contact with the liquid is supposed dry and adiabatic. In 
the condenser, the liquid flows toward the microchannel corners. There is a trans-
verse pressure gradient, and a transverse curvature radius variation of the menis-
cus. The distribution of the liquid along a microchannel is presented in Fig. 2.  

 

Fig. 2 Evolution of the curvature radius of the liquid-vapor interface along a microchannel 

The microchannel is divided into several elementary volumes of length, dz, for 
which, we consider the Laplace-Young equation, and the conservation equations 
written for the liquid and vapor phases as it follows: 
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The quantity dQ/dz in equations (2), (3), and (6) represents the heat flux rate var-
iations along the elementary volume in the evaporator and condenser zones, which 
affects the variations of the liquid and vapor mass flow rates as it is indicated by 
equations (2) and (3). So, if the axial heat flux rate distribution along the micro-
channel is given by 
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we get a linear flow mass rate variations along the microchannel.  
The liquid and vapor passage sections, Al, and Av, the interfacial area, Ail, the 

contact areas of the phases with the wall, Alp and Avp, are expressed using the con-
tact angle and the interface curvature radius by 
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The liquid-wall and the vapor-wall shear stresses are expressed as 

l
2
lllw fw

2

1 ρτ = , 
le

l
l R

k
f = ; 

l

hlwll
el

Dw
R

μ
ρ=  (14) 

v
2
vvvw fw

2

1 ρτ = ,
ve

v
v R

k
f =  , 

v

hvwvv
ev

Dw
R

μ
ρ

=  (15) 

Where kl and kv are the Poiseuille numbers, and Dhlw and Dhvw are the liquid-wall 
and the vapor-wall hydraulic diameters, respectively.  

The hydraulic diameters and the shear stresses in (14) and (15) are expressed as 
follows 
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The liquid-vapor shear stress is calculated by assuming that the liquid is immobile 
since its velocity is considered to be negligible when compared to the vapor veloc-
ity (wl << wv). Hence, we have 
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where Dhiv is the hydraulic diameter of the liquid-vapor interface. The expressions 
of Dhiv and τiv are 
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In (6), h represents the heat transfer coefficient in the evaporator, adiabatic and 
condenser sections. For these zones, the heat transfer coefficients are determined 
from the experimental results [12]. Hence, the heat transfer coefficients can be 
calculated by  

321 mmm *Ja Pr Re A  Nu =  (23) 

A, m1, m2, and m3 are constants, which are determined from the experimental re-
sults. For the evaporation heat transfer, (23) is calculated by taking the liquid 
physical properties at the saturation temperature and the vapor physical properties 
at the film temperature (Tf = (Tsat+Tw)/2). For condensation heat transfer, the liq-
uid and vapor physical properties are determined by considering the film and satu-
ration temperatures, respectively. 

Nu, Re, Pr, and Ja* are the Nusselt, Reynolds, Prandtl and modified Jackob di-
mensionless numbers, respectively. They are defined as follows: 
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where Ve is the liquid or the vapor velocity. μl is the liquid dynamic viscosity, and 
 Δhv is the latent heat. S is the heat transfer area in the evaporator (le × Le) or con-
denser section (lc × Lc), Q is the heat flux rate, and q is the heat flux transferred in 
the evaporator or the condenser zone. 
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where σ is the liquid surface tension. ρl and ρv are the liquid and vapor densities, 
respectively. g is the gravity acceleration. 
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where Cpl is the liquid specific heat, and λl is the liquid thermal conductivity. 
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where h is the heat transfer coefficient in the evaporator or condenser section. 
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The constants of (23) are determined from the experimental data by a linear re-
gression analysis, for the evaporation and the condensation phenomena. It is found 
that the heat transfer law proposed by (23), the experimental results are well  
correlated when considering A = 902, m1 = 0.825, m2 = 0.333, m3 = -0.999, and 
m4 = -0.020, for the evaporation phenomenon, and A = 2.165×10-12, m1 = 1.001, 
m2 = -0.032, m3 = 2.644, and m4 = 1.907, for the condensation phenomenon. For 
the evaporation heat transfer coefficient, it was found that the deviation from the 
experimental results is ± 20 % (Zaghdoudi et al. 2011c), and for the condensation 
heat transfer coefficient, the deviation from the experimental results is ± 10 %. 

The equations (1-6) constitute a system of six first order differential, nonlinear, 
and coupled equations. The six unknown parameters are: rc, wl, wv, Pl, Pv, and Tw. 
The integration starts in the beginning of the evaporator (z = 0) and ends in the 
condenser extremity (z = Lt - Lb), where Lb is the length of the condenser flooding 
zone. The boundary conditions for the adiabatic zone are the calculated solutions 
for the evaporator end. In z = 0, we use the following boundary conditions: 
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The solution is performed along the microchannel if rc is higher than rcmin. The 
coordinate for which this condition is verified, is noted Las and corresponds to the 
microchannel dry zone length. Beyond this zone, the liquid doesn't flow anymore. 
Solution is stopped when rc = rcmax, which is determined using the following rea-
soning: the liquid film meets the wall with a constant contact angle. Thus, the cur-
vature radius increases as we progress toward the condenser (Figs. 2a and 2b). 
When the liquid film contact points meet, the wall is not anymore in direct contact 
with vapor. In this case, the liquid configuration should correspond to Fig. 18c, 
but actually, the continuity in the liquid-vapor interface shape imposes the profile 
represented on Fig. 2d. In this case, the curvature radius is maximal. Then, in the 
condenser, the meniscus curvature radius decreases as the liquid thickness in-
creases (Fig. 2e). The transferred maximum power, so called capillary limit, is de-
termined if the junction of the four meniscuses starts precisely in the beginning of 
the condenser. 

3   Numerical Results and Analysis 

In this analysis, we study a FMHP with the dimensions which are indicated in  
Table 2. The capillary structure is composed of microchannels as it is represented 
by the sketch of Fig. 1. The working fluid is water and the heat sink temperature is 
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equal to 40 °C. The conditions of simulation are such as Le = 20 mm, La = 35 mm 
et Lc = 45 mm, and the introduced mass of water is equal to the optimal fill charge.  

The variations of the curvature radius rc are represented in Fig. 3. In the evapo-
rator, because of the recession of the meniscus in the channel corners and the great 
difference of pressure between the two phases, the interfacial curvature radius is 
very small on the evaporator extremity. It is also noticed that the interfacial curva-
ture radius decreases in the evaporator section when the heat flux rate increases. 
However, it increases in the condenser section. Indeed, when the heat input power 
increases, the liquid and vapor pressure losses increase, and the capillary pressure 
become insufficient to overcome the pressure losses. Hence, the evaporator be-
comes starved of liquid, and the condenser is blocked with the liquid in excess. 
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Fig. 3 Variations of the curvature radius rc of the meniscus 

The evolution of the liquid and vapor pressures along the microchannel is given 
in Figs. 4 and 5. We note that the vapor pressure gradient along the microchannel 
is weak. It is due to the size and the shape of the microchannel that don't generate 
a very important vapor pressure drop. For the liquid, the velocity increase is im-
portant near of the evaporator extremity, which generates an important liquid pres-
sure drop. 
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Fig. 4 Variations of the liquid pressure Pl Fig. 5 Variations of the vapor pressure Pv 
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Figure 6 presents the evolution of the liquid phase velocity along a microchan-
nel. In the evaporator section, as the liquid passage section decreases, the liquid 
velocity increases considerably. On other hand, since the liquid passage section 
increases along the microchannel (adiabatic and condenser sections), the liquid ve-
locity decreases to reach zero at the final extremity of the condenser. In the evapo-
rator, the vapor phase velocity increases since the vapor passage section decreases. 
In the adiabatic zone, it continues to grow with the reduction of the section of va-
por passage. Then, when the condensation appears, it decreases, and it is equal to 
zero on the extremity of the condenser (Fig. 7). We can note also that the  
vapor velocities are higher than those of the liquid phase. This confirms the hypo-
thesis of the model which considers a laminar flow for the liquid phase with weak 
interfacial stresses. 

The variations of the wall temperature along the FMHP are reported in Fig. 8. 
In the evaporator section, the wall temperature decreases since an intensive evapo-
ration appears due the presence of a thin liquid film in the corners. In the adiabatic 
section, the wall temperature is equal to the saturation temperature corresponding  
 

8.00E-05

5.08E-03

1.01E-02

1.51E-02

2.01E-02

2.51E-02

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

z (m)

w
l (

m
/s

)

Evaporator Adiabatic Zone Condenser

10 W

20 W

30 W

40 W

50 W

60 W

 

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

z (m)

w
v 

(m
/s

)

10 W

20 W

30 W

40 W

50 W

60 W
Evaporator Adiabatic Zone Condenser

 

Fig. 6 The liquid phase velocity distribution Fig. 7 The vapor phase velocity distribution 
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Fig. 8 Variations of the FMHP wall 
temperature 

Fig. 9 Variations of the copper plate wall 
temperature 

 



392 J. Mansouri et al.
 

to the vapor pressure. In the condenser section, the wall temperature decreases. 
The variations of the wall temperature along a copper plate having the same di-
mensions as the FMHP are shown in Fig. 9. By comparing the temperature distri-
butions obtained in Figs 8 and 9, it is demonstrated that the maximum values of 
the temperatures which are reached in both cases (FMHP and copper plate), indi-
cate the efficiency of the FMHP in reducing the hot spots that could be generated 
for high heat inputs. 

Fig. 10 shows the variations of the heat flux rate transferred by conduction, Qc, 
along the FMHP, for different imposed heat inputs. For a given heat input, in the 
evaporator section, Qc increases. However, in the adiabatic zone, it decreases rap-
idly to nearly zero and then increases sharply. In the condenser zone, Qc decreases 
and reaches zero at the FMHP extremity. Fig. 11 shows the variations of the heat 
flux rate, Qconv, transferred by convection. We can note that Qconv is higher than 
Qc. It increases in the evaporator zone and decreases in the condenser zone. How-
ever, in the adiabatic zone, Qconv increases firstly to reach a value which is nearly 
equal to the axial heat input, Qa, and then decreases. Note that the summation of 
the heat flux rates transferred by conduction and convection Qc and Qconv is equal 
to the axial heat flux rate, Qa (Fig. 12). It increases linearly in the evaporator zone, 
it remains constant in the adiabatic section, and it decreases in the condenser zone.  
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Fig. 10 Variations of the heat flux rate 
transferred by conduction 

Fig. 11 Variations of the heat flux rate 
transferred by convection 
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Fig. 12 Variations of the total heat flux rate  
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4   Conclusion 

Based on the mass conservation, momentum conservation, energy conservation, 
and Laplace-Young equations, a one dimensional numerical model is developed to 
simulate the liquid-vapor flow as well as the heat transfer in a FMHP constituted 
by microchannels. The model takes into account interfacial effects, the interfacial 
radius of curvature, and the heat transfer in both the evaporator and condenser 
zones. The resulting coupled ordinary differential equations are solved numeri-
cally to yield interfacial radius of curvature, pressure, velocity, temperature distri-
bution as a function of axial distance along the FMHP, for different heat inputs. It 
is clear from these results that incorporating such FMHP as part of high integrated 
electronic packages can significantly improve the performance and reliability of 
electronic devices, by increasing the effective thermal conductivity, decreasing  
the temperature gradients and reducing the intensity and the number of localized 
hot spots. 
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Abstract. A general methodology for the determination of the effective behavior 
of architectured materials endowed with a discrete structure at the microscopic 
scale is presented. It relies on the discrete homogenization method to derive the ef-
fective mechanical properties from the topology of the material and the properties 
of the micro constituents. This methodology is presently applied to textile 
monolayers modelled as a network of undulated and interwoven beams represent-
ing the yarns in the fabric. The initially discrete fabric architecture is represented 
at the mesoscopic level by an anisotropic micropolar effective continuum. The ef-
fective mechanical properties are validated by FE simulations performed over a 
representative unit cell.  

Keywords: textiles, effective mechanical properties, discrete homogenization, mi-
cropolar model, flexural rigidities. 

1   Introduction 

Over the past decade, considerable attention has been devoted to textile compo-
sites and especially woven fabrics, which are now used as structural components 
in construction mechanics and especially aerospace engineering. These structures 
have many advantages over unidirectional fiber reinforced composites, such as 
enhanced dimensional stability over a large range of temperatures, more balanced 
properties in the fabric plane, and better impact resistance. The multi-scale nature 
of the fabric (macro-scale), composed of yarns (meso-scale), themselves com-
posed of fibers (micro-scale) leads to a complex mechanical behavior, see (Assidi 
et al. 2011) for a review of the existing modeling strategies. The present contribu-
tion addresses the issue of the prediction of the mechanical behavior of different 
woven fabric architectures from the discrete homogenization. 
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2   Discrete Homogenization of Fabrics and Effective 
Properties of an Equivalent Anisotropic Micropolar 
Continuum 

The topology of the fabric with the unit cell for plain weave and twill consists of 
warp and weft with an initial crimp (Fig. 1 and Fig. 2 respectively). The contact 
between warp and weft is accounted for by vertical connecting beams.  

 

Fig. 1 Representative unit cell for plain weave 

 

Fig. 2 Representative unit cell for twill 

The main novelty advocated in the present work is the substitution of the in-
itially discrete material by an equivalent continuous Cosserat solid. The proposed 
method (discrete homogenization) allows evaluating the effective classical and 
micropolar elastic constants. Such a technique is exploited to compute the macros-
copic elastic properties of fabric by taking into account axial, transverse shearing, 
flexural and torsional deformations of the yarns building the fabrics. The consid-
eration of couple stresses interpreted as moments enables to compute the flexural 
rigidities of textile monolayers, which is a challenging task considering their small 
thickness. The homogenized constitutive law relates stress to strain measures and 
as a second part couple stresses to curvatures, as explained next.  

The homogenization method assumes that all physical quantities vary at both 
local and global scales, and that those quantities are periodic with respect to the 
local scale, due to the periodicity of the existing microstructure. As the woven fa-
brics have a periodic structure based on an identified RVE, it is possible to apply 
the asymptotic expansion homogenization method. Due to the discreteness of the  
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fabric architecture, we chose to apply the discrete asymptotic homogenization  
method proposed in (Caillerie et al. 2006; Raoult et al. 2008; Dos Reis and Gang-
hoffer 2012), to calculate the effective behavior of such periodic lattices. More 
precisely, we substitute to the initially discrete fabric structure a micropolar  
effective continuum endowed with translational and rotational degrees of freedom. 
Micropolar elasticity incorporates local rotations of material points in addition to 
displacements in the kinematic description; as a consequence, the material can 
transmit both Cauchy stresses and couple stresses. The method allows presently 
the treatment of elementary cells, including internal nodes; it is based on the as-
ymptotic development of the kinematic and static variables under consideration, at 
an arbitrary order a priori. The method relies on the connectivity of the beam lat-
tice within the representative unit cell, the constitutive model of the microbeams, 
and the equilibrium of forces and moments at each node of the lattice. We con-
sider presently a Timoshenko beam model, accounting for transverse shear within 
the yarns, which is a realistic model when yarns are made of several filaments.  

From a technical point of view, two geometrical parameters need an asymptotic 
expansion, namely the beam length lεb and beam radius rεb. Similarly, the nodal 
displacement uεn=(ux, uy, uz), and the nodal microrotation ϕεn=( xφ , yφ , zφ ) defined 
at the origin and extremity of each beam are the kinematic variables that need an 
asymptotic expansion. For a large enough fabric structure, the ratio of the elemen-
tary cell length to the macroscopic fabric length constitutes a small parameter 
ε=l/L, versus which all geometrical and kinematic variables are expanded. 

The general form of the constitutive equations can presently be identified from 
the expressions of the homogenized stress and couple stress tensors, built from the 
dyadic product of identified stress vector iS and couple stress vector iμ , as 
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(1) 

 
with g the Jacobian of the transformation from Cartesian to curvilinear coordinates 
(they act as Lagrangian coordinates at continuum level) and R the position vector 
of any material point in the effective continuum. For periodical uniform structures 
endowed with a central symmetry, the stiffness coefficients are invariant under a 

coordinate inversion, implying that the vectors i
1μ  and i

2S in previous expressions 

should vanish; the stress and couple stress vectors then simplify to 
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with 

1
b

xF , 
1
b
yF , 

1
b

zF , 
2
n
xM , 

2
n

yM , and
2
n
zM  respectively, the first order normal and 

transverse efforts and the second order moment. Those expressions still involve 

the unknown displacements
nu1 , 

nu2 and rotations n
0φ , 

n
1φ , which are determined 

for all nodes by solving the equilibrium equations. The previously identified con-
tinuum constitutive equations are those of a micropolar linear (in general aniso-
tropic) elastic solid are given by 

( ),    , , , , ,ij ijkl kl ijkl kl ij klij kl ijkl klE B m B K i j k l x y zσ χ χ= + = + = 
 (3) 

where Eijkl, Bijkl and Kijkl are the micropolar fourth rank stiffness tensor; the as-
sumption of centrosymmetrical lattices correspond at the continuum level to the 
vanishing of the pseudo-tensor with coefficients Bijkl . Two characteristic bending 
lengths of the anisotropic micropolar continuum are calculated from the effective 
rigidities, for plain weave and twill successively. 
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The geometrical parameters of the fiber tows are chosen as follows: 

Table 1 Configuration parameters of plain weave and twill fabrics 

Weft  Lf1 = 0.618 mm Lf2 = 0.487 mm θf =40°  df  = 0.27 mm 

Warp Lp1 = 0.56 mm Lp2 = 0.41 mm θp =40° dp = 0.25 mm 

 
The mechanical properties of the warp and weft made of PES are given in  

Table 2; those properties are given to the beams of the respective lattices of plain 
weave and twill (Fig. 1 and 2 respectively).   

Table 2 Elastic properties of weft and warp yarns 

Weft  Esf =1889 MPa Gsf =756 MPa νf =0.25 

Warp Esp=13853 Mpa Gsp= 5541 Mpa νp =0.25 

 
Relying on the previous geometrical and material data, the tensile, flexural, and 

torsional rigidities of the beam segments building the fabric lattice are defined: 

Tensile rigidities:  sf f
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In order to assess the effect of rotational degrees of freedom at the macroscopic 
scale, a beam incorporating a periodically distributed textile mesostructure and 
submitted to pure bending is considered (Fig. 3). 

re 3).  

 
 
 

 Fig. 3 Geometrical parameters of a micropolar beam subjected to a pure bending moment 
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The bending stiffnesses xzK μ and yzK μ
 of the macrobeam are defined from the 

simplified equilibrium equation of an anisotropic micropolar beam submitted to a 
uniform bending moment M, as  

( )* *
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z
x z
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E I K H M
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μ φ∂+ = −
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(4) 

with *
xE and *

yE  the effective homogenized moduli of the macroscopic equivalent 

beam, *
zI  the quadratic moment of the macroscopic beam along the z-direction, 

given by 3
*

12z
H

I = , and 55K μ , 
66K μ the homogenized micropolar moduli corres-

ponding to the couple stresses xzm
 
and yzm . The effective properties of the 

(homogenized) macroscopic beam allow calculating the classical and micropolar 

rigidities. We adopt the thickness of fabrics as the macroscopic parameter, here 

chosen as H=0.52 mm. The gain in flexural rigidity due to the micropolar effect 

for a microstructured beam is quantified by the parameter % 100
c

r c
K K

g
K

μ −= × . 

Important gains in bending stiffness are obtained (Table 3) in comparison to a 

beam made of a Cauchy type continuum material for both types of fabric.  

Table 3 Bending stiffness of a beam with a microstructure of plain weave and twill 

 Plain weave Twill 

* (MPa)E
x  

139.40 186.90 

*  (MPa)E
y  287.70 330.50 

 (N)55K
μ

 
1.84 4.63 

 (N)66K
μ

 
7.50 15.84 

xzK μ
 
(N.mm) 2.58 4.59 

c
xzK  

(N.mm) 1.63 2.19 

% xzgr  
58.30 109.60 

yzKμ
 
(N.mm) 7.27 12.10 

c
yzK

 
(N.mm) 3.37 3.87 

% yzgr  115.73 212.70 

 
Micropolar effects appear to be important for those fabrics; the gain in rigidity 

xzgr is 58.30% for plain weave compared to 109.60% for twill, and
yzgr  is 

115.73% for plain weave versus 212.70% for twill. Hence, such monolayers exhi-
bit quite interesting bending mechanical properties. 
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3   Validation by FE Simulations  

In order to validate the homogenized moduli, the total strain energy stored in the 
unit cell is equated with the energy of an equivalent homogeneous continuum, 
which is obtained by the prescribed strain/stress fields. In the elastic regime, the 
macroscopic behavior of a unit cell relates the effective stress tensor ijσ  to the 
effective strain ij by the homogenized, stiffness matrix sK as  

s
ij ijKσ =   (5) 

where 1
dVVij ijV

σ σ=   and 
1

dVVij ijV
=     

Table 4 provides a complete and detailed description of the geometrical para-
meters used to construct the FE and discrete homogenization models. 

Table 4 Configuration parameters of plain weave and twill fabrics 

 Plain weave Twill 

Lf1 (mm) 0.60 0.60 

Lf 2(mm) -- 0.48 
Lp1 (mm) 0.52 0.52 
Lp2 (mm) -- 0.42 
θf  (Deg) 36 36 
θp (Deg) 38 38 
df  (mm) 0.27  0.27  
dp  (mm) 0.25  0.25  

 
Using periodic boundary conditions over a unit cell (Fig. 4), one is able to eva-

luate the components of the stiffness tensor for the unit cell. 
 

 

 
 

Fig. 4 Representative unit cells for the FE determination of effective moduli 

A relatively good agreement has been obtained between the effective properties 
determined from discrete homogenization and those computed numerically  
(Table 5). the observed differences are at most of 20%, and are due to the approx-
imation of the geometrical representation of the yarn trajectories by piecewise 
straight lines with sharp corners at the crossover points; in finite element simula-
tions, the curvilinear trajectories of the yarns (the middle line) in the 3D  
model have been identified using Bezier splines (thus having a smooth radius of 
curvature).  
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Table 5 Effective elastic constants of plain weave and twill 

 Discrete homogenization   Finite element simulation 

 Plain weave Twill 
 Plain 
weave 

Twill 

11 (MPa)sK  180 230 150 203 

12  (MPa)sK  55 88 51 85 

22  (MPa)sK  344 420 433 545 

66 (MPa)sK  10 11 12.5 8.5 
*  (MPa)E
x  

171 211 144 192 
*  (MPa)E
y  

327 386 415 529 
*
xyν

 0.16 0.20 0.12 0.16 
*
yxν  0.31 0.38 0.34 0.42 

4   Conclusion 

The proposed homogenization technique proves efficient from a numerical point 
of view, and has been implemented in a dedicated code; the effective mechanical 
properties are determined from the topology of the fabric and the mechanical 
properties of the yarns. The representation of yarns could be improved by consi-
dering a more elaborate model of yarns, accounting especially for transverse com-
pressibility. The proposed discrete homogenization technique will be extended to 
textile multilayers and to a nonlinear effective behavior. 
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Abstract. The Fatigue Crack Growth (FCG) requires the monitoring of the evolu-
tion of the length of the crack during the lifespan of the component. Maintenance 
inspections are needed to ensure the survival of the component. Depending on the 
inspections results a maintenance policy is implemented. Based on an economic 
study and using a dynamic method the optimal time is determined for a single and 
two inspections. Generalization of this method is presented for the multiple in-
spections. In order to illustrate and validate this method two applications are car-
ried out: the first one is general and the second one is applied to the crack growth 
in mixed mode. 

Keywords: reliability, optimization, inspection time, crack growth, mixed mode. 

1   Introduction 

In classic analytic crack method all the mechanical and geometrical properties 
such as the initial crack size, the load, the material properties and the crack growth 
parameters are supposed to be deterministic. This is leads to have a very conserva-
tive behavior. However and due to the randomness of these properties, the FCG is 
naturally considered as a random process and requires an appropriate inspection 
program in order to prevent the failure and to improve the maintenance strategies 
(Nechvall et al. 2010). During the lifespan of these mechanical components, in-
spections are required in order to decide which kind of maintenance is needed. 
Several methods are used to define a maintenance optimal inspection program; 
several authors choose an optimal maintenance time according to a fixed Probabil-
ity of Failure (Pf). Others use an optimal maintenance program based on the min-
imum value of the Pf in order to ensure the required security (Han 1999). In an 
economic point of view, the optimal maintenance program is defined by minimiz-
ing the total cost function (Laggoune et al. 2009). In these studies results of pre-
vious inspections of maintenance are not taken into account. 

In the present work a new formulation of the cost function in the case of a  
single inspection based on the decision tree is developed where the results of  
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previous inspections of maintenance are taken into account. This formulation is 
treated in a sequential mode starting from the initial crack process. The method is 
then generalized to the case of two and multiple inspections. 

2   Computation of Crack Growth Rate 

FCG is described by different empirical expressions. The most used one is of the 
Paris law (Paris et Erdogan 1963) witch represents the crack length growth ratio as 
a function of a loading cycle’s number: dadN ൌ C. ൫∆KIé୯൯୫                                                       ሺ1ሻ 

Where a is the crack length, N is the number of loading cycles, C and m are mate-
rials parameters  ∆KIéq is the stress intensity factor range corresponding to the 
mixed mode (Eltaief  et al. 2012). 

The lifespan of fatigue may be calculated by integrating the equation (1): N ൌ න daC. ൫∆KIé୯൯୫ୟౙୟబ                                                          ሺ2ሻ 

Where a0 and ac are the initial and critical crack lengths respectively. 

3   Reliability Assessment 

The reliability assessment requires defining the failure criterion of the structure. 
Which is represented by a limit state function G(X) expressed in terms of uncer-
tain parameters X such as G(X) > 0 is the field of safety and G(X) < 0 represents 
the failure domain. The Pf is given by, where fx(xi) is a joint probability function: P ൌ න fXሺxଵ, xଶ, … … . , x୬ሻGሺXሻஸ dxଵ, dxଶ, … dx୬ ൌ PrሺGሺሼxሽሻ ൏ 0ሻ          ሺ3ሻ 

In general the information relative to the probability density function is not availa-
ble. The computation of the Pf by the equation (3) is very difficult. For this reason, 
the approximation methods FORM/SORM were developed (Yan et al. 1999). The 
Pf is then estimated by the FORM approximation as: P ൌ ሺെβ ሻ                                                                  ሺ4ሻ 

 Where Ø is cumulative distribution function of the standard normal random vari-
able and β is the Reliability Index (RI) determined Rackwitz-Fiessler algorithm. 

4   Updating the Reliability Based on Inspection Results 

The safety margin corresponding to inspection event is denoted by Mi. During  
inspections, two types of results could be reported: the crack is detected or not  
detected. 
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The updated Pf for the case of crack detection      could be easily calculated 

by the Bayesian approach (Jiao and Moan 1990) as: P,୳୮ ୢ ൌ PሺGሺXሻ  0|M୧  0ሻ ൌ PሺGሺXሻ  0 ת M୧  0ሻPሺM୧  0ሻ                         ሺ5ሻ M୧Mi is denoted to be the complementary of the crack detection event Mi.  
By using the total probability theorem (Jiao and Moan 1990), the updated Pf for 

the case of no crack detection P,୳୮୬ୢ  is: 
 P,୳୮ ୬ୢ ൌ P൫GሺXሻ  0หM୧  0൯ ൌ PሺGሺXሻ  0ሻ െ PሺGሺXሻ  0|M୧  0ሻPሺM୧  0ሻ1 െ PሺM୧  0ሻ             ሺ6ሻ 

5   Inspection Optimization Based on Total Cost Minimization 

Based on global cost function minimization, the optimal time inspection for a 
cracked component submitted to a fatigue loading is carried out. Failure and in-
spections costs relative to each inspection are introduced in the global cost func-
tion. The following assumptions are adopted:  

• The inspection is realized without reparation. 
• The lifespan Tf, the failure cost (Cf) and the inspection cost (CI) are known. 

In this study, a dynamic method is used treating the problem in a sequential way 
starting with the initial crack. Based on the decision tree for the case of a single 
inspection, a total cost between t=0 and t1 time of the first inspection is defined, 
leading to determine the date t1optimal of the first inspection for which the total cost 
is minimal. 

For the case of two inspections, the total cost between t1optimal and t2 time of the 
second inspection is defined. By minimizing this total cost, t2optimal is determined 
corresponding to the optimal time of the second inspection and on and on for the 
case of the multiple inspection. 

5.1   Case of a Single Inspection 

The figure 1 illustrates the decision tree in the case of single inspection realized at 
the time t1 with 0<t1<Tf .  

Based on the decision tree, we can identify two types of cost: 

• CF(t1) : the expected cost of failure in the interval  [0,t1] with 0 < t1 <Tf 
• CI(t1): the inspection cost realized at the time t1 

In the interval [0,t1], and affecting the probability of occurrence of each event, the 
total cost is defined as follows: ்ܥሺݐଵሻ ൌ ଵሻݐிሺܥ  ଵݐଵሻݐூሺܥ ൌ .ܥ ܲሺݐଵሻ  .ܥ ሺ1 െ ܲሺݐଵሻሻݐଵ                         ሺ7ሻ 

Where Pf(t1) is the Pf at the time t1. The date t1optimal of the first inspection corres-
ponding to CT(t1optimal) minimal. 

P,୳୮ୢ  
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Fig. 1 The decision tree in the case of a single inspection 

5.2   Case of Two Inspections 

As in the case of a single inspection, two different costs are defined:  

• CF(t1optimal, t2): the expected cost of failure in the interval [t1optimal ,t2]. 
• CI(t1optimal, t2) : the inspection cost realized at the time t2. 

In the interval [t1optimal, t2], the total cost in the case of the second inspection is de-
fined as follows:  ்ܥ൫ݐଵ௧, ଶ൯ݐ ൌ , ଵ௧ݐி൫ܥ ଶ൯ݐ  , ଵ௧ݐூ൫ܥ ଶݐଶ൯ݐ  െ ଵ௧ݐ                                      ሺ8ሻ 

 

Fig. 2 The decision tree in the case of two inspections 

The result of the first inspection at the time t1optimal gives two cases see figure 1: 
Case 1 
If the crack is detected and affecting the probability of occurrence of each event, 
the total cost in the interval [t1optimal, t2] becomes: ்ܥ൫ݐଵ௧, ଶ൯ݐ ൌ .,ೠ ൫௧భೌ,௧మ൯ା.ሺ ଵି,ೠ ൫௧భೌ,௧మ൯ ሻ௧మି௧భೌ                   ሺ9ሻ 

Where                        is the        between the time t1optimal and t2.  
 
 

P,୳୮ୢ  ܲ,௨ௗ ൫ݐଵ௧,  ଶ൯ݐ
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Case 2 

If the crack is not detected, we have:  

,ଵ௧ݐ൫்ܥ ଶ൯ݐ ൌ .,ೠ ൫௧భೌ,௧మ൯ା.ቀଵି,ೠ ൫௧భೌ,௧మ൯ቁ௧మି௧భೌ                         ሺ10ሻ 

Where                      is         between the time t1optimal and t2. 

5.3   Case of Multiple Inspections 

The total cost of the nth inspection is defined as follows:  

,ሺିଵ ௧ሻݐ൫்ܥ ൯ݐ ൌ ,ሺିଵ ሻ௧ݐி൫ܥ ൯ݐ  ,ሺିଵ ሻ௧ݐூ൫ܥ ݐ൯ݐ െ ሺିଵሻ ௧ݐ                   ሺ11ሻ 

Where CF(t(n-1)optimal,tn) is the expected cost of failure in the interval [t(n-1)optimal ,tn] 
and CI(t(n-1)optimal,tn)  is the inspection cost realized at the time tn. 

5.4   Flowchart of Computing the Optimal Inspection Time 

 

Fig. 3 Flowchart of computing the optimal inspection time 

P,୳୮୬ୢ ൫tଵ୭୮୲୧୫ୟ୪, tଶ൯ P,୳୮୬ୢ  
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6   Application of the Method 

6.1   Application 1: General Application for Illustrating  
the Method  

In this application, the Pf and the       are assumed to follows weibull distribu-
tion and are written as follows: 

ܲ ൌ 1 െ ݁ିሺംሻഁ
     and      ܲ,௨ௗ ൌ 1 െ ݁ିሺംሻഁషഀ

ߛ  ൌ 10 cycles, ߚ ൌ ߙ , 2 ൌ 5. 10ିଵ et ݎ ൌ 0.001 

The cost function of the first inspection is determined by applying Eq (7) for a 
time t1 in the interval [0,Tf]. This methodology is well explained in the flowchart 
in the figure 3.  

The figure 4 shows the evolution of the total cost of the first inspection versus 
the variation of the time inspection ∆t. The figure 4 shows that, the optimal in-
spection time of the first inspection t1optimal reflecting the minimum cost is esti-
mated to  t1optimal = 3,25.104 cycles. 

 

 
 

Fig. 4 Evolution of the total cost versus ∆t 
(first inspection) 

Fig. 5 Evolution of the total cost versus ∆t 
(second inspection) 

In order to determine the optimal inspection time of the second inspection 
t2optimal, Eq (8) and Eq (9) are applied for different t2. The figure 5 shows the evo-
lution of the total cost of the second inspection versus ∆t. We note that the optimal 
inspection time of the second inspection t2optimal is:   ൫ݐଶ െ ଵ௧൯௧ݐ ൌ ଶ௧ݐ െ ଵ௧ݐ ൌ 2,55. 10ସcycles ݐ     ݏܽ ݁ݎ݄݁ݓଵ௧ ൌ 3,25. 10ସcycles   ݐ   ݄݊݁ݐଶ௧ ൌ 5,8. 10ସcycles 

6.2   Application 2: Case of Crack Growth in Mixed Mode 

A rectangular plate of length 2L=100 mm and of width 2W=50 mm is considered, 
it contains a crack rectilinear central of length 2W=50 mm and disposed at an an-
gle β=30° loaded with a constant amplitude cyclic stress σ. The nature of random 
parameters and their scattering values are given in the table 1. 

P,୳୮ୢ  
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Table 1 Data FCG characteristics 

Parameters Law average Coefficient of variation 

a0 (m) normale 2.1 10-4 3% 

ac (m) normale 5.5 10-4 3% 

C (m/cycle/(MPa.m0.5)m) log-normale 6.8 10-12 10% 

ad (m) normale 4.5 10-4 3% 

m deterministic 3 - 

 (MPa) deterministic 75 - 

 
Figure 6 shows the evolution of the Pf and      versus the cycle’s number after 

an inspection operation in the case of crack detection. We note that the crack de-
tection accelerates the increase of Pf, consequently a disaster cost, which would 
have happened due to the failure is gained. 

 

Fig. 6 Evolution of Pf and      versus the cycle’s number 

The figure 7 shows the evolution of the total cost of the first inspection depend-
ing on ∆t. By analyzing this curve, the optimal inspection time of the first inspec-
tion is t1optimal = 1,6.106 cycles. 

The figure 8 shows the evolution of the total cost of the second inspection de-
pending on the ∆t. By analyzing this curve, the optimal inspection time of the 
second inspection t2optimal is: ൫ݐଶ െ ଵ௧൯௧ݐ ൌ ଶ௧ݐ െ ଵ௧ݐ ൌ 1,6. 10ହcycles 

Where as  ݐଵ௧ ൌ 1,6. 10cycles    ݐ     ݄݊݁ݐଶ௧ ൌ 1,96. 10cycles. 
Figure 9 shows the evolution of the total cost of the first and the second inspec-

tion depending on the ∆t. From this figure we see that the ∆t optimal correspond-
ing to the second inspection decreases relative to that of the first inspection. This 
result is physically coherent since the crack growth increases first slowly then in-
creases exponentially until the rupture. 

P,୳୮ୢ  

P,୳୮ ୢ  
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For the case of multiple inspections if ∆t optimal is very low, the maintenance 
program should be changed from inspection to replacement or repair. In this case 
we can deduce the maximum number of inspections to be performed. 

 

 
 
Fig. 7 Evolution of the total cost versus ∆t 
(first inspection) 

Fig. 8 Evolution of the total cost versus ∆t 
(second inspection) 

 

 

Fig. 9 Evolution of the total cost of the first and the second inspection 

7   Conclusion 

In this study we have proposed a general approach integrating the coupling of fa-
tigue-reliability and its application to the fatigue crack growth. Based on the 
Rackwitz-Fiessler algorithm and the Bayesian approach, the failure probability 
and the updated failure probability are determined using the FORM method. Tak-
ing into account the results of previous inspections and based on the approach of 
minimizing the total cost, an optimal maintenance schedule is implemented. A se-
quential approach starting by the initial crack is applied to build the total cost 
function. Two applications have been presented to show the efficiency of this ap-
proach. The first one is general and based on the model of weibull and the second 
one is applied to the fatigue crack growth in a mixed mode.  
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Abstract. In this study we were interested in the behavior of two aluminum alloys 
(2024 T351 and 7075 T7351) requested by a simple overload with an aim of 
determining the number of cycles of delay of each one and of comparing their 
behavior various environments (air and vacuum).For that, we carried out fatigue 
tests stopped by a simple overload with a rate of overload τ = 2 and reports/ratios 
of  loads R=0,1 and R=0,5.The results obtained show that the number of cycles of 
delay of alloy 2024 T351 is higher than that of the alloy 7075 T7351 and that the 
number of cycles of delay is more significant in the vacuum than with the air for 
two materials.This observation will lead us to make a judicious choice as for the 
industrial use (aeronautical) of two materials. 

Keywords: fatigue, overload, aluminum alloy, a number of cycles of delay. 

1   Introduction  

The influence of the spontaneous load change on fatigue crack behavior in a 
structure is a natural phenomenon which suddenly appears. For this reason several 
authors such as Schijve [1], Von Euw and Al.[2], Wei and Al [3] and Bathias [4] 
were interested to overloads phenomenon and they defined some governing 
factors of  this phenomenon.   

Among these factors are: 

- ΔKpic : amplitude of the stress intensity factor corresponding to the overload in  
  [MPa.m1/2] ; 
- Nd : number of  delay cycles ; 
- ad: crack length  disturbed by the overload in [m]. 

some authors tried to explain other aspects relating to the overloads they show that  
2024 T351 alloy  for a overload rate τ the delay decreases if the load ratio R 
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increases, for Ri > 0  and for τ = 2, the crack can be blocked definitively [5] . In 
the field of negative charge ratios (Ri < 0) and for a given overload rate, the delay 
decreases when the load ratio R increases [6]. 

2   Experimental Conditions 

2.1   Materials  

In this study, we used two high-strength aluminum alloys which chemical 
properties and the mechanical characteristics are given, respectively, in tables 1 
and 2. 

Table 1 Chemical properties 

Elements% Si Fe Cu Mn Mg Cr 

2024 T351 0.10 0.22 4.46 0.66 1.50 0.01 

7075 T7351 0.70 0.16 1.52 0.04 2.55 0.20 

Table 2 Mechanical characteristics 

Material σ0.2 

(MPa) 
σR 

(MPa) 
A 

(%) 
K n 

2024 T351 318 524 12.8 652 0.104 

7075 T7351 470 539 11.7 960.5 0.051 

2.2   Specimens  

All the tests were carried out on CTX specimen with:  

• For 2024 T351, X = 75mm, B= 10 and 4 mm, the geometry of some specimen 
was modified by N. anganathan to be able to take opening measurements 
vertically of the axis of loading  (picture 1) 

• For 7075series, X = 38,4 mm, B=12mm 

The general configuration of specimens is given in figure 1. 
For this geometry, the stress intensity factor K is given by:  
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Fig. 1 Specimen geometry 

Where P: is the applied load (N) 
           B: specimen thickness (mm) 
          W: spicemen width (mm) 

Two compliance functions 
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f  were used and are given by:  
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• For 
w

a
 > 0, 3 the equations (2) and (3) give appreciably the same results. 

This function was established by Newman [86]. 
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3   Results and Discussions  

3.1   Delay Curves   

We observed three types of delay:  
 

a) Immediate Delay 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Immediate delay (R=0.1 under Air) 

b) Differed Delay 

 
 
 
 
 
 
 
 
 
 

 
 

Fig. 3 Differed delay (R=0.1 under Air)  
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c) Blocking 
 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 4 Blocking (R=0.1 under Air) 

3.2   Evolution of the Number of Delay Cycle   

To characterize the effect of material, of the report/ratio of load and the 
environment, we presented the evolution of the number of cycle affected Nd by the 
overload according to the amplitude of the stress intensity factor ΔK. 

 
a) Material and Load Ratio Effect 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 5 Evolution of delay cycle Nd according to ΔK for R=0.1 under Air 
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Fig. 6 Evolution of delay cycle Nd according toΔK for R=0.5 under Vacuum 

We note that: 

- The delay propagation is more important in R=0,1 than in R=0,5; 
- The two materials present, overall, the same shape of U as what was observed 

by Vecchio & Al [7] and Ranganathan & Al [5]. 
 

b) Environment Influence 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 7 Evolution of  delay cycle Nd according to ΔK for R=0.1 and R=0.5 under Air and 
vacuum for 2 materials 
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4   Conclusion 

In this study we highlighted the number of delay cycles due to the effect of a 
simple overload. 

We studied the material effect, the load ratio effect and the environment 
influence. We noted that overall the two materials take the same form out of U. 
The 7075T7351alloy present a delay ten times weaker than 2024T351 for 7 < ΔK 

< 14 MPa m  with R = 0,1 and for 7 < ΔK < 10 MPa m with R = 0,5. 
This behavior can be explained by the fact that the 2024T351 alloy presents a 

strong cyclic consolidation and that for low values of ΔK the crack tends to 
deviate of its axis of propagation after the application of the overload. 

The delay under vacuum is more important than under air for two studied 
materials with R=0, 1. 
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Abstract. Self-expanding Nitinol (nickel-titanium alloy) stents are tubular, often 
mesh like structure, which are expanded inside a diseased artery segment to re-
store blood flow and keep the vessel open following angioplasty. The super-elastic 
and shape memory properties of Nitinol reduce the risk of damage to the stent, 
both during delivery into the body and due to accidents while in operation. How-
ever, as Nitinol stents are subjected to a long-term cyclic pulsating load due to the 
heart beating (typically 4×107 cycles/year) fatigue fracture may occur. One of the 
major design requirements in medical implants is the device lifetime or, in engi-
neering terms, fatigue life. The objective of this paper is to optimize the stent de-
sign by reducing the strain amplitude and mean strain over the stent, which are 
generated by the cyclic pulsating load. An optimization based simulation metho-
dology was developed in order to improve the fatigue endurance of the stent. The 
design optimization approach is based on the Response Surface Method (RSM), 
which is used in conjunction with Kriging interpolation and Sequential Quadratic 
Programming (SQP) algorithm. 

Keywords: Nitinol stent, shape memory, finite element analysis, numerical simu-
lation, design optimization.   

1   Introduction 

Self-expanding stents are mesh-like tube structures made of a nickel-titanium al-
loy (Nitinol). Nitinol materials for stents offer superior implant characteristics due 
to their superelastic and shape memory properties (Morgan 2004). Because of 
these properties, self-expanding Nitinol stents are being used widely to treat  
occlusions in endovascular arterial lumens. Nitinol stent has proven to reduce  
the extent of arterial recoil and restenosis. However, as the stent is subjected to a 
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long-term cyclic pulsating loads due to the heart beating (typically 4×107 
cycles/year), fatigue fracture may occur (Pelton el al. 2008). Nitinol stents should 
be designed to withstand at least 400 million cycles, which is equivalent to 10 
years of cyclic fatigue. The fatigue endurance is a major design requirement which 
could be achieved by optimizing the stent design and manufacturing process. 
While extensive work has been done recently to evaluate the structural behavior of 
self-expanding Nitinol stent using FEA, little attention has been focused on the 
numerical shape optimization of this medical device, because of the complex ma-
terial behavior and loading conditions. In this paper an optimization strategy based 
on FEA has been developed. The response surface methodology is used here in 
order to find the optimal stent design using numerical simulations. The RSM 
(Azaouzi and Lebaal 2012) has the advantage to reduce the cost of design and 
analysis by approximating a complex model. This approximation is conducted 
knowing the results of FEA calculated at some points in the design space sampled 
using the Design of Experiment (DOE) methods (Dean and Voss 1999). The re-
sponse of the objective function to each data point in the design space is evaluated 
through the approximation model. Then, a response surface for each objective 
function is constructed using Kriging interpolation (Kaymaz 2005) from the set of 
FEA results. Nevertheless, an accurate approximation of the objective function 
and an appropriate selection regarding the DOE are necessary to guarantee a quick 
convergence to the optimal solution. The FEA was performed in order to study the 
fatigue behavior of a given stent design. Numerical simulations of the stent dep-
loyment and pulsating load were conducted using Abaqus© Finite Element (FE) 
code (Abaqus standard 2011). Since the pattern repeats itself symmetrically, a re-
duced model based on a “V-shaped” strut was considered, in order to provide in-
sight into the strain amplitude and mean strain which are generated by the cyclic 
pulsating load due to the heart beating.  

2   Numerical Modeling 

A self-expanding Nitinol stent based on the design of SMART control stent manu-
factured by Cordis© Corporation is selected for the FEA and optimization. The 
stent is composed of a series of V-shaped struts in circumferential rows which are 
connected by bridges (Figure 1a). The typical dimensions of a strut are as follow: 
length L =3mm, width W=0.2mm and thickness T=0.2mm. The manufacturing 
process of Nitinol stents starts from a thin tube in which a pattern is micro-
machined. The FE model is built from this machined tube. The stent is expanded 
to its nominal dimensions, typically at a diameter much larger than the original 
tube diameter. The stent is then annealed to provide its new unloaded configura-
tion. It is then crimped from the outside and inserted into a delivery system (usual-
ly a system of catheter). Once inside the blood vessel, the delivery system pushes 
the stent out of its containment, self-expanding to exert radial forces on the blood 
vessel. 
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Fig. 1 Numerical modeling of the stent and artery 

2.1   Analysis Procedure 

Both the manufacturing process, which includes expansion, annealing and crimp-
ing of the self-expanding stent, and the subsequent deployment followed by one 
cycle pulsating load of the stent were modeled using Abaqus©/standard FE code. 
Symmetrical boundary conditions are applied to maintain symmetrical deforma-
tion. The cylinder used to expand and crimp the stent is considered rigid. A radial 
displacement was imposed for the expansion (+Ur) and crimping (-Ur) simulations 
respectively. Then, the same radial displacement is imposed on the outer cylinder 
in the opposite direction (+Ur) for the self-expansion simulation. As the first pulse 
cycle is considered to provide the worst-case stress-strain condition, a radial sinu-
soidal displacement (Ur) was applied to the stent in order to simulate the pulsating 
load due to the heart beating. The cyclic change in the artery diameter is defined 
by the percent of compliance C expressed as follow:  

(%)
D

DD
C

d

ds -
=   (1)

where: Ds and Dd are respectively the artery diameter at the systolic and diastolic 
pulse pressure.  

The cyclic radial displacement is defined by the following equation:  

)t.sin(UU rr π2= 0  with dsdr DDD.CU -==0 and 1≤ t  ≤0  (2) 

The contact interactions between the cylinder and stent as well as the stent and 
plaque were modeled with the penalty method and a pure master-slave formula-
tion. The contact between the plaque and artery is assumed to be tied. The penalty 
method was used because it prevents the chattering behavior that might occur due 
to the differences in mass densities between the stent and the plaque tissue  
during contact. A Coulomb friction coefficient of 0.1 was used to model the  
contact interaction.  

Solid linear hexahedron FE was used in order to capture the local peak stress 
and strain. The hexahedron FE is the best candidate for the FEA of stent models 
because it provides good balance between accuracy and efficiency. As stents  
are loaded dominantly in bending, the fully-integrated quadratic hexahedron ele-
ment with twenty nodes was selected (C3D20). This FE does not suffer from 
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hourglassing and has integration points closer to the surface. The C3D20 FE pro-
vides good estimate on the peak stress even with the coarsest mesh. The plaque 
and artery were meshed with a fully-integrated linear hexahedron element that is 
denoted in Abaqus by C3D8. The cylinder is meshed with quadratic shell FE. 
Mesh convergence were performed to strike a balance between solution accuracy 
and efficiency. The average FE size of the strut, artery and plaque are respectively: 
0.05, 0.2 and 0.15mm. 

2.2   Material Behavior Modeling 

The behavior of Nitinol is extremely complex, as can be seen from its uniaxial be-
havior shown in Figure 2. The key characteristic of Nitinol is its superelastic ma-
terial behavior, making it an extremely flexible metal alloy that can undergo very 
large deformations without losing the ability to recover its original shape upon un-
loading. At rest, the material presents itself in an austenite phase. When loaded 
beyond a certain stress, the austenite phase transforms into martensite phase. The 
transformation produces a substantial amount of strain, which on unloading is re-
versible. Since the transformation strains are large (of the order of 6%) compared 
to elastic strains in typical metals, the material is said to be superelastic. Further 
loading beyond superelastic limit reveals plastic behavior in martensite phase. The 
constitutive model used in this paper is based on the generalized plasticity theory. 
It models the superelastic behavior of Nitinol, where any strain increment is de-
composed into a linear elastic part, and into a stress induced transformation part 
(Auricchio et al 1997). 

The hyperelastic constitutive model used to describe the atherosclerotic plaque 
behavior in the vessel is based on the Moony-Rivlin hyperelastic constitutive 
theory which has been demonstrated to be appropriate for the modeling of tissue 
behaviors (Lally and Prendergast 2003). The mechanical behavior of the artery 
was modeled using a homogeneous, isotropic and hyper-elastic constitutive model 
material (Holzapfel et al 2004). This model has been found to adequately describe 
the non-linear stress-strain relationship of hyperelastic arterial tissue. 

 

Fig. 2 Mechanical behavior of Nitinol alloy 
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3   Stent Design Optimization 

The objective of optimization presented herein, is to improve the fatigue resistance 
(avoid fracture) of the stent by minimizing the strut volume without decreasing 
significantly its radial stiffness (maintain the wall vessel). The optimization prob-
lem is highly non-linear with non linear constraint and three design variables to be 
optimized (length, thickness and width of the strut). The optimization problem 
consists in determining an optimal stent design by minimizing the strut volume, 
while avoiding that the radial force decreases below a critical value (2N), and at 
the same time avoiding that the strain amplitude increases more than 0.4% (Niti-
nol stents have a constant fatigue life with strain amplitude below 0.4% (Pelton et 
al. 2008)). These two design requirements are translated respectively by two con-
straint functions g1 and g2. Thus, the optimization problem can be formulated as 
follow: 
 
Minimize 0= V/)x(V)x(J   

such that )x(g1  ≤ 0 and )x(g2 ≤ 0 with lx ≤ x ≤ ux    (3) 

 
where: )x(J is the normalized objective function, )x(V is the volume of the 

strut at iteration k, 0V  is the initial strut volume and x  is the vector of design 

variables. This vector is bounded by xl and xu which respectively represent lower 
and upper limits: xl = (2.5, 0.1, 0.1) and xu = (5, 0.3, 0.3).  

The first constraint functions can be expressed as follow: 

cc F/F)-F()x(g =1   (4) 

where: cF is the critical radial force ( cF = 2N) and F is the radial force calcu-

lated at the iteration k. 
The second constraint function has the following expression: 

c
max

c
maxmax /)-()x(g εεε ΔΔΔ=2  With 2=Δ /)-(max i

d
i
smax εεε  (5) 

where: c
maxεΔ is the critical strain amplitude, maxεΔ is the maximum amplitude 

strain calculated at the iteration k and i
sε , i

dε are the equivalent strains calculated 

at the integration point of each FE respectively at the systolic and diastolic pulse 
pressure. 

To search for the optimum parameters with low computational time and with a 
good accuracy, the RSM is adopted and coupled with an auto adaptive strategy of 
the research space. The RSM consists in the construction of an approximate ex-
pression of the objective function starting from a limited number of evaluations of 
the real function. In order to obtain a good approximation, Kriging interpolation 
has been used to approximate the response surface in an explicit form according to 
the design variables of optimization. In this method, the approximation is  
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computed by using the evaluation points based on a composite DOE (Dean and 
Voss 1999). Once the objective function is built, the SQP algorithm is used to ob-
tain the optimal approximate solution which respects the imposed constraints. 
More details about the optimization procedure may be found in (Azaouzi  and 
Lebaal 2012). 

4   Numerical Results 

FEA of the in vivo pulsatile loading of the Nitinol stent was conducted consider-
ing strain-based approach, which provides insight into the mechanisms of fatigue 
behavior to predict lifetime. Strain-based approach was used because the in vivo 
pulsatile conditions in the stent are considered to be under displacement control. 
After the stent deployment, an artery compliance of 5% was assumed in order to 
simulate the pulsating load. The numerical results corresponding to the pulsatile 
loading is illustrated in Figure 3. In order to illustrate in an illuminating way the 
deformation filed within the strut, strains amplitude (∆ε=⏐εs-εd⏐/2) are 
represented as a function of mean strains (εmean= (εs+εd)/2) which are calculated 
over the strut. ∆ε and εmean are calculated at every integration point of each solid 
FE using a Python script which was implemented specially for the post-processing 
of numerical results. Each point in the diagrams represents a couple of ∆ε  
and εmean that were calculated at the integration point of the hexahedron FE.  
 
 

 

 

Fig. 3 Equivalent strain before and after optimization 
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Figure 3 shows the relationship between strut dimensions and equivalent strains 
that are generated by the pulsating load. As could be noticed, the strut dimensions 
have an impact on ∆ε and εmean and consequently the fatigue lifetime of Nitinol 
stents. The strain distribution illustrated in Figure 3 gives an idea about the signi-
ficance of the optimized design parameters (L, W and T) that improve the fatigue 
behavior of Nitinol stents. It can be noticed that ∆ε and εmean were decreased sig-
nificantly and the limitation on the strain amplitude was fulfilled. Figure 3c illu-
strates the equivalent stress distribution over the strut after optimization. The 
equivalent stress located in the tip regions of the bridges was reduced by about 
100MPa. This result demonstrates the effectiveness of the optimization approach 
and the improvement of the fatigue resistance of the stent.  

5   Conclusion 

An optimization methodology has been performed for self-expanding Nitinol stent 
design, based on Kriging interpolation and combined with constraint gradient 
based method (SQP). The numerical algorithm shows its suitability and robustness 
as a tool for solving non linear optimization problem, by taking into account high 
nonlinearities of the FEA such as (super elasticity, large deformation and contact 
interaction). The relationship between strut dimensions and fatigue life of Nitionl 
stent was demonstrated in this paper using FEA. It has been shown that strains 
amplitude and mean strains which are generated by the pulsating load after stent 
deployment may be decreased by minimizing the strut volume. In addition, it has 
been demonstrated that optimization of the strut cross-section and length increase 
fatigue lifetime of Nitinol stent. The FEA presented herein was performed for a 
typical oversizing and pulsatile loading conditions. However, further stenting con-
ditions should be considered such as patient’s anatomy, artery shape and location.   
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Abstract. The opening-closing effect of the microcracks is a kinematic phenome-
non usually modeled using a set of damage variables. The influence of micro-
cracks must be taken into account depending on their opening or closing state, 
which results in different elasticity for the same level of damage. In this work, the 
volumetric, deviatoric and tangential model denoted as V-D-T is chosen and mod-
ified by introducing the opening-closing effect into the free energy. This model is 
coupled with a sliding-friction mechanism of the microcrack lips when the latter 
are closed. Simulations of compression tests with confinements are presented to 
validate the model. 

Keywords: Anisotropic damage, Microcracking, Degradation, Induced anisotro-
py, Constitutive modeling, microplane model. 

1   Introduction 

Brittle materials are characterized by asymmetric behavior in tension and com-
pression and dependence of damage evolution to confinement pressure (influence 
of microcracks reclosing). The effectiveness of damage was modeled by using two 
damage variables to separate the opening and closing states (Ladeveze et al 1994). 
Other authors had introduced a set of variables or dependent parameters, often in-
spired by micromechanisms, such as the blocked energy by closed defects ((Bour-
sin et al 1996), (Chaboche and Maire 1997)), parameter tensor of fourth order 
(Halm and Dragon 2002), open-cracks ratio (Baste et al 1989) and the opening 
mode cracks concept (Thionnet and Renard 1999) (Thionnet 2010), etc. A micro-
plane model is chosen in this study for modeling the unilateral effect and  
sliding- friction mechanism. Microplane models were introduced in 1938  
(Taylor 1938) and applied to metal plasticity (Batdorf and Budiansky 1949) or to 
brittle materials such as concrete, ceramics, rocks, ice, etc (Bazant and Oh 1983), 
(Bazant and Gambarova 1984), (Bazant and Oh 1985), (Beghini et al 2007), (Car-
ol et al 2001) (Carol and Willam 1996) and (Kuhl et al 2001). Particularly, the  
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volumetric-deviatoric-tangential model (denoted V-D-T) is chosen due to (1) its 
flexibility and (2) the possibility to decouple each effect (Carol et al 2001). The 
“macroscopic” strain tensor is projected on a set of fixed planes called “micro-
planes”. In this article, space is discretized into 42 angular sectors to describe iso-
tropy providing a good compromise between accuracy and computation speed 
(Bazant and Oh 1985). The constitutive law proposed at the microplane level 
enables unilateral and sliding-friction effects to be taken into account. The “ma-
croscopic” stress is determined using the principle of virtual work, through an 
integral of the “microplane” stress over the entire solid angle.  

2   Formulation of the Constitutive Model 

The model is based on a free energy potential defined at each microplane whose 
angular integral corresponds to the total free energy, given by: 

   
Ψmac = 3

4π
Ψmic

Ω (tε ,q)dΩ (1)

where tε  is the vector resulting from the strain tensor projection into each micro-

plane with normal n (see below Eq.3). q is any dissipative variable such as dam-
age, sliding-friction, etc. The macroscopic stress is defined as the derivative of the 
free energy with respect to the macroscopic strain tensor, i.e: 

0 0[ ] [ ]3

4

mac mic

dε

ε

ρ ρσ
ε π εΩ

∂ Ψ ∂ Ψ ∂
= = ⋅ Ω

∂ ∂ ∂
t

t
 (2) 

where 0ρ denotes the mass per unit volume. In this paper, strain tensor is  

decomposed into its volumetric, deviatoric and tangential parts using the  
following relations: 

, ,. : :,:V D Tε ε ε ε ε εε ε= = = =t n V D T  (3)

1 1
.

3 3
, ,δ δ= = ⊗ − = − ⊗ ⊗V D n n T n I n n n  (4)

where δ is the second order identity tensor and I is the fourth order identity ten-
sor. The second term of Eq.2 leads to: 

3
{ . . . }

4 V D T dσ σ σ σ
π Ω

= + + Ω V D T  (5) 

The state laws define each stress associated with a given projection as given by: 
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The free energy of the V-D-T model for anisotropic damage proposed by Carol et 
al (Carol et al 2001) is modified in this article. Two dissipative phenomena (dam-
age and sliding-friction) are introduced in the model as in the discrete approach 
(Bargellini et al. 2008). Anisotropic damage is defined using (1) the volumetric, 
deviatoric and tangential damage variables dV , dD  and dT  respectively as well 

as (2) their effectiveness using three functions ( )V VXα , ( )D DXα  and ( )T TXα . 

VX , DX and TX  are random variables to control the effectiveness depending on 

the state (open or close) of the microcracks. These functions cancel the damage ef-
fect for closed-microcracks. A tangential inelastic strain variable p

Tε is introduced 

to model sliding with friction between the lips of closed-microcracks. Thus, the 
free energy across a microplane can be written in the following form:  

Ψmic = 1

2
k

V
1− α

V
X

V( )d
V( )ε

V
2 + 1

2
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 (7) 

where Vk , Dμ  and Tμ  are defined as the volumetric, deviatoric and tangential 

moduli, respectively. These moduli are connected to the usual elastic moduli k and 
µ  by the following relation: 

2 3
3 , 2

5 5V D Tk k μ μ μ= + =  (8)

The main difficulty of this anisotropic damage model is to avoid dissipation at 
open/close transition and stiffness recovery. The following points were checked: 

1. Two of the effectiveness variables are based on their related strain component, 
i.e.  and .  

2. The continuity of the stress-strain response is verified at the open/close transi-
tion. A continuous function is chosen allowing progressive closure of micro-
cracks without dissipation. 

3. The state of microcrack is managed by the strain normal to the microcracks, 
, and not using the tangential strain vector, . To ensure continuity of the 

stress-strain response and no dissipation, a Heaviside’s function (denoted H) is 
chosen for the tangential effectiveness function α

T
 and the sliding-friction 

variable  is initialized to  at the open/close transition. 

3   Evolution Laws 

The damage variables are driven by their thermodynamic force idF  (i=V, D or 
T) given by: 
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 (9) 

where ia  is a parameter and d
0
 is the initial damage. The forces are given by 

differentiating the free energy with respect to damage, i.e: 

 (10) 

For a progressive unilateral effect in volumetric and deviatoric parts, the following 
functions are used: 

 (11) 

where η1, η2 and η3 are the same three parameters for  and . The 

damage effectiveness on the tangential parts is driven by normal strain as follow: 

 (12) 

For the sake of simplicity, sliding-friction evolution law is restricted to a Drucker-
Prager yield criterion. Thermodynamic force associated to the internal friction va-

riable  is given by: 

 (13) 

The existence of a sliding-friction criterion is postulated and defined as: 

 (14) 

where  F
V

 and F
D

 are the volumetric and deviatoric component stress respec-

tively in microplane. Note that the sliding-friction criterion is built with an asso-

ciated thermodynamic force F
T
P  and the volumetric and deviatoric stress. 

4   Numerical Simulation of Compression Tests 

The most important phenomena for brittle material are the anisotropic damage ef-
fectiveness and confinement pressure dependence. In this section, numerical simu-
lations of some experiments are presented to verify the performance of the V-D-T 
model. Compression experiments with different confining pressure (0, 5 and 10 
MPa) were done on an explosive aggregate (Le et al. 2010). The damageable elas-
tic behavior of these experimental data is obtained by removing stress relaxation 
and irreversible strain. In a high confined pressure tests the damage is supposed  
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Fig. 1 Compression and torsion tests with 0, 5 and 10 MPa of confinement for aggregate 
material. A to C: experiments (black line) versus simulations (red line). D: simulations 

being not effective. This results the bulk and shear moduli are equal to 

k=3335 MPa and μ =1538 MPa, respectively. The experimental results given on 
figure 1 lead to choose the others elastic parameters: Initial damage value 

( 0.035V D Ta a a= = = ) and the following effectiveness and damage parame-

tersη
1

= 1, η
2

= 105,η
3

= 0 , a
V

= a
D

= a
T

= 0.035MPa, and r = 0.55were used. 
Figure 1A shows the stress-strain response of a compression test without  

confinement. Firstly, a linear response is observed, the elastic limit being about -
6 MPa followed by a non-linearity due to material damage and frictional sliding 
dissipation. This non-linearity is less pronounced on the simulation. Afterwards, 
the computed axial stress reaches a value of -18 MPa, while the maximum expe-
rimental value of axial stress is -13 MPa. Lastly, the computed curve results from 
the competition between two antinomic mechanisms: the softening damage and 
the stiffening effectiveness. In the directions of normal positive projected strain, 
the damage reaches its maximum value. 

Figure 1B gives the stress-strain response to a compressive test with a 5 MPa 
pressure confinement. The computed stress is consistent with experimental data 
and the peak in the stress-train curve is estimated quite well. 
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The stress-strain response obtained with 10 MPa pressure confinement is given 
on figure 1C. The proposed model predicts the maximum stress quite well. The 
damage law must evolve to reinforce the non-linearity of the stress-strain response 
for unconfined conditions. 

Figure 1D shows the stress strain responses for torsion conditions with various 
confinements (0,5 and 10MPa). An initial dependence of the shear modulus on the 
confining pressure is observed. This difference is taken into account by damage 
effectiveness and friction sliding. 

Figure 2 shows an asymmetric behavior between compression and tension. The 
initial slope in tension test is lower than in compression as could be expected for a 
previously damage material. The maximum stress is equal to 13 MPa (respectively 
18 MPa) in tension (resp. in compression) when the material described in (Gratton 
et al. 2009) exhibits a 3 to 5 MPa maximum stress in tension. Damage due to ten-
sile conditions is thus underestimated. The evolution of the damage must be am-
plified for positive normal strains. 

 

Fig. 2 Computing of simple compression and tension test for aggregate material  

 

Fig. 3 Numerical evolution of the deviatoric damage and unilateral effectiveness for two 
microplanes with respect to longitudinal strain during an unconfined compression test 
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Figure 3 shows the deviatoric damage and its effectiveness evolutions with re-
spect to the longitudinal strain during an unconfined compression test to show the 
interaction between damage and effectiveness. For the plane which normal is in 
the longitudinal direction (0°), the damage increases but the effectiveness cancels 
its influence. In the transverse direction (90°), the damage is completely active due 
to a high value for α.  

5   Conclusion 

A V-D-T model has been improved by the introduction of the damage effective-
ness and frictional sliding mechanisms between closed microcracks lips. This  
constitutive law respects the thermodynamics requirements. Based on phenomeno-
logical evolution laws for the damage variables and related effectiveness, the  
simulations of unconfined compressive experiments show a reasonably good ac-
cordance. A different maximum stress is obtained for compressive or tensile load-
ing conditions and the shear response shows a dependence on the confinement. 
Compared to classical constitutive models, this model provides an easier way to 
describe the coupling between sliding-friction and induced anisotropic damage. 
The way effectiveness functions in the model cancel the damage effects in the 
other directions where the strain is mainly negative needs to be further developed. 
Further studies will be devoted to the damage evolution laws to improve the  
response whatever the loading path. One proposal is to determine two sets of pa-
rameters, one in tension to accelerate the damage evolution and another one in 
compression to reduce this evolution. The second proposal is to combine the nor-
mal and tangential strain values in the thermodynamic forces to influence the 
damages evolutions. Finally, the model will implement in a finite element code for 
engineering applications.  
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Abstract. The J-integral method, developed by Rice in 1968, assesses the energy 
release rate in the case of a linear or nonlinear elastic material. This energy was 
recorded for the formulation of cracks criteria failure and instability. The present 
work focuses on the study of the evolution of this integral in the case of a nonli-
near viscoelastic material when it undergoes creep under constant stress. An ana-
lytical approach and a numerical simulation, based on the finite element method, 
have been developed for determining the rate of energy release. The analytical ap-
proach is based on the stress field and intensity factors in the vicinity of the crack 
tip located on a PVC plate, taking into account the nonlinear viscoelastic behavior 
of this material. The comparison between analytical and numerical results shows a 
good agreement. 

Keywords: Viscoelastic materials, creep, crack, J- integral. 

1   Introduction 

The J-integral of Rice [1] is usually used in quasi-static fracture to characterize the 
energy release rate associated with crack growth. The integral contour subject has 
received considerable attention because of its many interesting features in the me-
chanics applications fracture. These integrals have the distinction of being equiva-
lent to the rate of energy release, and to be independent of the chosen integration 
contour. 

In this context, several authors have used J-integral to evaluate the restoration 
energy rate in mechanics crack. Rice and Rosengren [2] showed that J-integral un-
iquely characterizes crack tip stresses and strains in non-linear materials. Kobaya-
shi et al. [3] used finite element analysis to determine numerically Rice’s  
J-integral values in centrally notched plates of steel. Courtin et al. [4] applied the 
crack opening displacement extrapolation method and the J-integral approach in 
2D and 3D ABAQUS finite element models. Nevertheless, since the knowledge  
of the field near the crack tip is not required in the energetic method, the J-integral 
calculations seem to be a good technique to deal with the fatigue growth of  
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general cracks. Rajaram et al. [5] presented an approach to obtain fracture me-
chanics singularity strength (J, K1, etc.) along a 3D crack-front using tetrahedral 
elements. Hocine et al. [6] determined the energy parameter J for rubber-like ma-
terials. Owen and Fawkes [7] developed many numerical methods using finite 
element analysis to obtain stress intensity tractor (SIF) values. 

Dubois et al. [8] conducted experimental and numerical validation for the vis-
coelastic creep under the environmental effects. In fracture mechanics, Chen and 
Shield [9] developed the M-integral between the effects of mixed mode in the case 
of stationary cracks. In addition, Moutou Pitti et al. [10] have generalized this 
integral to be independent on orthotropic structure. 

Schapery [11] has developed methods for the analysis of deformation and frac-
ture for quasi-static visco-class backgrounds elastics nonlinear and illustrated typ-
ical applications of these methods. The J-integral and the restoration energy rate, 
are applied in the case of non-linear elastic environments. 

In this context, the J-integral is extended to the case of nonlinear viscoelastic 
materials, and allows to integrate the stress and displacement field at the crack tip. 

2.   Theoretical Investigation  

The flow of energy passing through a closed contour surrounding the crack 
tip was calculated by J. R. Rice [1] as an integral over this contour, de-
noted by J. This integral is independent of the chosen contour. To simplify 
the calculation we can choose a circular contour of radius r (Fig. 1). The J-
integral can be written as:  

(1)  
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Fig. 1 Crack tip surrounded by a circular contour 
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T


    is the stress vector applied to the contour element  
n


    is the unit vector normal to the contour element .ds  

are the components of the stress vector on the contour  Γ , verifying the fol-
lowing boundary conditions: 

i ij jT nσ=
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with                                                                                    
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iu  is the displacement of the contour  Γ  following the direction  i . 

W  represents the specific strain energy. 
 

We have: 
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ϕϕ drdy cos=              (3) 

During the viscoelastic material creep under constant stress  ( cteij =σ ), specific 

energy can be decomposed into an initial part  
0W  independent of time and a 

second part 
tWΔ  representing the effect of creep on that energy. We have: 
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By decomposing the movement 
itu of contour Γ  an initial displacement contour 

0iu  and displacement 
ituΔ  of creep of the material, with: 
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The J-integral is decomposed in two parts, first part J0, which is independent on 
time and describes the state of initial loading, with the moment of the beginning of 
creep material and a second part tJ , which represents the effect of creep on this 

integral. 
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The flow of energy per unit time is defined in a region surrounded by the contour 
Γ  by: 
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With the boundary conditions (2) and let us note that  ijijtW εσ  =Δ  in the case of 

creep under constant stress ijσ , we obtain then: 
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In the vicinity of the crack tip the fields of the stresses, displacements and strains 
can be written as follows: 

- The stresses field: 
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- The displacements field: 
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- The strain field: 
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Where: 

ν
νκ

+
−=

1
3

 is the Kolossov factor for a plane stress loading and ν  is the Poi-

son’s ratio. YaK I πσ=  account for the intensity stresses factor, Y  being a 

correction factor  , which depends on the crack geometry.  In this study we sup-
posed that the Poisson's ratio remains constant since it is about an isothermal 
transformation, in more material is considered isotropic. The flexibility module of 
the material ),( tD σ ,  which depends on the applied stress and time.   

Using the expression of the flexibility material module developed for the case 
of creep under constant stress:         
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Where 0g and )(σg  are nonlinearity factors, given starting from the simple 

creep tests under constant stresses. 0D and iD  are material flexibility coeffi-
cients.    

For a plane state of stresses, we can write:   
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we can also show that the operator 
x∂

∂
 can be written according to the polar co-

ordinates ),( ϕr  following form:   
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We determine thus tJ  with the relation (11), then we calculates  J  with the  

following equation: 
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We get :    
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For the PVC case, the nonlinearity factors 0g and )(σg are illustrated in fig. 2. 

These factors are computed from experimental creep data obtained by creep tests 
on PVC specimens [12]. 
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Fig. 2 Nonlinear Factors according to the stress 

3   Analytical and Numerical Results 

As an example, we consider a PVC cracked plate with the dimensions 
mmmmbl 40150 ×=× . The length of the central crack is mma 102 = . 

 
 
 
 
 
 
 
 
 

 
 

Contour 

 

Fig. 3 Discretization around the crack tip 
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For this case, we have [13]:   
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We use the finite element code ABAQUS, to simulate the PVC plate behavior 
numerically.  To exploit the symmetry of the problem (figure 3), of the half-plate 
dimensions are 150 mm × 20 mm × 4 mm, and that of the fissure 5mm×0.4mm.  

The half-plate is meshed with 1976 of triangular thin shell elements of type 
STRI 65 to 6 nodes. In order to improve calculation convergence and to lead to 
more precise results, a fine and radiant mesh of type S8R5 to 8 nodes is applied 
around the crack tip. 

ABAQUS will compute the terms in the Prony series automatically from a giv-
en set of normalized shear creep compliance data, which can be derived by adding 
the instantaneous compliance to the curve data and dividing by the instantaneous 
compliance. The Poisson's ratio of the plate is assumed to remain unchanged over 
time. 

The analytical and numerical results are illustrated in figure 4.  
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Fig. 4 Creep Effect on J-integral  
1 : σ1 = 10 MPa , 2 : σ2 = 20 MPa ,  3 : σ3 = 25 MPa , 

4 : σ4 = 30 MPa , 5 : σ5 = 35 MPa, 6: σ6 = 40 MPa 
 



446 F. Gmir, A. Aloui, and M. Haddar
 

4   Conclusion 

In this work, we have determine the energy release rate or J contour integral in a 
cracked plate of viscoelastic material having a nonlinear behavior, undergoing 
creep under constant stress. A theoretical study has been developed to describe the 
effect of creep of the material on this integral. 

The analytical solution of J-integral calculated near the crack tip was compared 
with that determined numerically using the computer code ABAQUS. The numer-
ical solution based on estimates of contour is fairly accurate and robust, even with 
a fairly coarse mesh, because the integral is taken on a field of elements surround-
ing the crack front. 

Excellent agreement is found between the analytical and numerical results. 
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Abstract. In this study, the chemical and microstructural changes occurring dur-
ing braking simulation tests at the surface of a commercial brake lining material 
were investigated by scanning electron microscopy equipped with an energy-
dispersive X-ray spectrometer (X-EDS). It could be shown that patches of a third 
body material develop, comprising a compositional mix of all constituents of the 
pad and iron oxides from the disk. The majorities of particles rich in carbon which 
appeared dark grey remained totally or partially uncovered and did not form prefe-
rential supports of secondary plate development. It was observed that filler miner-
al powders, such as barite (BaSO4) and calcium carbonate, which are friable  
particles, easily wear and generate an important part of third body rich in C, Ca, 
Ba and Fe elements. Rockwool fibres and shots contributed to the formation of the 
bearing surface by forming primary support of development of flat plates. The ma-
jor wear mechanism was delamination of filler particles from the organic binder, 
supported by local degradation of the phenolic resin during asperity heating.   

Keywords: brake lining material, friction test, delamination of filler, flat plates. 

1   Introduction 

Automobile brake system consists of metallic brake disc and brake pads in order to 
maintain a steady friction coefficient. Brake pad helps in transferring kinetic energy 
into heat during the application of brake to stop or slow-down a moving automobile 
by friction. This material is usually fabricated from a phenolic resin binder with 
addition of more than 10 ingredients (Kumar et al 2010), (Fei et al 2010), (Sallit et 
al 2004), (Ingo et al 1998) The lining materials must present a good combination of 
mechanical properties such as a high hardness, compressive strength, good resis-
tance to severe temperatures, should maintain a relatively high, stable and reliable 
friction coefficient at wide range of braking conditions, temperature, humidity, 
presence of dirt and water spraying from the road and should have excellent ther-
mal properties, which interact to accurate the pad performance under braking.  
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Generally it is assumed that third body layers develop during interactions of a 
tribology couple, which differ in composition from both the mating parts of the 
couple. These layers may develop as a result of tribo-oxidation of metallic surfac-
es in contact and the compacting of the debris generated during attrition (Wirth et 
al.1994). When a friction material pad slides against a gray cast iron rotor, the ro-
tor and pad friction surfaces undergo microstructural and chemical changes (Jacko 
1978). Many researchers (Osterle and Bettge 2004) and (Jang 2001) have focused 
on the structure and the role of this third body and the mechanisms occurring in 
the contact. Wirth et al (1994) reported the formation of films containing BaSO4, 
which is a frequently used as filler for brake pads.  Eriksson (2000) confirmed 
that iron oxide as a major constituent of surface films of brake pads and discs.  

The motivation for the present work is to investigate the tribologically induced 
changes in the surface of a commercial brake lining material under friction testing. 
The results will be correlated with micro- and macroscopical properties. 

2   Experimental Procedure 

The base composition of the friction material used in this study is given in  
Table 1. This material contains the most important ingredients which are common-
ly used in a conventional brake material. Cylindrical pads with a diameter of 14 
mm and a height of 16 mm were pressed against a rotating steel disk. Normal and 
tangential forces as well as the mean surface temperature of the disk were moni-
tored during the test. The continuous braking simulation was performed at a con-
stant speed of 9 m/s with a normal load of 277 N for 1h 20 min. 

Several microscopic and spectroscopic techniques were applied for characteriz-
ing the surface, the superficial zones and the wear debris of the pads after braking 
test. A scanning electron microscope (SEM) equipped with an energy-dispersive 
X-ray spectrometer (X-EDS) was used to reveal topography and to identify the 
different constituents of the pad material. Fig. 1 shows a SEM observation using 
scanning electron microscopy of the friction material. It reveals the presence of 
ingredients of various types, natures and in various combinations and amounts that 
sizes range from 50 µm to more than 0.5 mm. EDS results compiled in Table 2 
show that the large bright areas are metallic fillers (brass), black rich in carbon, 
whereas the agglomerates of mineral particles are grey in color. 

Table 1 Composition of the brake pad in wt % 

Ingredients   Composition  

Binder 

Organic fillers 

Mineral Fillers 

Organic particles 

Mineral particles 

Metallic fillers 

14.2 

1.8  

20.2  

44.6  

17.6  

1.6 
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Fig. 1 SEM observation of the pad before the friction test with localization of the six zones 
subjected to the EDS analysis 

Table 2 Compositions in weight % of the six zones from Fig. 1 

   C O  Al Si S  Cl K Ca Cu Zn Br Ba 

pt1 20 02 - - 01 - - - 41 32 - 03 
pt2 13 17 01 02 11 - - 0.86 - - - 53 
pt3 08 01 - - - - - - 51 39 - - 
pt4 65 23 01 01 01 01 - 0.95 - - - 05 
pt5 63 12 - 01 05 01 01 0.74 - 04 - 10 
pt6 64 12 - 01 01 01 01 2.41 - - 07 09 

3   Results 

By the end of the friction test, the temperature of the organic matrix composite got 
increased by more than 400°C, which led to the degradation of the phenolic resin, 
as has also been reported by Bark and Moran (1979). That is why it is important to 
study the correlation between chemical and tribological mechanisms occurring in 
the contact by taking into account of the third body (Fig. 2a). This third body has 
been found to be mainly consisting of oxides of iron (Fig. 3a), which perhaps are 
formed by the elements getting involved from the pad under shape powder layers 
and flat plates formed by compacting and shearing of the powder in the contact. 
Fig.2 shows the presence of flat plates (plateau), imprints of loose particles and 
powder layers. Moreover, the EDS analysis showed the presence of elements of 
mineral constituents such as Si, Al, Mg and Ca (Fig. 2a). The third-body formed 
on the worn surface of this mineral particle is characterized by the presence of 
element from the disc (Fe). As shown in (Fig 2a and b), the size of the compacted 
flat plates of third-body ranges from 50 to 150 µm. The loose particles (Fig. 2b 
and d) are therefore acting as support to the flat plates of the third body, which are  
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formed by accumulation and compaction of third-body powder layers (Fig. 2a, c 
and h). This constitutes one of the possible mechanisms involved in the formation 
and expansion of the flat plates, as has also been suggested by Desplanques et al 
(2009). The growth of the flat plates leads to the covering of the mineral particles 
as could be observed in Fig. 2f. The EDS data (Fig. 3b and d) confirms this result, 
as a matter of fact, the presence of Si, Mg, Al, Ca, Ba and Fe coming from the disc 
show that the third body flat plates are formed on the mineral particles.  

The EDS of zone 3 (Fig. 3c) shows the presence of third body powder layer on 
a mineral filler due to the presence of Mg, Al and Ca, and a little amount of Fe 
(Fig. 2f). There is a significant presence of filler in zone 3. Subsequently, the coa-
lescence of neighboring plates leads to the increase in size of flat plates, which can 
cover mineral particles. 

 
 

       
a)                                                                   b) 

       
c)                                                                  d) 

       
e)                                                                   f) 
                                                                      

 

 

 

 

 

Imprint of loose par-
ticle 

Flat plates 

b

Imprint of loose particle d Powder layers 
 

Mineral particles 
 

f 

h 

Flat plates 

g

Powder layers 
 

g)                                                                 h)               

Fig. 2 SEM observations of the pad after the friction test (a-c-e) scale 1mm(b-d-f-h) scale 
500-100-200 and 50 µm(g) scale 25 µm with localization of the four zones subjected to the 
X-EDS analysis 

 



Worn Surface Characteristics of a Friction Material during Braking Simulation Test 451
 

        

a)                                  b)  
 

 

                     c)                                   d) 

Fig. 3 X-EDS analysis of zones located on Fig.1: a) zone1: Thin film of third-body on a 
mineral particle; b) zone 2 third-body flat plates formed on a mineral particle; c)zone 3 
third body powder layer; d)zone 4 third-body flat plates formed on a mineral particle 

Oriented parallel to the sliding plane or slightly inclined in the matrix, fibres 
emerge from the rubbed surface, appearing mostly uncovered with compacted 
third body (Fig.2f). They do not form primary plates or do not serve as support for 
the formation of plates of third body. They seem to act as obstacles to extension of 
the bearing plate regardless of their orientation relative to the direction of sliding. 

4   Conclusion 

During the braking process, the friction in the contact disc-pad gives rise to tribo-
logical issues characterized by flat plates (plateau) of the third body, which assure 
the accommodation of speed. This investigation can facilitate further understand-
ing of the process of formation of flat plates of third body, their process of growth 
accumulated upstream to fibers, which are compacted in the contact to form new 
flat plates. Moreover, the powder layers responsible for the formation of plates are 
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generated by detachment of material and delamination of fillers from the pad. Fi-
nally, examination of the microstructure can be of interest to detect a relationship 
between the microstructure and the tribological evolution. However, among the 
difficulties to improve performance related to the understanding of relationships 
between microstructure, properties and braking behavior, is the complexity of the 
industrial formulation such as that studied in this paper. 
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Abstract. In the present work, we resolve the multiscale modeling problem of 
woven composite; we take into account the texture of woven fabric. The aniso-
tropic muliscale modeling was creating under Abaqus and Matlab software.  
We was developed the texture to avoid yarn’s interpenetration and to organize  
intersection between warp and weft. The fabric behavior it’s governing by the 
orientation of yarns below mechanical charge. The influence of fabric shear will 
be revealed. The macro modeling step is done on an Abaqus explicit code. The 
shear angle exceeds the locking angle in the extreme fabric’s shear zones will be 
presented; simulation results and experimental test will be confront. And we will 
prove that the anisotropic approach can be suitable for simulate woven fabric 
composite.  

Keywords: multi-scale modeling, anisotropic approach, fabric 2D/2.5D, Compo-
site forming and Finite element analysis. 

1   Introduction 

The woven fabric composites were made in high performance applications such as 
in the automobile industry, aircraft industry and in aerospace structural mechan-
ism, where most advantageous design and performance are presented. The woven 
composite forming by resin injection on the pre-formed reinforcing (RTM) or by 
using pre-impregnated composite thermoplastic matrices (CFRTP) have a necessi-
ty to develop a preliminary expensive forming process. This simulation gives a 
precious guide, where it is necessary for the elaboration of pieces and for forming 
process; moreover it’s a benefit for the calculi time and substituent a big part of 
experimental process. This predictive character can be seen through the work of 
many authors by various methods. Same authors they consider a macro hyperelas-
tic or hypoelastic models for the fabric (see Dong et al 2001 [1], Thijie et al 2007 
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[2], Aimene et al 2010 [3], Khan et al 2010 [4]). Others take into account a conti-
nuous mesocopic approaches (see reviews by Badel et al 2008 [8], Badel et al 
2009 [9], Boisse et al 2006 [10], Hamila et al 2009 [11]). Even the forming of 
these composites is among the most studied processes (see P.Boisse et al [10], 
P.Badel et al [9], P.Boisse et al [12]). They apply a hypoelastic model for fiber; 
take into account the fiber direction and the transverse compaction by a non-linear 
elastic fiber’s behavior and simulate the fabric with using shell elements. Others 
authors used a discrete models (see the work of Zhou et al 2004 [5], Ben Boubaker 
et al 2007 [6], Miao et al 2008 [7]), they develop a judicious discrete models, but 
it spend a lot of development of beam and spring elements to implicated a forming 
process.   

All of previous exposed works avoids using anisotropic model, since they con-
sidered that cannot be suitable to modeling woven composite, especially forming 
process .The present study revolted this challenge, and introduced the anisotropic 
behavior in the meso scale step. The resolution have four difficulties: The first de-
licate aspect concerns the mechanical behavior of the yarns. The second problem 
relates to discrete geometric model of the yarns; the third difficulty concerns the 
anisotropic simulation for the meso-scale modeling, the yarns contacts and boun-
dary conditions. The fourth problem concerns the mico-meso and meso-macro 
path. Especially it must strictly conserve the mechanical behavior information of 
the first simulation scale.  

2   Multiscale Modeling Procedure  

The methodology of anisotropic multi-scale simulation of woven composites is an 
approach micro, meso and macro scale. In order to develop a micro-meso scale 
analysis of such woven composite, it is necessary to know the weaving fabric cha-
racteristic and the yarn’s profile. Our study is based on experimental analysis un-
der binocular microscope. The mesoscopic observations on binocular was made 
after cross-cuts of the material, following different directions, the observations al-
low to have the dimensions and shapes of the yarns, and the weave and the num-
ber of plies, see Figure 1. Observations and statistical calculations allowed us to 
extract the dimensional parameters of fabric. To resolve this problem, our solution 
was to develop a simple interpolation in weaving (such as Bezier spline or natural 
cubic spline curve), after meshing we correct the problem of interpenetration be-
tween wefts and warps. We have programmed the anisotropic continue approach 
by using MATLAB. The follow diagram in the fig .2 clarifies the procedure: 

For the contact problem we have taken the suggest of P.Badel et al [13], where 
they propose: while the shear angles reaches large values, lateral contacts will be 
very complex and the shear rigidity of the reinforcement is a consequence of later-
al compression of the yarns; and the orthotropic hypoelastic or elastic constituve 
equation have used at finite strains, where the stress rate with respect to a rotated 
frame. 
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Fig. 1 Methodology of Micro/Meso scale Modeling of woven composites 

2.1   Constrictive Equations of Micro Scale Modeling Step 

In order to predict the micro scale elastic constants of the yarn we have calculate 
the elastic stiffness matrixes. Computing the stresses within the matrix, the fibers, 
and the interface of the matrix-fibers. We considering the fibers it are surrounding 
by the matrix and we assumed the matrix and fibers are linearly elastic and the fi-
bers are infinitely long. We have use one of three different approaches, that are 
developed in previous work see [14], to determine the elastic constants for the 
composite material based on micromechanics demarche. Here we will use the ran-
dom numerical model.  

The volume fraction relation can be shown as follow: 

V f + V m = 1 (1) 

Where: Vf and Vm are respectively volume fraction of the fibers in the REV of the 
yarn and the volume fraction of the polymer matrix. 

The simple rule-of-mixtures model gives that the young modulus in the prin-
cipal fibers direction can be written as: 

E1=Eଵ V f + E mV m (2)

ଵEమ ൌ VEమ  VౣEౣ   (3)

The Poisson’s ratio: νଵଶ ൌ νଵଶ V  ν୫ V୫  (4)
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The shear modulus ଵ Gభమ Vீభమ  VౣGౣ  (5)

While the simple rule-of-mixtures models used above give perfect results for E1 
and ν12, the results obtained for E2 and G12 do not agree well with finite element 
analysis and elasticity theory results. Then, we need to modify the simple rule-of-
mixtures models shown above: for E2, we have the following modified rule-of-
mixtures formula [15]: 

ଵாమ ൌ Vಶమା ಏVౣEౣV ା V   
(6)

Where η is the stress-partitioning factor (related to the stress σ2). This factor satis-
fies the relation 0 < η < 1 and is usually taken between 0.4 and 0.6. Another alter-
native rule-of-mixtures formula for E2 is given by [15]: ଵாమ ൌ Vாమ  VEౣ   (7)

Where the factors ηf and ηm are given by [15]: 

ߟ ൌ Eଵ V  ሾ൫1 െ ଵଶߥ ଶଵߥ ൯ܧ  ߥ ଶଵߥ Eଵ ሿV୫Eଵ V  V୫ܧ  (8) 

ߟ ൌ ቂቀଵିఔమቁEభିቀଵି ఔ ఔభమ ቁா ቃVା ாVౣEభ VାாVౣ   (9)

The above substitute model for E2 gives accurate results and is used whenever the 
modified rule-of-mixtures model of (9) cannot be applied, i.e. when the factor η is 
not known. The altered rule-of-mixtures model for G12 is given by the following 
formula [15]: 

ଵ Gభమ ൌ Vಸభమ ା ಏᇲVౣGౣVାᇲVౣ    
(10) 

Where η’ is the shear stress-partitioning factor. Annotation that η’ gratifies the re-
lation 0 < η’ < 1 but using η’= 0.6 gives results that link with the elasticity result. 
As a final point, the elasticity result gives the following formulation for G12 [15]: Gଵଶ ൌ G୫ሾሾሺGౣାGభమ ሻିVሺGౣିீభమ ሻሿሾሺGౣାGభమ ሻାVሺGౣିீభమ ሻሿሿ  (11) 

The adapted FE method consists in applying three simple traction loads following 
the three main axes (1, 2 and 3) and three simple shear loads in the directions 2-3, 
1-2 and 2-3 see fig.2: 



Multi-scale Anisotropic Approach for Modeling Woven Fabric Composite 457
 

 

Fig. 2 The six different cases to be solved for the homogenized elastic properties of RVE 

The imposing deformation loads in the principal directions coincide with the 
axes of symmetry of the cell, which is to say of the form: E ൌ Eଵଵ eଵ ٔ eଵ  Eଶଶ eଶ ٔ eଶ  Eଷଷeଷ ٔ eଷ   (12) 

We imposed a macroscopic simple share deformation of the form: E ൌ E୧୨ /2 ሺe୧ ٔ e୨  e୨ ٔ e୧ ሻ  (13)

An imposed macroscopic displacement is used to calculate the ܥ ୦୭୫  
coefficients; we have taken into account that the yarn represents an orthotropic 
characteristic. 

2.2   Constrictive Equations of Meso Scale Modeling Step  

At first it is necessary to resolve the change in cross sections along yarns at the in-
ter-section weft and Warp and then it is required to approximate the yarn’s profile 
by Bezier curves or natural cubic splines. The intersection zone between weft and 
warp will create interpenetration and will result an error in the contact’s yarns 
zones and in the FE simulation. For this case we have develop a geometric models 
for woven fabric under Matlab software, this step it is primarily for the meso ani-
sotropic model. In order to resolve the meso scale modeling step, the idea consists 
to create the transition between references R and R’, referring to the passage ma-
trix [P]; several studies have developed the passage matrix method see [16, 17]. 
The orientation of each yarn will be considered; geometric references related to 
each yarn and one reference linked to the entire RVE must be taken into consider-
ation, especially yarns that will change orientation by increasing the applied shear 
load. The REV vectors of the composite it show in the figure 6. Then we calculate 
the transition matrix [P], which is expressed as follows: 

ሾሿ=Pଵଵ Pଵଶ PଵଷPଵଶ Pଶଶ PଶଷPଵଷ Pଶଷ Pଷଷ൩    (14)

In each yarn points « i » the local material reference is R (xi,yi,zi) see fig.3. 
The R’ reference it ‘is for Global RVE: the global reference is R’ (X’, Y’, Z’) 

see fig.3. We can write the stress tensor or deformation tensor in the new reference 
through the following relations: ሼߪᇱሽ ൌ ሼܯఙሽ ሼߪሽ  (15) 
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 ሼ߳ᇱሽ ൌ ሼܯఢሽ ሼ߳ሽ  (16) 

Where: ሼܯఙሽ ൌ ൜ሾܦଵሿ 2ሾܣሿሾܤሿ ሾܦଶሿൠ  and  ሼܯఢሽ ൌ ൜ሾܦଵሿ ሾܣሿ2ሾܤሿ ሾܦଶሿൠ  (17)

Where: 

ሾܣሿ ൌ  ଶܲଵ ଷܲଵ ଵܲଵ ଷܲଵ ଵܲଵ ଶܲଵଶܲଶ ଷܲଶ ଵܲଶ ଷܲଶ ଵܲଶ ଶܲଶଶܲଷ ଷܲଷ ଵܲଷ ଷܲଷ ଵܲଷ ଶܲଷ൩    (18) 

ሾܤሿ ൌ  ଵܲଶ ଵܲଷ ଶܲଶ ଶܲଷ ଷܲଶ ଷܲଷଵܲଵ ଵܲଷ ଶܲଵ ଶܲଷ ଷܲଵ ଷܲଷଵܲଵ ଵܲଶ ଶܲଵ ଶܲଶ ଷܲଵ ଷܲଶ൩  (19) 

ሾܦଵሿ ൌ  ଵܲଵଶ ଶܲଵଶ ଷܲଵଶ
ଵܲଶଶ ଶܲଶଶ ଷܲଶଶ
ଵܲଷଶ ଶܲଷଶ ଷܲଷଶ   (20) 

ሾܦଶሿ ൌ  ଶܲଶ ଷܲଷ  ଷܲଶ ଶܲଷ ଵܲଶ ଷܲଷ  ଷܲଶ ଵܲଷ ଵܲଶ ଶܲଷ  ଶܲଶ ଵܲଷଶܲଵ ଷܲଷ  ଷܲଵ ଶܲଷ ଵܲଵ ଷܲଷ  ଷܲଵ ଵܲଷ ଵܲଵ ଶܲଷ  ଶܲଵ ଵܲଷଶܲଵ ଷܲଶ  ଷܲଵ ଶܲଶ ଵܲଵ ଷܲଶ  ଷܲଵ ଵܲଶ ଵܲଵ ଶܲଶ  ଶܲଵ ଵܲଶ൩  (21) 

For anisotropic fabric material, the stiffness matrix C was written in the base (x, y, 
z) as a function of the matrix C 'is already established in the base (x', y ', z'): ሼCሽ  ൌ ሼMሽ ሼCᇱሽ ሼMሽ୲    (22) 

 

Fig. 3 The approach of the meso scale modeling under Matlab software 
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3   Evaluation of the Anisotropic Multi-scale Approach 

To evaluate the implemented approach, we have tested the G1151 fabric which is 
a 2.5 D interlock fabric from Hexcel Company. We tested the material under He-
mispherical forming test and compared with Abaqus explicit simulation. The re-
sults presented in the fig. 4 clearly show that the shear angle exceeds the locking 
angle in same fabric’s zones between simulation results and experimental test, 
when it justifies quantitatively the numerical approach.  

 

Fig.4 Experimental test versus numerical simulation approach for woven fabric G1151  

4   Conclusion 

The present investigation was developing the anisotropic multi-scale modeling. 
We could link scales of modeling; the geometric development in Matlab has re-
duced the modeling complexity related to the yarn interpolation and weft -warp in-
tersection and yarns crossing and matrix and interpenetration. The meso-scale 
modeling approach developed in this paper shows that can be applied others fa-
brics by using the same process. For 2D fabric (for example satin and taffeta) and 
2.5D and 3D fabric (for example interlock).Clearly showed the contribution of the 
mode of weaving on the elastic behavior of the composite and the forming 
process. Several methods exist and principally differ according to our approach 
see ([5], [6], [7], [9] and [12]). This study represents a contribution to solving the 
complex problem of woven composites at the meso scale and the implementation 
of multi-scale procedure. At an advanced stage has been provided to generalize 
the method for other woven fabric composites observed in experimental studies 
often forming of woven composite. 
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Abstract. Incremental forming is a progressive sheet metal forming process cha-
racterized by large displacements, large localized strains, low cost and time sav-
ing. The aim of this work is to optimize the single point incremental forming 
process combining Box-Behnken design of experiments, response surface me-
thods and genetic algorithms. The forming of truncated cones in aluminum was 
studied with the finite element codes Abaqus\implicit. We use two hardening laws 
(isotropic and combined hardening models) for modeling the incremental forming 
process. A comparison between two approaches results is made.  

Keywords: SPIF, Finite element modeling, Optimisation, Design of experiments, 
Response surface methodology, Genetic algorithm. 

1   Introduction 

Incremental forming is characterized by a simple tool which imposes a local plas-
tic deformation on sheet in a progressive way (J.R. Duflou and al 2007). Figure 1 
presents a configuration of the single point incremental forming. During the nu-
merical simulations of single point incremental forming, we integrated an isotrop-
ic hardening behavior. Except that the process is characterized by the cyclic aspect 
due to the tool displacement characteristic. Within this framework, the analysis of 
the distribution of the stresses measured of an element shows the cyclic aspect of 
the process (H Arfa. and al 2011). The materials generally used are aluminum  
alloys. As well, the type of hardening behavior has an importance during the un-
folding the process of single point incremental forming. Indeed a better approach 
with the criterion of plasticity will give a better numerical prediction of the  
final sheet thickness. Figure 1 present the principle of single point incremental 
forming.  
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Fig. 1 Principle of SPIF 

An analysis of the way of loading highlighted the importance of the cyclic phe-
nomenon of incremental forming (H Arfa. and al 2011). In this paper, a first step is 
taken to present numerical configuration of SPIF. For numerical results, response 
surfaces are developed for two approaches of hardening behavior. An optimization 
procedure is based by graphical response surfaces methodology (RSM). By de-
termining a mathematical relationship of second order between the response of the 
forming problem and the variables that affect the response, we propose to find the 
optimum solutions defined by the minimum values of sheet thinning.  

2   Numerical Modeling of SPIF 

The Single Point Incremental Sheet Forming (SPIF) process allows producing 
complex three dimensional shapes from Computer Aided Design (CAD) models 
without specially designed forming tools. In our study, The Finite Element (FE) 
study focuses on the SPIF process based on a unidirectional tool path strategy of 
contours and step downs to obtain truncated cones. Different process parameters 
are considered. The numerical simulation of SPIF has been done with the numeri-
cal code Abaqus\Implicit. The tool is modeled as a rigid surface. Figure 2.a 
presents the initial position of the tool. Quadrilateral shell elements with 4 nodes 
and 6 degrees of freedom per node (S4R) and five Gaussian reduced integration 
points through the thickness direction were used. Two hardening behaviors are 
considered: isotropic and combined hardening law expressed respectively as: 

n
0σ = k(ε + ε )p  (1)

0σ = + k (1- exp(-n ))y v v eqσ ε   (2)

The hardening parameters obtained by the inverse method from the classical and 
indent tests are for this model given in Table 2. 
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Table 1 Isotropic hardening parameters for SPIF (P.A.F. Martins and al 2008) 

AA 3003 Value 

K (MPa) 184 

ε0 (MPa) 0.00196 

n 0.224 

Table 2 Mixed isotropic-kinematic hardening parameters for SPIF, determined by inverse 
method, from (C Henrard, 2009) 

AA 3103 Value 

σ0 (MPa) 20 

Kv (MPa) 89 

nv 22.5 

 
Figures 2.a and 2.b show the deformed shape of thickness distribution respec-

tively for isotropic and combined hardening law for cones with 50° wall angle, 
1.2mm initial thickness, 10mm tool diameter and 0.5mm vertical increment.  

Cone 50°
Thini = 1,2mm 
D = 10mm
In = 0,5mm

Combined hardening

Cone 50°
Thini = 1,2mm 
D = 10mm
In = 0,5mm

Isotropic hardening

 

Fig. 2 Schematic of FEA simulations a) iso-values of the final sheet thickness for isotropic 
hardening b) iso-values of the final sheet thickness for combined haredening 

For seeing more the differences between two hardenings laws approaches, we 
will present in the next part a design of numerical experiment. 

b

a
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3   Optimization Results Obtained Using the GA  
and the Global Approach Based on RSM 

Statistical design of experimentation under response surface methodology (RSM) 
reduces the cost of experimentation and a collection of statistical and regression 
techniques provide information about the main and interaction effect among the 
selected variables (Weuster-Botz, 2000), forming limit diagrams have been built 
by using a Box–Behnken design of experiments and response surfaces method 
based on the two criteria: maximum forming angle and effective strains (Ham and 
Jeswiet, 2007). Dimensional Accuracy of Single Point Incremental Forming 
(SPIF) such as the sheet rate thinning is studied with the use of a Box-Behnken 
design analysis (H.Arfa, 2012). Four factors are varied and they are material 
thickness, wall angle, tool size, and incremental step size.  

Table 3 Factors identification 

Name Description Inferior born (-1) Middle (0) Superior born (1) 
α (°) Wall angle  50 60 70 

D (mm) Punch diameter 10 17.5 25 
Thini (mm) Initial thickness 0.85 1.425 2 
In (mm) Step size 0.5 1.25 2 

 
The Box-Behnken design can analyses four factors in three levels in a total 

number of 27 numerical simulation runs performed. It is used to determine the ef-
fect of process parameters on the considered responses, and also it can be em-
ployed to develop mathematical models connecting the response to the various 
factors conducing to the optimization of SPIF process. The levels of screened sig-
nificant variables were further optimized by the application of GA to a RSM based 
quadratic model. Interaction effects of significant medium variables are also in-
vestigated in the present work. Mathematical modeling is integrated with statistic-
al experimentation techniques for better interpretation of results and experimental 
errors. We will pass in the following part to response surfaces methodology cor-
responding to the thinning rate for isotropic and combined hardening. 

3.1   Response Surface Methodology: RSM 

RSM is the regression method exploring the relationships between several expla-
natory variables and one or more response variables. The method was first intro-
duced by Box and Wilson (G. E. P.Box, and K. B. Wilson, 1951). The RSM  
constitutes the second shutter of the experimental designs method. This technique 
aims at determining in a quantitative way the variations of the response function. 
Modeling of the objective function of the response can also be used as a basis in 
search for optimal conditions. Figures 3a and 3b are surface representations of the 
predicted thinning rate respectively for isotropic and combined hardening. A 
second order quadratic mathematical model was developed to predict the influence 
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of various variables on the thinning rate (%) and reduced to four variables for GA 
based optimization. The response surface equation for four variables adopted in 
the present case is of the following form: (3). 

2
0 1 2 3 4 5

2 2 2
6 7 8 9 10

11 12 13 14

. .

. . . .

rateTh D Epini In

D Epini In Epini In

D Epini In Epini D In D

β β α β β β β α
β β β β α β α
β α β β β

= + + + + + +

+ + + + +
+ + +  

 (3)

 
Isotropic hardening: Thini = 1,425 mm α =60°
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In
 (m

m
)
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Combined hardening Thini = 1,425 mm α =60°

D (mm)

In
 (

m
m

)

0.52952

0.53406

0.5386

0.54314

0.54768

0.55223

0.55677

0.56131

0.56585

0.57039

0.57493

10 15 20 25
0.5

1

1.5
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Fig. 3 Responses surface of thinning rate a) isotropic hardening b) combined hardening 

The preceding figures show that the increase in the tool diameter and the ver-
tical increment size inferred an amplification of the thinning rate of sheet. The re-
sults show that the sheet thinning evolves in a nonlinear way according to the  
considered parameters and that is more sensitive to the vertical step size than to 
the punch diameter. These results are verified for the two approaches of hardening 
law. Moreover the thinning rate of a combined hardening law is less than witch of 
isotropic hardening law. 

a 

b 
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3.2   Optimization Results Obtained Using the GA and the Global 
Approach 

A MATLAB based programs were developed in this work. An optimization prob-
lem is formulated based on the genetic algorithm and is proposed and applied to 
find the optimum solutions. In this paragraph, we will present with genetic algo-
rithm in case of 60° wall inclination angle corresponding to combined hardening 
law with 1.425mm initial thickness. A variation of the wall angle is elaborated 
with the aim of seeing the difference between parameters of optimisation accord-
ing to this factor. 
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Fig. 4 Optimasation results a) Convergence history of thinning rate objective function b) 
process parameters 

The genetic algorithm optimization was performed for a search population size 
of 300 individuals. The results for optimum thinning rate are shown in figure 4.a. 
The optimum value for the thinning rate is about 52.50% based on GA. The objec-
tive function of thinning rate is converged after 15 iterations (Figure 4). The op-
timal design parameters are 10mm for the tool diameter and 0.815mm the vertical 
step size. In tables 4 and 5, we will present an optimization results summary for 
cones with 50°, 60° and 70° wall angles with a fixed initial thickness 1.425mm re-
spectively for isotropic and combined hardening law. 

a

b



Optimization of Single Point Incremental Forming of Sheet Metal  467
 

Table 4 Optimisation results summary for isotropic hardening 

Objective 
functions 

Thinning rate for part 
with 50° wall angle 

Thinning rate for part 
with 60° wall angle 

Thinning rate for part 
with 70° wall angle 

Optimization 
methods 

Global ap-
proach 

Genetic 
algorithm

Global ap-
proach 

Genetic 
algorithm

Global ap-
proach 

Genetic 
algorithm 

Global min-
imum 

43.81% 43.81% 57.59% 57.59% 66.63% 69.68% 

D_opt 10 10 10 10 10 10 
In_opt 0.5300 0.5303 0.800 0.7992 1.0700 1.0681 

 

Table 5 Optimisation results summary for combined hardening 

Objective 
functions 

Thinning rate for part 
with 50° wall angle 

Thinning rate for part 
with 60° wall angle 

Thinning rate for part 
with 70° wall angle 

Optimization 
methods 

Global ap-
proach 

Genetic 
algorithm

Global ap-
proach 

Genetic 
algorithm

Global ap-
proach 

Genetic 
algorithm 

Global min-
imum 

37.05% 37.05% 52.50% 52.50% 66.08% 66.08% 

D_opt 10 10 10 10 10 10 
In_opt 0.5450 0.5452 0.8150 0.8144 1.0850 1.0838 

 
Tables 4 and 5 involve that the thinning rate increases considerably with the in-

crease of the wall angle. Thinning rate pass from 43.81% to 66.63% and 37.05% 
to 66.08% respectively for isotropic and combined hardening law. The optimum 
tool diameter is remaining equal to 10mm for 50, 60 and 70° wall angle in all con-
sidered cases. As well as, the results corresponding to the optimisation by general 
approach are very close to those of genetic algorithm in the two example of har-
dening law. Except that the thinning rate given by an isotropic hardening law is 
more important than that given by combined hardening.  

4   Conclusion 

Genetic programming is a greater technique because it provides the architect with 
the explicit expression of an approximation function containing design variables 
proven to have a significant impact on the objective performance measure. A Box-
Behnken design has been applied to screen the four most significant variables with 
response on thinning rate. Wall angle, tool diameter, vertical increment and initial 
thickness have been found to be the most significant variables and theirs values 
have been further optimized by Genetic Algorithm based Response surface me-
thodology. The numerical results of thinning rate response obtained by using a  
genetic algorithm (GA) are very close to the computed values founded by global 
approach which is considered as reference method. This is verified for isotropic 
and combined hardening law approaches. 
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Abstract. The aim of this work is to study the influence of ply orientation on the 
fracture toughness of thick E-glass/polyester woven fabric composites laminates. 
Two different types of laminates were fabricated with different ply orientations: 
(i) balanced: plain weave (taffetas T) and (ii) unbalanced: 4-hardness satin weave 
(S). Experiments were conducted using standards delamination tests under mixed 
mode loading using MMF tests under static conditions. The experimental results 
have been expressed in terms of total strain energy release rate and R-curves. We 
remark that the critical fracture toughness depends on the ply orientations and its 
maximum value is reached for a ply orientation +45°/-45°. 

Keywords: E-glass/polyester, Woven fabrics, Delamination, MMF, R-curve. 

1   Introduction 

Glass/polyester laminates are widely used in a large variety of marine applications 
including sporting equipment and military structures. This is because of their light 
weight and competitive prices. One of the most harmful damage mechanisms in 
the glass reinforced structures is delamination. It is dependent on both the material 
(fibre, weave structure and matrix) and the manner in which the specimen is 
loaded; pure mode I (Double Cantilever Beam DCB test (ASTM D5528)) or pure 
mode II (End Notch Flexure ENF and End Load Split ELS test (Blackman et al. 
2006, Brunner et al. 2008)), as well as any combination of both (Mixed Mode 
Bending MMB test and Mixed Mode Flexion MMF test (Benzeggah et al. 1989, 
Davies 1987)). Delamination resistance and their susceptibility to growth are nor-
mally characterized using fracture mechanics theory and the critical strain energy 
release rate parameter known as the interlaminar fracture toughness (Gc). There-
fore, interlaminar delamination is prone to appear and propagate if the energy  
release rate applied to the system equals the critical energy release rate. 
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Numerous studies have been devoted to the analysis of delamination in unidi-
rectional laminates in which the plies are unidirectional (ASTM D5528, Hiley 
2000). Really composite structures are generally multidirectional (Hiley 2000, Ha-
shemi et al. 1990). However, various studies were already reported on the mode II 
fracture (Choi et al. 1999, Andersons and König 2004) and in mixed-mode I+II 
fracture (Kotaki and Hamada 1997, Solar and Belzunce 1989). Some others re-
searchers have investigated delamination in woven fabric composites (Xu et al. 
2010, Duplessis et al. 2010). 

The present study is mainly concerned with thick glass/polyester woven fabric 
composites with two weaving conditions: (i) balanced fabric: plain weave and (ii) 
unbalanced: 4-hardness satin weave. The experimental method used was Mixed-
Mode Flexure MMF test which was carried in order to investigate the effect of 
weave structure and ply orientations on the crack growth behavior. 

2   Material System and Specimen Description 

The studied composite materials are made with polyester resins reinforced with E-
glass fibres. Two main types of fibre reinforcement are used: 4-harness satin 
weave (S), plain weave (taffetas T). Two types of materials are used in this study: 
balanced and unbalanced woven plies, the first is composed of 12 layers taffetas 
stacked alternately with different ply orientation [0°/90°]12, [+45°/-45°]12 and 
[90°/0°]12,the second is composed of 8 layers satin weave stacked alternately with 
different ply orientation [0°/90°]8, [+45°/-45°]8 and [90°/0°]8. The delamination 
initiator consisted of a polypropylene thin sheet (30 μm thickness) inserted during 
layup at the mid-plane of the plate. Table 1 shows the constituent materials of the 
composite laminates.  

Table 1 Constituent materials of composite laminates 

Material Type  

Reinforcement 

 

 

 

Matrix 

E-woven roving glass fibre  

4-harness satin weave ,       

fabric areal density: 600 g.m-2 

volume fraction Vf =31% 

Orthophthalic polyester resin 

Peroxide Catalyst : MEKPO –M50 
catalyst (1.5% of matrix volume) 

 

plain  weave (taffetas)  

400 g.m-2 

The composites laminates were fabricated in the form of panels of 300 x 250 
mm with a thickness of 8 mm by mean of a molding system. Specimens types 
used for experiment have the following dimensions: nominal width b= 30 mm, to-
tal length L=140 mm (from the load line to the clamp), nominal thickness (2h) 
were 8 mm and the initial crack length was a0=80 mm (Fig. 1).  
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Fig. 1 Specimen in MMF configuration 

The elastic properties of the studied materials, E11, E22, G12, and 12ν , were de-

termined from traction tests on specific samples , and they are given in table 2.  

Table 2 Interface properties for Glass/polyester  

Material E11 (GPa) E22 (GPa) G12 (GPa) 
12ν  

Satin  21,21 15,74 7,16 0,12 

Taffetas 17,3  17,3 7,52 0,15  

3   Experimental Set-Up and Testing Procedure 

The mixed mode flexure MMF test is depicted schematically in Fig. 1. In this test, 
only one arm of the specimens is loaded while the other is free (Fig. 2).  

 

Fig. 2 MMF tests in the deformed configuration  

The tests were performed using computer-controlled testing machine at  
2 mm/min constant displacement rate which respect the standards recommends; 
rate between 1 and 5 mm/min. The displacement of the upper cross-head is saved 
with the corresponding load in the computer by means of UTMII Software.  



472 E. Triki et al.
 

Insize camera microscope system is used to follow crack propagation. The edges 
of the specimens are marked 1 mm apart from each other to detect a non-uniform 
crack front resulting from non-uniform loading. During tests specimens are 
clamped in a support that can slide in the longitudinal direction (Fig. 3). 

 

Fig. 3 Photography of the MMF clamping fixtures used in the experiments 

4   Results and Discussion 

Fig. 4 and Fig. 5 show the load displacement curves from the MMF tests for ba-
lanced and unbalanced woven fabrics.  

It revealed initially a linear behavior after which the crack initiate, and then the 
crack propagate. Crack initiation of the remaining specimens was detected by an 
audible crack after which the two woven fabrics showed a gradual force drop.  
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Fig. 4 Load displacement curves for balanced specimens 
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Fig. 5 Load displacement curves for unbalanced specimens 

Critical energy release rate Gtc is the main parameter that can be used to assess 
damage process in composite structures after delamination event. However, the 
fracture toughness Gtc can be defined as the critical value of energy allowing crack 
propagation which can be calculated from load-displacement curves.  

According to the Modified Beam Theory (MBT), the mode I and mode II ener-
gy release rate components as functions of the applied load can be obtained as 
(Williams 1989). 
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Where P is the applied load, a is the instantaneous crack length, b is the width, 2h 
is the nominal thickness, 11E  is the elastic module of the material and 

Iχ and IIχ are the correction crack length factors which can be calculated as (Kin-
loch et al. 1993) and (Robinson and Hodgkinson 2000). 

In practice, it is preferable to evaluate the fracture toughness by the propagation 
value because the initiation value of the fracture toughness depend on the starter 
film thickness and with the location of the edge of the film in woven fabrics com-
posites For this experiment, the fracture toughness will be presented by the mean 
propagation value. Data points from fracture toughness experiments were used to 
construct a delamination resistance curve (R-curve) illustrated in Fig. 6 and Fig. 7, 
which present the evolution of fracture toughness (Gt) versus crack length (a), 
where Gt is the sum of GI and GII.  
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Fig. 6 R-curves for balanced specimens 
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Fig. 7 R-curves for unbalanced specimens 

From the MMF test results, the total energy release rate Gtc is given by the 
mean value which is indicated in table 3. 

Table 3 Mean values of total energy release rate for satin and taffetas interfaces 

Gt (J/m2) 0°/90° 90°/0° +45°/-45° 

Satin 1573  1319 3227  

Taffetas 1170 1170 2092  

The critical total energy release rate Gtc values are nearly the same for 0°/90° 
and 90°/0° ply orientation in balanced and unbalanced specimens, but for +45°/-
45° ply orientation the two materials present a resistance to delamination more 
important than the cases of 0°/90°or 90°/0°. This difference is more important for 
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the satin reinforcement than the taffetas. When the interply angle, θ , was varied 
from 0° to 90°, the mixed mode fracture toughness exhibited significant sensitivi-
ty. The mean interlaminar fracture toughness values are presented in Fig. 8. We 
remarked that at +45°/-45° ply orientation, the Gt values was about the twice that 
of 0°/90°or 90°/0° for the two types of woven fabrics.  

 

Fig. 8 The evolution of fracture toughness with ply orientation 

The empirical functions reflecting the evolution of the total energy release rate 
are as follow: 

20.325 29.25 1170  for balanced specimenstG θ θ= − + +  (3) 

20.99 89.88 1559  for unbalanced specimenstG θ θ= − + +  (4) 

5   Conclusion 

The influence of weave structure and ply orientations on the crack growth beha-
vior has been investigated in balanced and unbalanced thick E-glass/polyester wo-
ven fabric composite laminates. An experimental study has been carried out on the 
unbalanced woven fabrics: 4-harness satin wave and balanced woven fabrics: Taf-
fetas under mixed mode l+II delamination tests (MMF tests). These tests have 
enabled the growth of intralaminar cracks, and the initiation of interlaminar dam-
age on these types of woven fabrics taking into account the influence of ply  
orientation. The results suggest that the two woven fabrics show very similar Gt 
values for 90°/0° and 0°/90° ply orientations. For the two woven fabrics in  
45°/-45° orientation, the fracture toughness is more important than the cases of 
0°/90° and 90°/0°. So the woven fabrics exhibited significant sensitivity to ply 
orientation. 
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Abstract. The process of flexible hydroforming is a combination be-tween the 
hydroforming and the multipoint flexible forming, which allows a synergy of the 
advantages of two processes. On one hand, the hydroforming process allows a 
contribution in the flexibility by replacing one of two shaping tools by a fluid, on 
the other hand, the multipoint flexible forming, allows modifying freely the final 
shape with its reconfigurable tool, constituted by a matrices of adjustable punch 
elements. This innovative process presents a potential interest by accumulating at 
once the advantages of hydro-forming and flexible multipoint hydroforming. The 
purpose of this paper is to present the process review and its experimental imple-
mentation to highlight the contribution in flexibility and to validate the feasibility 
of the multipoint flexible hydroforming and its ability to produce of complex met-
al sheet part with improved quality. 

Keywords: Hydroforming, Multipoint, Flexibility, Sheet metal forming. 

1   Introduction 

Advanced industries are called to produce lighter and more complex sheet met-al 
constituents with improved structural strength, and thinner profiles, with im-
proved quality, as well as lower tooling costs, more polyvalent and resourceful 
forming tools, especially for industries with small or medium lot-size and with 
great varieties (aerospace industry, shipbuilding).  

To satisfy these requirements, several innovative and flexible processes had 
been developed these last decades, among these processes, the hydroforming and 
the multipoint flexible forming are the processes which carry most of interests. 
The hydroforming process is attractive compared with conventional solid die 
forming processes, the basic advantage consist to suppress one of two forming 
tools (punch or die), which is replaced by hydraulic pressure.  

An increasing interest was observed for the hydroforming process, various ver-
sions, were progressively proposed, for the production of lighter structures and 
complex forms  

The multi-point flexible forming (MPF) is another recent flexible technique for 
manufacturing three-dimensional sheet metal parts. In this process, the sheet metal 
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can be formed between a pair of opposed matrices of punch elements in-stead of 
the conventional fixed shape die sets. The punches elements are con-trolled simp-
ly, by adjusting the height of the elements of both upper and the lower matrices, 
different curved surfaces can be created (figure 1). By using this technolgy, pro-
duction of parts with different geometries will be possible just by using one same 
die set that lead to great saving in time and manufacturing cost specially in the 
field of small batch or single production. 

Various versions of multipoint flexible forming were elaborated particularly in 
the naval and aerospace field, the investigations of Robert C. SCHWARZ [1], 
Ming-Zhe Li [2], [3], Yan [4], Zhong-Yi [5] and Hwang [6], concerned the flexi-
ble multipoint  forming and its adequacy for a production of lighter structures and 
complex forms. However in multipoint processes, the direct contact between the 
blank and punch elements generates a severe dimpling on the final part. The inser-
tion of elastomeric sheets (interpolator), between dies and blank, has been an effi-
cient solution to attenuate dimpling severities [7, 8, 9, and 10]. 

Multipoint sandwich flexible forming (MPSF) (figure 2), has been another in-
innovative version of the multipoint forming in this process, the movable multi-
point die is substituted by a stack of elastomeric sheets, and one thick die sheet is 
inserted between lower multipoint die and interpolator to re-duce dimples [7, 8, 9], 
but it is often necessary to adapt the shape of this stack to the depth of the part to 
be produced.      

 

          
 

Fig. 1 Multipoint forming process Fig. 2 Multipoint sandwich flexible forming 
(MPSF) 

2   Presentation of the Process 

The multipoint flexible hydroforming (MPFH), object of this paper, is an original 
process which combines the hydroforming and the multipoint flexible forming, to 
obtain a synergy of the advantages of both processes. It allows to keep the whole 
flexibility of the basic multipoint flexible forming (with two multipoint discrete 
dies), by using uniquely one  multipoint die to perform completely the final  
part shape, the second multipoint die is advantageously substituted by the fluid 
pressure, which can be applied via an elastomeric membrane (Figure 3).  
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2.1   Testing Set Up of the Multipoint Flexible Hydroforming 

To prove the feasibility and to carry out a valuable experimental investigation of 
the multipoint flexible hydroforming, an experimental prototype was designed and 
realized. The testing assembly of the process includes three basic parts.  

The hydroforming pressure, produced in the upper module, is applied, via the 
elastomeric medium, to the metal sheet workpiece, located at the middle module, 
to be conformed to the shape of the multipoint die (fig.4) in the lower module. 

The upper fluid cell module constitute the hydroforming tool; it performs the 
first aspect of process flexibility the second one is performed by the reconfigura-
ble multipoint forming die in the lower module. 

During the forming phase of the metal sheet between the last two forming 
modules, upper’s or highest punch elements extremities, entering firstly in contact 
with formed sheet, produce extremely concentrated pressure that usually initiates 
forming dimples in the contacted  sheet. To attenuate dimpling phenomena, the 
formed sheet is separated from multipoint tool by a medium sheets stack generally 
called interpolators. Through the thicknesses of sheet stack, localized high pres-
sures are rearranged, the maximum of concentrated loading is moved from worked 
piece interface to that of interpolator stack, and local pressure loading is then bet-
ter distributed at the worked sheet interface. 

The basic object of relocation of the concentrated contact loading is to mod-
erate severities of the load boundary conditions that lead to better regularity and 
less dimpling of final part profile. 

Considering the phenomena complexity, of multiple interactions between mul-
ti-point tools, interpolators and work piece  for the multipoint flexible hydroform-
ing process, analysis are focused, in recent investigations[12,13,14], on the most 
influent parameters on the quality of the final product. It emerges essentially, that 
an increase of the punch elements density, the thicknesses of the initial blank and 
the interpolator, improve the final part quality. The object of this paper consist to 
prove the feasibility and to carry out a valuable experimental investigations of the 
multipoint flexible hydroforming, and to highlight the ability of this process in 
flexibility and quality upgrading of final product.  

 

    
 
Fig. 3 Multipoint flexible hydroforming 
process 

 Fig. 4 Multipoint die set up for (MPFH) 
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3   Finite Element Analysis 

ABAQUS/Explicit was used for Finite element analysis of the multipoint flexible 
hydroforming process presented in figure 5; the final part shape to be formed was 
a double curved shell with different depth, the shape function of desired final 
shape can be written in Cartesian coordinate system as follows: 

z (x,y) =   ∑ i ,∑j  aij.(x
i.yj).  (1)

For examples:  

z = a.(x² + y²): Parabolic shape.  (2) 

The discrete die size was 100 mm x 100 mm, the density of punch elements set-
ting was (11x11 and 21x21), many cases of blank and interpolator sheet thick-
nesses was used for analysis. The sheet stack (interpolator and blank) are simply 
positioned directly on the punch element matrix, as seen in figure 5, with free 
edges conditions. The shape function (Analytical field) law can be settled before 
forming step of the process (fixed multipoint method) or progressively modified, 
throughout the forming process (progressive method). The fluid pressure was 
applied on the upper side of the blank in a linear smooth load path. The elasto-
plastic material model was used for deformable steel sheets (Stainless steel 
material (E = 210 000 Mpa, v =0.3) with strain-stress curve presented in figure 6. 
The Mooney–Rivlin hyperelastic material model was used to elastomeric 
interpolators, this model was built from the uni-axial test data presented in figure 7 
from the reference [7]. Dynamic/explicit method was used for the simulation, the 
deformable shell parts instances (blank and interpolator) are meshed in S4R 
elements, the rigid instances (punch element matrix etc.) are meshed in elements 
R3D4.  Coulomb law was used with friction coefficient of 0.1 for general contact 
interaction between constituents of the model. 

 

Fig. 5 Geometry model of Multipoint flexible hydroforming process 

 

Fig. 6 Stress–strain curve of Stainless steel 

 

Fig. 7 Uniaxial data of hyperelastic material 
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4   Results Discussions 

4.1   Effect of the Process Parameters 

4.1.1   Effect of the Sheet Thicknesses 

The effect of blank thickness can be observed from the simulation results (Fig. 8), 
for lower thickness, all surface of final part is severely dimpled and the increase of 
thickness reduces dimpling and improves the profile regularity and the surface 
quality. This effect is confirmed by experimental way (fig. 9), by producing many 
doubly curved parabolic (shape part eq.(2)) for aluminum alloy sheet part 
produced, severe dimpling effect is observed for thin sheet (0.5 mm) with irregular 
profile and buckled edges, for relatively thicker sheet (2mm) successful sheet part 
is obtained with more regular profile with no significant dimples. 

 

  

Fig. 8 Dimples: Effect of blank thickness 

   

Fig. 9 Dimples: Effect of blank thickness (experimental results for 0.5mm and 2mm) 

4.1.2   Punch Elements Density 

Basic set up of multipoint die with 121 punch elements (11x11) was used for 
simulation and experimental investigations carried out in this work, buckling 
phenomena on the median edges of formed blank are occurred for the 1mm initial 
blank and 1mm elastomeric interpolator thicknesses, the increasing of punch 
density to 441 punch elements (21x21) (figure 10) reduces buckling, residual 
stresses and improves profile regularity of final product, but increases largely the 
complexity of multipoint tool adjusting. 
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Fig. 10 Dimples and edge buckling: Effect of punches density 

5   Interest of the Metallic Die Sheet 

The motivation here is to highlight ability of specific set up of the process, in flex-
ibility and quality upgrading of final product, especially for thinner metal sheet. In 
this new version we will insert a metallic thick die sheet (fig.11), instead of the 
elastomeric interpolator conventionally inserted between multipoint die and blank 
side, the combination of both methods can be considered also.  

As illustrated in last results (figure 8 and 9), it was observed, more regular pro-
files and less sensitivity to edge buckling and dimpling, for thicker blanks.  In 
other terms, for a given deep and punch density, thin blank is more sensitive for 
edge buckling and dimpling, it have tendency to flow around punch tip curvatures, 
and elastomeric interpolator have not sufficient stiffness to filter punch contact 
singularities. The basic idea is to move the boundary conditions severities, from 
soft elastomeric to thick and stiff metallic medium, that acts as a stiff interpolator 
filter towards contact singularities  and improves ability to form a thin shell final 
part as seen in simulations results (fig.12 ).This method is validated by experimen-
tal way as illustrated in (fig.13), the aluminum alloy  final product of  0.5mm is 
severely dimpled (without or with elastomeric interpolator), with 2 mm  alumi-
num die sheet, better quality of outer edges and suppression of dimples are ob-
tained fig . This confirm that a using of metallic die sheet medium is largely more 
relevant for thinner sheet product than increasing of punches density or elastomer-
ic thickness  

The stainless steel final products of (without or with elastomeric interpolator of 
4 mm thickness,) are significantly dimpled and buckled at the outer regions), bet-
ter quality of outer edges and suppression of dimples are obtained with an alumi-
num alloy die sheet medium of 2mm (fig.14). 

Instead of request of costly increased number of punches for relatively thinner 
blank, the use of metallic sheet media is better and efficient way to eliminate sig-
nificantly dimpling and edge buckling with reasonable density of punch elements.  

The metallic sheet medium can be considered as a fast rigid die, formed (in si-
tu) by the multipoint hydroforming tools, only in one step, it can be used for many 
thin shell formed parts, the shape can be readjusted to take in account the spring 
back or to reuse it another final part shape. The metallic medium die can be made 
in low cost steel or aluminum alloy for weightiness consideration. 
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Fig. 11 MPFH with metallic medium 

 

Fig. 12 a: Elastomeric interpolator, b: Metallic 
media 

 

                          

Fig. 13 Aluminum alloy products: left: elastomeric interpolator, right: metallic media 

                 

Fig. 14 Stainless steel product: left: With elastomeric interpolator, b: With metallic media 

6   Conclusions  

The multipoint flexible hydroforming process (MPFH) combines adequately the 
hydroforming and multipoint flexible forming processes, to obtain a synergy of 
the advantages of both processes. The feasibility of the process is validated  
by the prototype designed and realized by authors and the results of preliminary 
experimental works are in good agreement with previous numerical analysis  
of the process, successful doubly curved shell product was obtained by the 
process.   

This process is an accurate and low cost technology with great saving in time 
manufacturing especially in the field of fast prototyping, small batch or single 
production.  

Using of metallic sheet media is more efficient way to eliminate dimpling and 
edge buckling and to extend flexible multipoint hydroforming quality for thin 
sheet products with reasonable density of punch elements, the result is resourceful 
process with reduced number of components. 
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Abstract. In this study, an experimental approach has been developed to predict 
plastic strain and residual stresses resulting from turning in orthogonal cutting 
configuration of aeronautical aluminum alloy AA7075-T651. This approach con-
sists in the variation of cutting parameters which are depth of cut and cutting 
speed to reveal their effect on the micro-hardness, plastic strain and residual 
stresses. The plastic strain gradient has been obtained by an experimental micro-
hardness-strain relationship using a specific tensile sample. 

Keywords: Plastic strain, orthogonal cutting, AA7075-T651, residual stress. 

1   Introduction 

The cutting of aluminum alloys has recently acknowledged appreciable interest 
owing to their ample application in aerospace and automotive industry (Halley et 
al. 1999) due to their performance (lightness, good thermal conductivity, high me-
chanical characteristics…). 

For this reason, it is important to study the tool-material interactions under ma-
chining conditions which can modify the properties of near surface layers which 
affect operating performance of workpieces. The workpieces characteristics can be 
controlled by cutting parameters variation. Many studies have been conducted to 
inspect the relationships between machining process parameters and surface inte-
grity (residual stresses, plastic strain, phase transformation, work hardening…). 
However, the effects of machining parameters on the surface characteristics were 
rarely studied for the case of AA7075-T651 alloy. Campbell et al. (Campbell et al. 
2006) studied the microstructural characteristics of AA7075-T651 chips and work 
pieces produced by orthogonal cutting under different cutting speed (360, 540 and 
720 m/min). They found that the cutting speed increases the thickness of deformed 
layers results in a softening of the machined work piece. However, the effect of 
machining parameters on residual stresses and plastic strain were not considered. 
Considering the lack of results it is important to study the effect of machining pa-
rameters on the distribution of residual stresses, plastic strain and microhardness 
in the orthogonal cutting configuration for the 7075-T651 alloy. 
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2   Material and Experimental Procedure 

2.1   Material 

The aluminum alloy AA7075-T651 is an Al-Zn-Mg-Cu precipitation strengthened 
commercial alloy. T651 tempering process includes solution treatment, stretching 
and artificially ageing of the material at 120°C for 24h (Park and Ardell 1983). 

The sequence of strengthening precipitation for the Al-Zn-Mg alloy is the  
following: 

 SSS      Guinier-Preston (GP) zones       η’(MgZn2)       η(MgZn2)  

The η phase is an incoherent intermediate precipate and has a hexagonal crystal 
structure, while the η’ phase is semi coherent (Thomas and Nutting 1959). 

In this experiment, the samples used for cutting tests are disks with a thickness 
of 15 mm obtained from a bar of AA7075-T651with a diameter of 80 mm. 

The mechanical properties, obtained by simple tensile test and the standard 
chemical composition of the material are given in Tables 1 and 2. 

Table 1 Mechanical properties 

Parameters Value 

Ultimate tensile stress 622MPa

Yield tensile stress 520MPa

Young’s modulus  73GPa 

Elongation (%) 

Hardness 

  9.6 

 180Hv 

Table 2 Chemical composition 

Si Fe Cu Mn Mg Cr Zn Ti Al 

0.08 0.17 1.4 0.03 2.7 0.19 6.1 0.2 The rest 

2.2   Experimental Set-Up 

The orthogonal cutting tests were conducted on a numerical controlled lathe 
(RealMeca T400), equipped with a piezzo-electric transducer-based type dyna-
mometer type Kistler 9257B (figure 1), using an uncoated carbide tools with a 
rake angle γ of 0°, a clearance angle α of 7° and a cutting edge radius Rn of 20µm. 

The orthogonal cutting tests have been conducted under different cutting speed 
and depth of cut (Table 3). The cutting and thrust forces measured experimentally 
for all test conditions are listed in Table 3. 
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Fig. 1 Experimental setup used for orthogonal turning and cutting force measurement 

Table 3 Experimental test conditions 

Conditions 1 2 3 4 5 6 7 8 9 10 11 12 

Cutting speed (m/min) 200 450 700 950 200 450 700 950 200 450 700 950 

Depth of cut (mm) 0.15 0.15 0.15 0.15 0.25 0.25 0.25 0.25 0.35 0.35 0.35 0.35 

Cutting force (N) 750 700 630 520 1080 890 620 470 1410 890 580 460 

Thrust force (N) 420 380 350 320 520 400 325 290 585 395 310 285 

3   Evaluation of the Machined Surface Properties 

3.1   Work Hardening 

A Shimadzu HMV2000 micro hardness tester is used to quantify the cold work 
hardening by measuring the variation of micro hardness generated by orthogonal 
cutting for all cutting condition. The applied force and duration of indentation are 
100 gf and 15 s, respectively. Each indentation was well spaced to avert interfe-
rence between each of them (approximately thirty indentations were done along 
the profile).  

3.2   Microhardness-Plastic Strain Relationship 

In order to find a correlation between the micro hardness and the equivalent plas-
tic strain, a specific tensile sample was used. The utility of this specimen is his ca-
pability to offers different levels of plastic strain values along the calibrated area 
at the end of one tensile test. The method used to determine the dimensions of the 
specific tensile sample is detailed in [Article]. 

The sample was obtained by milling from the same bar used for cutting  
tests and electro polished by layers of 50 mm until reaching a homogeneous  
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micro-hardness of 180 Hv. Before the tensile test, a grid was electro-graved on the  
tensile sample. The grid’s dimensions before and after tensile test were observed 
by optical microscope and used to calculate the equivalent plastic strain evolution 
in calibrated zone. After tensile test, the micro hardness in each zone of tensile 
sample was measured.  The level of micro hardness at each point was performed 
by averaging five measurements. 

3.3   Residual Stresses Measurements 

In order to evaluate the distribution of residual stresses generated by orthogonal 
cutting, the hole drilling method was used. This method allows determining the 
levels of axial and circumferential residual stresses at each depth of machined 
layer by only one measurement. 

4   Results 

4.1   Cutting Forces 

Both cutting forces and thrust forces increases with increasing of the depth of cut; 
However they decreases when the cutting speed increase. This is can be explained 
by the elevation of heat generated in the cutting region due to the increase of the 
cutting speed. 

4.2   Micro Hardness 

Micro hardness measurements for all cutting conditions show a decreased hard-
ness at the surface like the example shown on the Figure 4, which gradually in-
creased with distance from the machined surface. Fig.5 shows the effect of ma-
chining parameters on the depth of the affected layer. 

 

Fig. 2 Effect of machining parameters on the cutting force 
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Fig. 3 Effect of machining parameters on the Thrust force 

  

Fig. 4 Examples of microhardness profiles of 7075-T651 alloy 

 

Fig. 5 Effect of machining parameters on the depth of the softened layer 
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4.3   Plastic Strain 

As explained previously, the specific tensile specimen was used to identify a rela-
tionship between microhardness and plastic strain for the 7075-T651 alloy (Fig.6). 
This relationship was used to convert all microhardness measurements of the ma-
chining workpieces in plastic strain.    

 

Fig. 6 Microhardness/plastic strain correspondence of the 7075-T651 alloy 

Table 4 shows the value of the maximal plastic strain generated by orthogonal 
cutting. The maximum plastic (ƐpMax) strain increases with the cutting velocity 
(Vc) and decreases with the depth of cut (Doc). 

Table 4 Maximum plastic strain 

Test 1 2 3 4 5 6 7 8 9 10 11 12 

ƐpMax 
(%) 

10 10.04 10.67 11.5 9.18 9.63 10.67 10.04 9.3 8.7 9.65 7.55 

4.4   Residual Stresses 

To evaluate the effect of the cutting velocity on the distribution of residual stresses 
(axial and circumferential), three levels of cutting speed are fixed for a depth of 
cut equal to 0.35 mm. The measurements shows for the three cutting speed (450 
m/min, 700 m/min and 950 m/min), the circumferential residual stresses are posi-
tive in the surface; however the axial residual stresses are compressive. 

These results are in agreement with the incompatibility of plastic strain gener-
ated by orthogonal cutting. 

 
 
 
 



Surface Integrity after Orthogonal Cutting of Aeronautical Aluminum Alloy  491
 

 

Fig. 7 Effect of the cutting velocity on the distribution of residual stresses 

5   Conclusion 

The machining of the 7075-T651 alloy induces a softening on the subsurface 
layer. The depth of this softened layer increases with both cutting velocity and 
depth of cut. The softening generated by the machining process can be explained 
by the microstructural changes of the 7075-T651 alloy, the heat generation in  
cutting region induces a coalescence of MgZn2 precipitates and a restoration by 
annihilation of dislocations. A micrographic observation can confirm these phe-
nomena. This softening of the machined surface affects the plastic strain and the 
distribution of residual stresses generated by orthogonal cutting. 

The principal results of this experimental study are the following: 

• The cutting forces (cutting force and thrust force) decreased with cutting 
speed and feed (depth of cut); 

• The machining (case of orthogonal cutting) induces a softened layer in the su-
perficial layers of the aluminum alloy AA7075-T651; 

• The depth of the softened layer increases by increasing the cutting speed and 
feed; 

• The results of residual stresses confirm the softening introduced in the surface 
layers by turning in the configuration of orthogonal cutting of the aluminum 
alloy 7075-T651. 

Acknowledgements. The authors gratefully acknowledge the helpful comments and sug-
gestions of the reviewers, which have improved the presentation. 
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Abstract. The behavior of composite cracked pipes under the effect of buckling is 
explored by performing a linear buckling analysis using the finite element method. 
The pipe is pressed under compression in the presence of cracks longitudinal, 
radial and inclined relative to the horizontal. The results indicate that increasing 
the radius of the pipe conduit to the reduction of buckling parameter and the max-
imum values are obtained for the lowest fiber orientations. The maximum stresses 
are obtained for the radius of 400mm. Moreover, the increase in the number of 
plies in composite pipe leads to the increase of the parameter buckling. The size of 
the crack, its orientation and position in the pipe are identified.  

Keywords: Buckling, and crack pipe, Concentration of constraints, Finite Element 
Analysis. 

1   Introduction 

International competition and the evolution of the means of production in the en-
gineering industry results impose increasingly high where new technologies and 
composite materials are key points for success [1]. Composite materials are widely 
used in industrial applications and are both in the field of transport (aviation, aero-
space, marine, rail ...) and in the hydraulic field as they achieve performance than 
conventional materials can not provide [2]. 

The transition metal materials for composite materials generates significant 
costs but it is actually an investment in the medium and long term. The inhomo-
geneity and anisotropy of composite damage mechanisms make their more  
numerous and more complex. Composites are obtained by blending different ele-
mentary constituents with different macroscopic behaviors. The choice of these 
components can improve the performance of the final material, to meet a specific 
need (lightweight, stress resistance, good resistance to fatigue ...). In a composite 
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structure, we can see damage appear consists of micro-debonding and micro-
cracks, fold-outs, breaks fibers and matrices, debonding of the interface .... 

The search operation on the buckling of pipes into the broader context of 
"smart" materials and composite structures, is interested in, especially, the  
laminated composite structures (cylindrical shells) whose behavior is varied so 
sensitive mechanical stress, which could not be achieved with conventional mate-
rials pipes structures have a tendency to buckle under the application of axial load-
ing. Buckling is defined as the sudden deformation (structural collapse) that  
occurs when the energy (axial) deformation of the membrane stored by the struc-
ture is converted into bending energy without changing external forces. Buckling 
can also occur before the failure of the material due to stresses. It can occur on the 
entire structure or locally [4]. 

Buckling of pipes is a sensitive phenomena can occur at any time, but how  
detected? 

2   Presentation of the Problem of Buckling 

The layered composite material of a pipe contains a discontinuous phase reinforc-
ing stiffest and stronger than the continuous phase of the matrix. Its mechanical 
properties result essentially from: 

o The nature of the constituents and their properties. 
o The reinforcement geometry (shape, slenderness ratio), distribution (alloca-

tion, orientation), and its concentration (volume or mass). 

The search for new composite materials more efficient for space applications, 
aeronautics and hydraulics caused in recent years, a growing interest on the part of 
industry. Often asked more and more manufacturers of pipes increased their resis-
tance to stress thermal and mechanical properties to which they are subjected dur-
ing commissioning (buckling, impact, abrasion, cracks, breaks) [3]. In this paper, 
we are interested in the linear analysis by the finite element method to improve the 
behavior of these materials, the trend is on the one hand, to adopt the solicitation 
under compression in the presence of cracks and on the other hand the thickness 
and fiber orientation of the pipe.    

One of the advantages of laminates is the ability to orient the fibers in  
directions adapted to the stresses imposed on the structure. The design of a  
laminate structure thus requires the choice of materials, orientations of the  
fibers and the arrangement of the folds (folds of stacking sequence given of  
inclination). 
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3   Geometric Models of Pipe 

3.1   Pipe without Crack 

In this model, we consider a cylindrical shell laminated composite (AS4/PEEK) 
with 12 plies (θ /-θ)12, the thickness of plies ep = 0.127mm and length H = 
6000mm.  the usefulness of this study is to see the effect of the fiber orientation 
of the composite and the variation in the diameter of the buckling coefficient. 

 

Fig. 1 Geometrical model, mesh and number of plies of a pipe 

The pipe is subjected to compression in the direction perpendicular to the inter-
face under the applied stress. In a first approach we consider the geometric model 
of the pipe without cracking (Fig. 1). In the second, it provides for the existence of 
a crack in deferent sizes and positions (Fig. 2). 

Table 1 Mechanical characteristics of the material 

Properties E1(MPa)  E2(MPa) ν12 G12(MPa)  G13(MPa)  G23(MPa)  

AS4/PEEK 234000   14000  0.2 2750  2750  5600  

 
In the calculation we used the commercial code ABAQUS finite element 6.11. 

We used 14 850 quadrilateral elements with a refined mesh near the crack as 
shown in (Fig.2). The resolution was made in a state of plane stress. The mechani-
cal properties of the material studied are shown in Table 1. 
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3.2   Pipe with Crack 

 

Fig. 2 Geometric model and the mesh pipe with crack 

4   Influence of Fibre Orientation on the Coefficient  
and Buckling Stress Von Mises 

The Fig.3 shows the variation of coefficient λ as a function of the fiber orientation 
 of the composite material for different diameters of pipe. It is clear that the in-

crease of the radius of pipe leading to the buckling coefficient reduction. 
And the maximum values are obtained by the lowest fiber orientation in a range 

varying from 0 ° to 20°. 
The constraint augment progressively with the increase of the radius of  

pipe up to a peak recorded at R = 400mm, beyond this value, the stress decreases 
Fig. 4. 
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Fig. 3 Effect of the fiber orientation : (θ/−θ):λ ₰(R) 

 

Fig. 4 Effect of the fiber orientation : (θ/-θ):σ ₰(R) 

5   Effect of Pipe Diameter on the Coefficient of Buckling λ₰(θ) 

The Fig. 5 shows the development of the buckling coefficient regardless of the  
diameter of the pipe, we see a decrease in λ with the increase of the angle of orien-
tation of the fibers. Except for the angle θ = 0° is a noticeable stabilization of 
buckling coefficient λ up to 40 °, beyond this value λ decreases. 
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Fig. 5 Effect of variation in the diameter: λ ₰ (θ) 

Similarly, the constraint augment is reached maximum values important in in-
creasing the radius R = 400mm pipe up, beyond this value, the stress decreases 
Fig. 6. 

 

Fig. 6 Effect of variation in the diameter: σ ₰ (θ) 

6   Effect of the Number of Plies 

It is found that the growth of the number of plies increases the value of the buck-
ling coefficient λ. In addition the increase of fiber orientation  causes de-
crease λ Fig. 7. 
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Fig. 7 Effect of varying the number of layer: λ ₰ (ep) 

The Pic. 8, we showed the effect of fiber orientation on the expansion of the 
number of layers, the constraint increases rapidly to a maximum value between  
20 ° and 45 °. 

 

Fig. 8 Effect of varying the number of layer: σ ₰ (ep) 

7   Effect of Crack on λ 

It is to note that λ decreases Quasis-linearly with the increase of the fiber orienta-
tion. This decrease is greater with the importance of the size of the crack, and the 
value of λ is inversely proportional to the growth of the diameter of pipe. 
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                               (A)                                        (B) 

 

(C) 

Fig. 9 (A),(B)and(C) Effect of crack 

8   Conclusion 

The holding of composite structures subjected to a compressive loading is a fea-
ture dimensioning the extent of the rupture properties in compression are generally 
much lower than in tension (especially in the direction of reinforcement). 
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The study was lead by using the calculation code (ABAQUS), with the latter 
we determined the parameter buckling in laminated composite pipe under the 
influence of a variety of stress. 

The overall results indicate: 

• The critical buckling load reaches maximum values important when the fibers 
are oriented at 45 °. The minimum values are obtained when the fibers are 
oriented in the range of 50 ° to 90 °.  

• The increase in the radius of the pipe leading to the decrease of the parameter 
buckling and maximum values are obtained for the lowest fiber orientations.   

• The maximum stresses are obtained for the radius of 400 mm.  
•  In addition, the increase in the number of plies of composite pipe leads to the 

increase of the buckling parameter. 

The compressive strength is currently a feature difficult to measure experimentally 
and to assumed. 
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Abstract. Friction stir welding (FSW) is a relatively new joining technique 
particularly for aluminium alloys that are difficult to fusion weld. The most 
common applications are aircraft structures where the cost and weight can be 
reduced by using new joining techniques instead of riveting. The paper has  
investigated the effect of cooling on the distribution of residual stresses in friction 
stir welding of AA2017 aluminium alloy. An attempt has been made to examines 
the possibility to modify the residual stress state in the joint by applying cooling 
fluid during  FSW processes. The results show that the magnitude of the tensile 
stress can be reduced significantly in the weld region and we can produce 
compressive stresses which can be beneficial e.g. for reducing crack propagation 
speed. 

Keywords: Friction Stir Welding, Welding parameters, Residual stresses, 
Cooling. 

1   Introduction 

Friction stir welding (FSW) is initially invented and patented at the Welding 
Institute, Cambridge, United Kingdom (TWI) in 1991 (W.M. Thomas et Al. 1991) 
to  improve welded joint quality of aluminium alloys. It is a continuous and 
autogenously process. It makes use of a rotating tool pin moving along the joint 
interface and a tool shoulder applying a severe plastic deformation. The  
mechanical resistance of the FSW joint is usually characterized by macrostructure,  
residual  stress,  tensile  strength properties and fracture surface which are 
evaluated and correlated with the welding parameters. 

The existence of high value of residual stress exerts a significant effect on the 
postweld mechanical properties, particularly the fatigue properties (Mishraa et Al. 
2005). Therefore, it is of practical importance to investigate the residual stress 
distribution in the FSW welds.  

In the recent past, Some research articles have been developed on residual 
stresses occurring in FSW processes with particular reference on aluminium alloys 
(Donne et Al. 2001) ( Peel et Al. 2003) (Weifeng Xu et Al. 2011). They are 
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interested in the study of residual stress distribution under various operating 
parameters of the process such as tool rotation rate, traverse speed and the tool 
geometry.  

This investigation revealed several results. First, the residual stresses in all the 
FSW welds were quite low compared to those generated during fusion welding. 
Second, longitudinal (parallel to welding direction) residual stresses were tensile 
and transverse (normal to welding direction) residual stresses were compressive. 
Third, longitudinal residual stress exhibited a ‘‘M’’-like distribution across the 
weld. Fourth, large-diameter tool widened the M-shaped residual stress 
distribution. Fifth, peak tensile residual stress was observed at the edge of the tool 
shoulder. 

However, a few research activities (Staron et Al. 2002)  have been interested to 
the influence of other operating parameters like cooling on the distribution of 
residual stresses in the FSW welds. The present paper examines the possibility to 
modify the residual stress state in the joint by applying cooling fluid during  FSW 
processes.  

2   Experimental 

The material used in this study was a 6 mm thick AA2017-T451 rolled plate. The 
butt joints were made using a 7.5 kW powered universal mill (Momac model) with 
5 to 1700 r/min and welding feed rate ranging from 16 to 1080 mm/min. the plate 
was cut and machined into rectangular welding samples of 160 mm×80 mm. 
Welding test was performed using two samples in butt-configuration, in contact 
along their larger edge, fixed on a metal frame which was clamped on the machine 
milling table as shown in figure 1. The clamping device is designed and 
manufactured in the laboratory.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1 (a) The clamping devices and (b) The welding tool shape 

 

(a
) (b) 
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As far as the utilized tool is regarded, it is made from a high-alloy steel with a 
tool shoulder diameter (Dsh=18mm) and a threaded conical pin M6x1 with the 
following geometrical characteristics: largest diameter D=6mm, small diameter 
d=4mm and height h= 5.3mm. The tilt angle of the tool was 3° relative to the axis 
Z of the machine. Two different rotational speeds (N) (910rpm and 1280rpm) and 
Two different welding speeds (S) (67mm/min and 86mm/min) were used to 
fabricate the joints. Some welding operations were performed under cooling using 
soluble oil Hocut 558 with a varied flow rate (Q=4L/min). At the end of the 
welding cycle, a dwell time, flowing between the removal of the tool and 
loosening of the joint parts, was fixed at about 10 minutes. These welding 
parameters that used to fabricate the joints are presented in the table 1.  

Table 1 The Welding parameters 

Sample 
No. 

N 
[rpm] 

S 
[mm/min] 

Dsh 
[mm] 

cooling 

4 910 67 18 Without  
2 910 86 18 Without  
3 1280 86 18 Without  
16 1280 86 18 Q=4L/min 

 
The measurements of residual stresses in all the studied samples was performed 

using the technique of X-ray diffraction. These measurements are performed in the 
LASMIS laboratory of the university of Technology of Troyes (UTT- France). 
They are carried with a Seifert XRD 3003 PTS  diffractometer. Figure 2 explains 
the residual stress measurement locations and the orientation of the associated 
reference frame. 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 

Fig. 2 Schematic of the weld dimensions and residual stress measurement locations 
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3   Results  

The Figure 3 shows that, by applying a coolant, the magnitude of the tensile 
longitudinal residual stresses can be significantly reduced and became 
compressive. As well, transversal residual stresses distribution changes and the 
compressive peak value reaches about -100MPa. 

 

Fig. 3 Residual stress in (a) longitudinal and (b) transversal direction 

4   Conclusions  

In this investigation an attempt has been made to study the effect of cooling on the 
on the distribution of residual stresses in Friction Stir Welding of AA2017 
aluminium alloy. From this investigation, the following important conclusions are 
derived: 

(i) There is no significant relationship between the variation of FSW 
processing conditions (rotational speed and welding speed) and the residual 
stress distribution in both longitudinal and transversal direction.  

(ii) The results show that, applying a coolant, during friction stir welding can 
significantly reduce tensile residual stresses in the weld region and produce 
compressive stresses which can be beneficial e.g. for reducing crack 
propagation speed. 

(iii) The convective heat transfer coefficient has great importance and impact on 
the distribution of residual stresses in the FSW process. 
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Abstract. This paper is devoted to the study of the mechanical response of poly-
propylene (PP) thermoplastic composite reinforced with jute fibers. In order to use 
these composites in structural applications it is necessary to understand the me-
chanisms governing their mechanical behavior and damage. For this purpose, we 
have fabricated two kinds of PP/jute laminates: [0°/90°]2S and [+45/-45°]2S with 
the fibers direction, using the molding technique under compression. The mechan-
ical properties of the material are then characterized by tensile and compressive 
tests. The numerical part of this work concerns the incorporation of the Matzen-
miller, Lubliner, and Taylor (MLT) damage model to take into account the post-
elastic-peak and the post-peak strain softening responses observed in the the 
PP/jute composite. This is possible by using formulation with two criterions. The 
3D constitutive law has been implemented into the finite code Abaqus using an 
explicit scheme. In order to assess the capability of this model to describe the ma-
terial behavior, comparisons are made between numerical and experimental  
results. Excellent agreements are found between numerical predictions and expe-
rimental observations. The model also captures correctly the zones where damage 
occurs in the two kinds of laminates.  

Keywords: PP/jute, mechanical behavior, damage, laminate, modeling. 

1 Introduction 

Composite thermoplastic (PP) reinforced with natural fibers are mainly used in in-
dustrial transport [1]. The use of these composites materials, made of natural fi-
bers, have for objective the substitution of the synthetic fibers like glass fibers [2]. 
Exotic fibers are attractive because of their low-cost, their high strength, their 
stiffness and their less impact on the environment in comparison to the other fibers 
[3-9].  This work is concerned by jute fibers which are incorporated into a poly-
propylene matrix containing up to 50 vol% fibers. In this study we are particularly 
interested on the study of mechanical behavior and damage of this composite.  
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The modeling approach adopted assumes that the material degradation occurs 
within two steps. The first one is due the formation discontinuities in the matrix. 
The second is happen before total failure of the composite. A model is proposed 
and implemented in order to describe the mechanical response until total material 
failure. For this purpose we make use of a formulation with two criterions.  

2   Material and Experiment 

2.1   Material  

The material adopted in this study is a polypropylene (PP) thermoplastic compo-
site reinforced with jute fibers (PP/jute). Two stacking sequences of laminates are 
fabricated: [0°/90°]2S, [+45/-45°]2S, with the angle referred to the longitudinal di-
rection as shown in figure 1. The laminates [0°/90°]2S are used for the material 
characterization in the orthotropic directions, while the [+45/-45°]2S lamina are 
used to identify the material shear response. All the specimens are fabricated by 
the technique of molding by compression.  
 

 
 
 
 
 
 
 
 
 

 

Fig. 1 Schematization of the two laminates kinds: [0°/90°]2S and [+45/-45°]2S 

2.2    Fabrication Process 

In this study, the matrix is a polypropylene (PP) resin with a density of 0.89 
g/cm3; the jute fibers with a density of 1.46 g/m3 are employed as reinforcement. 
The PP/jute composites are realized by the technique of molding under compres-
sion. This technique consists on putting the grains of polypropylene and the jute 
fibers oriented in the desired direction in a mold and to apply a constant pressure. 
During this thermal compression, the mould is heated over the fusion point tem-
perature. After what the composite is kept at the ambient temperature of 25 °C 
during 48h before the mechanical testing. 

2.3   Tensile Test 

The mechanical properties of PP/jute composite materials have been investigated 
on an IBERTEST testing machine with a load-cell of 10 KN. The tests are  

 

             
[+45°/-45°]2S [0°/90°]2S 
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displacement-controlled with a speed of 2mm/min. According to ISO-527-5 stan-
dard, the dimensions of the [0°/90°] laminates are 250 mm in length and 25 mm in 
width and the dimensions of the [+45°/45°] laminates are 250 mm of length and 
25 mm of width according to ISO 3518 standard. The tensile tests of this second 
kind of laminates correspond to shear loeading for the jute fibers. The mechanical 
properties of PP/jute composite obtained during tensile tests are listed in Table 1. 

Table 1 Mechanical properties of Jute/PP composite 

Properties ( )1E MPa  ( )2E MPa  ( )12G MPa  12ν  

Value 1912 1878 979.8 0.27 

At a certain strain stage, [0°/90°] laminates exhibit a non-linear behavior until 
maximal stress, then softening is observed until final material failure The non-
linear part of the curve indicates that significant loss of rigidity occurs in the ma-
terial due to formation of micro-cracks. The responses of [+45°/45°] laminates to 
tensile loading is linear until it reaches onset of damage. The material seems to be 
not significantly damaged. After this post-elastic peak, micro-cracks appear and 
increase causing loss of rigidity and final failure occurs suddenly. 

3   Numerical Modeling  

Commonly, composite materials don’t exhibit significant plastic deformation. So, 
the damageable constitutive laws used to describe the progressive damage of such 
material are elastic-brittle. In the case of thermoplastic composites reinforced by 
fibers, three zones can be distinguished. The first one is the elastic undamaged 
zone. The second begins where a decrease of the rigidity appears. It concerns the 
nucleation, generally in the matrix, of first discontinuities. However during this 
stage, the linear or non-linear macroscopic composite response still less affected 
by this damage: the curve continue to increase and material deformation needs 
higher stresses levels to be achieved. The last zone corresponds to the material 
softening before total failure of the reinforced composite. Formation and evolution 
of microcracks (surfaces discontinuities) and cavities (volume discontinuities) are 
observed during this stage. Initially, the material behavior of the laminates is as-
sumed elastic orthotropic:  and can be modeled using the relation 

{ } [ ]{ }Eε σ=
 (1)

 

Where [ ]E is the classical compliance matrix defined using the original elasticity 

constants of the undamaged laminate iE , ijν and ijG . When significant damage oc-

curs in the material, this matrix should include variables taking into effect the de-
crease or the loss of the material rigidity. Consequently, the [ ]E can be rewritten:  
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The damage parameters -kijd  vary from 0 (undamaged material) to 1 (total failure) 
and represent the modulus reduction under different conditions. They are intro-
duced to take into account effect of progressive material damage on the longitu-
dinal, transverse and in-plane shear response respectively. As it will be seen later, 
subscribe k  ( )1,2k =  indicates either the material behavior is in the post-elastic 
zone ( )1k =  or in the softening zone ( )2k = . 

The (MLT) [14] damage model is adopted to characterize the damage onset and 
the material hardening. So, the damage evolution law is done in the case of 
[0°/90°] laminates by  

ln
1 exp ¨

m

ij ij ij f
ij k ij ij

f f

E
d with E

e

β ε ε
β

σ σ−

  − = − − =       
 (3) 

fσ is the maximal stress, its corresponds to the onset of the total material failure, 

fε is the strain corresponding to fσ .  The m parameter should be defined from the 

Young’s modulus, the maximum stress and the corresponding strain. The damage 

parameters -1ijd  describe the nonlinear material behavior observed experimentally. 

For [+45/-45] laminates, it is written 

1

lim
1

lim

q q n

ij q q
f

d
ε ε
ε ε−

 −=   −   
(4) 

The q and n material parameters represent the rigidity loss in the post-elastic curve 
and describe the development of the different failure modes. The rapid material 
failure is similar for both laminates. Generally, it corresponds to fibers failure, so 
the load carrying capacity of that lamina is completely loosed. The formation and 
propagation of macroscopic cracks cause this final failure. This physical pheno-
menon is modeled by introducing a second damage variable 2ijd − given by the fol-
lowing equation: 
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( )
1

2 11 1
q nq
fult

ij ij q q q
ult f

d d
εε

ε ε ε− −

  
= −  −    −     

(5)

q
ultε is the ultimate failure strain as schematized in figure 2.  

The material behavior is linear before the first peak ( )limε ε≤ . In this zone the 
material is assumed undamaged. So the onset of damage is governed by Raghava 
and al. criterion. The material failure begin when the Tsai Wu criterion 

Table 2 Tensile strength of Jute/PP composite 

 [0°/90°]2S laminates [+45/-45° ]2S laminates 

Properties ( )f MPaσ ult
tε  ( )f MPaσ  ult

tε  

Value 27.17 0.019 16.62 0.033 

Figures 2 and 3 show the nonlinear behavior in tensile responses of [0°/90°]2S 
and [+45/-45° ]2S laminates.  The damage variables 1ijd − are quite favorable to de-

scribe the damage part (non-linear curve softening) due to the effect of gradual 
micro-cracking formation. The damage variables 2ijd − are quite favorable to de-

scribe the failure part (strain-softening). 
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Fig. 2 Damage evaluation Model due to combined damage variables  and damage va-
riables  of the lamina [0°/90°]2S 
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Fig. 4 A comparison between the results of these simulations and the results obtained expe-
rimentally for the tension and shear tests 

4   Results and Discussions 

The model proposed in the previous section has been implemented into the finite 
code Abaqus using an explicit scheme [20] and used to perform some simulations. 
Abaqus allows the implementation of user defined models using the Vectorized 
User MATerial (VUMAT) subroutine. The two kinds of laminates are modeled  
in 3D.  
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In order to assess the capability of this model to describe the PP/jute laminates 
responses, we show in the figure 4 comparison between longitudinal stresses cal-
culated numerically and experimentally versus the strain for the [0/90]2S and 
[+45/-45]2S laminates. The mechanical behaviors of these specimens are differ-
ent. The [+45/-45]2S laminates presented strength values lower and less rigidity 
than the [0/90]2S laminas. This situation can be explained by the influence of the 
fibers orientation on the less adhesion at the matrix/fiber interface in the case of 
shear loading.    

5   Conclusion 

The purpose of this work is twice: experimental characterization of the mechanical 
response of fiber-reinforced composites and formulation and assessment of a dam-
age model describing the damage and behavior of these laminates. The material 
used is a polypropylene (PP) thermoplastic reinforced with jute fibers. The me-
chanical characterization of the two kinds of PP/jute laminates ([0°/90°]2S and 
[+45/-45°]2S with the fibers direction) used in the study is done by tensile and 
compressive tests.  

The Matzenmiller, Lubliner, and Taylor (MLT) damage model is coupled to an 
damaged elastic law to include the failure stage (coupling damage-failure) using a 
formulation with two criterions. This constitutive law has been implemented into 
the finite code Abaqus using an explicit scheme. In order to assess the capability 
of this model, comparisons are made between numerical and experimental results. 
Excellent agreements are found between numerical predictions and experimental 
observations. The [+45/-45]2S laminates presents lower strength values and less ri-
gidity than the [0/90]2S laminates. For the [0/90]2S laminates, cracks are germi-
nated perpendicularly to the loading direction. [+45/-45]2S laminates exhibit  
the formation and propagation of cracks with an angle of approximately 45° with 
the loading direction. This crack propagation direction corresponds to the fibers 
orientation. 

As perspectives to this work, we can propose: 

• Including thermal heating generated by the material dissipation due to damage 
and hardening. 

• Including other degradation mechanism like ageing and moisisture… and in-
corporate the humidity effects which play an important role in the life cycle of 
thermoplastic polymers. 
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Abstract. The prediction of the residual stresses generated by heat treatment of 
steel parts is a complex and insufficiently controlled task due to several couplings 
between heat conduction, phase transformations and mechanical behaviour of ma-
terial. Phase transformations during quenching induce plasticity that fairly higher 
than classical plasticity of multiphase material that its properties are estimated 
from linear law of mixture components properties. Various models were proposed 
to take into account of the so called transformation induced plasticity (trip) in the 
modeling of mechanical behavior of steel that undergoes phase transformation 
during quenching. In this way, two approaches for the mechanical modeling tak-
ing into account of trip are proposed. In the first approach, an increment of defor-
mation labeled transformation induced plasticity increment is added to classic  
deformations increments so the plastic flow rule is modified. The second approach 
uses the classical thermo-elastoplastic scheme with specific evolution of yield 
stress of multiphase material during quenching. The validity of these approaches is 
discussed on the light of the results gotten from the literature.   

Keywords: modeling, thermo-mechanics, quenching, TRIP, yield stress. 

1   Introduction 

Rapid quenching after surface heating is a heat treatment process that hardens and 
compresses the surface layer of the treated part thus its yield strength and fatigue 
resistance will be improved.  Its use and its development involve difficulties to a 
large part of trade people. For better understanding the processes that control this 
practice, many studies for analyzing the phenomena intervening in the heat 
treatment were carried out in order to be able to predict profiles of microstructures 
and depth of quenching as well as stresses and residual deformations caused by 
the heat treatment. It’s found that one of the major factors influencing the 
evolution of stress and deformation is the TRansformation Induced Plasticity 
(TRIP) (Wolff et al. 2005). This increment of plasticity appears to accommodate 
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stresses induced in the interface between parent and new phase that each one of 
them has its own properties. Thus, local dislocations are created in the parent 
phase (austenite) which has the lowest yield stress. If an external loading stress 
even little than the yield stress of austenite is applied during the transformation, 
local dislocations become permanent strains in the direction of the load at the 
macroscopic scale. This permanent strain is called TRIP (Moumni et al. 2011). In 
this study, two procedures are proposed to take into account of the TRIP effect on 
the heat treatment residual stresses and distortion during steel quenching.  For the 
first procedure, a transformation induced plasticity increment is added to classic 
deformations increments so the plastic flow rule as well as stiffness tangent matrix 
is modified. The second procedure uses the classical thermo-elastoplastic scheme 
with specific evolution of yield stress of multiphase material during quenching. 
The validity of these techniques is discussed through comparison between 
numerical simulations and experimental results gotten from the literature (Jung  
et al. 2012). 

2   Modeling 

2.1   Approach with an Added TRIP Increment 

Within the framework of the small deformations, and for a material undergoing a 
metallurgical transformation, the total strain is the sum of the elastic, volumetric, 
classical plastic and transformation induced plastic strain: 

t e v p ptΔ = Δ + Δ + Δ + Δε ε ε ε ε   (1) 

• Elasticity is modeled by the law of Hooke:  

( )e 1
tr

E E

+ ν νΔ = Δ − Δε σ σ δ    (2)

• The volumetric strain is expressed by: 
5 4

v Tref
k k k k

k 1 k 1

z T z
= =

 Δ = α Δ + Δ ζ 
 
 ε δ   (3)

With zk and αk are respectively the fraction and thermal dilatation coefficient of 
phase k. ζk

Tref is the volume change resulted during the transformation of the aus-
tenite to phase k (or reverse) evaluated from the state of this phase at the tempera-
ture Tref. Usually, Tref is the room temperature or the austenitisation temperature if 
the austenite is thermally homogenous. Subscript k indicates the metallurgical 
phase (k=1: ferrite, k=2: pearlite, k=3: bainite, k=4: martensite and k=5: auste-
nite). δ is the Kronneker tensor.  
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• Classical plastic strain is calculated by using the classical theory of plasticity 
with the associated hardening rules. A superposition of isotropic and kinematic 
hardening is supposed in this modeling adopting the Chaboche theory (Lemai-
tre and Chaboche 1990). According to that preceded, the Von Mises yield 
function and the plastic strain rate tensor are defined respectively as follows: 

( ) ( )
1

2

eq p y
3f : T R p,T
2
 = σ − σ = − σ −  

ξ ξ
   

(4)

p f∂= λ
∂

ε σ


   
(5) 

Where ξ = s –x, T is the temperature, σeq is the equivalent stress, s is the deviatoric 
stress tensor, and x is the linear kinematic hardening tensor (back-stress); it’s de-
fined versus plastic strain tensor:  

( ) p2 3 C=x ε 
  

(6)

With C is a material parameter. σy(T) is the yield stress; R is the hardening func-
tion and λ  is the plastic multiplier.  

• The transformation induced plasticity increment is expressed by: 

( ) ( )
4

pt
k k k k

k 1

3 T z z
2 =

Δ = Γ − κ ϕ Δε s
 

 (7)

where  
Tref

k
y,

2

γ

ζκ =
σ

  
(8) 
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( )( )
( )( )

2
l l k l

k k 2
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Ln z 1 z si z z
z

Ln z 1 z si z z

− − ≤ϕ = 
− − ≥   
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with  

y,
l Tref

4 3k
z

9k2
γσ μ +=

μζ   
(10) 

Where Γ is the Heaviside function, kκ  is a material parameter related to phase k; 

it is homogenous with stress inverse, σy,γ is the yield stress of the austenite. 
( )k kzϕ expresses the transformation process dependence (Taleb et Sidoroff 2003) 

and s is the deviatoric stress tensor. µ and k are respectively shear modulus and 
bulk modulus of the material. 
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2.2   Approach with Specific Yield Stress 

This approach, the transformation induced plasticity increment is omitted. So, eq-
uation (1) becomes: 

t e v pΔ = Δ + Δ + Δε ε ε ε   (11)

With εe, εv and εp are the same ones cited above. 
The effect of supplementary plasticity accompanying phase transformation on 

mechanical behaviour during quenching is taken into account through adopting a 
particular evolution of yield stress of the multiphase material. Indeed, we suggest 
that the yield stress is equal to that of the weak phase (austenite) until a threshold 
percentage Psγ of initial austenite is decomposed into cold phases. Then, yield 
stress is estimated using mixture linear law:   

( ) ( )
5

y k y,k
k 1

T z T
=

σ = σ   (12)

3   Simulation and Discussion 

The FE simulation for quenching of an AISI 1045 carbon steel cylinder with 30 
mm in diameter and 90 mm in length was conducted using the FE software 
ABAQUS linked to many user subroutines allowing the thermo-metallo-
mechanical coupling analysis during heat treatment. An axisymmetric quadrilater-
al element was used. The initial temperature of the cylinder was assumed to be 
900°C, and it’s quenched with water at temperature equal to 27°C. The heat trans-
fer coefficient varies according to surface temperature during the water quenching 
of a cylindrical specimen. Most of material properties such as thermal conductivi-
ty, specific heat, young modulus and plastic modulus were temperature and phase 
dependent. The enthalpy changes during transformations were taken into account 
during thermal solution. The stress-strain solution was carried out by applying the 
two approaches mentioned above. For the first approach, the addition of the in-
crement TRIP to other deformations increments induces a modification on Jaco-
bian matrix and consistency condition. When using a specific yield stress in the 
second approach, the threshold value Psγ is evaluated according to metallurgical 
fractions composing the aggregate. The validity of these approaches is investi-
gated through the confrontation between the profiles of residual stresses measured 
on the test-tube described previously with the computation results obtained by ap-
plying these two approaches. 

Figure 1a) represents the distribution of the hoop residual stresses calculated 
with applying the tow approaches accompanied by measured one. We can remark 
then that both numerical results (obtained from the added increment of TRIP and 
obtained through a specific material yield stress evolution) are in good agreement 
with experimental measures. 
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In the same way, figure 1 b) shows that both models can effectively predict the 
tendency of the axial residual stress for the case of axisymmetric model but nu-
merical result issued from the first approach is quite more coincident with experi-
mental measure than result obtained from the second approach. This discrepancy 
may be due to the adopted evaluation of the threshold percentage Psγ which re-
quires complementary investigation.  

 

 

Fig. 1 Profiles of a) Hoop stress, b) Axial stress 

4   Conclusion 

The modeling of the effect of the transformation plasticity (TRIP) on the mechani-
cal behavior of a steel undergoing phase transformations during the quenching 
process can be carried out either by evaluating the increment of TRIP and by add-
ing it to the other increments then reformulating the yield function and the tangent 
matrix, or by considering that the involved material has a specific yield stress 
which is lower than that obtained by the linear law of mixture.  Basing on expe-
rimental results ensued from the bibliography; we observed that the two methods 
are adequate except that the calibration of the yield stress of material requires a 
complementary improvement when the second approach is adopted. 

a

b
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Abstract. In the present work, a new polycyclic fatigue damage model is formu-
lated and applied for short glass fibre reinforced thermoplastics. The model is able 
to capture experimental trends observed for the considered composites. The dam-
age growth description involves a set of 20 parameters in the case of a complete 
3D –structure. In the current paper, it is considered the particular case of a dis-
placement controlled fatigue tensile test involving 4 damage parameters. The pre-
sent contribution is a first approach of parameter identification. It is considered a 
least squares sense based cost function and homogeneous fatigue tests performed 
on a short glass fibre reinforced polyamide. The identified set of parameters ap-
pears to be not depending on the adopted initial values. The model as the parame-
ters determined by the minimisation algorithm, are validated on a fatigue test  
performed with a different loading condition. 

Keywords: Short glass fiber, fatigue damage, parameters identification. 

1   Introduction 

The present work is a contribution to the phenomenological modeling of fatigue 
damage in short glass fiber reinforced thermoplastic matrix composites. In such 
materials, the fatigue damage kinetic occurs according to three stages: i) material 
softening and damage initiation ii) coalescence and propagation of micro-cracks 
iii) macroscopic cracks propagation and material failure, [Sedrakian et al. 2002, 
Van Paepegem and Degrick 2002]. Different laws have been proposed to predict 
the damage accumulation in unidirectional or laminated polymer matrix compo-
sites [Van Paepegem and Degrick 2002, Ye 1989]. These models do not take into 
account the first stage of the damage kinetic observed in short glass fiber rein-
forced thermoplastics. From experimental investigation it is shown that during  
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the first few hundred cycles, the damage kinetic is mainly due to the material  
softening depending on the applied strain level. Based on the Ladevèze and Le 
Dantec approach [Ladevèze and Le Dantec 1992], the proposed modeling is an at-
tempt to extend previous works by accounting for the important stiffness reduction 
observed during the early stage of the damage evolution. An inverse analysis is in-
troduced in order to determine the set of parameters introduced in the current 
work. It is used experimental data obtained from tension-tension fatigue tests per-
formed on a for short glass fiber reinforced thermoplastics and a cost function 
written in a least squares sense. It appears that the set of parameters computed 
from the analysis is not depending on the initial values. The modeling with the 
identified parameters is accurately compared to experimental data that have not 
been considered for the identification. 

2   New Fatigue Damage Model 

To take into account the observed three damage stages, a new polycyclic fatigue 
damage model is formulated on the basis of the meso model proposed by 
Ladevèze and Le Dantec [Ladevèze and Le Dantec 1992]. According to the con-
tinuum damage mechanics, the damage is introduced as an internal state variable 
coupled to elastic behaviour. Assuming a thin structure where (σ33=0), made of an 
orthotropic material, elastic moduli of the damaged material are given by:  
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Where E11 (resp. E22) is the Young’s modulus in the longitudinal (resp. transverse) 
direction. G12, G13 and G23 are the shear moduli. dij are the damage variables asso-
ciated to the corresponding moduli. The superscript 0 indicates initial values 
measured when dij=0. In the case where damage is disregarded, the elastic strain 
energy (We) is given by: 
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For a damaged material, the elastic strain energy becomes dependent on the state 
variables dij. Then, the strain energy (Wd) of a damaged material can be computed 
from Eq.( 2) by replacing (Eij

0, Gij
0) by the corresponding moduli (Eij, Gij) ex-

pressed in Eq. (1). One obtains: 
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Where (<A>+) and (<A>-) stand for the positive and negative parts of A, respec-
tively. Thus, the damage affects E11 (resp. E22) only when 11 21 22+ε ν ε  (resp. 

11 21 22+ε ν ε ) is positive. This can be explained by the following. When the mate-

rial is submitted to a compressive loading, transverse matrix cracks are supposed 
to be closed up and do not have any effect on the damage evolution. On the oppo-
site, during tension loading those cracks are active and contribute to the develop-
ment of the damage.  

The thermodynamic dual variables Yij associated to the damage variables dij are 
deduced from the elastic strain energy Wd of the degraded material: 
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In the proposed modelling, the damage rate is assumed to be the sum of two  
components: 
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The first contribution, scaled by (Yij)
βij-1 in Eqs. (1.5) to (1.9), is derived from the 

Norton dissipation potential. Note that in a previous work from Sedrakian et al 
[Sedrakian et al. 2002] the damage evolution is only described by this first  
term. The second component is introduced in order to describe the rapid stiffness 
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reduction occurring during cyclic loading of reinforced thermoplastics [Nouri et al 
2009]. The developed model is then a complete model in the sense that the entire 
damage process (3 stages) could be described. The instantaneous state variables 
dij(N) are obtained by numerical integration of Eqs. (1.5) to (1.9), with the initial 
conditions dij(N=0)=dqs

ij. These initial values are function of the imposed dis-
placement. In the case where the applied strain (ε app

ij) is below a threshold value 
associated to the beginning of the damage process in the (i,j) direction, (dqs

ij=0). 
From equations (1.5) to (1.9), it appears that the proposed model involves 20 pa-
rameters in the general case of a 3–D structure. Nevertheless, it should be men-
tioned that the model is essentially developed for thin composite structures. In that 
particular case, relationships governing the damage evolution are reduced to Eqs. 
(1.5) to (1.7) and only 12 parameters have to be identified namely, 4 parameters 
per damage variable. In the next section, an identification procedure is adopted to 
reach this goal.   

3   Experimental Identification 

Material damage parameters identification cannot be achieved without experimen-
tal tests involving the three stages of damage. In the present paper, we focus on 
longitudinal tension-tension tests leading to only a longitudinal damage d11. For 
simplicity in the notation, d11 is denoted hereafter d and corresponds to the longi-
tudinal damage in Eq. (1.5). In the same way, α, β, λ and δ substitute α11, β11, λ11 
and δ11 in Eq. (1.5).  

3.1   Experimental Procedure 

We consider fatigue tests performed in tension-tension. The studied composite 
material is a polyamide thermoplastic reinforced short glass fibre, denoted by TP-
GF hereafter. The reinforcement makes the material highly resistant to abrasion, 
compression, tension or bending. The specimens used in the static and fatigue ten-
sile tests were cut from thin plates. The geometry and dimensions of the tension 
specimens are shown in Figure 1. Fatigue tests were strain controlled and carried 
out using a servo-hydraulic machine. The imposed displacement wave was sinu-
soidal with constant amplitude. All tests were performed at room temperature. The 
mechanical properties of the material have been extracted from static tension tests.  
Some of the properties are given in Table 1. 
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Fig. 1 Specimen used for tension tests (dimensions in mm) 
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Table 1 Monotonic mechanical properties of the studied material and standard deviations 

Material E0 (MPa) εdamage Threshold(%) εRup(%) σ UTS(MPa) 

TP-GF 
longitudinal  

direction 

 
7042. (370) 

 
0.7 (0.02) 5. (0.4) 114. (6) 

 
Experimental cyclic tests are driven by an applied displacement, see Figure 2. It 

is introduced the maximum strain εmax and the minimum strain εmin. It is usually 
defined the fatigue ratio by R=εmin/εmax. Note that εrup denotes the maximum strain 
reached when the material fails. Three strain levels (εmax =20%εrup, εmax =30%εrup 
and εmax=40%εrup) have been conducted using three specimens for each different 
levels. The ratio R remains the same for the different configuration (R=0.3). The 
frequency is 2Hz. Some properties are summarized in Table 2. 

 

 
 
 
 
 
 
 
 
 

Fig. 2 Strain history obtained from an imposed displacement test. Note that the static pre-
loading (up to the point F) could give rise to an initial damage representing the quasi-static 
damage (denoted by dqs in the current work). 

Table 2 Monotonic mechanical properties of fatigue test 

 Test 20% Test 30% Test 40% 

εrup 5 5 5 

E0 7600 7200 6900 

dqs 0.05 0.08 0.10 
 

It is shown on Figure 3 the evolution of d versus N obtained from experimental 
fatigue tension-tension tests at different εmax (εmax=20%,εmax=30%, εmax=40%). It 
is observed that even if data are quite scattered, an increase in εmax leads to an in-
crease in the damage rate, and an enhanced dqs. This is due to a more cumulative 
damage occurring when the maximum strain passes from 20%εrup to 30%εrup to 
40%εrup. In Figure 2, the point F defines the end of the quasi-static step. It is the 
highest for εmax=40%εrup and the lowest for εmax=20%εrup. In the latter case, less 
damage is cumulated up to the point F, and dqs is then reduced. From Eq.(1.4) with 
Y11=Y, in the case of an uniaxial strain test (ε22=0), the thermodynamic variable Y 
is increased when ε11 increases. That leads to an increase in d(d)/d(N), see Eq.(1.5) 
with d11=d. 

t 

Cyclic loading  

R=εmin / εmax  

εmax  

εmin  

ε

Static preloading  

1/f
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Fig. 3 Experimental results of the evolution of the damage d versus the number of cycles N.  
The studied composite material was subjected to tension-tension displacement controlled 
fatigue test. Three maximum applied strains εmax were considered: 20%, 30% and 40% of 
the total fracture strain measured during a static tensile test. The fatigue ratio was R=0.3.  

3.2   Identification of Parameters 

The goal is to extract the material parameters from experimental data. An objec-
tive function representing, in the least squares sense, the difference between ex-
perimental and numerical data [Gavrus et al.1996] has been built and minimised. 
The cost function is written as: 
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Where a is the number of experimental data. exp
id measures the damage in the 

longitudinal direction and comp
id  is the computed value obtained from the model-

ling (Eq 1.5) with d11=d. P is the parameter vector that contains (α, β, λ, δ). 
The minimisation of the cost function is an iterative procedure. At each step, 

the vector P is re-estimated (P becomes P +ΔP) and the cost function S is  
re-evaluated. ΔP is computed by using a Gauss-Newton algorithm. The iterative 
procedure is stopped when two consecutive values of the cost function sat-
isfy: ( ) ( ) 510S P P S P −+ Δ −  . Namely, the cost function becomes stationary. The 
parameters α, β, λ and δ are identified by using experimental data obtained from 
tests corresponding to εmax =30%εrup and εmax=40%εrup.  The comparison between 
experimental data used for the identification strategy and the computed damages 
are presented on Figure 4. Moreover, it has been assessed that the identification 
procedure does not depend on the initial values of α, β, λ and δ. 
 
 



Experimental Parameters Identification of Fatigue Damage Model  529
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 Comparison between experimental and calculated damage data for two configura-
tions (εmax=30%εrup and εmax=40%εrup) 

Finally, the set of parameters determined by the inverse procedure is validated 
on the experimental curve for the case where εmax=20%εrup. Figure 5 shows the 
comparison between experimental data and numerical calculations for the parame-
ters computed from the identification procedure. 

 

 

 

 

 

 
 

 

 

Fig. 5 Comparison between experimental and calculated damage data for εmax=20% of εrup. 
This validates the identified set of parameters 

4   Conclusion 

In this work, a new cumulative fatigue damage model in short glass fibre rein-
forced thermoplastics is developed. These composites are characterised by an evo-
lution of the damage in three stages. The new model is able to capture the first 
stage of damage specific to the composite materials with thermoplastic matrix.  

This paper presents a first identification strategy: homogeneous tensile fatigue 
tests have been performed in the longitudinal direction. Three strain controlled fa-
tigue tests at different levels have been carried-out to identify the four parameters 
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governing the evolution of the longitudinal damage. The parameters are identified 
by using experimental data from 2 different tests at different strain levels. The 
model, insensitive to the initial values, is validated on a third fatigue test.  

A second identification strategy is currently ongoing. It is based on the use of 
optical whole-field displacement/strain measurements by digital image correlation 
coupled to an inverse method from one single coupon. It is worth noting that the 
mechanical test must give rise to heterogeneous stress/strain fields. Indeed, in this 
case, the constitutive parameters are expected to be all involved in the response of 
the specimen.  
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Abstract. Cellular materials are characterized by remarkable mechanical
properties with light weight. Such materials are used in various applications
mainly in energy absorption. Their microstructure are described by two ma-
jor families : open and close cell foams. This paper deals with the prediction
of the macroscopic behavior of open cell foams in elasticity and viscoelasticity
as function of their microstructure. Firstly, we use a micromechanical model
based on Cosserat homogenization framework. Secondly, Finite Element (FE)
computations are performed on a unit cell subjected to periodic boundary
conditions. The results are confronted to various models developped in litter-
ature. Finaly, the linear viscoelastic behavior is deduced from elastic results
by taking advantage of correspondence principle.

Keywords: Cellular materials, elasticity, viscoelasticity, homogenization,
Cosserat, finite elements, LCT.

1 Introduction

The elastic and viscoelastic behavior of open cell materials was been widely
studied in the litterature. They are used in diverse areas of application such
as soundproofing, thermal isolation and energy absorption. Generally, cells
shapes in foams (figure 1a) are idealized by regular geometric shape such
as rhombic dodecahedron, tetrakaidecahedron [12], [4] and cubic cells for
more simplicity [2], [9]. The mechanical behavior was achieved by homoge-
nizing the heterogeneous structure of the material using several approaches
such as the theory of beams [12], [4], [7] and the semi-empirical method
with fitting parameters [2], [3]. This paper deals with the prediction of the
macroscopic behavior of open cell foams in elasticity and viscoelasticity as
function of their microstructure. Micromechanical model using Crosserat ho-
mogenization framework will be conducted to predict the elastic properties
and extended to viscoelasticity by taking advantage of the correspondence
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principle. Analytical model will be developped and assessed by comparing
them to references results and FE computations on unit cells under periodic
boundary conditions.

2 Elastic Behavior

2.1 Micromechanical Model

Several studies tried to find a link between microscopic and macroscopic
properties of foams by using beam models as a scale transition [2], [12], [11],
[4]. Among the unit cells used in litterature, we will focus on the model
of tetrakaidecahedron cells packed in a Body Centered Cubic (BCC) lattice
which is well appropriate for isotropic open cell foams. As illustrated in figure
1b, the tetrakaidecahedron cell contain six square and eight hexagonal faces.
It is created by truncating the corners of a cube. Considering a coordinate
system (xyz) which axes are parallel to the truncated cube axes, whereby the
BCC lattice possesses cubic orthotropy and could be periodically extended
in the three orthogonal directions. The Young’s moduli in the lattice vector
directions are equal, so only ones needs to be evaluated. In order to calculate
the homogenized Young’s modulus in the z direction Ēzz, a pair of tensile
stress σ is applied in the z-direction as shown in figure 1c. The homogenized
Young’s modulus is then simply noted by Ē. Regarding the mirror symmetry
of the loading and geometry on planes dashed outlines in figure 1c, we define
a representative volume element (RVE) cell bounded dy the symmetry planes
(let’s (XsYsZs) the coordinate system of RVE cell structure).

All the struts of the tetrakaidecahedron cell are assumed to be uniform,
elastic and isotropic (of Young’s modulus E) beams satisfying the classical
beam theory. The relative density R is defined as the density of the cellular
material divided by that of the solid from which the cell walls are made :

R =
3A

2
√

2L2
(1)

where L the lenght of an edge and A its cross section area.
Our calculation are based on the general Cosserat homogenization frame-

work presented in [8]. Each material point of the macroscopic continuum
body is seen as the center of a RVE (volume V ) made of a cellular material.
The macroscopic stress σi j is transmitted to the cellular RVE through local
forces at the RVE’s boundary :

f (k)i = σi j n(k)j ds(k) (2)

where f (k)i is the force acting on node (k) associated with surface area ds(k) and

n(k)j the unit vector normal to surface ds(k). We solve the equilibrium problem
on a micromechanical scale by determining displacements. The computation



Elasticity and Viscoelasticity of Open Cellular Material 533

Xs

Ys
x

y

z
√

2L

2L
2L

12

3

45

σ = σ33

σ = σ33

(a) (b) (c)

Fig. 1 (a) SEM of foam microstructure ; (b) Assembly of ideal tetrakaidecahedra,
after Magnenet et al. [6] ; (c) RVE under tensile stress

of equivalent macroscopic deformation uses an energetic equivalence between
the average external work on the discrete material sample W̄ and the strain
energy density W in the macroscopic material point :

W̄ =
1
V ∑

k

f (k)i u(k)i ≡ W =
1
2

σmlεml (3)

where u(k)i the node displacement due to the force acting f (k)i and εml the
effective macroscopic strain measure identified as :

εi j =
1
V ∑

k

1
2
(n(k)j u(k)i + n(k)i u(k)j )ds(k) (4)

Considering the symmetry of the base tetrakaidecahedra cell and sitting on
a body-centered cubic (BCC) lattice (figure 1c), we define a new coordinate
system (XYZ) related to the edges with unit vectors (i, j,k)XY Z which are
related to those of the BCC lattice (e1,e2,e3)xyz by :

i = e1 ; j =
1√
2

e2 − 1√
2

e3 and k =
1√
2

e2 +
1√
2

e3 (5)

Regarding the large web radius at the junction between edges, it will be
assumed in this caculation that there is no vertex distorsion.

Using the notation of figure 1c, the effective macroscopic strain ε33 reads :

ε33 =
1
V ∑

k

(n(k)3 u(k)3 ds(k)) (6)

Within this tensile test, the nodes subjected to extension force f (k) are (1,
2, 4 and 5). We attach to each node (k) an elementary area ds(k) (w.r.t. the
force equilibrium (2)) : ds(1) = ds(2) = ds(4) = ds(5) = 2L2. Substituting in (6)
and noting that the node absolute displacement are the same, the effective
macroscopic strain ε33 leads to :
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ε33 =
1

4
√

2L
(8u(1)3 ) (7)

where the only displacement component u(1)3 needs to be determined.

Using the force equilibrium f (1)3 = σ33 n(1)3 ds(1) = 2σL2 and projecting into
the (XYZ) coordiante system gives :

f (1) = t(0 , 0 , 2σL2)xyz =
t(0 , FY , FZ)XY Z with FZ =−FY =

2σL2
√

2
(8)

As we suppose that the rotation of node 1 relative to node 3 about the X
axis is zero, it follows from equilibrium of moments that MX =−FZL

2 .
Making use of the principle of superposition, one may check that :

u(1) = t
(

0 ,
FY L
AE

,
FZL3

12EI

)
XY Z

(9)

Substituting (8) in (9) and projecting into coordinate system (xyz), the dis-
placement of node (1) in the z direction reads :

u(1)3 = σ(
L3

AE
+

L5

12EI
) (10)

and finaly, using (7), the homogenized Young’s modulus in the z direction Ēzz

yield :

Ē = Ēzz =
σ

ε33
= χ E with χ =

6
√

2I

L4(1+ 12I
AL2 )

(11)

χ is a constant depending on the geometrical microstructure parameters.
A similar work can be conducted for the homogenized Poisson’s ratio :

ν̄ =−ε22

ε33
=

1
2

AL2 − 12I
AL2 + 12I

(12)

This result show explicitly the dependence of the effective mechanical proper-
ties on the foam density R, the elastic properties of the constitutive material
and the edge cross section shape which is characterized by the lenght L of
each edge, the cross sectional area A and the second moment of area I. For
square sections with side a, A = a2 and I = a4/12. Using (1), the the homoge-
nized Young’s modulus (11) and Poisson’s ratio (12) for square sections edge
reads :

Ē =
4
√

2R2

9+ 12
√

2R
E and ν̄ =

3− 4
√

2R

6+ 8
√

2R
(13)

It is worth noting that this result is identical to that obtained by Zhu et
al. [12] using an energetic method. This result is also close to that of Li
et al. [4] which used Castigliano’s energy. The analysis is performed on a
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tertrakaidecahedral unit cell and the expressions of Young’s modulus and
Poisson’s ratio are respectively :

Ē = cR2

0.0787+(1.1719+1.2187k(1+ν)cRE

ν̄ = 0.3421+0.2977(1+6(1+ν)k)cR
1+0.5955(25+26(1+ν)k)cR

(14)

where c = I/A2 and k are two geometric parameters which depend on the
shape of the edge’s section. For square sections, c = 0.0833 and k = 1.2.

2.2 Numerical Model

Finite element simulation are performed on a tetrakaidecahedral cell sitting
on a BCC lattice. As noted in the previous section, this model represents well
the open cell foam. Since the microstructure of these material is periodic along
the three directions, a unit cell is sufficient to provide the information needed
to compute the effective properties at the macroscopic scale provided that
periodic boundary conditions are imposed [1]. Finite element simulations are
therefore performed on a tetrakaidecahedral unit cell generated by Abaqus
software (figure 2a). The struts are modeled by Timoshenko beam elements
(Abaqus type B31) having square cross sections. The variation of the relative
density is performed by adjusting the beam section.

x
y

z

σ σ E1 E2 Ei
E∞

τ1 τ2 τi

(a) (b) (c)

Fig. 2 (a) FE model for tetrakaidecahedral unit cell ; (b) Deformed shape under
tensile test (thin lines) ; (c) Rheological model for the strut’s material

In order to apply periodic boundary conditions, we placed the unit cell in a
fictitious cube of dimensions L so that the six square faces of the tetrakaidec-
ahedral unit cell are tangent to the faces of the cube (figure 2a). The origin
of the coordinate system (O,x,y,z) is placed in the center of the cube. Next,
we added a set of master (M(−0.5L,−0.5L,−0.5L)) and slave nodes (S1, S2

and S3 respectively of coordinates (0.5L,−0.5L,−0.5L), (−0.5L, 0.5L,−0.5L)
and (−0.5L,−0.5L, 0.5L). Periodic boundary conditions involves the following
conditions on the displacement fields u :
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ui(M)− ui(S1) = ui(nodes ∈ face x =− L
2 )− ui(nodes ∈ face x =+ L

2 ), i ∈ [1,3]
ui(M)− ui(S2) = ui(nodes ∈ face y =− L

2 )− ui(nodes ∈ face y =+ L
2 ), i ∈ [1,3]

ui(M)− ui(S3) = ui(nodes ∈ face z =− L
2 )− ui(nodes ∈ face z =+ L

2 ), i ∈ [1,3]
(15)

In order to eliminate the rigid body displacement, vector u is imposed as
ui(M) = 0, i ∈ [1,3] (M is a fixed node), u3(S2) = 0 (no rotation around x),
u1(S3) = 0 (no rotation around y) and u2(S1) = 0 (no rotation around z).

Due to the cubic symmetry, both the effective Young’s modulus and Pois-
son’s ratio can be derived from a tensile test applied along one of the cube
axes. A displacement is applied to one of the slave nodes. The macroscopic
stress tensor σ̄σσ is computed from the external tractions at the master and
slave nodes and the strain tensor ε̄εε from displacement components of these
nodes (deformed shape under tensile test is presented in figure 2b). Further-
more, the approach is to identify the significant terms of stress σ̄σσ and strain
ε̄εε tensor with those of the constitutive law.

2.3 Application to Polymeric Foams

A Polyurethane (PU) open cell foam is considered as an application to com-
pare predictions of elastic constants given by analytical (section 2.1) and FE
simulation (section 2.2). The constitutive material of the solid skeleton is con-
sidered as an isotropic solid characterized by Young’s modulus E = 100MPa
and Poisson’s ratio ν = 0.45. The variation of foam’s Young’s moduli and
Poisson’s ratio predicted by the homogenization models (equation (13) and
(14)) w.r.t. relative density R (1) is plotted in figure 3, along with FE results.

Analytical model (13)
Li et al. model (14)
FE simulations

Analytical model (13)
Li et al. model (14)
FE simulations

0 0.05 0.1 0.150 0.05 0.1 0.15
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0.2
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0.4

0.5

Ē
/E

(%
)

ν̄

Relative density R Relative density R
(a) (b)

Fig. 3 Effective properties of a foam w.r.t. the relative density : (a) normalized
Young’s modulus, (b) Poisson’s ratio
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It is seen in figure 3a that at low relative densities, all predictions of Young’s
modulus are close. For higher densities, the model based on the Cosserat ho-
mogenization framework, which is coincides with the Zhu et al. prediction
[12], gives a good agreement with FE and the difference with Li et al. pre-
dictions increases with relative density. As shown in figure 3b, despite the
fact that the analytical models emanate from the same idealized microstruc-
ture (tetrakaidecahedral cell), there is an unexpected difference between the
Poisson’s ratios predicted by each one. For lower relative densities, Poisson’s
ratio predicted by Cosserat homogenization framework comes close to 0.5
and therefore, an incompressible behavior. This result agrees well with that
obtained by FE simulations.

3 Viscoelastic Behavior

3.1 Analytical Model Using LCT

At small strains, open cellular materials have a linear viscoelastic response.
In other words, creep strains are proportional to the stress under a constant
load at any given time. Therefore, by taking advantage of the correspondance
principle, we will employ the elastic solutions for solving linear viscoelastic
behavior. The macroscopic viscoelastic behavior of cellular materials will be
defined in terms of effective relaxation moduli and equivalently creep compli-
ances using the microscopic ones and the geometric properties. For a homo-
geneous linear viscoelastic solid, the three dimensional constitutive equation
is given by Boltzmann’s superposition principle as follows :

σσσ(t) =
∫ t

−∞
C(t − τ) : ε̇εε(τ)dτ (16)

where C(t) is the fourth order viscoelastic relaxation tensor and ε̇εε is the
second order strain rate tensor.

The viscoelastic strut material’s stress relaxation data can be approxi-
mated by a rhelogical model constituted by a set of Maxwell elements (figure
2c). Then the relaxation Young’s modulus ER(t) is given by a Prony series :

ER(t) = E∞ +
n

∑
i=1

Ei exp(−t/τi) (17)

where E∞ the modulus at infinity and Ei those associated with relaxation
times τi. As an application, we will use for this analysis, the experimental data
obtained by Zhu and Mills [14] on solid Bulpren PU. They approaximated the
relaxation Young’s modulus with eight relaxation times τi = 10 i−3 of moduli
Ei = 9.3 MPa for i = 1 to 8 and E∞ = 28 MPa.

Using the Laplace Carson Transform (LCT), the viscoelastic response can
be written as the elastic solution when a change of variables is made. The
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following correspondence relates the elastic constants to the relaxation func-
tions in the Laplace Carson domain [10] : E ↔ sER(s). Subsequently, we apply
this methodology to extend the effective elastic moduli obtained in section
2.1 to linear viscoelastic behavior. Since the effective elastic moduli is linear
w.r.t. the strut moduli, the application is found to be simple. As we apply
the correspondance principle on elastic solution given by equation (11), we
have in Laplace-Carson domain :

s ĒR(s) = χ sER(s) with χ =
6
√

2I

L4(1+ 12I
AL2 )

(18)

Appling Laplace transform, (18) then yield :

d ĒR(t) = χ d ER(t) =⇒
∫ t

0
d ĒR(τ) = χ

∫ t

0
d ER(τ) (19)

where it was assumed that the material has been stress free for times anterior
to zero. Considering that ĒR(+∞) = Ē and using the relationship between Ē
and E (11), we obtain :

ĒR(t) = χ ER(t) (20)

This means that, as well as the elastic behavior, the foam’s relaxation is
also linearly related by the ratio χ to the one of the constitutive solid and
that it is sufficient to replace the elastic modulus by the time-dependent
relaxation function. A simular result was founded by Huang and Gibson [3]
who, starting from the proportionality between the elastic constants of the
open cell foams and an empirical equation describing the viscoelastic behavior
of solid polymer, ended with a relative creep compliance of the foam : J̄(t) =
(E/Ē)J(t). Micromechanical foam model of Li et al. (14) is also generalized,
by means of LCT, to linear viscoelasticity.

3.2 FE Simulation and Application to PU Foams

Similarly to the elastic analysis, we conducted FE computations on different
unit cells of cellular solids. The unit cell described in section 2.2 undergoes
uniaxial compression creep. The strut material obey the same relaxation law
(17). The FE macroscopic relaxation modulus can be deduced using the ap-
proximation ĒR(t) 1/J̄(t), where J̄(t) = ε̄(t)/σ0 and ε̄ is the resulting macro-
scopic strain computed as detailed in section 2.2.

We report in figure 4 the different predictions of the effective relaxation
modulus from different models confronted to FE computations for polymer
foams having respectively 0.05 and 0.025 of relative density. As depicted in
figure 4, FE results are bounded by the analytical predictions.
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Fig. 4 Effective properties of a foam w.r.t. the relative density: (a) normalized
Young’s modulus, (b) Poisson’s ratio

4 Conclusion

In the first part of this paper, micromechanical model using Crosserat ho-
mogenization framework was conducted to predict the properties of open cell
foams. Analytical model were developped and assessed by comparing them
to FE computations on unit cells under periodic boundary conditions. The
macroscopic elastic behavior was found to be linearly dependent to the elas-
tic properties of he strut material. This proportionality depends on both the
shape of the edges and the relative density of the foam. For the low relative
density, the analytical predictions of Young’s modulus and Poisson’s ratio
was colse close to those of FE but small discrepancy was observed with in-
creasing relative density particularly for the Li et al. model. In the second
part, elastic solutions were extended to linear viscoelasticity using LCT. The
macroscopic relaxation function follows the same proportional factor that the
elastic behavior; the elasticity of the strut material is simply replaced by it’s
relaxation function. The analytical results have been compared with the Li
et al. model (extended to viscoelasticity via LCT) and FE computations.

It is worth mentioning that while we modeled open cell cellular solids
by a periodic model, the real material is random and its microstructure is
more complex. The limitation of previously discussed models is that they do
not account for the natural irregularities due to imperfect geometry or/and
irregular arrangement of cells. This is out af the scope of the current study, for
a thorough analysis of the effect of cell irregularities on the overall mechanical
behavior refer for instance to [5] and [13].
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Abstract. In this paper, a new experimental set-up able to simulate similar tribo-
logical phenomena as the ones occurring at the tool-chip-workpiece interface in 
metal cutting has been applied to the characterization of the tool-chip-workpiece 
interface during dry cutting of an AISI1045 with TiN coated carbide tools. Several 
friction tests have been made according to the sliding velocity. It has been shown 
that the apparent friction coefficient and the heat flux transmitted to the pin were 
strongly influenced by the sliding velocity. Metallographic studies of the ma-
chined sub-surface have been performed to understand the evolution of white 
layer formation. Tow phenomena have been observed: the first phenomenon is the 
plastic deformation from the low sliding velocity and the second phenomenon is 
obtained for the sliding velocity a bove of 60 m/min. White layer has been ob-
served in this second regime. In additionally, the present paper employs the finite 
element method to extract local parameters around the spherical pin from experi-
mental macroscopic measurements. A 3D ALE numerical model simulating the 
frictional test has been associated in order to determine the plastic strain and the 
contact temperature to better understand the tribological phenomena. 

Keywords: Apparent friction coefficient, sliding velocity, heat flux, white layer, 
plastic strain, contact temperature. 

1   Introduction 

In order to estimate the friction coefficients at the tool-chip-workpiece interface 
and better understand the tribological phenomena at the tool-chip-workpiece inter-
face, scientists consider two approaches. The first approach consists in using the 
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cutting process itself (Zemzemi et al.2007). The investigations are usually based 
on turning tests of a tube made of the investigated material, with a cutting tool 
made of the relevant substrate and coating. During tests, white bands at the surface 
layer of the workpiece and the chip are obtained (Poulachon et al. 2005). They are 
named so because, under a light microscope, they appear white on the micro-
graphs of samples etched (or a microscope electronic scanning). The formation of 
white layers is the result of the increase in temperature at the tool-chip-workpiece 
interface and the presence of plastic deformation phenomenon (Ramesh et al. 
2005). This white layer formed during machining is generally hard and brittle 
phase, which may cause the presence of cracks and other surface defects. 

The second one consists of using bench-type tribological tests (Arrazola et al. 
2008). These laboratory tests enable the control of the contact conditions and the 
ability to modify these conditions as desired. Several test configurations already 
exist. The most common test is the pin-on-disc system, which is unable to simu-
late the contact conditions in cutting, since the conditions (temperature, pressure) 
are not similar to those observed in reality as shown by (Grzesik et al. 2002). Spe-
cialists in tribology use the terminology “open tribo-system”. On the contrary, in 
pin-on-disc systems, the pin always rubs on the same track. This configuration is 
labeled “closed tribo-system”. Both configurations lead to fully different tribolog-
ical results. So, it does not make sense to use ‘closed tribo-system’ in order to in-
vestigate the tribological phenomena at tool/chip/workpiece interfaces. Recently, 
another experimental set-up has been used successfully by (Zemzemi et al. 2009) 
in order to quantify the friction coefficient occurring along the tool–chip–
workpiece interface. This system has been applied by (Rech et al. 2009) to charac-
terize the frictional behavior of the couple of material involved in the present 
work: an AISI1045 machined by a TiN coated carbide tool. However, the tribome-
ter was limited to sliding velocities in the range [50-250 m/min], which does not 
enable to qualify friction coefficient at low sliding velocities as the one occurring 
around to the cutting edge. (Claudin et al. 2010) has modified the tribometer in or-
der to reach a larger range of sliding velocities [5-1000 m/min] but he was not 
concerned with the same couple of material. 

The aim of this work is to characterize the friction coefficients during the dry 
machining of a AISI1045 steel with TiN coated carbide tools. This study is based 
on experimental and numerical studies of friction test to understand the evolution 
of friction coefficients and white layer formation. During the experimental test, a 
new version of the tribometer developed by (Claudin et al. 2010) has been used.  
A numerical model with the ALE approach has ben developed to simulate the  
friction test. 

2   Experimental Approach 

The influence of the sliding velocity on the apparent friction coefficient µapp is 
plotted on Fig. 1. The apparent friction coefficient µapp is then calculated as report 
between a normal force and tangential force. 

It revealed that the apparent friction coefficient is strongly influenced by sliding 
velocity Vs. Three frictional regimes may be defined: 



Characterization of the Friction Coefficient and White Layer  543
 

• Vs < 60 m/min (regime 1), the apparent friction coefficient is almost constant 
(µapp~0.54).  

• 60 < Vs < 180 m/min (regime 2), the apparent friction coefficient decreases 
with the sliding velocity (µapp=0.540.23).  

• Vs > 180 m/min (regime 3), the apparent friction coefficient is constant (µapp ~ 
0.23). 

The results obtained in the range 5 to 300 m/min are close to those already pub-
lished by (Rech et al. 2009) using another tribometer in a narrower range of slid-
ing velocities (50 to 250 m/min). 

The tribometer provides the heat flux transmitted to the pin Øpin. The evolution 
of heat flux Øpin versus the sliding velocity Vs is plotted in Fig. 2. It appears that 
the heat flux increases with the sliding velocity, which is coherent since more en-
ergy is dissipated in the contact. The results obtained are coherent with those 
found by (Rech et al. 2009). 
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Fig. 1 Evolution of the apparent friction coefficient versus the sliding velocity 
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Fig. 2 Evolution of the heat flux transmitted to pins versus the sliding velocity 
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Three regimes can be distinguished:  

• In the first regime (Vs < 60 m/min), the heat flux transmitted to pins Øpin in-
creases with the sliding velocity. 

• In the second regime (60 < Vs < 180 m/min), the heat flux Øpin remains almost 
constant. 

• In the third regime (Vs > 180 m/min), the heat flux Øpin increases with sliding 
velocity. 

A study on a microscopic scale has been conducted to observe the microstructure 
of workpiece after friction tests and to understand the tribological phenomenon 
(evolution of apparent friction coefficient). Samples of the workpiece were taken 
after the passage of the pin with different sliding velocities. These samples were 
embedded in a cold resin, and polished and etched using a 2% Nital solution. 

Once these steps are completed, microscopic observations were made on sam-
ples taken from the workpiece after friction tests with different sliding velocities. 
Furthermore, other observations were made samples before friction tests, show the 
initial state of the AISI 1045 steel. This state is compared to the other samples to 
better understand the transformations that can be obtained after the friction tests 
(Fig. 3). 

Fig. 3 shows that the initial state of the steel has a ferritic-pearlitic microstruc-
ture, whereas after each friction test, it is clear that the initial state was changed. In 
fact, two phenomena were observed: The first obtained at low sliding velocities in 
which grains were crushed, (Fig. 3). This is the result of large plastic deforma-
tions. The second phenomenon is observed by increasing the friction velocity. 
White zones which have different color and structure comparing to the initial state 
of the steel are observed at the surface layer. In the machining of metals, these 
zones are called "White layers" (Bosheh and Mativenga 2006). Indeed, the forma-
tion of the white layer is due to the increase of temperature in the surface area of 
the workpiece due to the increase of the sliding velocity. The increase tendency 
followed by rapid cooling led to changes produced in the surface area. In this case,  
 

Vs=240 m/min 

Vs=10 m/min 

Plastic deformation

White layer

Initial state

 

Fig. 3 Micrographs of the workpiece and the contact borders after the each friction tests 
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the increase of temperature also raises the possibility of chemical reactions that 
occur with the environment. (Han et al. 2008) found these white layers in the case 
of machining of AISI 1045 steel. The microstructure of the workpiece after fric-
tion test and the white layer presented in Fig. 3 are similar to those observed in the 
case of machining of AISI 1045 steel with a cutting tool.  

3   Numerical Results 

The results provided by the experimental set-up represent the macroscopic data: 
apparent friction coefficient µapp and heat flux transmitted to the Øpin. The cha-
racterization of the frictional phenomena at the tool/chip/workpiece interface ne-
cessitates focusing the analysis on the local phenomena occurring at the 
pin/workpiece interface using a numerical model simulating the frictional test. De-
scription of the model is present in the work of (Ben Abdelali et al. 2012).  

Fig.4 shows the evolution of the contact temperature (T) versus the workpiece 
depth for each macroscopic sliding velocity Vs. It appears that a maximum contact 
temperature increases very significantly with the sliding velocity. The maximum 
contact temperature is around 180°C for a sliding velocity of 5 m/min, and 
1200°C for a sliding velocity of 300 m/min. While the average contact tempera-
ture determined in the previous work (Davies et al. 2003) around 160°C for a slid-
ing velocity of 5 m/min and 940°C for a sliding velocity of 300 m/min which is 
relevant with maximum contact temperatures in the cutting of an AISI1045 as re-
ported in the literature (Ceretti et al. 2007) and by (Arrozala and Ozel 2010) for 
the machining of other steels (AISI 4340 steel). It is also clear in Fig.4 that the 
temperature decreases versus the workpiece depth. As well as the workpiece depth 
decreases with an increasing sliding velocity.  
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Fig. 4 Evolution of contact temperature along depth 
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Fig.5 shows the evolution of the equivalent plastic strain versus the workpiece 
depth for each sliding velocity Vs. This figure shows that the depth layer affected 
is almost constant, but the plastic strain is different from one sliding velocity to 
another. Fig.5 shows that three regimes can be distinguished:  

In the first regime, for the sliding velocity Vs < 60 m/min, the equivalent plas-
tic strain increases when the sliding velocity increases (PEEQ = 1.5  4.5). 

In the second regime, for sliding velocity between 60 ≤ Vs ≤180 m/min, the 
equivalent plastic strain decreases when the sliding velocity increases (PEEQ = 
4.5  0.55). 

In the third regime, for the sliding velocity Vs > 180 m/min, the equivalent 
plastic strain is not affected by increasing of the sliding velocity (PEEQ ≈ 0.55). 

This result is in accord with the result found by (Davim and Maranhão 2009) in 
the machining of steel AISI 1045 using FEM analysis. In this case, the plastic 
strain is in the range 0.57 to 8 at the tool-chip-workpiece interface. 
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Fig. 5 Evolution of equivalent plastic strain PEEQ along depth 

In this work, plastic deformation and contact temperature play a very important 
role in the tribological phenomena at the tool-chip-workpiece interface. Evolutions 
of these parameters can be divided into three regimes. 

For a sliding velocity lower the 60 m/min (regime 1), we have large plastic de-
formations and small values of contact temperature. On the other hand, during the 
experimental tests the apparent friction coefficient is high (Fig.1) and layers  
deformed plastically have been obtained (Fig.3). This leads us to conclude that 
plastic deformation is most influential in tribological phenomena in this sliding 
velocities range. 

For a sliding velocity between 60 and 180 m/min (regime 2), plastic deforma-
tion decreases and the contact temperature increases significantly as a function of 
the sliding velocity. During the experimental tests, the apparent friction coefficient 
decreases rapidly with the increasing sliding velocity (Fig.1). This decrease is due 
to a thermal softening caused by the rise of temperature at the contact zone. A 
great similarity between the contact temperature and the white layer depth is found 
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(Fig.5). In fact, both of them decrease when the sliding velocity increases. We can 
conclude that the white layer is formed due to the increase in temperature  
followed by the cooling with the environment and the rest of the workpiece (un-
heated mass). From these results, we can determine the critical temperature (min-
imum temperature for the formation of white layer), from these results the critical 
temperature is equal to 850 ° C. This leads to the fact that the contact temperature 
is most influential in tribological phenomena in this regime 2.  

However, for a sliding velocity higher that 180 m/min (regime 3), small plastic 
deformations and high temperatures were obtained, in parallel decrease the expe-
rimental apparent friction coefficient is observed. These results confirm that this 
phenomenon is due to the thermal softening. 

4   Conclusion 

The work has shown that the apparent friction coefficient and heat flux transmitted 
to the pin are very sensitive to the sliding velocity using a new tribometer dedicat-
ed to the characterization of friction coefficients along the tool-chip-workpiece in-
terface. During friction tests, two phenomena have been observed in superficial 
layers of the workpiece. We observe a plastic deformation at a lower sliding while 
the white layer is obtained for a higher sliding velocity. The depth and hardness of 
the white layer are reduced by increasing the sliding velocity. A 3D ALE numeri-
cal model, simulating the friction test, enables to extract local information from 
the contact area, especially the equivalent plastic strain and the average and max-
imum contact temperature. In this work, authors show that the relationship be-
tween the plastic stain and contact temperature with the apparent friction coeffi-
cient and white layer. These results show that the mechanical effect is dominant at 
a low sliding velocity and the thermal effect is dominant at a high sliding velocity 
in tribological phenomena. 
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Abstract. The paper deals with the validation of a recently proposed hexahedral 
solid-shell finite element for the analysis of laminated composite plates. The ob-
ject of this work is to study the transverse shear as well as enhanced incompatible 
modes introduced to improve the in-plane deformation using the Enhanced As-
sumed Strain (EAS) solid shell element. The EAS three-dimensional finite ele-
ment formulation presented in this paper is free from shear locking and leads to 
accurate results for distorted element shapes.  

Keywords: Laminated composite structures, Solid-shell finite element, shear 
locking. 

1   Introduction 

Composite materials offer many advantages to structural designers. For prediction 
of accurate stress analysis, numerical methods have been developed for the design 
of these structures.  As a matter of fact, nowadays many, shell elements, based on 
a reference surface, have been investigated and developed. 

However, there is still a continuing need for more accurate values for the  
interlaminar normal and shear stresses, knowing that the proper modelling is  
non-trivial task. In recent years many studies have been devoted to understand and 
improve the transverse shear strain and stress distribution as outlined such the 
classical laminate theory (CLT) Reissner and Stavsky (1961) and Stavsky (1961) 
based on the Kirchhoff-Love assumptions, which can neglects the shear deforma-
tion and, as a consequence, it can lead to inaccurate results. In some works, the 
transverse shear strain and stress distribution are improved (Liu and Reddy (1985), 
Rastgaar and Aagaah (2003), Reddy (2004) and Reddy and Lee (2004)). 

A large number of studies have been done to prevent volumetric locking, shear 
locking or thickness locking, using the enhanced assumed strain concept,  
namely Valente et al. (2004), de Sousa et al. (2006), Reese (2007) and Quy and 
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Matzen-miller (2008). The assumed natural strain (ANS) concept has been used as 
well by Hauptmann and Schweizerhof (1998), Tan and Vu-Quoc (2005), Kim et 
al. (2005) and Klinkel et al. (2006). The implementation of the enhanced assumed 
strain (EAS) and the assumed natural strain (ANS) concepts was proposed by 
Schwarze et al. (2011) and also by Hajlaoui et al. (2012) has implemented these 
two concepts in the finite element code. 

The remainder of this paper in divided into five sections. Section one presents 
the research work in the domain of to improve the transverse shear behaviour, sec-
tion two describes the fundamental formulation used. The finite element formula-
tion is defined in section three. After that, numerical results and discussions of the 
finite element model are investigated in section four. Finally, some concluding 
remarks are analyzed and presented in section five. 

2   Fundamental Formulation 

The grounds of the EAS method come from the work of Simo and Rifai (1990), 
where the strain field is enlarged with the inclusion of additional variables, usually 
referred as enhancing parameters, as given by equation (1).  

= +E E Ec  (1) 

Where E c and E are respectively the compatible part and the enhanced part of 
the Green-Lagrange tensor. The variational basis of the finite element method with 
enhanced assumed strain fields is based on the well known three field Hu-Washizu 
principal, which, by using equation (1), takes the following forms: 

( ) ( )( , , ) ( ) : 0= + − − =Π ψ Πu E S E E S E u  c
extV

dV   (2)

( ) . .
∂

= + Π u F u F u
f

ext V SV V
dV dA                     (3)

Where ψ is the strain energy function and u  and S  are the displacement and 
the Piola-Kirchoff stress fields respectively. Also in the equations appear the  
prescribed body force, FV , and surface traction, FS . Invoking the orthogonality 
condition: 

: 0= S E
V

dV  (4)

reducing the number of independent variables in the original function to just two. 
The weake form of this modified reduced function may be obtained with the direc-
tion derivative leading to: 

( )( , ) : . . 0
∂

= + − − =  δ δ δ δu E S E E F u F u 
f

c
V SV V V

G dV dV dA  (5)

This equation must be linaerized to take the following form: 

( ) ( ).( , ) : : : : :  Δ Δ = Δ + Δ + Δ + Δ + Δ  δ δ δu E E E E S E E E E    c c c c

V V V
DG dV dV dV  (6)
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3   Finite Element Formulation 

The finite element is based on the eight node hexahedral solid shell element.  The 
displacement field, with the corresponding variation and increment, is interpolated 
within each element domain in the following form: 

; = =δ δu NU u N Ue e andΔ Δ=u N Ue , (7) 

The variation of the increment of the compatible part of the strain field can then 
related to the vector of nodal displacements  

; Δ Δ= =δ δE B U E B Uc c
e e , (8) 

where B  is the compatible strain-displacement relations matrix. The enhanced 
part is related to the vector of the internal strain parameters α as: 

; ;  Δ= = =δ δ ΔE Mα E M α E M α      , (9) 

where M  is the interpolation function matrix for the enhanced assumed strain 
field. The interpolation must be transferred to the global coordinates as follows: 

0
0

det

det
−= ξ

J
M T M

J
 T , (10)

where J refers to the Jacobian matrix and T  is the transformation tensor. 
The subscript ‘0’ means evaluation at the center of the stander element in the 

natural coordinates. ξM is the interpolation matrix for the enhanced field defined 
in the local frame with 5, 7, 9, 11 parameters of the compatible part given by 
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 =
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ξ ξη
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ξ η

ζ

ζ

c
M ,  (11) 

 

After including interpolation functions for enhanced strain fileds, the linearized 
weak variational form is given by: 

.( , ) 0
 Δ   − 

+ = + =      Δ     
Δ Δ δ δ

UK L f f
u α U α

αL H h

T int ext
e

eG DG , (12)

5 
7 
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; ; = = = + L M B H M M K K K   
e e

T T
e e e GV V

dV dV     (13) 

= K B B
e

T
e eV

dV  (14)

KG is the geometric stiffness matrix, such as: 

Δδ= δ Δ cU K U S : E
e

T
e G e eV

dV  (15) 

;  dA;   
∂

= = + =   f B S f N F N F h M S
e e fe e

int T ext T T T
e V e S eV V V V

dV dV dV  (16)

We use the static condensation procedure which leads to, the element stiffness ma-
trix given by  

1−= + −K K K L H LT
T e G  (17) 

1−= −R L H h+ f fT ext int
e  (18) 

To avoid the transverse shear locking phenomena the interpolation method pro-
posed by Dvorkin and Bathe (1984) are used.  To avoid the strain locking the 
EAS method proposed by Betsch and Stein (1995) and extended by Klinkel et al. 
(1999) is adopted. Then the expression of compatible part of the Green-Lagrange 
tensor takes the following form: 
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(19)

The compatible strain-displacement relations matrix at the element level is given 
by: 

( )( )

( )( ) ( )( )
( )( ) ( )( )

1 ,1

1 ,1

4
1

3 ,34
1

2 ,1 1 ,2

1
3 ,1 1 ,3 3 ,1 1 ,32

1
3 ,1 1 ,3 3 ,1 1 ,32

N

N

1 1 N

N N

1 N N 1 N N

1 N N 1 N N

=

 
 
 
 

+ + 
 =  +
 
  − + + + +
  

  − + + + +   

 ξ ξ η η

η η

ξ ξ

T T T T

T T T T

T
I

T
I

T
L L I

L

T TI
I I

B B B B D D D D
I I I I

A A A A C C C C
I I I I

g

g

g

B
g g

g g g g

g g g g

 
(20)



Higher Order Shear Deformation Enhanced Solid Shell Element 553
 

Where the transverse shear strains 13E c  and 23E c  are evaluated at four midpoints 

of the element edges A = (-1,0,0), B = (0,-1,0), C = (1,0,0), D = (0,1,0) and the 
thickness shear strains 33E  is evaluated at the following four points of the refer-

ence element L1=(-1,-1,0), L2= (1,-1,0), L3= (1,1,0), L4= (-1,1,0) 
From this formulation we obtain the solid shell element enhanced with 5, 7, 9 

and 11 incompatible modes using the EAS and ANS (C3D8S5, C3D8C7,9,11)  

4   Numerical Results and Discussion 

Performance Test 

To test the performance of the proposed elements in order to verify the implemen-
tation, a finesse mesh test is performed for an isotropic clamped thick beam sub-
jected to a concentrated loading P  at the tip (Fig. 1(a)). 

The analytic compressive force is expressed as 

3 2

max 3 10
= +PL PLh

w
EI GA

 (21)

with A as the area of the cross section and I  as the moment of inertia. 
 
 

 
 
 

100; 10; 20; 4000= = = =L b h P N  
 

(a) (b) 
 

Fig. 1 Thick cantilever; 100000=E MPa , and 0.4=υ  

Fig. 1(b) shows the evolution of the normalized deflection (Wmax/WmaxAnal) 
versus the mesh finesse; one can see that the numerical solution converge toward 
the analytical solution for a mesh of 10 x 1 x 1 for different element solid shell. 

The accuracy and the convergence of all numerical results are noted. In fact, the 
displacement field is in good accordance with the analytical solution. It can be 
emphasized that, although the C3D8C7,9,11 elements present accuracy and con-
vergence rate comparable with the one obtained from C3D8S5 element, it's  
unreliable since it suffer from locking. 
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Transverse Shear Stress Distribution 

To test the performance of the proposed elements of the transverse shear stress 
distribution, a test is performed for an isotropic unit cube clamped at one end sub-
jected to a transverse shear loading at another end (fig.2 (a)). 

The analytic transverse shear stress is expressed as 

2
2

23

P h
z

2I 4

 
σ = − 

 
 (22) 

Fig. 2(b) shows the transverse shear stress distribution through the thickness. The 
present results with C3D8C7,9,11 elements have the closest results with exact so-
lution. But the one obtained from C3D8S5 element present a constant transverse 
shear stress since it suffer from shear locking.  

 

   a b h 1;P 1N= = = =  

(a) (b) 

Fig. 2 One-element test;
7

1.10=E MPa , and 0.3=υ  

5   Conclusions 

A solid-shell finite element with an enhanced assumed strain is developed for the 
alleviation of shear locking. A three-dimensional finite element model taking into 
account thickness variation in the plan and the transverse shearing and improved 
by incompatible modes has been presented. The incompatible part is enriched by 
the enhanced assumed strain (EAS) method in order to avoid the problem of vo-
lumetric and transverse shear locking. The transverse shearing locking problem is 
avoided by applying the assumed natural strain (ANS) method. 
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Abstract. The bone is a hierarchically structured material with mechanical proper-
ties depending on its architecture at all scales. In this paper, a trabecular bone  
multiscale model based on finite element analysis was developed to link sub-
nanoscopic scale (Microfibril) and nanoscopic (Fibril) to predict the orthotropic 
properties of bone at different structural level. To identify the orthotropic proper-
ties, we used an inverse identification algorithm. The approach shows a good  
efficiency in computing. 

Keywords: Multi-scale modeling, Finite Element analysis, Trabecular bone,  
Orthotropic material.   

1   Introduction 

The bone is a hierarchically structured material with mechanical properties de-
pending on its architecture at all scales. In human bodies, the bone consists of 
three types: Cortical bone, trabecular bone and marrow. 

It has been shown that the mechanical properties of the bone vary at different 
structural scales (Rho et al. 1998). Therefore, in order to find the macroscopic 
properties of the bone, it is important to consider all of these scales. Many  
researchers have been investigated in this field, but the behaviour of the bone ma-
terials are modelled at different scales separately. 

Structurally, bone is considered like a composite material with a complex struc-
ture. For simplicity, many studies consider an isotropic linear elastic behavior 
(Sansalone et al. 2010; Hambli et al. 2010; Tovar 2004). In other research, several 
authors simulate bone as anisotropic behavior (Martínez-Reina et al. 2009; Dob-
lare et al. 2002; Fernandes et al. 1999; Jacobs  et al. 1997; Hart and Fritton 1997).  

To predict the orthotropic properties at different scales, Hamed et al. (2012) used 
homogenization approach. Elastic properties of trabecular bone are calculated at 
each structural level, from nanoscale to mesoscale. In the analysis, results from a 
lower level are used as inputs for a higher level. In the same way, Vaughan et al. 
(2012) proposed a three scale homogenisation scheme to estimate the effective 
properties of trabecular and cortical bone, based on finite element models.  
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We propose in this work a new approach, which is applied here to determine 
the orthotropic properties of the trabucular bone. The effective mechanical proper-
ties at each scale are computed from the scale immediately lower by a suitable EF 
model.  

The first section of the study presents the structure of trabecular bone. The fun-
damentals of orthotropic material behavior are given in second section. In the third 
section, the proposed method is developed to link scales. The results are presented 
in section 4. Finally, conclusions of this study are given. 

2   Trabecular Structure 

We distinguish six levels of hierarchical organization in bone, which are outlined 
here with a focus on trabecular bone (as shown in Fig. 1): 

 

Fig. 1 Hierarchical structure of trabecular bone 

1. Sub Nanostructral level: mineral and collagen are arranged in higher hierar-
chical levels to form the microfibrils. 

2. Nanostructural level: Bone, at this level, can be considered as a multi-phase 
nanocomposite material consisting of microfibrils and mineral matrix. 

3. Sub-microstructural level: also called a single lamella level. Mineralized fibrils 
are oriented in a preferential direction to form a single lamella of thickness 3 to 
7 μm. 

4. Microstructural level: or a single trabecula level. Several lamellae are oriented 
in twisted plywood patterns to form trabeculae. 
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5. Mesostructural level or a trabecular bone level which represents a porous  
network of trabeculae.  

6. Macrostructural level or a whole bone level, consisting of cortical and  
trabecular bone types. 

 

In this paper, we describe a multiscale approach for the characterization of me-
chanical properties of trabecular bone at sub-nanoscale and nanoscale. 

2.1   Sub-nanostructural Level 

Recent studies suggest the presence of microfibrils in fibrils, experimental works 
prove that all collagen-based tissues are  organized into hierarchical structures, 
where the lowest hierarchical level consists of triple helical collagen molecules 
(Hulmes et al. 1995; Orgel et al. 2006; Aladin et al. 2010) and the multiscale 
structure was defined as triple helical collagen molecules - microfibrils - fibrils. 
The microfibril shown in figure 2 is a helical assembly of five tropocollagen (TC) 
molecules which are offset one another with an apparent periodicity of 67 nm 
(Barkaoui and Hambli 2012). The electron-microscopy observations show that the 
TC molecules are embedded in mineral matrix (figure 2).  

 
Fig. 2 Geometric model of collagen microfibril: (a) Reel 3D Microfibril, (b) unfolding in 
plane of the chosen portion  

We assume an isotropic linear elastic behavior for both collagen and mineral. 
But the response is orthotropic (Khaterchi et al. 2012). The material properties 
used in this paper of the collagen and the mineral are summarized in Table 1. 

Table 1 Geometrical parameters adopted for the microfibril (Hamed et al. 2012) 

Mechanical 
properties  

Value  

mE  114 GPa  Young Modulus of mineral 

mυ  
0.23 Poisson ratio of mineral 

cE  1.5 GPa Young Modulus of collagen 

cυ  
0.28 Poisson ratio of collagen 

(a) 

(b) 
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2.2   Nanostructural Level 

At a higher length scale, bone is composed of fibrils which assumed as a compo-
site with periodically distributed cylindrical inclusions of microfibrils (Hulmes et 
al. 1995). The microfibrils are arranged in concentric layers separated by a dis-
tance of 4 nm (Hulmes et al. 2002) and there are embedded in a matrix of mineral. 

To model the nanoscale, we define a representative volume element (RVE) 
which describes local morphological arrangements at the fibril structure (figure 3). 

 

 

Fig. 3 Geometric model of fibril: (a) RVE of the fibril: the chosen portion, (b) FE model of 
fibril 

We assume an isotropic linear elastic behaviour for the matrix. But the microfi-
bril has an orthotropic behaviour. The material properties of the mineral matrix are 
listed in Table 1. 

3   Orthotropic Material Behaviour 

Many studies, for example (Ciarelli et al. 1991; Pithioux et al. 2002; Buskirk et al. 
1981), show that the material properties of bone can be represented by an ortho-
tropic material formulation.  In order to model orthotropic material behaviour, the 
general strain-stress relation is simplified to: 

11 1111 12 13

22 2212 22 23

33 3313 23 33

4423 23

5513 13

6612 12

s s s 0 0 0

s s S 0 0 0
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    ε σ    
    ε σ
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    ε σ
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The compliance matrix in Eq. (1) is formed by three orthogonal symmetry planes 
which characterise the orthotropic material behaviour (Malvern 1969). The  
symmetry of the compliance matrix means that nine constants must be given to 
describe orthotropic material behaviour. This can be expressed by the following 
relation who shows the nine components to be identified. 

3121

1 2 3

3212

11 111 2 3

22 2213 23

33 331 2 3

23 23

2313 13

12 12

13

12

υυ1
- - 0 0 0

E E E

υυ 1
- - 0 0 0

E E E

υ υ 1
- - 0 0 0

E E E

1
0 0 0 0 0

G

1
0 0 0 0 0

G

1
0 0 0 0 0

G

 
 
 
 
 ε σ       ε σ        ε σ =    ε σ       ε σ     ε σ       
 
 
 
  

  
(2) 

E1, E2, E3: three Young Moduli. 
G12, G13, G23: Three shear moduli in plane12, 13 and23. 

ijυ : Three Poisson ratios. 
 

Where 

21 12

2 1E E

υ υ
=

 
 (3) 

31 13

3 1E E

υ υ
=   (4) 

32 23

3 2E E

υ υ
=   (5) 

Such materials require 9 independent variables to be identified in their constitutive 
matrices. 

4   Proposed Method 

The proposed method is a simulation procedure to link different scales. From 
lower scale, the microfibril (sub-nanoscale) passes information to the fibril (nano-
scale) in the form of mechanical properties. At the nanoscopic scale, the 
orthotropic properties of microfibrils (derived from the sub-nano FE result) are 
applied to characterize the equivalent orthotropic fibrils properties. A schematic il-
lustration of the approach is presented in Figure 4. 
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Fig. 4 Multiscale approach for bone analysis 

To characterize the behaviour of the fibril, we need to compute the orthotropic 
properties of the microfibril. Figure 5 shows the sub-nano to nano linking scheme. 

 
 
 
 
 
 
 
 
 
 
 
 
   
 
 

 
       

                                   
 

Fig. 5 Sub-nano to nano transition 

FE simulation 

Microfibril inputs:  

(Em, Ec, υm, υc) 

Equivalent orthotropic properties 

of fibrils ( iE , ijυ and ijG ) 

Sub-nanoscale 

Nanoscale 

Equivalent orthotropic properties 

of microfibrils ( iE , ijυ and ijG ) 

Sub-nanoscale bone inputs:  

(Em, Ec, υm, υc) 

Finite element simulation  

Equivalent orthotropic proper-

ties of fibrils ( iE , ijυ and ijG ) 

Nanoscale bone inputs:  

(Em, υm) and ( iE , ijυ and ijG ) 

Finite element simulation  
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4.1   Sub-nanoscale Modelling 

To characterize the microfibril, we used different numerical tests (tensile and 
compression) and an inverse identification algorithm. This work is detailed in 
(Khaterchi et al. 2012).  

4.2   Nanoscale Modelling 

In order to compute the equivalent orthotropic fibril properties, the proposed FE 
model was coupled to an inverse identification algorithm. In first step, we 
sketched a homogeneous model representing the same geometry of the fibril. This 
model is used in the identification approach which consists in minimizing the dif-
ference between the predicted force-displacement curves obtained respectively by 
the equivalent (monophase) model and the 3D simulation using the multiphase 
model. To obtain the 9 orthotropic properties of the fibrils, we used the tensile and 
shear tests. The flowchart of the identification procedure is presented in figure 6. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 

Fig. 6 Identification procedure 

4.2.1   Tensile Tests 

There are six parameters which can be extracted from the tensile test. These  
consist of axial tensile loading applied to the RVE model of fibril in 1, 2 and 3  

Generate heterogeneous 3D 
model 

( iE , ijυ ,
ijG ,

mE and
mυ ) 

Generate orthotropic 
3D model  

(
iE , ijυ and

ijG ) 

Mechanical tests Mechanical tests 

Curve:  
Force-displacement 

Curve:  
Force-displacement 

NO 

Curves  
Superposed New estimate 

Orthotropic properties 

Yes 
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direction to determine the axial moduli (E11, E22, E33) and the Poisson ratios  
(υ12, υ23, υ31, υ21, υ32 and υ13) could be given by: 

jj
ij

ii

ε
υ

ε
= −   (6) 

With i=1,2, j=2,3 and i≠j 
Using eq. (3), (4) and (5), only 3 Poisson rations will be computed. 

4.2.2   Shear Tests 

Following a similar procedure to that describe above, the shear moduli may be de-
termined. The shear load is applied to the RVE in 1, 2, and 3 directions to deter-
mine G12, G13 and G23. 

5   Results and Discussion 

First, we should valid the inverse identification algorithm shown in figure 6. We 
choose randomly the input properties of microfibril and we compute the 
orthotropic fibril parameters using tests selected. Figure 7 shows the comparison 
between the reaction force versus displacement of homogeneous model and the 
heterogeneous one. A good agreement between the two responses curves is ob-
served. The mean square error is less than 1%. 

 

Fig. 7 Reaction force versus displacement in tensile test 

To illustrate the capabilities of the approach proposed, we select one combina-
tion of mechanical properties of the microfibril; a finite element simulation is gen-
erated.  First, we choose the properties of mineral and collagen listed in table 1. 
The method gives firstly the orthtropic properties of the microfibril, which are in-
troduced in the higher level and secondly the properties of fibril.  
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Microfibril properties: 

  1E =33.32 GPa; 2E =29.25 GPa; 3E =56.27 GPa; 

   12υ =0.3; 13υ =0.14; 23υ =0.12;  

   12G =12.1GPa; 13G =17.75GPa; 23G =16 .52GPa.  

    
Using eq. (3), (4) and (5): 

21υ =0.26; 31υ =0.23; 32υ =0.23. 

Fibril properties: 

  1E =37.35 GPa; 2E =30.73 GPa; 3E =61.83 GPa; 

  12υ =0.3; 13υ =0.12; 23υ =0.13; 

  12G =13.29GPa; 13G =26.16GPa; 23G =21 .02GPa.  

    
Using eq. (3), (4) and (5): 

21υ =0.24; 31υ =0.2; 32υ =0.26. 

6   Conclusions 

The aim of the present study was to link between sub-nano and nanoscale to un-
derstand the relationship of the mechanical behaviour in different scale. We pro-
pose a FE models for the microfibril and fibril. After that, we applied mechanical 
tests to characterise the orthotropic behaviour of bone. 

The effective mechanical properties at each scale can be computed from the 
scale immediately lower by this proposed strategy. Moreover, it can be easily used 
in different scales to model the entire bone structure. 

However, some other important variables including geometry and porosity 
were not included in the present research and will remain interesting future re-
search topics.  
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Abstract. Equal-channel angular extrusion (ЕСАЕ) is one of the most efficient 
methods of severe plastic deformation of materials used to modify texture and 
microstructure without reducing sample cross-section. The application of single 
ECAE pass to polypropylene (PP) was meticulously investigated at room 
temperature using a 90° die-angle tooling. Depending on extrusion conditions, PP 
displayed various types of plastic flow. For ram velocities beyond 4.5 mm/min, 
severe shear bands consisting of successive translucent and opaque bands were 
observed, accompanied on the top surface by more or less pronounced periodic 
waves. Although the application of a back-pressure significantly reduced the wave 
and shear-banding phenomena, slightly inhomogeneous shear deformation was 
still observed. Shear bands were only suppressed by decreasing extrusion velocity. 
Application of backpressure and/or reducing ram velocity resulted in uniform 
texturing along the extruded sample. Mechanical properties changes of the 
extruded samples due to back-pressure and extrusion velocity effects were 
analyzed via uniaxial tensile tests. The tensile samples displayed multiple strain 
localizations in shear banded materials whereas quite homogeneous deformation 
appeared for non-banded ones. Digital image correlation technique suitable for 
large deformation was used for determining the full-field strain of the tensile 
samples in relation to tensile strain and ECAE conditions. 

Keywords: Equal channel angular extrusion, Back-pressure, Extrusion velocity. 

1   Introduction 

The equal channel angular extrusion process (ECAE) is a severe plastic deforma-
tion process employed to produce bulk ultra-fine grained materials with improved 
mechanical properties (Segal 1995, Iwahachi et al 1996). The method consists of 
extruding a sample through a die with two channels of equal cross-section (Fig. 1). 
In the crossing plane of the two channels, the sample is subjected to a large simple 
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shear strain. Considering that the sample cross-section is not modified, multipass 
extrusion can be performed to perform extremely large plastic strains. The homo-
geneity of plastic strain field is a fundamental condition to ensure homogeneity of 
microstructure and mechanical properties. However, depending on the specific 
properties of the material, the tool geometry and the process parameters, the strain 
state can change from the expected homogeneous simple shear to a complex in-
homogeneous strain field. Various solid-state forming techniques such as forging 
(Saraf et al 1987), ram-extrusion (Zachariades at al 1980), die-drawing (Coates et 
1999), have also been developed for improving mechanical properties of polymer 
bulk pieces via large plastic deformations. However, ECAE is the only one 
process that preserves the sample shape. 

 

Fig. 1 Schematic illustration of a 90° ECAE die (flow direction: FD, load direction: LD, 
transverse direction: TD) 

Severe plastic deformation methods have been the subject of intensive 
investigations in recent years (Azushima et al 2008). However, relatively little 
attention has been focused so far on polymers processed by ECAE. The technique 
was applied to a polymer (low density polyethylene) for the first time by (Sue and 
Li 1998). The morphological changes of polypropylene subjected to ECAE were 
examined by (Campbell and Edward 1999), (Wang et al 2011) and (Phillips et al 
2006). However, neither the mechanics of the process nor the mechanical 
properties of the extruded material were examined. (Campbell and Edward 1999) 
used a constriction over the exit of the die and a ‘‘sacrificial sample’’ to create a 
back-pressure and to avoid the bending of the sample in the outer corner of the 
ECAE device.  

In this paper, polypropylene samples were extruded using an experimental 
setup consisting of a 90° channel. Particular attention is paid to the analyses of the 
macroscopic flow behavior during a single ECAE pass via the load–ram 
displacement measurements including the effect of back-pressure and extrusion  
 

TD 

LD 

FD 
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velocity. The evolution of crystalline microstructure and mechanical properties of 
ECAE-processed samples is also meticulously investigated for understanding the 
plastic mechanisms of the process. 

2   Material and Experimental Procedures 

2.1   Material 

The material used in this investigation is a polypropylene (PP) of weight–average 
molar weight of 180 kg/mol purchased from Goodfellow©. The material was 
supplied in the form of 10 mm thick compression-molded plates. 

2.2   ECAE Experiments 

ECAE experiments were conducted at room temperature (about 23°C) and under 
constant ram speeds in the range of 0.45–45 mm/min. Samples were cut from the 
as-received PP plates along the same direction. The samples were 75 mm in length 
with square cross-sections 10x10 mm. The ECAE die was made of stainless steel. 
It is schematically given in Fig. 1. An internal angle φ of 90° between the two 
channels, an outer corner angle ψ of 10° and an inner radius r of 2 mm were 
adopted. The channels had cross-sectional dimensions of 10x10mm. The ECAE 
tooling was adapted on an Instron© model 5800 screw testing machine. The 
extrusion velocity and the back-pressure are kept constant during ECAE. Before 
each extrusion, the die was lubricated using silicone grease. Load-ram 
displacement data were recorded for each extrusion. 

2.3   Tensile Tests 

The tensile tests were conducted on the Instron© testing machine at room 
temperature under a constant cross-head speed 0.75 mm/min, i.e. a nominal strain 
rate of 10-3 s-1, using sample of gauge length 12.5 mm (Fig. 2.). Full-field strain 
measurements were achieved during tensile tests using digital image correlation 
(DIC) technique. 

 

Fig. 2 Tensile samples after ECAE 

2.4   DIC Procedure 

DIC measurements require an artificial random speckle pattern which was 
generated by green dots sprayed on the surface of each sample. The random 
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speckle pattern was applied so that speckles do not overlap. The studied zone was 
illuminated by a strong white light beam. The illuminated random speckle pattern 
was captured during the deformation by a digital CCD camera placed in front of 
the sample and at a distance of 0.5 m from the sample. The images of sample 
surface were recorded at a frequency of 2 Hz (fig.3.). DIC method is based upon 
comparing images of the sample surface in the undeformed (reference) and 
deformed states. By this way, a Lagrangian description is performed. A step of 10 
images was used for the image correlation. The zone of interest was divided into 
small square sub images of 64x64 pixels. The displacement vector was calculated 
using the corresponding sub-image pairs extracted from the reference and 
deformed states of the sample. By achieving the analysis on numerous sub-
images, the full-field contours of displacement were obtained. The analysis was 
performed with Davis© software developed by Lavision©.  

3   Results and Discussion 

Fig. 3.b and Fig.4.b presents the deformation behaviour of PP samples at the end 
of the ECAE operation performed at a ram speed of 45mm/min. The strain pattern 
appears in a very particular manner. Without backpressure (Fig. 3b), the sample 
does not fill up the outer corner of the die and exhibits a wavy shape on the top 
surface in the exit channel: the summit of the waves is in contact with the surface 
of the die whereas the bottom of the waves is not. This suggests a heterogeneous 
strain field in the bulk which is confirmed by the occurrence of dark grey and light 
grey alternated stripes inclined at about 45° from FD along the sample length. The 
dark and light stripes in reflected light are respectively translucent and opaque in 
transmitted light. This means that the former ones have undergone high shear that 
imparted severe deformation or destruction of the spherulitic structure whereas the 
later ones went undeformed through the transition zone of the ECAE, keeping 
intact the initial light-diffusing superstructure. The fact that the sample does not 
fill up the outer corner of the tooling in the present study promotes the occurrence 
of a plastic instability accompanied with stress drop. This kind of ‘‘stick-slip’’ 
phenomenon, never reported in previous ECAE studies on polymers, may be due 
to the combined effects of the specific viscoplastic behavior of the material and 
the friction between the sample and the die, as a result of an unstable balance 
between the yield stress and the friction force.  

The effects of the loading rate on the deformation behavior of PP samples at the 
end of the ECAE process are illustrated in Fig. 3. and 4. It is worth noting that, 
whatever the back-pressure value, under extrusion velocity of 0.45 mm/min, a 
quite uniform deformation field is obtained. In other words, the wave formation 
and shear bands described in previous section vanish under these loading 
conditions. This is again confirmed by the macroscopic response in terms of 
applied load–ram displacement curves as shown in Fig. 5. Moreover, without 
back-pressure, beyond a certain threshold, the curves exhibit a steady-state 
behavior. When applying a backpressure, the applied load continuously increases. 
To obtain a uniform deformation field, it seems therefore better to proceed under 
reasonably low ram velocity and by applying a back-pressure in order to avoid the 
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bending of the sample. In the present study, the curly shape of the summit of the 
waves without back-pressure (Fig. 3b) is relevant to plastic yielding confined 
within a limited surface layer of the material. This suggests that strong friction or 
stiction generates undeformed bands (light ones) with high plastic deformation 
close to the surface, whereas low friction generates homogeneously sheared bands 
(dark ones) in the channel corner. The unstable balance between the yield stress 
and the friction force should be responsible for the both periodic stress oscillation 
and the periodic banding. 

 

 
(a) (b) 

 

Fig. 3 Macrographs of PP samples after ECAE without back-pressure and different ram 
speeds: (a) 0.45 mm/min, (b) 45 mm/min 

 (a) 

 

(b) 

 

Fig. 4 Macrographs of PP samples after ECAE at a back-pressure of 900 N and different 
ram speeds: (a) 0.45 mm/min, (b) 45 mm/min 

The effect of extrusion velocity on the stress versus strain curves 
(corresponding to samples extracted from the middle of the extruded material) is 
presented in Fig. 6. It is observed that there is a decrease in the yield stress as a 
function of extrusion velocity. The effect of extrusion velocity on the strain 
hardening can be clearly seen. Moreover, strain softening is also observed for the 
lower velocity. In addition, when applying back-pressure, the differences observed 
on the global stress level are attenuated. 
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Fig. 5 Tensile stress-strain curves of PP samples before and after ECAE 
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Fig. 6 Tensile stress-strain curves of PP samples after ECAE 

Extrusion velocity also acts on the homogeneity of the deformation after ECAE 
processing. As an example, two representative tensile samples are shown for a 
given cross-head displacement in Fig. 7. It can be clearly seen that the sample ex-
truded at 4.5 mm/min presents a much diffused strain instability while multiple 
strain localizations occur in the sample extruded at 45 mm/min. These instabilities 
occur in regions undergoing high shear during extrusion. The specific crystallo-
graphic texturing of these sheared bands with their (hk0) planes tilted at roughly 
45° from FD is indeed highly favorable to plastic shear when applying a tensile 
load along FD, owing to a maximum value of the resolved shear stress. It is note-
worthy that, due to this specific crystallographic configuration, the tensile yield 
stress for the samples extruded at 45 mm/min is far below that of the other sample 
extruded at 4.5 (Fig. 6). As strain increases beyond the yield point, the stress in-
crease allows the undeformed regions to gradually proceed into plastic deforma-
tion process. Further insight into the deformation behaviour is obtained by using 
the DIC method. Fig. 8 presents full-field contours of true axial strain at different 
stages of cross-head displacement uy: 2.5, 6.25, 10 and 12.5 mm. The strain field 
is shown in colour level scale. True axial strain profiles along the length of sam-
ples are given in Fig. 9. The deformation is quite homogeneous before yielding 
and becomes inhomogeneous after strain instabilities occur. It can be observed 
from these figures that strain localization occurs at relative small cross-head  
 

(a) 

 

(b) 

Fig. 7 PP tensile samples at a cross-head displacement of 12.5 mm after ECAE without 
back-pressure: (a) 4.5 mm/min, (b) 45 mm/min 
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Fig. 8 Contour plots of true axial strain at different stages of cross-head displacement of a 
PP tensile sample after ECAE without back-pressure: (a) 4.5 mm/min, (b) 45 mm/min 
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Fig. 9 True axial strain profiles along the length of a PP tensile sample after ECAE without 
back-pressure: (a) 4.5 mm/min, (b) 45 mm/min 

displacements and increases with the increase of total displacement. The maxi-
mum local strain of the two examples is nearly comparable. However, the pattern 
of strain localization is completely different. Indeed, when considering multiple 
strain instabilities, the deformation remains nearly concentrated in the initiation 
zone while the instability is more diffused in the other case. 
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4   Conclusion 

The ECAE of PP was conducted at room temperature under various extrusion 
velocities and back-pressure levels using a 90° die. Very particular deformation 
behaviours were noted. Indeed, the inhomogeneity was externally manifested by 
periodic shear banding and periodic waves depending on the applied back-
pressure level. Low extrusion velocities appear to provide benefits with regard to 
flow localization. The results show that multiple strain localizations occur during 
uniaxial tensile testing, revealing that extrusion velocity strongly acts on the 
deformation homogeneity of the extruded samples. Full-field strain was measured 
under tensile loading using an optical strain measuring technique based upon DIC 
which confirms these effects. 
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Abstract. Economical, useful and waste less time disassembly planning is the as-
set of recent research works. In spite of varied assembly and disassembly (A/D) 
approaches proposed in the last two decades, reducing the time of generation and 
optimization is still their major problem.  In this paper a new approach of disas-
sembly planning is proposed. Some criteria are early integrated in the sequence 
generation using a connection graph. The approach offers a reduced number of va-
lid possibilities and allows an easy and fast optimization process. A case study is 
presented to prove the effectiveness of the proposed approach. 

Keywords: Selective disassembly, Maintenance, Target component, Sequencing, 
Criterion integration, Optimization.    

1 Introduction 

Papers Assembly /Disassembly operations in the life cycle of a mechanical prod-
uct are very important. These operations are performed not only in manufacturing, 
but also during product using in maintenance. They are also performed at product 
end of life in dismantle for disposal or for reusing. Due to A/D operation impor-
tance in mechanical product life cycle, A/D planning becomes nowadays a more 
and more important research issue. In particular, in product development stage and 
earlier than manufacturing, disassembly planning is used to judge the component 
or subassembly accessibility. Judgments are made in general by generating  
possible disassembly sequences and evaluating them for optimization. Automatic 
disassembly sequences generation have a growing number of applications. They 
are being extended to almost every industry, as Y. Tang and al [1] ensured. Tang 
and al gave some industrial applications as the example of BMW, the largest 
German car manufactory which has a dismantling plant in Orlando, Florid [2]. The 
US defense department has also hired military contractors to dismantle and re-
cycle unwanted weapons [3]. Mitsubishi Electric developed an automated  
disassembly process, which was incorporated in integrated recycling plants for re-
frigerators, air conditioners, washing machines and televisions. Automatic disas-
sembly techniques are then developed and used in the areas of automobile,  
electronics, aerospace, construction arms, and industrial equipment. Generally, 
common disassembly approaches are interested in generating disassembly  
sequences and optimization. 
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There are many methods adopted in this subject. A little comparison review 
dealing with the common and important approaches is given in this paper in  
section 2. The review is followed by a synthesis in. The present work, not only fo-
cuses in reducing computing time in both generation and optimization steps, but 
also makes automatic reasoning of the proposed approach closer to real disassem-
bly. The disassembly planning approach is detailed in section 3. It includes the as-
sembly analysis, the sequence generation by criteria integration, and sequences 
evaluation used to obtain an optimal one. 

2 State of Art 

2.1   Assembly/Disassembly Methodologies 

Disassembly or assembly approaches proposed in the last two decades used varied 
methodologies. L.Wang and al [4] classified them in exact methods and meta-
heuristic ones. Common exact methodologies can be summarized in three methods 
according to F.Demoly [5]: The separation methods and evaluation (cut set me-
thod), the tree search method, and the graph search method. Exact (or enumera-
tive) methods such as tree search or graph search can give exactly the best result. 
Assembly planners usually use a cut-set algorithm, which is guaranteed to find  
the global optimum. But these methods are relatively slow and limited, when the 
number of product parts increases, because of the combinational nature of the 
problem.  

In fact, when the number of components increases, the disassembly process be-
comes more complex. So, heuristic methods are developed to overcome this com-
plexity [4]. Although these methods are efficient they do not guarantee that the 
global optimum will be found. They need also one or more valid sequence pro-
vided to trigger the system before starting the search. Heuristic methods, used fre-
quently in the last decade are quick. But they may stick in local optima. To resolve 
these problem meta-heuristic methods such as simulating annealing, ant colony 
and genetic algorithm are developed. These last methods are based on generating 
sequences from initial proposed ones and they are able to escape local optima. 
During iterations new generated sequences are in continuous evolution converging 
to optima sequence. Initial solutions are randomly proposed. Genetic algorithm is 
one of the most used one among meta-heuristic methods. The majority of genetic 
algorithm approaches included constraint relationships and disassembling opera-
tions in chromosome as genes. But genetic researches, based on randomly initial 
population, failed to explain how to obtain data to construct solutions space before 
genetic process. They failed also to relatively reduce the solution space when the 
product component number increases. This may make the search process less effi-
cient to find out an optimal solution. W.Hui and al [6] proposed a research work  
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converting the disassembly sequence planning problem into a searching problem 
on an information enhanced graph. They used a genetic algorithm to search for 
good disassembly solutions. 

2.2   Synthesis 

An Assembly disassembly exact approach offers to the user all possible subas-
sembly combinations and all possible sequences generation even the invalid ones. 
These approaches transform the disassembly planning from geometric (CAD vir-
tual manipulation) to logical manipulation, which accelerate computing. However 
they have limits like: 

- User’s skill requirement. 
- Excessive user’s intervention. 
- Low automation level. 
- Complexity problem rising with component number rising. 
- Divergence of computing sequences possibilities and diagram representation. 
- Some criterions can be added rather before generating to reduce the huge num-

ber of combination. 
- Difficulty of applications proposed to the user and waste of time can never 

simplify the accessibility or disassemble judgment in product development and 
design.  

In this present work, a new approach of disassembly planning and sequence opti-
mization is proposed. This approach is based on an early integration of optimiza-
tion criterion. This not only overcomes the complexity of combination of exact 
methods, but also overcomes the problem of random populations in defining solu-
tion space of meta-heuristic method.  The present approach focuses on the disas-
sembly target component and has as objectives: 

- Reduction of number of possible combinational sequences. 
- Avoiding random sequence generating by approaching operations to real disas-

sembly reasoning. 
- Increasing automation level. 

3   Disassembly Planning Approach 

The present work is an oriented target component disassembly. The disassembly is   
in the context of maintenance or disposal, and in the context of judgment of com-
ponent position to validate design. The user selects the target component before 
the generation process. Some early criteria are useful to reduce computational ef-
fort and time as a fixed part criterion or component number criterion. Parts group-
ing in a sub-assembly can be done automatically or by the user choice. Fig. 1  
depicts our approach. 
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Fig. 1 Flow chart of disassembly approach 

The proposed disassembly planning involves the following steps:  

1) Product analysis to generate the connection matrix 
Starting from a CAD model, all components of the product are enumerated. A 

connection matrix is constructed to identify which components are in relations. 
(Table1) 
2) Linked component graph (LCG) construction: 

From the matrix data, a linked component graph is created starting from the 
target component as the center node and taking into account some criterions de-
tailed in next paragraph.   
3) Generation of possible sequences: 

From the LCG and starting by free component possible sequences are proposed 
by a search on the graph. 
4) Optimization: This step is an evaluation of obtained the valid sequences using 
specific criteria. 

3.1   Connection Analyzing and Disassembly Mobility Tests 

Identifying the component relationship in the assembly is the basis of disassembly 
sequence generation. Component relations or connections are determined, in the 
present work, by analyzing assembly mates from CAD model. 

Three procedures are proposed and applied in this work.  

- The first is counting product component number.  
- The second one is listing the component or subassembly names and construct-

ing the assembly connection matrix Mij (table1). 
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Table 1 Assembly connection matrix 

 P1 P2 …. Pn 

P1 0  1 0 1 

p 2 0 0 0 

…   0 0 

Pn    0 

The connection matrix (table1) Mij is (n, n) symmetric matrix 
Mij =1 if there is a connection between parts Pi and Pj,  
else Mij = 0 

-  The third is collecting mate data for every component to determine the set of 
components in relation and the kind of geometric contact of each contact.  

For each component connection information (neighbor components and connec-
tion entities) are automatically identified from mates data from CAD model. Mo-
bility tests are then performed to check if a component is free for disassembly or 
not. If it is free possible disassembly directions are automatically given. Mobility 
is defined in this work as the component or subassembly freedom for disassembly. 
This is different from the link mobility of a component in an assembly in its func-
tion. In fact in, a planner link, for example, usual link freedom is defined in a three 
axis reference as two translations in the plan and one rotation around normal axis. 
However to separate parts in this case many translations are possible along all vec-
tors belonging to an hemisphere. This hemisphere is defined by the plan of contact 
and its normal vector. 

After analyzing stage, a list of free components is saved and a connection graph 
is constructed. This graph is specific to the target component.  The construction is 
made by respecting the volume and contact number criterion. The graph starts 
from the target component and represents all the neighbor parts in connection with 
and nodes of the level before. (fig 2) 

3.2   Integration of Criterions in Sequence Generation 

3.2.1   Criterion Integration in the Connection Graph 

Neighbor parts are the components in the product in relation with the target com-
ponent TC. They are presented in the connection graph, at the first node group L1 
= (g1, g2…gn). This graph, named Linked components graph (LCG) is a prepara-
tion to disassembly generation. The components in relation with TC neighbor 
parts are represented in the graph at next node groups as L2 = (gi1, gi2…gin). A 
node, belonging to LCG, is defined by last nodes address. For example an element 
gijk is the node in the  keith   branch of  jeith  node of the  ieith  node of  the  
group L1.  

Criterions are introduced in the connection graph as eliminatory tests or itera-
tions: The graph (Fig. 2) is a set of branches. The development of a branch is 
stopped when the fixed part is found. This part is considered from the beginning 
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as the voluminous, not a candidate to be disassembled. The development of a 
branch in the LCG is stopped also when a part, placed in a branch developed be-
fore, is found. 

Different links between TC and neighbor parts, and neighbor parts and other 
parts are identified automatically as described below. 

P4 is connected to P2, P6, P3, and P1. 
P2 is connected to P7, P5, and P1. 
P6 is connected to P5. 
P3 is connected to P1 

 
The LC graph given below (fig2) takes into account the criterion of fixed part 
(P1). The nodes in the end of the four possible branches have contacts with other 
nodes. P6 exists in two branches and only one branch is developed after P6 node 
to respect component number criterion. 

 

 

Fig. 2 LC graph of a target component TC- the burst sight of the assembly in the right 

3.2.2   Criterion Integration in Sequence Generation 

A set of instructions and iterations are used to generate possible sequences from 
the above graph. The main criterion integrated at this step is the validity criterion. 
It is taken into account in order to reduce computing time. Only feasible sequences 
are then generated and completed. This means: when generating a sequence they 
are defined by first parts which must be free (ready to be disassembled). The 
second or other next part is tested if it is free to be added to the se-
quence.Otherwise the generating procedure of the current sequence is stopped and 
another feasible sequence is searched. This can reduce the computing time and 
handles only feasible sequence. A validity factor Vf is assigned to the sequence. 
This factor has a binary value and it depends on mobility state of each element of 
the sequence. Each component has its own information about mobility of disas-
sembly. This information is updated after separating the precedent component  
in the proposed sequence. If one or more links are broken mobility state of the 
component may change.   
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Initial value of Vf  is 1. 
Vf = Vf*1 if the element is free, otherwise Vf = Vf*0.  
For this sample, the generation is stopped for sequences S1, S5, S6, and S7 

when a blocked component is found. Valid sequences are S2, S3 and S4, as Vf 
keeps the value 1 until reaching the target component P4 in the sequence. 

3.3   Sequence Evaluation and Optimization 

3.3.1   Sequence Representation 

A set of feasible and valid sequences is the result of the generation process. A se-
quence is characterized by the order of the component, their number, every com-
ponent number, disassembly direction and orientation change, and used tools for 
every component. The following table represents a sequence. Tools are the user 
input introduced for components which are elements of only valid sequences. A 
component volume and disassembly direction is a data extracted automatically 
from analysis process. Disassembly direction of component is picked up based on 
geometric nature of link entities. For example a planar link has two surfaces as 
link entities. A surface is defined by its normal vector and a point. From these cha-
racteristics we define a mobility space: the hemisphere defined by this normal  
vector.  

 
Table 2 Sequence representation 
 

Component order of disassembly P1 ………Pi……….. Pn 
Volume V1 ……....Vi………. Vn 
Disassembly direction D1 ………Di………. Dn 
Used tool T1 ………Ti………. Tn 

3.3.2   Sequence Evaluation 

The sequence evaluation is based on some criterions: component number, compo-
nent volume, used tool and disassembly direction. 

A valorization term is assigned to every criterion as described below: 
 

-Valorization term for used component number: p 

-Volume criterion term:
1

1p
i

i t

v p i
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 + −
 
 

  

-Disassembly direction criterion term:
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Vi is the volume of component i, Vt is the sum of p component volume,  
(p+1)-i / p is a factor giving a valorization to the order of components in rela-

tion with their volumedi indicates the angle of direction change from one compo-
nent to another di=0 for 0°, di=1 for 90°, di=2 for 180°. 
δi =1 if there is a change of the tool , else δi =0. 

iμ Indicates the kind of used tool iμ =1 for the user hand, iμ =2 for screwdriv-

er, iμ =3 for mallet, iμ =4 for press. 

n is the total component number. 
The following expression of four criterion terms is the evaluation function: EV 

(Si): EV=2*n/ (p+αD+βT+γV) 

4 Conclusion 

At an early stage of product development, disassembly simulation is useful for 
judgment of part positions and accessibility. Designer needs this judgment to vali-
date his proposed design. In order to develop disassembly application a new ap-
proach is proposed in this paper. This approach is based on integration of some 
criteria in the sequence generation step. The criteria integration is made by the 
construction of linked compound graph .The LC proposed graph in this paper 
makes the disassembly sequence generation much easier and faster. Other criteria 
are also used in evaluation step to propose an optimal sequence. Proposed algo-
rithms are general and applicable for any chosen part of the product. This may be 
useful for a complete disassembly supported by the user intervention. The main 
aim of this approach is avoiding the combinatory generation of sequence and li-
miting the space of solutions which can be the result of genetic algorithm  
methods. The integration of some criteria in the sequencing process and tests of 
freedom (mobility for disassembly) helps to approach the virtual selective disas-
sembly planning with reality. 

The approach is implemented in the application programming interfaces (API) 
of SolidWorks. Opencascade development platform is also used for sequence vi-
sualization. The case study presented above shows the validity of the proposed 
approach.  

• The proposed approach presents the following advantages: 
• -Integration of the validity in the generation step. Only feasible sequences are 

then generated 
• -Reduction of computing time, firstly because of using global reference  

without base transformations, and secondly because of direct determination of 
disassembly directions from geometric entities characteristics without link 
modeling. 

• -Automation of different steps of disassembly process. 
 

o Avoiding combinatory computing by reduction of solution space. 
This is useful for products having a big number of components.  
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Abstract. The simulation process is currently used in the design and dimensioning 
of mechanical parts. With the progress of computer materials, the Finite Elements 
Method (FEM) becomes the most used approach in the simulation of mechanical 
behavior. The simulation process needs multiple Design-FEM loops. In order to 
accelerate those analysis loops, an adaptation of Computer Aided Design (CAD) 
model is necessary. The adaptation step consists in the simplification of the CAD 
model geometry by eliminating details (holes, chamfers, fillet, etc.) and faces. In 
this paper, a new technique of simplification of the CAD geometry is developed. 
This technique is a hybrid method based on a combination of the elimination de-
tails and merging faces. With this approach, the computing time is reduced by the 
elimination of geometric details which do not boundary conditions. An implemen-
tation of the proposed algorithm on the Open Cascade platform is also presented. 
The results of the hybrid method are compared with a previous publication. The 
reduction of the computing time and the amelioration of the result precision high-
light the efficiency of the hybrid method.  

Keywords: CAD model; Analysis model; simplified model; hybrid method; FEM 
Simulation. 

1 Introduction 

For a long time, design and mechanical analysis were considered two independent 
activities. Our research tasks aim at the improvement of the CAD models prepara-
tion's phase even before starting the mesh stage. The preparation of a CAD model 
consists in simplifying or cleaning the geometry by eliminating details (holes, 
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chamfer, fillet, etc), considered superfluous for the simulation (Zhu and Menq 
2002). Then, these details are zones where the mesh will be automatically refined, 
which will generate a very important computing time without bringing more pre-
cision to the results of simulation. 

The generation of an analysis model using the CAD geometry is based on some 
analysis assumptions. These assumptions are related to the material behavior, soli-
citations and the geometry definition of the part. In the bibliography, (Sun et al. 
2009), (Homri et al. 2005), (Lee 2005) several research tasks were interested in 
the CAD geometry adaptation problems to analysis models dedicated to the me-
chanical analysis by the finite elements method. 

Thakur et al. in (Thakur et al. 2009). In their works, they studied existing model 
simplification techniques that are useful from the physics based simulation and 
classified them broadly into four main categories based upon the type of simplifi-
cation operators used in the respective techniques, i.e. surface entity, volumetric 
entity, explicit feature and dimensional reduction. 

Belaziz et al. in (Belaziz et al. 2000), proposes an adaptation method of geome-
try based on the features’ recognition approach. In this approach, the recognition 
is carried out by a morphological analysis of the CAD geometry, that’s why this 
method is more flexible than the Dabke’s method. The adapted and idealized 
geometry is generated by the removal of some form features considered as being 
non characteristic for the considered mechanical analysis. 

Sheffer et al. in (Sheffer et al. 1997), develops a suppression procedure of de-
tails and "cleaning" of the CAD geometry using the principles of virtual topology. 
This topology is based on regrouping the faces constituting the B-Rep model in 
areas admitting the same characteristics of curve and dimension. 

Armstrong et al. in (Armstrong et al. 1996) and Donaghy in (Donaghy et al. 
1996), use the Medial Axis Transform (MAT) to carry out the adaptation and the 
simplification of B-Rep geometry. The MAT method builds the skeleton of a 
geometrical representation in order to obtain the median axis. A circle with a vari-
able diameter sweeps the interior of the structure remaining constantly in contact, 
in at least 2 points with the structure. The skeleton is obtained by building the 
places of the center of the circle. For a 3D geometry, the circle is replaced by a 
sphere and the places of its center represent a surface.  

Lee et al. in (Lee et al. 2004), present a method to generate progressive solid 
models (PSM) from feature-based models using a cellular topology-based ap-
proach. Here, cellular topology is used to generate the PSM, and then the surface 
entity based operators are developed to simplify the model. The main concept in 
this paper is to start with a feature based model as input and generate a sequence 
of solid models representing the underlying object with various levels of details. 
The intended purpose of the PSM is to stream models over a network efficiently. 

Fine et al. in (Fine et al. 2000), introduced simplification operators for the Fi-
nite Element Analysis. The operators are based on the vertex removal and spheri-
cal error zone concept. 

Date et al. in (Date et al. 2005), reported vertex and an edge collapse-based 
technique for the mesh model simplification and refinement. They defined three 
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metrics based on the overall geometry error, face size and face shape. The metrics 
are evaluated for the edges to determine their priority index for simplification.  

Kim et al. in (Kim et al. 2005), reported a system for a multi-resolution feature 
simplification using three operators, namely wrap-around, smooth out and thin-
ning. The method is applied to the finite element model preparation and network 
transmission multi-resolution modeling. The features are first recognized using 
rule-based techniques and then various operators are applied to suppress them. In 
the case of the wraparound operator, the model is considered to be wrapped by a 
thin plastic cover. The parts of the model hidden by the cover are considered for 
simplification or removal.  

Foucault et al. in (Foucault et al. 2008), reported a topology simplification 
technique for the finite element mesh generation. The authors have developed a 
Mesh Constraint Topology (MCT) based on the model simplification scheme to 
address the sharp corner matching requirements. MCT entities are defined as 
composite topological entities created to suit the mesh generation requirements 
stated before. The MC face is a poly-surface, defined as the union of Riemannian 
surfaces constituting the reference model. The MC edge is a poly-curve, defined 
as a union of Riemannian curves constituting the reference model. 

Woo et al. in (Woo 2009), presented a method that is mainly focused on the 
mechanical parts that will be created by machining. That is, the most simplified 
result of a solid model will be the solid model of stock material. Independently of 
user-specified design features, this method simplifies the solid model by removing 
the detailed geometry by using these subtractive features. If a solid model is not 
appropriate to be represented in terms of machining features, unnatural simplifica-
tion may happen for the solid model. 

Hamdi et al. in (Hamdi et al. 2009), CAD/CAE interoperability, an automatic 
generation of Analysis Model based on the simplification of CAD geometry is im-
plemented using the Open Cascade platform. In this work, the simply size criteria 
is integrated, and in (Hamdi et al. 2010), a simplification algorithm of CAD  
models for a simulation by the finite element method is presented. The algorithm 
proposed consists in reading the B-rep model of the CAD geometry in order  
to identify, and then remove the details considered to be superfluous for the  
mechanical analysis, using two criteria of size and boundary condition.  

This paper is divided in to three sections. The first one has presented a state of 
the art on the principal techniques used to eliminate details from the CAD geome-
try. In the second section, the hybrid method of simplification is proposed. In or-
der to highlight the efficiency in the reduction of the design time and the cost of 
the product, an example of a mechanical part has been studied using the proposed 
approach, and presented in the third section. 

2 Algorithm of Simplification with Hybrid Method 

The proposed algorithm composed of three principal interdependent phases is 
represented in Fig. 1. Each phase implies overlapping stages. 
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Fig. 1 Algorithm of idealization with a hybrid method 

In order to be independent of the CAD/CAM systems, the proposed algorithm 
relies on a neutral file (Standard for Exchange of Product: STEP) to import the da-
ta of the part to be idealized. To use various tools of simulation, the idealized 
CAD geometry will be also stored under the same neutral format (STEP). The 
phase (A) of the algorithm consists in a step of pre-treatment of the CAD model. It 
allows restructuring the Boundary Representation (B-rep) model of the part to a 
data base. The structured information in this data base relates to the faces, the 
normal of the faces, the wires, the edges and the vertex which includes the geome-
try model of the part. Phase (B) consists in identifying the details candidates for 
simplification. That implies the implementation of algorithms of identification 
based on criteria (forms, sizes, function, position…). The result of this phase is a 
representation of Iso-zones targets for simplification. These Iso-zones are entities 
(edges, faces) colored according to the specificity of each face. This original  
vision enables the designer to visualize the least influential zones (high order of 
criticality) on the computation results, giving him the possibility either to inter-
actively eliminate the entities which have a high order of criticality, or to apply the 
automatic algorithms of simplification. The stage (7) consists in the creation of 
Boundary Conditions (BC) delimited box. And the phase (C) allows the recon-
struction of the simplified model. Stage (9) consists in removing the identified de-
tails, if they are outside the BC delimited box, then in rebuilding the geometric 
model after suppression. Stage (10) consists in the fusion of the identified details 
with the adjacent faces if they are inside the Box (the details represent the concen-
trator’s stress). The result of stage (12) is an idealized CAD model whose elemen-
tary topology is validated in stage (13). At the exit of the algorithm, the designer 
has at his disposal an idealized model saved in the STEP format for a simulation 
by finite elements. 
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3   Data-Processing Implementation and Validation  
on Example 

3.1   Data-Processing Implementation 

The data-processing implementation of the simplification algorithm was carried 
out on a development's platform: 'Open Cascade'. Open Cascade is an environ-
ment dedicated to the development of 3D applications of CAD-CAM multi-
platforms. This platform is available and free on Internet. It is based on a  
bookstore of C++ classes and tools developed and available in open source. 

3.2   Example of Validation 

In this section, one example of validation will allow validating the principal func-
tionalities of the simplification algorithm. Fig. 2 presents a stair climber machine. 
The part “support” was selected because they have a broad variety of mechanical 
parts in terms of its forms, the boundary conditions, and also the details which 
they contain. The validation example is presented in (Hamdi et al. 2010). The 
CAD model simplified using the hybrid method will be compared to those pub-
lished in (Hamdi et al. 2010) in which the method of detail removal is developed. 
The comparison is carried out on the following points: 

• Number of topological entities 
• Computation time 
• Precision of results. 

 

Example : Support 
 

Fig. 2 Example of validation: “support of stair climber machine” 
 
Fig. 3 presents the illustration of the principal stages to pass from a CAD model 

of the “support” (Fig. 3-a), to a model of analysis whose geometry is idealized 
(Fig. 3-k) using an hybrid method or to the second model (Fig. 3-l) using only the 
size criterion. A very important stage (Fig. 3-c) represents the casing by Iso-zones. 
These iso-zones give to the designer a very clear idea of the details candidates to 
the elimination by sharp colors, according to the level of criticality, details func-
tion and position (Fig. 3-d), the Boundary Conditions (BC) are defined (loading 
and fixing) (Fig. 3-e), this information allows to identify the BC faces (Fig. 3-f) 
and to create the BC box (Fig. 3-g), the (Fig. 3-h) present the region of faces that 



592 H. Mounir et al.
 

can be fused, in (Fig. 3-i) is presented the model after the stage of details elimina-
tion, (Fig. 3-j) presents the simplified model using all the criteria (hybrid method). 
Finally, the simplified model was saved at a neutral format (Fig. 3-k). 
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Fig. 3 Stages of CAD Model simplification using a hybrid method 

 
Fig. 4 represents two Open Cascade windows in which are represented the idea-

lized CAD models of the models 2, and 3. These models will be saved in 'STEP' 
format to be simulated by the finite element method. 

 

(a): Model 2: using size criterion (b): Model 3: using hybrid method  

Fig. 4 Result of the idealization algorithm implemented by OpenCascade 

Table 1 represents the number of the B-rep entities of the model, before and af-
ter simplification. It has been shown that the number of entities after simplifica-
tion is lower than that before simplification. That generates a reduction of the 
mesh and computation times of the idealized model. 

Table 1 The B-rep entities before and after idealization 

Models  Number of Faces Number of Wires Number of Edges Number of  
Vertexes  

Model 1  209  223  590  385  

Model 2  143  156  407  268  

Model 3  135  148  391  260  

% of Model 2   31,58%  30,05%  31,017%  30,39%  
% of Model 3  35,41%  33,63%  33,73%  32,47%  

1

1

100in n

n

−
= •

1

1

100in n

n

−
= •
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The graph presented in Fig. 5, shows that the hybrid method provides a gain in 
terms of topological entities compared to the method published in (Hamdi et al. 
2010) and a gain from the initial model. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5 Comparison between the B-rep entities of idealized model using size criterion and 
idealized model using hybrid method 

Fig. 6 represents the computation results by the FEM simulation of the initial 
model, model 2 after simplification using only the size criterion (the most used 
criterion in the state of the art) and model 3 after simplification using the hybrid 
method. Figs. 6-a-1 - 6-b-1 represent respectively the states of stress and the dis-
placements of the part before the application of the simplification algorithm. Figs. 
6-a-2 - 6-b-2 respectively show the states of parts stress and displacements after 
simplification using only a size criterion. And Figs. 6-a-3 - 6-b-3 represent respec-
tively the states of stress and the displacements of a simplified model after simpli-
fication using the hybrid method. For model 2, we notice that the saving time of 
computation is 62.5%. The error relating to the values of displacements is 2.18%, 
while that of the equivalent stress is 1.36%. And for model 3, it is noted that the 
saving of computation time is 50% and the error relating to the values of dis-
placements is only 0.54%, while that of the equivalent stress is only 0.40%. 

The graphs presented in Fig. 7, show that the hybrid method provides a gain in 
precision of the results more important than the method published in (Hamdi et al. 
2010). 

For a preliminary dimensioning analysis, the error of the first method is consi-
dered to be acceptable. If the designer aims to have a much more precise analysis 
in order to check the chosen dimensions, he can apply stricter criteria of simplifi-
cation to dimensions of the details to be removed or to the site of the details com-
pared to the loading using the hybrid method. This won’t allow the removal of the  
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forms which are concentrators of the constraint. In all cases, the taking into ac-
count of the simplification link in the "design-analysis" chain brings an important 
saving of the computing time without any significant loss on the quality of the re-
sults. We must notice that this procedure of simplification requires a negligible 
execution time compared to the total simulation time. 
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b-2

a-3

b-3

Model 1 : Initial model
Model 2 : Simplified model (preliminary dimensioning analysis)   
Model 3 : Simplified model (checking analysis)
t : simulation time
S : stress Max
d : displacement Max
% t : time percentage 
% S : stress percentage
% d : displacement percentage

Model 1 Model 2 Model 3

t (s) 32 12 16

C (Mpa) 5.438 5.364 5.416

d (µm) 0. 1469 0. 1501 0.1461
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Fig. 6 Computation results 

 
 
 
 
 
 
 
 
 
 

Fig. 7 Comparison between the computation results of idealized model using size criterion 
and idealized model using hybrid method 

4   Conclusion 

This study has presented a hybrid method of simplification of the CAD model. 
The proposed approach consists in reading the B-rep model of the CAD geometry 
in order to identify the details. Then, the identified details were removed or fused 
if they are localized in the concentrator’s stress zones. 

A comparison of the size’s criterion method (Hamdi et al. 2010) and the hybrid 
method with the CAD model before simplification was conducted. The results of 
this comparison illustrate the major advantage of the hybrid method compared to 
the method based only on the size criterion since it gives a model better adapted to 
the need for the FEM simulation. 
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For a preliminary dimensioning analysis, the error of the method published in 
(Hamdi et al. 2010) is considered to be acceptable. If the designer aims to reach 
more analysis precision (in order to check the chosen dimensions), stricter simpli-
fication criteria of the dimensions are needed which is available in the hybrid  
method.  

The simulation results presented in a treated example highlight the efficiency of 
the hybrid method. 

The hybrid method presents the following advantages: 

•  In the simplification process, the input and output files are in a STEP format, 
which is a neutral format (used by the totality of CAD and Analysis tools and 
systems). 

•  The simplification process is based on a hybrid method, to ensure the quality of 
simulation the result. 

•  The simplification process is interactive. After treatment, the CAD part is pre-
sented by an iso-zone model, so the designer can intervene in the choice of de-
tails to be deleted using some criteria. 

•  The simplification process is based on a CAD model, the reconstruction 
process is performed without approximation. 

•  A hierarchic link is saved between the initial model and the adapted model, to 
allow a perfect CAD/Analysis integration. 

To improve even more the simplification method, it can also take into account the 
orientation of the details compared to the loadings, this criterion will be a subject 
of future work. 

References 

Zhu, H., Menq, C.H.: B-rep model simplification by automatic fillet/round suppressing for 
efficient automatic feature recognition. Computer Aided Design 34(2), 109–123 (2002) 

Sun, W., Ma, Q., Chen, S.: A Framework for automated finite element analysis with an on-
tology-based approach. Journal of Mechanical Science and Technology 23, 3209–3220 
(2009) 

Hamri, O., Leon, J.C., Giannini, F.: A new approach of interoperability between CAD and 
simulation models. TMCE 25, 245–255 (2005) 

Lee, S.H.A.: CAD–CAE integration approach using feature-based multi resolution and 
multi-abstraction modelling techniques. Computer-Aided Design 37, 941–955 (2005) 

Thakur, A., Banerjee, A.G., Gupta, S.K.: A survey of CAD model simplification techniques 
for physics-based simulation applications. Computer Aided Design 41, 65–80 (2009) 

Belaziz, M., Bouras, A., Brun, J.M.: Morphological analysis for product design. Computer 
Aided Design 32(5), 377–388 (2000) 

Sheffer, A., Blacker, T.D., Clustering, M.: Automated detail suppression using virtual topo-
ly. ASME 26, 57–64 (1997) 

Armstrong, C.G., Donaghy, R.J., Bridgett, S.J.: Derivation of appropriate Idealisations in 
Finite Element Modelling. In: The Third International Conference on Computational 
Structures Technology, Budapest, vol. 3, pp. 255–268 (1996) 



596 H. Mounir et al.
 

Donaghy, R., McCune, W., Bridgett, S., Armstrong, C., Robinson, D., McKeag, R.M.: Di-
mensional reduction of analysis models. In: Proceeding of 5th International Meshing 
Roundtable, Pittsburgh, PA (1996) 

Lee, J.Y., Kim, J.H., Kim, H.A.S.: Cellular topology-based approach to generating progres-
sive solid models from feature-centric models. Computer Aided Design 36(3), 217–229 
(2004) 

Fine, L., Remondini, L., Leon, J.C.: Automated generation of FEA models through ideali-
zation operators. International Journal for Numerical Methods in Engineering 49(1), 83–
108 (2000) 

Date, H., Kanai, S., Kisinami, T., Nishigaki, I., Dohi, T.: High-Quality and Property Con-
trolled Finite Element Mesh Generation From Triangular Meshes using the Multiresolu-
tion Technique. Journal of Computing and Information Science in Engineering 5(4), 
266–276 (2005) 

Kim, S., Lee, K., Hong, T., Kim, M., Jung, M., Song, Y.: An integrated approach to realize 
multi-resolution of B-Rep model. In: Proceedings of the ACM Symposium on Solid and 
Physical Modeling, Cambridge, MA, pp. 198–205 (2005) 

Foucault, G., Cuillière, J.C., François, V., Léon, J.C.: Adaptation of CAD model topology 
for finite element analysis. Computer Aided Design 40(2), 176–196 (2008) 

Woo, Y.: Automatic simplification of solid models for engineering analysis independent of 
modeling sequences. Journal of Mechanical Science and Technology 23, 1939–1948 
(2009) 

Hamdi, M., Aifaoui, N., Louhichi, B., Benamara, A.: CAD/CAE interoperability, an auto-
matic generation of Analysis Model based on idealization of CAD geometry. In: CFM 
2009, Marseille, France (2009) 

Hamdi, M., Aifaoui, N., Louhichi, B., BenAmara, A.: Idealization of CAD model for a si-
mulation by a finite element method. European Journal of Computational Mechan-
ics 19(4), 419–439 (2010) 
 
 



M. Haddar et al. (Eds.): Design and Modeling of Mechanical Systems, LNME, pp. 597–604. 
DOI: 10.1007/978-3-642-37143-1_71                  © Springer-Verlag Berlin Heidelberg 2013 

Tolerancing Analysis by Operations  
on Polytopes 

Lazhar Homri, Denis Teissandier, and Alex Ballu 

Univ. Bordeaux, I2M, UMR 5295, F-33400 Talence, France 
{l.homri,d.teissandier,a.ballu}@i2m.u-bordeaux1.fr 

Abstract. Geometric tolerancing analysis consists of simulating the behavior of a 
mechanical system according to geometric defects in the constituent parts. The 
aim is to verify system compliance in terms of the functional requirements for its 
expected operation. When carrying out the simulation the geometric specifications 
of the constituent parts and specifications of parts potentially in contact must be 
taken into account. One approach using polytopes consists of characterizing the 
specifications of the parts, the specifications of the contacts and the functional re-
quirements of the mechanical system using sets of geometric constraints. This ar-
ticle describes modeling different sets of constraints manipulated by polytopes. 
We introduce the operations that are applied (Minkowski sum and intersection) to 
determine the relative position of any two surfaces of a mechanical system. Final-
ly, tolerancing analysis of a simple mechanical system is described. 

Keywords: tolerancing analysis, polytopes, Minkowski sums, intersections. 

1 Introduction 

In 1988 Fleming laid the foundations for a tolerancing analysis approach, based on 
operations on sets of geometric constraints [1]. A set of constraints characterizes 
all the possible positions of a surface within a tolerance zone that may be generat-
ed by offsetting the nominal model of the part [2]. Thus, the geometric variations 
of a part that are compliant with an ISO specification for orientation or position 
can be characterized [3] and [4]. Similarly, a set of constraints can characterize all 
relative positions of two distinct surfaces potentially in contact [1]. Fleming estab-
lished the correlation between the cumulation of defect limits on parts in contact 
and the Minkowski sum of finite sets of geometric constraints [1]. Algorithms of 
Minkowski sums applied to the question of tolerancing analysis were then devel-
oped [5]. Giordano showed that modeling the relative position of two parts result-
ing from several potential contacts can be formalized by an intersection operation 
on sets of geometric constraints [6]. More generally, this approach to tolerancing 
consists of defining the relative position of any two surfaces of a system by inter-
sections and Minkowski sums for sets of geometric constraints resulting from ISO 
specifications for the parts and specifications formulated for two parts potentially 
in contact [4]. 



598 L. Homri, D. Teissandier, and A. Ballu
 

The three main advantages of a variational approach are: 

• hyperstatic systems are taken into account, 
• dependencies between rotation and translation deviations of the surfaces are 

taken into account, 
• a single interrelation between operand polytopes is necessary to characterize 

the relative position of two surfaces. 

Historically the procedure for tolerancing analysis was based on the following 
physical hypotheses, which will be used in this article: no defect in form in the 
real surfaces, no local strain in surfaces in contact and no deformable parts. This 
paper describes a tolerancing analysis procedure by operations on polytopes. The 
first part describes determining the operand polytopes in a 3D dimension chain 
characterizing specifications of constituent parts and contact specifications. In the 
second part, operations applied in any 3D dimension chain are introduced: Min-
kowski sum and intersection. Finally, a simple example is given at the end of the 
article describing the main steps in a general tolerancing analysis procedure. 

2 Definition of Operand Polytopes  

The displacement limits of a surface in a tolerance zone are defined by a set of 
geometric constraints. The tolerance zone is arrived at by an exterior matter offset 
and an interior matter offset on the nominal surface. A tolerance zone can then be 
defined in terms of its dimension t  and parameter k  (where 0 1k≤ ≤ ) which po-
sition the tolerance zone in relation to the nominal surface.  

 
in

real surface 

S1 

S0

tolerance zone : TZ 

t 
(1-k)t 

kt 

Ni 

S1 : associated surface 

S0 : nominal surface 
 

Fig. 1 Definition of a tolerance zone 

For 0.5k =  the nominal surface is combined with the median surface of the to-
lerance zone, see figure 1. 

Equation (1) defines the set of geometric constraints for a surface of any form 
[4]. 
 

 ( )1 1 : 1 . . .i Ni iS TZ N S k t k t⊆ ⇔ ∀ ∈ − ≤ ≤ε n    (1) 



Tolerancing Analysis by Operations on Polytopes 599
 

For each point M  in the Euclidean space we obtain (2) in accordance with the 
property of small displacement fields and equation (1). 

 

( ) ( )1 : 1 . . .i M iN S k t k t∀ ∈ − ≤ + ∧ ≤iε N M ρ n                              (2) 

Where: 

• Mε : translation vector of point M  of 1S , in relation to 0S , 

• ρ : rotation vector of 1S , in relation to 0S . 

Let us define in a ( ), ,x y z
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Finally with (2) and (3), we obtain two inequations (4). 

( ) ( ) ( ) ( )i z i y i x i z i y i xN M N M N M N M N M N M1 . . . . . . .

. . . .

iy iz x iz ix y ix iy z

ix M x iy M y iz M z

k t n d n d n d n d n d n d

n n n k t− − −

 − ≤ − ρ + − ρ + − ρ 
 

+ ε + ε + ε ≤  
 (4) 

The two inequations (4) correspond to two geometric constraints defined at point 

iN  characterizing two half-spaces of 6 . 

Generally, for n  points iN  ( )1 i n≤ ≤ , 2n  half-spaces jH −  are 

created ( )1 2j n≤ ≤ . 

A half-space jH −  can usually be defined according to equation (5), 

with: 1 xx = ρ , 2 yx = ρ , 3 zx = ρ , 4k M xx −= ε , 5k M yx −= ε , 6k M zx −= ε  

1 1 2 2 3 3 4 4 5 5 6 6: . . . . . . .j j j j j j j jH a x a x a x a x a x a x b− + + + + ≤  (5) 

The different coefficients jia  of variables jix  and the value of the second member 

jb  with 1 6i≤ ≤  are shown in figure 2. 

The intersection of the 2n  half-spaces jH −  defines a polytope P , 
2

1

j n

j

j

P H
=

−

=

=  . 

Figure 3 shows an example of a 3 dimension geometric polytope, written as 3-
polytope, of a planar surface. This polytope is expressed at point P, the centre of 
the rectangular contour of the planar surface. 
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if j  is odd: 
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Fig. 2 Defining the parameters of the half-space of an operand polytope 
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Fig. 3 Geometric 3-polytope of a planar surface with rectangular contour 

Like the geometric constraints, the contact constraints are defined between two 

surfaces potentially in contact. Figure 4 illustrates the projection in 3  of the 4-
polytope of a cylindrical pair joint at point P, a point midway between points A 
and B, with the ends of the axis of the cylinder common to both surfaces. In this 
case, joint clearance J  is replaced by dimension t  of the tolerance zone. 
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Fig. 4 Contact 4-polytope (projected in 3 ) of a cylindrical pair joint 



Tolerancing Analysis by Operations on Polytopes 601
 

3 Operations on Polytopes  

Let us consider two n-polytopes   and   defined according to equation (6). 

( ) { }
( ) { }

, : . with et

, : . with et

n mp n mp

n mq n mq

×

×

= = ∈ ≤ ∈ ∈

= = ∈ ≤ ∈ ∈

A b x A x b A b

C d x C x d C d

 

 

  

  
 (6) 

Let us define polytope   as the intersection of polytopes   and  : 

( ) { } ( )

1

, : . ; et

with : ,..., , ,..., et ,..., , ,...,

mp mq nn mp mq

T T
1 mp mqb b d d

+ × += ∩ = ∈ ≤ ∈ ∈

   = =   1 mp 1 mq

E f x E x f E f

E a a c c f

     
 (7) 

Figure 5 shows the intersection of two 3-polytopes    and  . 
The Minkowski sum of the two polytopes   and   is given in the following 

equation: 

{ }| , :n+ = = ∈ ∃ ∈ ∃ ∈r p q r = p + q                           (8) 


=


=

 

Fig. 5 Intersection of two 3-polytopes 

With 1 dimension, this operation consists of adding in limited variables at in-
tervals. This method is used in one-directional dimension chains. With 2 and 3 
dimensions, the Minkowski sum consists of carrying out a sweeping operation 
from a reference point of one operand at the boundary of the other operand [5]. 

=+ ==+

 
Fig. 6 Minkowski sum for two 3-polytopes 
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4 General Procedure for Tolerancing Analysis 

Here we illustrate the general procedure for tolerancing analysis by simulating the 
functional condition FC expressed for the mechanism in figure 7. This mechanism 
consists of a rotor 1 and a stator 2. Surfaces 1,2 and 2,2 are in cylindrical pair con-
tact according to ( ),B x ; surfaces 1,3 and 2,3 are in planar pair contact according 

to ( ),B x . The contact graph is shown in figure 7 [7]. The functional condition FC 

requires that point A, the extremity of the axis of cylinder 1,1, is at a distance e  
from the axis of cylinder 2,1 in accordance with y  such that: 

: min maxCF e e e≤ ≤                                               (9) 

To simplify this example, we shall consider only variations in position and orien-
tation of the surfaces in the ( ), ,B x y  plane. 
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Fig. 7 Sample mechanism  
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Fig. 8 ISO geometric specifications affecting FC 
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Figure 8a illustrates the ISO specifications for the rotor 1 and the stator 2 which 
are significant for the functional condition FC. Operations on the polytopes to cha-
racterize the relative position of surface 1,1 in relation to surface 2,1 at point A, 
are deduced from the relevant subgraph shown in figure 8b. 
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Fig. 9 Operations applied to simulate respect for functional condition FC 

These operations correspond to two Minkowski sums applied to three operand 
polytopes. These operand polytopes correspond respectively to the specification 
for the location of the rotor 1, at the intersection of the contact polytopes of the cy-
lindrical pair (PG) and the planar pair (AP) joints, and the specification for the lo-
cation of the stator 2 (see figure 9).  

The FC is respected by including the polytope characterizing the relative posi-
tion of surfaces 1,1 and 2,1 inside the intersection of the two half-spaces that char-
acterize the FC (see figure 9).  

Equation (10) characterises respect for the FC as a function of the tolerances of 

the system by postulating: ( ) ( )max 2,2 2,2 1,2 1,2J D d D d= + − − . 

1,1 2,1 1,1 2,1max maxmin and max
2 2 2 2 2 2

t t t tJ J
e e

   
− + + ≥ + + + ≤   
   

 (10) 

5 Conclusions and Future Developments 

This article has shown how to model ISO geometric specifications for parts and 
contact specifications using 3D dimension chain operand polytopes. By applying 
Minkowski sums and intersections to the operand polytopes, the relative position 
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of any two surfaces of a mechanism can be determined. An application illustrates 
this procedure on a simple mechanism. 

Operations on polytopes are currently being developed, paying particular atten-
tion not only to the basic aspects of polytopes but also to specific features inherent 
in geometric tolerancing. Fundamental concepts of algorithmic geometry must be 
adapted in order to gauge their effectiveness when applied to problems associated 
with tolerancing. 
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The Cylinder of the Autoclave Charged with the 
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Abstract. The article presents the analysis of stress distribution and the method of 
optimizing the construction of a cylinder where the objective function is the al-
lowable number of working cycles.  The strengthening of the cylinder with a strip 
was realized by programming the tension with a structure using “smart” magne-
thoreological fluid properties. The presented method of the strength calculation of 
the cylinder strengthened with the strip has been successfully used in practice dur-
ing the process of constructing the isostatic presses. One example of its applica-
tion is the cylinder of the isostatic press intended for hydro-extrusion of copper 
pipes under the pressure of 1500  MPa. The adaptation of programming the ten-
sion of the strengthening strip with the use of the structure based on MR fluids 
corresponds with today’s market demands concerning constructions of this type. 

Keywords: autoclave, strengthen, magnethoreologie. 

1   Introduction 

The technology of strengthening cylinders charged with internal pressure by 
stripes or wires wound onto them has been known for a long time. Several types of 
that technology have been used in the process of producing barrels and pressure 
vessels. However, the available literature is relatively scarce. The research on cy-
linders wrapped with steel strip was initiated in Badischen Anilin & Soda Fabrik 
in Ludwigshafen on Rhein. The technology developed then by Schierenbeck was 
patented in Germany in 1938. The work on this technology was also carried out in 
Poland by Z. Klębowski and W. Urbanowski in the ’50 of the 20th century.  

The ’70 of the 20th century witnessed an increase in popularity of the strip 
strengthen cylinders, when this type of constructions began to be used in pressure 
chambers of isostatic presses. In the’80, further development of the technology 
can be observed, as well as practical use of it in cold extrusion dies (works by J. 
Grönbëk). A wide range of applications of the cylinders strengthened by steel 
stripes may be attributed to their advantages, which include, among others: 
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- the possibility of programming the stress distribution in the cylinder wall, and 
hence the possibility to optimize the construction considering its weight, fatigue 
strength, etc.  

- increased operating safety due to greater strength and smaller probability of 
structural defects occurrence in a thin strip than in a thick-wall forging, as well 
as hindered crack propagation in the beam.  

It is the first of the aforementioned advantages that encourages the undertaking of 
research on the optimization of the autoclave cylinder strengthened with a strip 
construction, when the objective function is the allowable number of working 
cycles.  

The adaptation of programming the tension of the strengthening strip with the 
use of the structure based on MR fluids corresponds with today’s market demands 
concerning constructions of this type. 

2 Analysis of Stress Distribution 

The construction of the cylinder strengthened with a strip with programmable ten-
sion realized by a magnethoreological structure is illustrated in Figure 1.  
 

 
Fig. 1 Scheme of the autoclave cylinder strengthened with a strip 

. 
In the analysis of stress distribution the following assumption have been taken: 

 
1. The stresses in the cylinder wall of the autoclave are superposition of the influ-

ence of the following factors: 

CORE  PIPE 

STRIP BEAM 
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a) the programmable beam of the strip in the process of winding, the cha-
racteristic value of which is the tensile stress of the strip occurring 
prior to its winding σT, 

 b) working pressure p0, inside the cylinder of autoclave. 
 

2. Ignored is the impact of: 
 a) folding of the strip in the process of winding, the characteristic value 

of which is the deformation of extreme fibers of the strip σg, 
 b) the temperature gradient, which occurs in the wall of the autoclave  

cylinder. 
 
3. The materials of the core pipe of the autoclave and the strip have the same val-

ues of Young’s modulus ε and the same number of Poisson ν. 
 
4. As the strength criterion, the hypothesis H-M-H has been adopted. 
 
5. The ratio of the thickness of the strip to the radius of the wrapped surface is 

smaller than 0,05. 
 
6. Ignored has been the influence of winding the strip along the helical path, since 

with the small pitch, its elevation angle is close to zero (small ratio of the width 
of the strip to the radius of the wrapped surface). 

 
In addition, the analysis was carried out under the assumption of plane state of 
stresses. With the presented assumptions there can be obtained the following for-
mulas for the stresses in the radial and circumferential directions, the detailed de-
rivation is in [6,7]: 

for a core pipe with the internal radius r0 and the external radius r1 according to 
Lame’s solutions: 
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where: 

  k1=r1/r0, and 
  q is the pressure on the outer surface of the pipe, caused by the pressure p0 on 
the inner surface of the pipe and the tension of the wound strip;  
 
for the area of the strip beam with the internal radius r1 and the external radius rn 
[6] : 
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where: k=rn/r0, and σT indicates stretching stress of the strip before  winding it 
onto the pipe. 

Taking into consideration the fatigue strength of the autoclave cylinder the op-
timal stress distribution is obtained when for any radius of a core pipe the follow-
ing conditions are fulfilled: σr(r)≤0 and σt(r)≤0, which is the equivalent of: 

0)( 0 ==rrtσ              (5) 

Taking into account the condition (5) in formula (2), we can determine the pres-
sure q : 
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Superposition of the radial stress on the external surface of the pipe permits to al-
low the required pressure p1, which is caused by the strip beam, when the autoc-
lave cylinder is not charged with any internal pressure, which means when p0=0: 
 

0rprwrwyp σσσ +=                (7) 

where:  

σrwyp  -  resultant stress caused by the pressure p0 and p1 (σrwyp=-q), 
σrw - the stress caused solely by the pressure p1 (σrw=-p1), 
σrp0 - the stress caused solely by the pressure p0, existing in the inside of a  

homogenous pipe with the internal radius r0 and external radius rn. 

Therefore:     
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The stress σT In the wound strip necessary to create the pressure p1, can be deter-
mined after inserting (6) into (8) and comparing it with (3) and after including r=r1 
and p0=0 : 

1

1
ln

1

1
2

2
1

2

2

0 −
−

−
+=

k

k

k

k
pTσ           (9) 

The computer analysis of stresses in the core pipe (1) and (2) and in the wound 
strip (3) and (4) for different values of stress σT determined according to (9) al-
lowed to formulate the following conclusions: 
 
1. The biggest substitute stress are observed in the external layer of the strengthen-

ing strip and equals: 
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- in the case when the cylinder of the autoclave is not charged with the working -
pressure p0 : 

Tred σσ =             (10) 

- in the case when the cylinder of the autoclave is charged with the working pres-
sure p0 : 
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2. Load-factor of stability κ, defined as the ratio of the average stress  σm to the 
stress amplitude  σa in the working cycle of the autoclave cylinder  (loading 
and unloading of the autoclave cylinder with the pressure p0), increases with the 
increase in the reduced stress as a function of the radius in the area of beam, 
which makes the safety factor δ approximately constant . 

3 Optimization of the Autoclave Construction 

In the case of the analyzed autoclave cylinder the working cycle is characterized 
by the nonsymmetrical load. Assuming that the endurance test curve is approx-
imated by the Soderberg curve, the formula of the permissible stress krc for the 
tensile-compression stress has the following form [8] : 
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where: 

krc -  permissible stress, which should be smaller than or equal the maximal  
 stress in the cycle σmax; 

Re -  yield point or yield strength in uniaxial tensile test; 
κ  -  load-factor of stability defined as the ratio of the average stress σm to the  

 stress amplitude σa in the working cycle of the autoclave cylinder; 
Zrc -  fatigue limit for the oscillating cycle of stretching and compression  
       (σm=0); 
β  - the notch sensitivity factor; 
ε -  the factor depending on the size of the object; 
εe - factor depending on the size of the object for static loads. 

Transforming the equation  (12), we can examine how the load-factor of stability 
κ affects the value of the permissible stress krc in comparison to the yield point Re : 
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After inserting into (13) : δ=1,5; β=1; ε=1; εe=1, and approximate dependence be-
tween Re and Zrc with Rm, which for the materials used in the production of pres-
sure vessels are, according to [9] as follows : Re=0,85Rm and  Zrc=0,33Rm, the  
following graph, showing the course of the xrc(κ). 
 

Fig. 2 The course of the xrc(κ) by (13) 

 
This graph (Figure 2) reveals that with the increase in the load-factor of stabili-

ty κ its influence on the value of the permissible stress krc decreases. In practice, it 
can be assumed that the increase of the value of this factor over 20 does not pro-
vide any substantial benefits. 

For the analyzed autoclave cylinder the load-factor of stability κ, can be deter-
mined after taking into account (9), (10) and (11) (see [10]). The transformation of 
the formula received in this way leads to the following relationship for the ratio of 
the radiuses of the core pipe k1 : 
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k            (14) 

 
The ratio of the radiuses of the autoclave cylinder  k can be determined as a func-
tion of load-factor of stability κ from the formulas (11) and (13) : 
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Therefore, the equations (13), (14), (15) and (9) allow to preliminarily design the 
autoclave cylinder strengthened with the strip with the assumed safety factor δ  
while maintaining the programmable strip beam realized by the construction based 
on the characteristics of magnethoreological fluids. 

4 Conclusion 

The above presented method of calculating the endurance of autoclave cylinders 
strengthened with a strip with programmable tension of the beam was successfully 
used in practice in the production of isostatic presses. One example of its applica-
tion is the cylinder of an isostatic press designed for hydro-extrusion of copper 
pipes under the pressure of 1500 MPa. The adaptation of programming the tension 
of the strengthening strip with the use of the structure based on MR fluids corres-
ponds with today’s market demands concerning constructions of this type.  
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Abstract. In this present study a new design approach based on intervals calcula-
tion method and Constraint Satisfaction Problem technique «CSP approach» was 
discussed. It has been applied in the design of a compression spring implemented 
in vehicle suspension system. Compared to what is done in conventionally design, 
the design process proposed avoid to go through two stages of sizing (static and 
dynamic of design steps), since with the CSP, static and dynamic requirements can 
beings coupled in the same step of sizing. Also it avoids falling on the loop  
"design-simulate-back to the initial step in case of failure", as in the CSP all re-
quirements imposed can be integrated from the beginning. Therefore the design 
parameters values of the compression spring generated by CSP verify all require-
ments imposed and the results simulation of the system behavior are always suc-
cess and respect all constraints required. The general idea of the design process 
proposed consists to express the design variables by interval, integrate all different 
types of constraints imposed before simulation step and finally to solve the prob-
lem by CSP approach. The intervals generated by CSP represent the domains of 
possible values for the design variables of the system which satisfy the require-
ments imposed. The results obtained in this work affirmed that the suggested  
method is valid. 

Keywords: Design, Interval computation, Constraint satisfaction problem, Com-
pression spring, suspension system. 

1 Introduction 

The design activity of mechanical product systems is now immersed in a context 
of integrated and collaborative design. We are interested here to optimize the de-
sign approach [1-7] based on tools and methodologies using constraint satisfaction 
techniques [8-12]. Our approach is applied to optimize the sizing of a compression 
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spring [13-17]. Several software tools are available for sizing springs, in particular 
for compression springs. In most cases it is either software validation of a given 
size, or tools allowing very low variability specifications[13-16]. 
 

 
 

 
 

 

 

Fig. 1 Conventional process of product design vs design process based on CSP and Interval 
computation methods 

In general the design process used in those software tools is alike the process 
described in Figure 1.a. In this approach we find commonly three main steps: The 
first one consists to estimate the design variables values based on static lows of 
calculation and expertise. The optimization of the choice of those values requires a 
lot of expertise. In the second step, the designer make static test and fixe the safety 
factors according the requirements imposed. The next step is to achieve the dy-
namic modeling then to make the dynamic test. So the designer is reflected in two 
situations. In the first case if the resulting behavior of the system has fulfilled the 
constraints imposed, the design parameters used in the simulation will be taken as 
a solution. In the second case if the system response does not satisfy the con-
straints imposed, then the designer has to change these parameters by taking into 
account the previous simulation and the same sizing steps must be repeated until  
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obtaining the optimal solution. This approach has the disadvantage that the con-
nection between the static and dynamic design is missing and depend a lot of  
expertise. Also the passage through two steps of sizing (static and dynamic sizing) 
leads to the oversized of the spring especially when the designer took enormous 
safety factors after the static modeling. The designer has to go through several si-
mulations to determine an optimal solution without being sure if the retained solu-
tion is the global optimal within the solution space. It comes from the fact that the 
number of simulations that can be done is limited by the time and cost constraints. 
To overcome in some extent those limits [16], we thought to couple the static and 
dynamic sizing in one step in the aim to optimize the choice of the safety factors, 
and to use intervals instead of fixed values in order to minimize the numbers of 
simulation and to obtain a set of solution instead a single solution. So to realize 
these goals the interval arithmetic of Moore (1966) [8] are used, and the CSP ap-
proach are integrated in a new design process described in the previous figure. In 
Figure 1.b we present a new design approach based on interval computation and 
CSP approach. This sizing process is made up of three main stages: the first step is 
to express design variables by intervals, here the choice of the design variables 
values does not require expertise but we cannot denial that expertise may reduce 
the calculation time. In the next step, the designer identifies the requirements that 
must be satisfied, express these requirements as constraints on the design va-
riables. And then he implements all type of constraints in CSP code. Finally he 
spread those constraints in the intervals of design variables to frame the areas of 
parameter defining the product. Here the role of CSP approach comes. In fact the 
CSP eliminates all values of design variables that do not respect the requirements 
imposed. The sets of values that remain represent the set of solutions generated. 
This calculation was applied for the design of compression springs made by circu-
lar section rods, submitted under the action of static and dynamic forces. The pa-
per begins with a review of the various steps of the conventional design process 
and the proposed new design process. Following this review, the technique used to 
optimize the sizing process was defined. In the third and the forth part all static 
and dynamic constraints of a compression spring integrated in vehicle suspension 
system have been described. The Section 5 was devoted to present in detail the 
application of the CSP approach for the sizing of the compression spring. The pa-
per is end with a brief summary and conclusion.  

2 CSP Approach 

The constraint satisfaction problem [3, 6, 8-12] is a programming paradigm 
emerged in the 1980s for solving combinatorial problems of large sizes such as 
problems with planning and scheduling. This technique is extensively used to treat 
problems manipulating intervals and to solve mathematical problem that looks for 
states or objects satisfying a number of constraints. A CSP [6] is defined by a 3-
tuple (X, D, C) such that: 
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- X = {x1, x2, x3…, xn} is a finite set of variables which we call constraint variables 
with n being the integer number of variables in the problem to be solved. 

- D = {d1, d2, d3…, dn} is a finite set of variable value domains of X such that: 

{ } 1,..., ,  i ii n x d∀ ∈ ∈  (1) 

A domain should be a real interval or a set of integer values. 
- C = {c1, c2, c3…, cp} is a finite set of constraints, p being any integer number 

representing the number of constraints of the problem. 

{ } 1,..., ,    ( )/  i i ii p X X Xc∀ ∈ ∃ ⊆  (2) 

Solve a CSP is the instantiation of each variable in X while addressing the whole 
constraints problem C, and at the same time satisfy all the constraints of the prob-
lem C. Here, a constraint is a relationship between one or more variables which 
limit values can take each of the variables simultaneously by the constraint. It can 
be any type of mathematical relationship (linear, quadratic, nonlinear, Boolean ...) 
covering the values of a set of variables. A solution is an assessment that satisfies 
all constraints. The constraint propagation is the operation which consists to apply 
recursively all contractors of a problem in a manner to make an exhaustive reduc-
tion of intervals. Here's an example to explain the functioning of the CSP: 

Here the following continued CSP: 

[ ] [ ] ( ) ( )1
3

2Constrain-10 ;  10  an ts: : sin  d y -10 ;  1 ;; :0 ; C y x C yx x∈ = =∈  (3) 

The constraint propagation gives: 

( ) [ ] [ ] [ ]1 10 ; 10 1 ; 1 , 1 ; 1C y y ∈ − − ∈ −  (4) 

( ) [ ] [ ] [ ]3
2 10 ; 10 1 ; 1 , 1 ; 1C x x ∈ − − ∈ −  (5) 

( ) [ ] [ ] [ ]1 10 ; 10 sin 1 ; 1  0.8414 ; 0.8414C y y ∈ − − ∈ −  (6) 

( ) [ ] [ ] [ ]3
2 1 ; 1 0.8414 ; 0.8414  0.944 ; 0.944C x x ∈ − − ∈ −  (7) 

The process stops and converges in the vicinity of these two intervals. 
The CSP mechanisms were applied for the design of a compression spring. The 

purpose is to design the compression spring in any environment where it is placed. 
We chose the example of a compression spring integrated into a vehicle suspen-
sion. There is too many factors influence the calculation of the spring and its life, 
so preferably to stay in a simplified form which the spring sizing can be quickly. 

3 Problem of Optimal Design of an Elastic Connection – Case 
of a Compression Spring 

The springs are structural elements designed to maintain and store the energy  
and mechanical work based on the principle of the flexible deformation of the  
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material. They are among the components of the most heavily loaded machines 
and are usually used as: (Energy absorbing, Dampers in the anti-vibration protec-
tion, and Devices for control …).The purpose in this section is to determine the 
static design requirement of a compression spring [16-19] with round wire (Fig. 
2). The design parameters [20-21] of the compression spring were classified into 
three types:  

The variables characterizing the material: They are related to the material used. 
A material set, some variables are known (G, E, ρ). Others vary depending on the 
values of the geometric variables of the spring (Table 1). 

The geometric variables: They (De, Di, R, L0, Lc, d, n, z and m) are used to de-
fine the geometry of a compression spring.  

The operating variables: The spring is a component whose geometry varies sig-
nificantly during use. It works between two configurations: one corresponding to 
the less compressed state, the second corresponding to the most compressed state. 
The variables defining the use of the spring are F1, F2, L1, L2 and Sh. 

 

  
Fig. 2 Parameterizing a compression spring 

3.1 Technological Relations between Design Variables 

The different parameters defining the design of a compression spring are interre-
lated through a set of equations [21] which are detailed below. 

eD D d= −  (8) iD D d= −  (9) 

( )1 0 1F R L L= −
 (10) ( )2 0 2F R L L= −  (11) 

( )0c theo cF R L L= −  (12) ( )0n nF R L L= −  (13) 
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2 0 28 /k DR L L k dτ π= −  (31) ( ) ( )3

08 /kc ctheo DR L L k dτ π= −  (32) 

Also, the additional relationships such as inequalities, compatibility tables, and 
conditional relations were reformulate and taken into account in the design of the 
spring. 

3.2 Choice of Compressing Spring Material 

Table 1 Limits materials for compression springs 

Material Steel DH Stainless steel 302 
Limits of the manufacturer (mm) 0.3 ≤ d ≤ 12 0.15 ≤ d ≤ 15 
G 81500 70000 
E 206000 192000 
Rm 2230 -355.94.Ln (d) 1919 - 255.86 Ln (d) 
Maximum permissible stress τzul 
(% de Rm) 

50 48 

ρ 7.85 7.90 

 
The type of material selected imposes values on certain parameters and a restric-
tion on the bounds for other (Table 1). On the other hand, DIN [22] sets the appli-
cation scope of these formulas for helical compression springs: 

17d ≤  (33) 

200D≤  (34) 

0 630L ≤  (35) 
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2n≤  (36) 

4 20w≤ ≤  (37) 

The maximum static stress [23] is defined by the following equation: 

2K zulτ τ<  (38) 

Almost all main constraint that defines the static behavior of the compression 
spring was included. In the next section the dynamic constraint related to the ve-
hicle suspension system has been studied. 

4 Vehicle Suspension 

The suspension of vehicle is the set of elements designed to absorb shocks and en-
sure permanent adhesion of the wheels on the ground. The spring is one of his 
masterpieces. It is the element who sets the frequency of oscillation of the sprung 
mass and the amplitude of vertical movements. A dynamic study was made to  
obtain the dynamic requirements of the suspension system [24] to avoid its de-
struction in case of resonance. A simple model of the suspension system was treat-
ing in the following. Indeed, in Figure. 3 a suspension system of a quarter vehicles 
in vertical mode was exposed; it is composed by the chassis (m2) which is con-
nected to the wheel (m1) by a linear spring of stiffness k2, and in parallel with a  
linear viscous damper provided with a damper coefficient η. The wheel-ground 
contact is modeled by a linear spring of stiffness k1 (which represents the stiffness 
of the tire and the rim). 

 

Fig. 3 Linear model of a vehicle suspension 

The purpose here is to determine certain conditions under it the behavior of the 
system responds well and resist in case of disturbance and excitation phenomena. 
By applying the PFD and by the isolation of each mass, the motion equations are: 

2 2 12 2 2 1. .( ) .( ) 0m z z z k z zη+ − + − =    (39) 

11 1 1 0. .( ) 0m z k z z+ − =  (40) 
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We apply the Laplace transform 

( ) 2 1

2
2 2 2. . ( . ) 0m p p k z p k zη η+ + − + =  (41) 

( )1 1

2 2
1 1 1 0 1 1 1 0. . .( ) 0 . . 0m p z k z z m p k z k z+ − = ⇔ + − =  (42) 

We obtain the following transfer functions: 
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The global transfer function is like the following: 
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 (45) 

The magnitude of the transfer function is obtained simply by substituting «p» by 
«jω» 

( )( ) ( )
1 2 1

2 2 2
2 2 1 1 1 1

. . . .
( )

. . . . .
t

k k j k
F j

k m k m j k m

ω ηω
ω ω ω ωη

+=
− − + −

 (46) 

To study the stability of the suspension system return to determine the roots of the 
denominator (poles of the transfer function). 

( )( ) ( )
( )( ) ( )

2 2 2
2 2 1 1 1 1

2 2 2
2 2 1 1 1 1

. . . . . 0

. . 0  and . . . 0

k m k m j k m

k m k m k m

ω ω ω ωη

ω ω ω ωη

− − + − =

⇔ − − = − =
 

 
(47)

So the roots of this equation are 

1
1,2

1

k

m
ω = ±  (48)

Assume that xmax and xmin maximum and minimum displacement imposed in the 
requirement of the suspension system and 0( ) sin  F t F t= Ω is the excitation force 
type sinusoidal. Then for the proper functioning of the suspension system and to 
avoid that the system oscillates until the destruction, it must respect the following 
constraints:   

( ) ( )

( ) ( )
2 2

1 2 10
min max 2

2 21
2 2 1 1 2
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( ) <       with: 
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k k kF
x x t x x
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And the excitation frequency of the system is different from its natural frequency. 
This constraint can be expressed by the following mathematical relation: 

1,2 0ωΩ ± >  (50)

5 Constraint Formalization and Resolution by Interval 

5.1 Definition of Design Variables and Implementation  
of Technological Relationships in CSP 

Table 2 Constraints table 

Material 1 2 3 
E 206000 206000 192000 
Coeff τzul 0.5 0.5 0.48 
ρ 7.8510-6 7.8510-6 7.910-6 
G 81500 81500 70000 

 
Each design variables present in the nomenclature (view annex) of a compression 
spring will naturally be considered as a variable in our CSP which involve an ini-
tial range of values. They can be found in the column "initial value" in Table 4. 
All mathematical relations between design variables types static or dynamic 
described previously were implemented in CSP code using the ILOG solver li-
brary developed by IBM Company[25]. The table of valid combinations of ma-
terial parameters is modeled as a table constraint. This is called global constraint 
representing the possible combinations of values for a set of variables constraints. 
Each row of a table is considered a constrained n-tuple of consistent values . For 
example, with Table 2, if the value of G must be less than 81500, lines 1 and 2 are 
automatically removed from the table by propagation. Only the line numbers 3 in 
the table remain constrained. The advantage of such constraint is to spread an 
event across the table. Generally all design variables of the compression spring are 
expressed by intervals as shown on Table 4. So it remains to propagate these con-
straints in the intervals of design variables to determine all possible solution of the 
spring sizing that satisfied the requirements imposed. All constants used in the 
calculation by CSP are presented in table 3. 

Table 3 Constants 

π 3.1415926535897932384626433832795 
[ 0.01 

m1 25 
m2 500 
k1 200000 
K2 20000 
σ 7000 
Ωe 10 
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5.2 Tables Implementation and Resolution by Interval  

Table 4 Numerical results of the compression spring dimensions obtained by CSP 

The Material parameters  
Variables Initials values Results
Material {1, 2, 3} 1 

G {70000, 81500} 81500 
E {192000, 206000} 206000 

Rm [0 ; 2230] 1346.04958704917 
ρ {7.85e-06, 7.9e-06} 7.85e-06 
τzul [0, 10000] 673.024793524582 
µ [0 ; 1] [0.263803680981595 ; 0.263803680981596] 

Principal constructive parameters of the spring 
d [0.15 ; 15] 11.9822373552438 
D [0 ; 200] 50 

dmin {0.15, 0.3} 0.3 
dmax {12, 15} 12 
De [0 ; 217] 61.9822373552438 

Di [0 ; 200] 38.0177626447563 
L0 [0 ; 630] [300 ; 300.000003937176] 
Lc [0 ; 630] 239.644747104876 

R=k2 [0 ; 10000] 168 
n [2 ; 2e9] 10 
ni [2 ; 2e9] 10 
nm [2 ; 2e9] 0 
m [0, 315] [18.0177626447563 ; 18.0177630992462] 
z [-π/2, π /2] [0.114205511695686 ; 0.114205514809652] 

Secondary Constructive parameters of the spring 
Ld [0 ; +∞] [1895.2554285776 ; 1895.25542914234] 

Vol0 [0 ; 24000] [905.202268523842, 905.202282237354] 
nt [4 ; 2e9] 12 
w [4 ; 20] [4.17284339457009 ; 4.1728433945701] 
fe [0 ; +∞] 173856.880778825 

M [0 ; +∞] [1677.65680912714 ; 1677.65680962705] 
Functional parameters of the spring 

F1 [0 ; +∞] [3.78982330493137 ; 3.79048475048376] 
F2 [0 ; +∞] [4034.8317278943 ; 4034.83238933985] 
L1 [0 ; 630] [299.977437188455 ; 299.977441118241] 
L2 [0 ; 630] [275.983140547034 ; 275.98314447682] 
Sh [0 ; 630] [23.9942927116351 ; 23.994300571207] 

W [0 ; +∞] [48451.9411490427, 48451.941760955] 
Vol2 [0 ; 24000] [832.735216325031, 832.735228182536] 

Performance parameters (static rupture) 
Lr [0 ; 630] 260.351097437785 

Fc théo [0 ; +∞] [10139.6824863809 ; 10139.6832499241] 
k [1 ; 2] [1.3651934534846 ; 1.36519345348461] 

τkcthéo [0 ; +∞] [1024.50696832891 ; 1024.50704547681] 
τk2 [0 ; +∞] [8.15353582681597 ; 8.15353863417166] 

Dynamic study
Ω [0 ; +∞] 18.3303027798234 
F0 [0 ; +∞] 4000 
x0 [0 ; +∞] [0.0291543950465661 ; 0.0291543950465662] 
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The static and dynamic requirement imposed on the compression spring was 

coupled and implemented in CSP code according to the proposed design approach 
based on intervals and CSP showed in figure.2. Then after the step of constraint 
propagation, results in Table 4 are obtained. According to those results we notice: 
A drastic reduction in certain intervals and the solution for some parameters is an 
intervals (example: m, L0, Fc théo …) and for the other parameters is just one value 
(example: d, dmin, fe…). We notice also that the material 1 is the only who can 
meets the requirement imposed. So we could say that we succeed to size the com-
pression spring with taking into account the entire static and dynamic requirement 
studied previously in the same time without the need to resizing the spring. This 
die to the fact that all the solutions generated and represented by all values (col-
umn «Results » in Table 5) of the parameters that define the possible dimensions 
of the spring satisfy the constraints imposed. 

With the CSP the calculation was made by intervals which explain the accuracy 
of some values obtained. Despite the accuracy is an advantage in the CSP but it 
can be an inconvenient because for some parameters the value obtained is very 
precise witch lead to a problem in the manufacturing step (example: De).  

We conclude, with the new design process based on CSP and interval computa-
tion we can couple more than one analysis for designing a system which provides 
to make an exact decision contrary to conventional design approach. Also we can 
determine a set of solution instead of one, thanks to mathematical operator by in-
terval used in CSP. 

6 Conclusion 

From the previous study, the design optimization of a compression spring by the 
application of digital CSP was demonstrated. With the use of the CSP approach 
the static and dynamic sizing steps was coupled in the same step of sizing, also it 
is possible to take in account all type of constraint from the beginning a and avoid 
to resize the system. The optimization becomes easier since we use intervals in-
stead of fixes values and we generate a set of solutions instead of single simula-
tion. The computation time is interesting: in this study the simulation results are 
almost immediate on a computer type standard PC. To summarize, it can be 
claimed that the objectives and the advantages of the proposed design compared to 
the conventional design are verified and demonstrated. The method was applied 
for the design of one component of a linear system. Future research might focus 
on the validation of the capability of the proposed design based on CSP and inter-
vals computation to size a full non linear system (structure + all components…) in 
an optimal way.   
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Annex 

Nomenclature 

D mm Mean diameter of spiral turns 
De mm External diameter of spiral turns 
Di mm Internal diameter of spiral turns 
d mm Wire diameter 
E N/mm2 Modulus of elasticity of the material 
F1 N Spring force for the length L1 
F2 N Spring force for the length L2 

Fctheo N Theoretical force of the spring for Lc 
fe Hz Natural frequency of the spring 
G N/mm2 Shear modulus 
k - Coefficient of stress as a function of w 
L0 mm Free length 
L1 mm Spring length in charge, for force F1 
L2 mm Spring length in charge, for force F2 
Lc mm Block length 
Ld mm Developed length 
Lr mm Shorter length of eligible work (maximum stress) 
M g Mass of the spring 
m mm Step of the spring 
n - Number of active spiral turns 
ni - Number of spiral turns for the extremities 
nm - Number of  dead spiral turns  
nt - Total number of spiral turns 
R N/mm Spring stiffness 
Rm N/mm2 Minimum value of the tensile strength 
Sh mm Course 

Vol0 cm3 Volume envelope for L0 
Vol2 cm3 Volume envelope for L2 
W Nmm Work of the spring 
w - Winding ratio 
z ° Winding angle 
ρ kg/dm3 Density 
τk2 N/mm2 Constraint shear adjusted for L2 
τzul N/mm2 Maximal eligible constraint  
ν - Assise coefficient 
µ - Poisson coefficient 
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Abstract. This paper presents a Multi-Objective Genetic Algorithm (MOGA)  
for Assembly Line Resource Assignment and Balancing Problem of type 
2(ALRABP-2). This approach minimizes both the cycle time and cost per hour of 
the line for a fixed number of stations to satisfy precedence constrains between 
tasks and compatibility constrains between resources. A modified version of 
Weighted Pareto-based Multi-Objective Genetic Algorithm (WPMOGA) is used 
to solve this problem. The effectiveness of the genetic approach has been eva-
luated through a set of instances randomly generated. 

Keywords: balancing, assembly line, cycle time, Cost per hour, MOGA. 

1 Introduction 

The most difficult problem in organising mass production is usually how to get an 
optimal assignment of tasks to the stations so as to obtain the desired rate of pro-
duction. The most famous of Assembly Line Balancing Problem (ALBP) family is 
the (SALB) Simple Assembly Line Balancing Problem (Baybars 1986, School 
1999). Taking this problem as a base and adding other constraints and information 
(for example the assignment resource) to develop the ALBP, many researchers 
have recently proposed a more realistic framework. For example, Bukchin et al, 
(2000) have addressed the questions of selecting the equipment and assigning 
tasks to workstations to minimise total equipment costs for a pre-determined cycle 
time.  

The problem of assignment resources to tasks can be defined as follows:  For 
each task, we find a set of possible resource types characterised by their purchase 
cost, operation cost, cost of consumption and others costs, and speed of execution 
(processing time of the task). Many reviewers have spoken about the selection of 
equipments as a function of the purchase cost (Bukchin and Tzur 2000), operation 
cost (Hamta et al. 2011) etc. These costs of equipments or resources can be 
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grouped in a single cost, the so-called Cost per Hour C/H. It is calculated with the 
following equation (1): 

C/H=
resourceofperiodA

resourceoftTotal

nmortisatio

cos

                     

(1) 

On the other hand, there is the compatibility constraints between resources, which 
ensures that incompatible resources are allocated to different stations. For exam-
ple, two resources shouldn't be allocated to the same station because their sizes 
exceed the available space. 

This paper addresses a bi-criteria assembly line balancing:  the so-called 
ALRABP-2 (Assembly Line Resource Assignment and Balancing Problem-2) 
which comprises two conflicting objective functions: minimising the cycle time C 
and minimising the resource total cost per hour C/H for a given number of stations 
m, considering both precedence and compatibility constraints between tasks and 
between resources respectively. Consequently, the accent put on: 

•  The allocation of the resource to each task, among the possible ones.  
•  The assignment of the tasks to the stations along the line such as: neither prece-

dence nor compatibility constraint is violated.  
•  The total cost per hour of resources allocated to tasks is as less as possible. 

The most real-life problems are optimisation problems which have multiple objec-
tives to be considered simultaneously but the latter are usually conflicting. As a 
consequence, it is impossible to reach a single optimal solution for every objec-
tive. Instead, there exists the set of multiple satisfying solutions which is called 
“Pareto optimal” solution set (Coello et al. 2007). 

In the literature, we have found a Modified Weighted Pareto-based Multi-
Objective Genetic Algorithm (MWPMOGA) (Wang et al. 2012) which is charac-
terized by the rapidity of convergence and the exactness of the search of solutions. 
This algorithm combines the quantitative weights with the concept of Pareto 
dominance to drive the MOGA towards relevant regions of the Pareto-optimal 
front (Wang et al. 2012). For these motives, we propose to use this powerful tool 
to solve an important variant of a bi-criteria decision of the assembly line problem 
(ARALBP-2). In this work, we propose a MWPMO to estimate the optimal Pareto 
front for the following two conflicting objectives: minimising the cycle time and 
the total cost per hour of resources. By this approach, the decision maker can se-
lect the better solution from the set of the non-dominated solutions generated by 
using other additional constraints such as the operator skills, budget reserved for 
the production line... 

2 Multi-objective Genetic Algorithm (MOGA) 

The MOGA used is based on MWPMOGA. The genetic process is as shown  
below: 
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2.1 Step1: Chromosome Coding 

The length of the chromosome is equal to the number of tasks (n) and each gene of 
the chromosome defines a task (Sabuncuoglu et al. 2000). The second line of the 
chromosome represents the resources (R) assigned to tasks as indicated in fig. 1. 
 

 
Fig. 1 The chromosome 

2.2 Step2: Generation of Initial Populations 

The initial population cannot be randomly generated due to the presence of prece-
dence constraints among the tasks. These constraints may lead to production of 
unfeasible solutions. In this paper, the method of Hamta et al, (2011) is applied to 
satisfy the precedence relations. One resource will be allocated to each task chro-
mosome constructs. The choice of resources to perform a given task is made ran-
domly from a given set of resource types that can perform this task. 

2.3 Step3: Calculation of Objective Function Value 

The cost per hour C/H(k)of chromosome (k) is the sum of cost per hours of all ex-
isting resources on the line. However, the cycle time C(k) of chromosome (k) is 
determined by the following procedure (Akpınar and MiracBayhan 2011):Tasks 
are assigned to workstations according to the task sequence in the chromosome as 
long as the predetermined cycle time is not exceeded (Akpınar and MiracBayhan 
2011). Once the cycle time is exceeded at least for a model, or the compatible 
constraints of set of Incompatible Resource (IR) are not satisfied, a new station is 
opened for assignment and the procedure is repeated. We use the initial cycle time 
value which is lower bound (LB). It is calculated as follow:  

LB =
{ }
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1
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(2)

 

Pi= Processing time of task i by resource r which performs this task.  

If the obtained number of station is higher than the given m, the cycle time C 
will be incremented by 1. The incrementing is repeated until the obtained number 
of station is equal to a given m. Fig2 illustrates the assignment of tasks to stations. 
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Fig. 2 The procedure of assignment of task to station 

2.4 Step4: Sorting1 

The population is sorted according to the non domination depending on objective 
function value of each individual (Deb et al. 2002). 

2.5 Step5: Calculation of Fitness Function Value 

The identical fitness function value for individuals at the same front will lead to 
identical reproduction probability for solutions at the same front (Wang et al. 
2012). Fitness function is calculated as following Eq. (5)  

[ ]
∀

+−
+−=

)(

1)(

1)(
)(

kL

kLML

kLML
kF                            (5) 

F(k) () is the fitness function value of individual k  
ML is the maximum front  
L(k) is the front of individual k. 

2.6 Step6: Selection 

We can choose the ‘‘Roulette Wheel strategy (Holland 1975) as the selection 
strategy.  
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2.7 Step7: Crossover Operator 

Two parent chromosomes will be crossover by a crossover operator. This operator 
crossover uses four crossover points. The four points which cut each parent into 
five parts (0-1, 1-2, 2-3, 3-4, 4-5), as shown in the Fig. 3, are generated randomly. 
This crossover operator works as follows: 

•  All elements from parts (0-1, 2-3, 4-5) of the first parent are copied to identical 
positions in the offspring 1string.   

•  All the elements within the parts (1-2, 3-4) of the first parent will undergo the 
following procedure  

  The tasks will be reordered according to the order of their appearance in the 
second parent vector  to generate the remaining parts of offspring 1 

  The tasks will be performed by resources which belong to (P2) 

The second offspring is generated by the same steps, with the parts of first parent 
reversed. (Apply the previous procedure in parts (0-1, 2-3, 4-5) and copying of 
parts (1-2, 3-4)). 

 
Fig. 3 Crossover operator 

2.8 Step8: Mutation 

The procedure consists in randomly choosing two positions within the solution 
string in the scramble mutation (Akpınar and MiracBayhan 2011) as shown in  
fig 4. These two positions have to swap places without violating the precedence 
constraints. Each task will be moved with her specific resource. We put frage-
ment1 and fragement2 which are presented as follows: 

•  Fragment 1: all elements are placed before the first position. 
•  Fragment 2: all elements are placed after the first position. 

 
Fig. 4 Scramble mutation 
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With scramble mutation, only fragment1 of the parent is maintained. Fragment 2 
is reconstructed randomly in a manner that ensures feasibility (Akpınar and 
MiracBayhan 2011). 

2.9 Step9: Sorting2 

Sorting of population is introduced by the following steps based on Pareto domi-
nance definition: 1) Sorting1, 2) if there are more than 2 individuals that have the 
same non domination level (front), these individuals will be sorted again accord-
ing to weighted value of objective function (Wang et al. 2012) as shown in Eq. (3) 
where O(k) is the weighted value of objective function WC and WC/H are weights 
with respect to each objective function, Cmin, Cmax,  C/Hmin and C/Hmax represent 
the minimum and maximum values of each objective value. In order to compute 
the objective values with different units, normalisation method is employed. The 
sum of all weights is one (Wang et al. 2012) as shown in Eq(4) 
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 (3)       WC+WC/H =1      (4) 

The remaining individuals will be sorted based on two previous steps. The proce-
dure is repeated until the entire population is sorted. 

2.10 Step10: Preservation Strategy for Optimal Solution 

This strategy (Wang et al. 2012) is performed as the following procedure: the 
population of parents and offspring after evolution will be combined into one 
population. Then a combined population is sorted according to step9. Thereafter, 
we create the new population by choosing the first 50% of individuals in the com-
bined population and rejecting the remaining 50%   based on the levels.  

2.11 Step11: New Generation 

The population is created from previous step will become new population.  

2.12 Step 12: Stopping Criteria 

The stopping criterion is a predetermined number of iterations or generations. 
When the predetermined number of generation reaches, the MOGA will be 
stopped otherwise it returned to step 3 for determination the objective function 
value for the new population. 

2.13 Step 13: Presentation of Optimal Solution (out put) 

At the end of the proposed MOGA, we find the Pareto, which consists in the set of 
optimal solutions. 
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3 Results and Discussion 

The effectiveness of the genetic approach has been evaluated through a set of in-
stances randomly generated. After having these instances tested, we choose the 
value of GA parameter with more non-dominated solutions. The values obtained 
are crossover rate=100%, mutation rate=0.15, population size=100 and iteration 
number=100.  

Figs. 5 and 6 illustrate some examples of obtained Pareto front (by the pro-
posed MOGA). These figs show when the cycle time decreases, the cost per hour 
of resources rises and vice versa. Based on the proposed MOGA, we have found a 
big number of non-dominated solutions in a few minutes.  

 

 

Fig. 5 The evolution of cost per hour in terms of cycle time (m=8, n=45, R=20) 

 

 

Fig. 6 The evolution of cost per hour in terms of cycle time (m=10, n=60, R=30) 

4 Conclusion 

This paper presents a new variant of assembly line balancing problem: the so 
called: ARALBP-2. The aim of this work is to minimise the cycle time C and the 
cost per hour C/H of resources simultaneously for a fixed number of stations m. 
To search good solution in a reasonable computing time, a modified version of 
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WPMOGA is developed to estimate the non dominated solutions. The effective-
ness of the genetic approach has been evaluated through a set of instances ran-
domly generated. In fact, we have found a big number of non dominated solutions 
for all instances. Then the decision maker has more opportunities to choose a solu-
tion that meets the best compromise between the two objectives. 
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Abstract. Consumer goods are mainly manufactured in multiple steps often done 
by separate, independent production nodes, related to each others to form manu-
facturing supply chains (MSC). Mostly, each member of a supply chain optimizes 
his own local objective and accordingly, plans his operations (e.g., production, in-
ventory, capacity planning). The purpose of this work is to improve the efficiency 
of production networks as a whole by developing a multi-objective optimization 
model for cooperative planning which aims at minimizing simultaneously the total 
production cost and the average inventory levels in a multi-period, multi-item en-
vironment. To solve this problem, we adopt an elitist non-dominated Sorting  
Genetic Algorithm (NSGA-II) to find optimal solutions. Several tests are  
developed to show the performance of the model.  

Keywords: Multi-objective optimization model, cooperative planning, manufac-
turing supply chain, elitist genetic algorithm, NSGA-II.   

1    Introduction 

Planning operations across a supply chain (SC) is considered in the literature as a 
major component of supply chain management (SCM). Christopher (1998) de-
fined the SC as “the network of organizations that are involved, through upstream 
and downstream linkages, in the different processes and activities that produce 
value in the form of products and services in the eyes of the ultimate consumer”. 
In other words, a supply chain is composed of two organizations or more that are 
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connected by materials, information and financial flows, in order to fulfil a cus-
tomer request /demand. According to Stadtler (2009), planning is regarded as the 
activity to choose sequences and evaluate future activities for a specific decision 
making unit (e.g. a company).  

Coordination in manufacturing supply chain (MSC) depends on the decision-
making nature, which can be either centralized or decentralized. According to 
Holland (1995), developing a cooperative relationship is an effort to make the SC 
as a whole more competitive. Schneeweiss and Zimmer (2004) used hierarchical 
planning to coordinate between producers and suppliers in order to minimize the 
total cost for both partners and improve the performance of the supply chain. Du-
dek and Stadtler (2005, 2007), Seifert (2003), Chan and Zhang (2011) and Lyu et 
al. (2010) addressed the collaborative planning effectiveness in improving SC per-
formances, by minimizing the total cost, in the case of a single objective. Kelle 
and Akbulut (2005) provided quantitative models that showed potential advantag-
es of cooperation between enterprises in a SC context. They showed that coopera-
tion minimizes the total SC cost. According to Rudberg (2004), centralized  
management offers better cost-effectiveness due to better coordination, possibili-
ties of higher utilisation, and avoidance of duplication of activities. SCs coordi-
nated on a centralized basis lead to better results, in regard to overall costs, than a 
SC coordinated on a decentralized basis (Axsater and Rosling, 1993; Lee and Bil-
lington, 1993; Haehling von Lanzenauer and Pilz-Glombik, 2002). Timpe and 
Kallrath (2000), Berning et al. (2002), and Kerschbaum et al. (2010) presented dif-
ferent models and algorithms for centralized master planning in chemical industry 
supply chains that show potential advantages of cooperation between partners in 
SCs. All these proposed models aimed at minimizing a total cost function which is 
composed of production costs, shipping costs and holding costs.  

Very few works address cooperative SC from the mathematical programming 
perspective. Moreover, when they exist, the models are generally based on mono-
objective optimization formulation. The purpose of this paper is to develop and to 
optimize a multi-objective model for optimal cooperative planning in MSCs in or-
der to improve SC performances. The idea is to provide the external demand to the 
MSC partners in order to cooperate and generate a global optimal production plan 
to achieve a global goal. So the whole system is considered as one entity. To solve 
the multi-objective model, we adapt an elitist genetic algorithm based on the non-
dominated Sorting Genetic Algorithm -II (NSGA-II).   

The paper is organized as follows. In section 2 the cooperative scheme is  
described and formulated. The resolution methodology is presented in section 3, 
followed by the computational results in section 4. Finally, a conclusion and  
discussion of future research directions close the paper. 

2    Problem Statement 

This paper aims to develop an optimisation model that provides an optimal pro-
duction plan for a multi-echelon manufacturing supply chain within a fixed time 
horizon with a finite capacity of personnel and machines. The complexity of the 
problem can be viewed not only from the multi-objective perspective but also in 
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the multi-level product complexity structure, where products are related to each 
others by successor and predecessor items according to the bill of materials and 
the sequences of operations. The demand for every finished product or semi-
finished product is assumed to be known. The deadline to satisfy the customer’s 
demand corresponds to the end of the planning horizon. 

The following assumptions must be satisfied by the multi-objective optimisa-
tion problem: 

− Several resources, with limited availabilities, can process several items. 
− Raw materials are always available.  
− Inventories at the initial period are void. 
− Items can be only produced if all their predecessor components are available. 
− Periodic external demand of each item is known. 
− Overtime is allowed to extend fixed capacity availabilities. 
− Backlogging is not allowed. 
− The sequence of operations required to produce an item is fixed, and any alter-

native routing is prohibited.   
− Inventory is calculated at the end of a time period. 
− Setup time is neglected. 
− External demand has to be fully met in time and quantity. 

We consider a cooperative MSC, where different production sections or manufac-
turing plants cooperate together with the intention of generating a global optimal 
production plan. The manufacturing plant, which produces the final product re-
quested by the customer, receives orders from its customers and transmits it to the 
other plants. Besides the inherent nature of MSC actors, these manufacturing 
plants share different information with each others, such as the production capaci-
ty and the production costs. Each manufacturing plant has eight working hours per 
day, but has different capacities and operations times. Products are transferred 
from a plant to the next one until reaching the last plant, where the finished prod-
ucts are stored to be delivered to the customer. 

2.1    Planning Model 

In this work, production plans are generated in order to simultaneously minimize 
the total production cost of the MSC and minimize the average inventory levels. 

Consider the following notations: 

Indexes 
t    planning period, t= l,..., T. 
j      operation, j = 1,. . . , J.       
r      resource, r = 1,. . . , R.  

Set Indexes  
T    set of planning periods 
J   set of operations 
R    set of resources  
Sj    set of direct successors of operation j  
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Parameters 
cvj   unit cost of operation j 
cfi  setup cost of operation j  
cor   unit cost of overtime (capacity expansion) for resource r 
Dj,t   (external) demand for operation j in period t  
Cr,t   Capacity of resource r in period t 
Lj,t   Large constant 
ar,j   Unit requirement of resource r by operation j 
rj,k   Unit requirement of operation j by successor operation k  
               (Depends of the manufacturing process) 

Variables 
C    total production cost  
Imoy    average of inventory level for all operations  
xj,t     output level of operation j in period t (lot size) 
ij,t    inventory level of operation j at the end of period t 
yj,t  setup variable of operation j in period t  
(yj,t =1 if product j is set up in period t; yj,t =0 otherwise ) 
or,t    overtime of resource r in period t 

Formulation 

Min (C, Imoy)                                                  (1) 

S.t      C = ∑ ∑ ሾא௧்ୀଵ  (cvj xj,t) + (cfj yj,t) ] + ∑ ∑ ܿאோ௧்ୀଵ or or,t (2) 

           Imoy = 
ଵ் ∑ ∑ ݅א௧்ୀଵ j,t                                         (3) 

           ij,t-1 + xj,t = Dj,t + ∑ ∑ ௌ j,k xk,t + ij,t                                 " j œ J , " t              (4)אݎ ܽ r,j xj,t  ≤ Cr,t  + or,t                                                                  " r œ R, " t              (5) 

xj,t  ≤ Lj,t  yj,t                                                         " j œ J , " t              (6) 

xj,t  ≥ 0,  ij,t  ≥ 0                                                     " j œ J , " t             (7) 

            or,t ≥ 0                                                                                                     " r œ R, " t             (8) 

yj,t  œ {0, 1}                                                                      " j œ J , " t             (9) 

Equations (2) and (3) present the objective functions. The first criterion considered 
is the total production cost, which is the sum of the costs of operations, setup and 
overtime. The second objective considered is the average level of inventory with 
respect to the number of planning periods. The model output consists of the opera-
tions levels (xj,t) (units of item j to be produced at period t), the inventory levels 
(ij,t) (units of item j in the inventory at period t) for all operations considered, and 
the expansions of resource capacities through overtime (or,t) (overtime needed for 
resource r during the period t). The Equation (4) provides the constraints capturing 
the flow balance between output, inventory and consumption by external demand 
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or successor operations. In fact, demand has to be fulfilled at any stage and any 
time using the items either produced at that period or stored in previous periods. 
The constraints (5) represent the capacity restrictions in using the resources to 
produce the different items. This limitation in capacities is a representation of real-
life MSC situation, where overtime can be used as a means to extend the capacity 
of a manufacturing plant at each period of time. Lot-sizing relationships and the 
choice of the items to be produced at each time period and at each plant location 
are expressed in (6). The constraints (7), (8) and (9) specify the domains of the 
different variables. 

In this model, there are J*T equality constraints and (2*R*T+4*J*T) inequality 
constraints to satisfy. 

3    Solving the Multi-objective Minimization Problem 

3.1    Choice of a Resolution Method 

There has been a growing interest in using genetic algorithms (GAs) to solve a va-
riety of single as well as multi-objective problems in production and operations 
management. The main reason of using GAs is the high complexity of these prob-
lems that are combinatorial and NP hard (Gen and Cheng, 2000; Dimopoulos and 
Zalzala, 2000; Aytug et al., 2003; Altiparmak et al., 2006). Moreover, GAs show 
good performances in finding near-optimal solutions for multi-level lot sizing, 
which is the basic problem in the considered work (Dellaert and Jeunet 2000, Del-
laert et al. 2000, Xie and Dong 2002, Jung et al. 2006). We adapt here a genetic 
algorithm to solve our problem which is NSGA-II, initially developed by Deb 
(2002). This algorithm is chosen for the many reasons, first the use of elitism, 
which shows its importance in the comparison made by Zitzler (2002) on a set of 
test problems. Second, according to Deb (2002), NSGA-II has a computational 
complexity equal to O(MN²) (M is the number of objectives and N is the popula-
tion size), compared to other Multi-objective Evolutionary Algorithms (MOEAs), 
where the computational complexity is equal to O(MN3). In addition, NSGA-II is 
one of the contemporary MOEAs that demonstrated high performances and was 
successfully applied in various problems (Bekele and Nicklow, 2007; Hnaien et 
al., 2010).  Finally, Deb (2002) shows the ability of NSGA-II to maintain a better 
spread of solutions and to converge better than two other elitist MOEAs: Pareto 
Archived Evolution Strategy (PAES) and Strength Pareto Evolutionary Algorithm 
(SPEA).  

3.2    NSGA-II Description 

Like any genetic algorithm, NSGA-II deals simultaneously with a set of possible 
solutions (called population), which allows finding Pareto fronts (set of optimal 
solutions with equal performances). 

Initially, a random parent population P0 is created. The population is sorted in 
order to provide different fronts composed of feasible solutions having the same 
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rank. In fact, individuals are ranked based on the concept of domination: an indi-
vidual x1 dominates another individual x2 if the following two conditions are veri-
fied: first, all the objective functions of x1 are not worse than x2, second, at least x1 
is strictly better than x2 in one objective function. In addition, we define the pa-
rameter crowding distance, calculated for each individual. This parameter is calcu-
lated to estimate the density of solutions surrounding a particular individual in the 
population. The solution located in a lesser crowded region is selected. Selection 
is made using tournament between two individuals. From N parents, N new indi-
viduals (offspring) are generated in every generation by the use of the Simulated 
Binary Crossover (SBX) and Polynomial mutation (Deb et al., 2002 and 2001). 
Since elitism is introduced by comparing current population with previously found 
best non-dominated solutions. 

4    Experimental Results 

4.1    Tests Description 

We consider a MSC constituted of two production plants. The demand for prod-
ucts is given and has to be fulfilled while facing finite capacities of personnel and 
machines (resources). Three types of items are produced: product 1 made from 
one unit of operation 1, product 2 made from one unit of operations 1 and 2, and 
product 3 made from one unit of operations 1, 2 and 3. The planning horizon has 
duration of two periods; the time period considered here is equal to one week with 
six working days and eight hours per day. 

The genetic parameters shown in table 1 are selected after a sensitivity analysis. 

Table 1 Genetic parameters 

NSGA-II 
(parameters)

N, Popula-
tion size 

G, genera-
tion number 

Pc, crossover 
probability

Pm, mutation 
probability

ηc, Cros-
sover Index

ηm, Mutation 
Index

r, controlled 
elitism 

Parameter 
values 

150 1000 0.99 1/n (n=number 

of variables)

50 100 0.123 

 
Two examples are studied, where the difference is the demand trend. As shown 

in table 2, in the first example, the external demand has an increasing pattern and 
in the second example it has a decreasing pattern.  

Table 2 Customer demand features 

 Example 1 Example 2 

Demand of 1st period 2nd period 1st period 2nd period

Product 1 20 140 90 15 

Product 2 15 70 40 5 

Product 3 10 70 50 5 
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4.2    Test Results 

The development of NSGA-II and its implementation are done in C-language. The 
execution time does not exceed 15 minutes for all tests. The results of tests are 
shown in Table 3. At convergence, only one optimal solution is found and not a 
complete Pareto front as expected. This is due to the complexity of the problem 
and particularly to the flow equality constraint between MSC tiers. 

For the first example the proposed solution is to produce in advance the needed 
products and to store them in the first period. As a consequence, there is no need 
to use overtime to meet the demand, since overtime is more expensive compared 
to nominal capacity. Besides, at the end of the planning period, the inventory level 
is null.  

In the second example, the optimal solution provided by the algorithm is to 
produce the exact quantities needed to satisfy the demand of the first period. So it 
uses only the needed overtime in that period. Hence, there is no storage in that pe-
riod. In the second period, the production quantities are higher than the demand. 
This explains the needs for storage of the second and the third operation at the end 
of the planning period, which can be considered as safety storage.  

Table 3 Outputs of the developed test 

 yj,t x1,1 x2,1 x3,1 x1,2 x2,2 x3,2 o1,1 o2,1 o1,2 o2,2 i1,1 i2,1 i3,1 i1,2 i2,2 i3,2 C Imoy 

Exp1 1 113 85 58 212 80 22 0 0 0 0 8 12 48 0 0 0 2669 34 

Exp2 1 180 90 50 91 76 36 60 0 0 0 0 0 0 0 35 31 3130 33 

5    Conclusion and Future Work 

This paper proposes a cooperative planning framework for multi-tier and multi-
item linear MSC. The developed bi-objective multi-period optimization model 
aims at minimizing the total production cost and the average inventory level, tak-
ing into account capacities and demand constraints. The proposed model shows 
different advantages over those discussed in the literature. In fact, compared to 
mono-objective models, this model considers not only costs but also inventory le-
vels as a performance measure. Moreover, it does not consider the inventory as a 
cost, where an artificial extrapolation is needed, but as a performance to be mini-
mized. The model is solved using NSGA-II coded with C language. In order to 
evaluate the proposed model, it can be compared to the mono-objective model de-
veloped by Dudek (2004). 

For future work, we can add a constraint that forces the use of the full main ca-
pacity before using of overtime. Besides, a constraint on the storage capacity can 
be added to the model. 
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Abstract. Today it becomes necessary for manufacturers to adopt Eco-design to 
guard their place in the market. Eco-designing products, is reducing their envi-
ronmental impact in the early design stages throughout all stages of their life cycle 
(raw material extraction, manufacturing process, use, transport and end of life 
treatments). In the literature, many tools and methodologies were developed to 
simplify the environmental task to the designer by helping him reducing the envi-
ronmental impact of his products. The most of these works are based in features-
based modeling to extract data for realizing environmental evaluation also we 
found that this technology is essentially used in selecting a green machining 
process trough Computer Aided Process Planning (CAPP). In this paper we pro-
pose a methodology based on feature technology and on the integrations realized 
on CAD systems such CAD/CAL/CAPP and CAD/PLM to generate alternatives 
scenarios in order to choose the most ecological one till feature’s selection. The 
environmental impact is calculated with Eco-Indicator method and shown to the 
designer as End-Points Indicators (Resources, Human Health, Eco-system damag-
es) which are related to the designer’s Degrees of Freedom (DoFs). 

Keywords: Ecodesign, CAD, Feature technology, LCA, Scenarios. 

1 Introduction 

Today it becomes necessary for manufacturers to adopt Eco-design which is tak-
ing into account environmental impacts of products till design phase to guard their 
place in the market.  In this way many researchers developed methodologies and 
concepts to integrate eco-design in the design process (Brezet 1997), (Janin 2000). 
Numerical tools are widespread used in companies, to develop products, such as 
Computer Aided Design (CAD) systems. Also, a large number of commercial 
software tools for the assessment of ecological impacts of technical systems are 
available such as life cycle assessment (LCA) tools. Ecological inventories of 
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processes are required to be assessed to expressive indicators. These LCA soft-
ware like SimaPro, TEAM, GABi, etc. although they allow ecological assessment 
at a high level of detail, product data have to be introduced manually not digitally 
as it is required by modern product development. In the last decade, many re-
searches were proposed to integrate ecological assessment into CAD systems. In 
these integrations, CAD models offered the data required by LCA (Otto 2003) and 
feature technology was the support for data migration (Germani 2004). All re-
searches presented aim to data transfer between two different tools. Moreover, 
ecological assessment is realized on a final geometry of the part where changes on 
a complex component become difficult. Plus alternative scenarios assessed on fi-
nal geometries which are realized on different files. Based on feature technology 
and works realized using this technology we propose an approach to assist design-
er step by step when he is choosing features. These features can involve different 
machining scenarios with different parameters such as selecting machine tool, cut-
ting tool, energy consumption, etc. the offered data will allow assessing all scena-
rios proposed in order to present the most ecological one. In this paper, first we 
present a literature review of works based on CAD models for integrating CAD 
and LCA systems. Second, we present a state of the art of feature based modeling 
contribution in environmentally conscious production; also, we present the role of 
features based modeling in Computer Aided Process Planning (CAPP). Third, we 
describe our approach based on features to eco-assist designers early in the design 
process. Finally, we conclude about the use of feature technology in our metho-
dology and its role in eco-design and we propose perspectives for this work. 

2 Overview of Ecological Assessments on CAD Phase 

To permit the integration of CAD systems and LCA software it is necessary to in-
vestigate all the product lifecycle stages from raw material, to manufacturing 
process, to use phase, to the end of life and transport between all phases and pro-
vide data existing in CAD models and introducing manually non-existent data in 
CAD system. LCA is an iterative methodology, which consists of four stages de-
fined by standard organizations (ISO14040); goal and scope, life cycle invento-
ries, life cycle analysis and result interpretation as shown in (figure 1). 

A framework for structured data retrieval in LCA using feature technology was 
presented by Otto in the first time (-Otto et al 2001) and it was more developed in 
a second time where they introduced a framework for the integration of data from 
a product model and an LCI data base. Within the approach taken, efficient access 
to the LCI-relevant data is realized by utilizing feature technology as a means to 
relate with a sound semantics framework and a geometrical model linked to indi-
vidual product properties (Otto 2003). Also, in (RYU et al. 2003) a feature-based 
CAD model is extended with explicit and implicit information in a useful manner 
to be adopted within an LCA system. All methods consider a CAD geometric re-
presentation as a collection of data to assess the environmental impact.  
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Fig. 1 LCA stages (ISO 14040) 

Leibrecht thinks too, as previous works cited, that LCA tools are in discrepancy 
with a product modern development because each assessment require manual re-
modeling of product data and structural items (assemblies, parts, and features) 
(Figure 2) are not considered as they are used in CAD systems (Leibrecht 2005). 
Based on basic principles and rules that he defined for integrating ecological as-
sessments into product models by extending directly the models and user interfac-
es of CAD systems, he proposed CAD-LCA integrated tool named “EcologiCAD” 
where no data transformation would be necessary. The lack of this solution is his 
dependant to the CAD system used in this work (ProEngineer). 

(Marosky et al. 2007) presented the structure of an algorithm that allows a  
mutual transfer of data between CAD (SolidEge) and LCA tool (SimaPro), this 
transfer is based on extracting data from CAD model. The CAD model used is es-
sentially a product model which consists of assemblies, sub assemblies, parts and 
features. In the same way (Capelli et al 2007) proposed a framework, in the first 
time, which is based on the analysis of the tree structure of CAD project com-
posed of assemblies, subassemblies, parts and features (typical data representation 
of commercial software, i.e. ProE, SolidWork…), and consider that features, like 
manufacturing and production processes or geometric data, represent data asso-
ciated with assembly model that can be stored in CAD files or in a specific data-
base, if they are inserted manually by the user. In the second time this framework 
was developed on numerical tool “EcoCAD”. 

In our previous work (Gaha et al. 2011) we proposed a simple eco-design tool 
by integrating CAD and LCA. Geometric characteristics of a CAD model are ana-
lyzed to estimate their environmental influences during the whole phases of a 
product life cycle. The tool consists of a special geometric data base containing 
the impacts of all existing design technical solutions of a product, critical geome-
tric features and forms concerning environmental impact are identified then  

Goal and scope 
 Definition 

Impact Assessment 

Inventory Analysis 

 
 
 
 
Interpretation 
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designers can select the optimal solution in terms of feasibility and ecology. How-
ever Chiu, M. C., & Chu, C. H. (2012) conclude in this work that, when required 
LCA data cannot be provided, the assessment result may be so far from reality, 
when the entire product lifecycle is concerned and designers can choose the worst 
alternative. 

 

 

Fig. 2 Basic structure of product models (Leibrecht 2005) 

As a conclusion, we found that the majority of proposed methodologies and 
tools for environmental assessment in CAD phase are used in post-modeling, i.e. 
evaluating final part. The problem appears with complex parts where modification 
becomes a hard act for the designer. Although its exists tools realizing environ-
mental evaluation till features attribution such as “SolidWorks Sustainability”, it 
has many disadvantages which are described in (Morbidoni 2012) essentially the 
LCA is practiced on material  and waste streams cannot be included. This leads 
us to propose a methodology to help designer to see the environmental influence 
of his choices till the features attribution. We were based on works found in the  
literature which used features technology to evaluate the process planning from 
environmental point of view. This technology is also used in the last decade to 
generate automatically computer aided process plans (CAPP). In the following 
section we present a literature review of works using features technology for envi-
ronmentally conscious process plans in the first step and we present different ad-
vantages reached by the CAD/CAM/CAPP integration using features technology. 

3   Features Technology and Environmentally Conscious 
Process Planning: Overview 

3.1   A Link between Features Based CAD/CAM/CAPP and LCI 
Data 

Environmentally conscious production is a scope which prompted researchers to 
focus in, in order to provide eco-products into the market. (Sheng et al. 1995) 
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were interested in determining major issues for environmentally-conscious process 
planning. They presented comparative assessment of waste streams and computa-
tional complexity of evaluating multiple processing alternatives based on a scoring 
system which evaluates factors such as toxicity, carcinogenesis, irritation, flam-
mability and reactivity. Complexity of processing alternatives is reduced through a 
feature-based approach, where the component environmental impact is decom-
posed into “micro” analyses of individual features and ‘macro” analysis of feature 
interactions which are developed subsequently (Srinivasan, et al.1999a, 1999b).  

The cradle-to-gate environmental performance can be estimated, combining 
geometrical and feature-based CAD/CAM data on the one hand, and life cycle in-
ventory data related to materials and processes on the other hand (Nawata, et al. 
2001) (Schmoeckel, 1999). Nawata proposed a study in which he suggests a lin-
kage of LCI data to CAD/CAM data by application of feature modeling technolo-
gy. The main objective of this study is to suggest a way to realize linkage LCI data 
to CAD/CAM data. LCA of mold products when machine tools are used has been 
conducted with varying coolant lubricants. Schmoeckel used the part information 
available from the CAD-system, e.g. volume, geometry and material to estimate pa-
rameters related to a selected forming process (cold extrusion) such as energy 
needed to form the part based on this information. The retrieve of the part informa-
tion from the CAD-system was shown, as well as manner that the process is mod-
eled in an object-oriented and obtaining of the LCI data from this process model. 

An environmental analysis approach based on detailed process modeling which 
evaluates components from a functional design point of view was presented by 
(Bauer, D., and Sheng, P. 1999). (Xiaoming, X., and Yi, D. 2007), also  used Fea-
ture technology to present a simplified and practical Life-Cycle Design System 
which analyzes life-cycle inventory (LCI) data and therefore generates life-cycle 
assessment (LCA) data. Then, the system can feed back the data to the design 
process in order to improve the machining plan. 

3.2   Identifying Impactful Processes 

For identifying impactful process from features attribution  (Roman, F. 2005) de-
veloped a simple machine-centered environmental models and developed a frame-
work for integrating models into various Computer Aided Process Planning 
(CAPP) approaches based on that previous attempts to conduct ECPP have focused 
on feature-based CAPP approaches only, they not considered the whole machine or 
auxiliary processes and they are focused on some machining operations, not the 
whole line or cleaning operations. In the same way (Zhao, F. et al. 2012) proposed 
a method which begins with an existing process plan, and then identifies impactful 
process steps, and associated design features, in terms of environmental impact. Al-
ternative processes that can achieve these features are then considered to generate 
alternative process plans, which can be evaluated in terms of environmental and 
economic performance. The influence of different scenarios involved as the fea-
tures attribution can generate was presented by (Taha, Z. et al. 2011). In their work 
they showed the effect of changing the product design parameters such as its di-
mensions, and basic features on the environmental impact of machining process in 
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terms of its energy consumption, waste produced and the chemicals and other con-
sumables used up during the process, hence they selected the best possible product 
dimensions with the least environmental impact of the machining process by apply-
ing optimization methods using Genetic Algorithm and Goal Programming. 

4   Proposed Approach  

Our methodology consists on exploring features technology to evaluate the envi-
ronmental impact of a product till the detail design phase. The influence of geome-
trical characteristics of a product on reducing the environmental impact was 
proved on previous works (Gaha et al. 2011, 2012) where the designer has a little 
field to act (figure 3) but an important environmental impact to reduce.  

 

 

Fig. 3 Designer’s acting field in the design process (Bhander et al. 2003) 

From industrial designers asked and from our proper experience a number of 7 
Degrees of Freedom (DoF) were determined: (Forms, Dimensions, Materials, Vo-
lumes, Production Process, Choice of « make or buy » (transport :doing locally if 
we have the technology) and Thermal or surface treatments). These DoFs can be 
used to conduct an Ecodesign since they represent feature’s characteristics. The 
choice of DoFs implements a feature attribution. This feature is the core of a CAD 
model and the source of Input data to LCA systems or implemented environmental 
interface on CAD systems.  Based on different previous works that explored fea-
ture technology on different fields, we propose an approach helping the designer 
to see the influence of the chosen parameters on environment.  

This model consists on given designer the environmental impact of the current 
CAD model once a feature is attributed. The methodology presented is an algo-
rithm that allow designer to see the environmental impact of each feature chosen 
in a real time and present him an optimal scenario in terms of ecology. It consists 
of seven steps (Figure 4). 
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Fig. 4 Proposed methodology for Eco-designing products based on feature technology 

 
• The first step is done by the designer in selecting a feature from CAD system 

data base.  
• The second step, the designer attributes a material. In this step, the right ma-

terial might be inexistent in CAD database, but exists in LCA database; in this 
case he has access to the two databases.  

• The third step is based on CAD/CAM/CAPP systems. In this step there is a 
generation of different possible alternative machining scenarios.  

•  In the fourth step, environmental evaluation is realized the designer gives on-
ly the FU (we propose the FU related to the whole product) and the necessary 
data for realizing simple life cycle assessment (SLCA) is extracted automati-
cally from CAD/CAM/CAPP systems and CAD/PLM systems. Data extrac-
tion is done throughout generic algorithm that we will describe in future 
works.   

• The fifth step consists on showing graphically after an environmental impact 
calculus with Eco-Indicator99 method. The graphic representation is with 
End-points Impacts (Resources, Human Health and Eco-system damages) in a 
Single Score. This allows the non environmental expert designer to under-
stand environmental impacts. This step is the final stage of a LCA according 
to ISO14040. 
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• The sixth step consists on relating IEs to DoFs with using a model of an Ana-
lytical Hierarchical Plan (AHP), which will be described also on future works. 

• The seventh step is reached if the test of finishing designing part is positive; 
else the sixth first steps will be redone. 

Here we proceed by practicing SLCA based on the work done by Morbidoni 
(Morbidoni 2011). The data base used is an open source self developed one. 

5 Conclusion 

The necessity of a simplified Ecodesign tool integrated on CAD systems is be-
coming more and more important in the aim to help designer to reduce the envi-
ronmental impact of their products. So why, many tools were proposed in the last 
decade, that we presented some of them in the first section of this paper. We re-
marked that the majority of these tools are used to evaluate a final part which is 
composed of features. Today the feature technology, which is the core of detail 
design phase, can help generating alternative scenarios of CAPP some researchers 
worked on selecting the most ecological process. These works were described in 
the second section. From a literature review done, we proposed in the third section 
a feature-based methodology for eco-designing in the detail design phase by rea-
lizing an EI calculus based on Eco-Indicator 99 method from an LCI provided by 
integrations done on CAD systems such as CAM/CAPP and PLM. The advantages 
of this methodology are; first alternative scenarios proposed with their EI simply 
presented, second the relation with DoFs which represent the acting field of the 
designer and third the evaluation is done in a real time. In future works we will 
present the model of the generic algorithm of data extraction, and the model of 
process relating IEs to DoFs. 
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Abstract. Improving the numerical model requires consideration of tolerances in 
the CAD model. Previous research works have contributed to obtaining compo-
nents on the configurations with defects from the dimensional and geometric tol-
erances. Nevertheless, in bottom-up design process, the assembly regeneration, 
with these components with defects, requires redefining assembly mates which are 
initially assigned to nominal assembly. Thus, this paper presents a new approach 
to defining realistic assembly mates in the case of rigid assembly fully constrained 
with joints without clearance. This method is validated though components with 
planar and cylindrical face. 

Keywords: Assembly mates, dimensional and geometrical tolerances, CAD mod-
eling, assembly with defects. 

1 Introduction 

CAD software is  a virtual environment for mechanical assemblies design. These 
models have a digital assistance to the designer during the product life cycle: ki-
nematic and dynamic analysis, mounting and dismounting sequences of assembly, 
finite elements calculation, etc. These representations are on ideal models. Indeed, 
the geometric and dimensional tolerances are formally represented. In other 
words, tolerances stack-up does not affect product geometry. Then, CAD model 
without tolerances affects robustness of obtained results (Tsai 2007). 

In previous work we have developed models that take into account the dimen-
sional and geometric tolerances (form defects are neglected compared to defects 
position and orientation) in the digital model. Indeed, realistic configurations as-
semblies are deducted from tolerances assigned to components. The tolerances in-
terpretation can be performed with two hypotheses: The first hypothesis suggests 
that worst cases assemblies are deduced from worst cases components (Louhichi 
et al. 2009). While the second hypothesis calls in question the first one. The sec-
ond hypothesis asserts that worst assemblies can be obtained by random compo-
nents (Tlija et al. 2011). In addition, the approach allows simulating the random 
aspect of mounting of parts produced. In this paper, the second hypothesis is 
adopted.  
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2 Components with Defects 

The model comprises two main sub-algorithms for the detection of random  
components. 

2.1 Dimensional Tolerances 

The first sub-algorithm takes into account the dimensional tolerances. The deter-
mination of components with defects requires research relationships between di-
mensions. Indeed, it is necessary to detect the n driving dimensions Di, with VDi 

values, that control the driven dimension Rj (with VRj value). Let, therefore, the 
influence coefficient λij.  λij  is the ratio  between the variation of the driven di-
mension ΔVRj and the variation of the driving dimension ΔVDi (λij = ΔVDi/ΔVRj).  
At this stage, the problem focuses on the determination of the influence  
coefficient: 

• Identifying relationships between dimensions by the numerical perturbation 
method of the model (Tlija et al. 2011): The method is based on identifying the 
impact of numerical change of dimension value on the CAD model. A sub-
algorithm to detect the driving dimensions Di that control the driven dimension 
Rj has been developed (figure 1 (a)).  

• Determination of influence coefficient between dimensions by using the Dimen-
sions Vectorization Model (DVM) and connected graphs technology (figure 
1(b)): The automatic identification of relationships between all component di-
mensions is done by using a technique that is based on connected graphs (Ballu 
and Mathieu 1999). Indeed, these graphs are used to generate three-dimensional 
dimension chains. Then, the quantification of the influence between dimensions 
is achieved by vectorial modelling of dimensions. This method consists in repre-
senting dimensions by vectors. Then, the projection of these vectors on the  
reference system basis of the part allows determining the influence coefficient 
between dimensions. 

Thus, n driving dimensions Di,witch control each driven dimension RDj, are identi-
fied. The tolerance interval tj is discretized by a coefficient k (chosen by the  
designer according to the desired fineness). Distribution of tolerances on driving 
dimensions is carried out according the equation (1). VDki is the new value of Di. 
tkj is the kth tolerance value obtained from the discretization and Tki is the tolerance 
assigned to Di  obtained by the relation (2). 

If λij > 0 then VDki= VDi + Tki; Else If λij < 0 then VDki= VDi - Tki.       (1) 

Tki= |λij| .tkj/n                                (2) 

Components reconstruction with the new values of dimensions allows finding all 
configurations with defects that take into considerations dimensional tolerances. 
 



Mates Updating of Rigid and Fully Constrained Assembly with Defects 657
 

VDi VDi +ΔVDi

Di (i=1 à N) with VDi value

VRDj

variation
?

Oui Non

λij = 0λij = ΔVDi / ΔVRDj

i=i+1 i<N

Nominal configuration of component

Oui

Begin

Fin

Modified configuration of component

VDi VDi - ΔVDi

Nominal configuration of component

Component

Features: Face, 
edge and vertex

Dimensions: 
driven and driving

Graphs

Relationship between 
driven and driving

DVM

Influence coefficient

(a) (b)   

Fig. 1 Sub- algorithm for determination λij (a) by numerical perturbation. (b) by DVM. 

2.2 Geometrical Tolerances 

A second sub-algorithm allows taking account geometrical tolerances. Indeed, the 
discretization of the tolerance zone is used to define different target configurations 
with defects. Then, the deviation between these two configurations (nominal con-
figuration and configuration with defects) is defined by the deviation torsor. This 
tool is derived from the approach of tolerancing by SDT (small displacements tor-
sors) (Petit and Samper 2004). Indeed, the deviation torsor of geometric element 
allows defining the degrees of freedom of the toleranced element. In the proposed 
model, the setting of the deviation between the nominal element and the element 
with defects is made by analogy to the parameters defined by the STD. Thus, in 
the numerical model, obtaining configurations with defects is achieved by the 
movement of the nominal element according to parameters defined above (Tlija et 
al. 2011). In addition, the model takes into account the requirement of maximum 
material (and least material) and requirement of the priority of reference systems 
in the CAD model. Indeed, for founding configurations with defects, the model 
repositions the toleranced element relative to a realistic reference. Besides, the in-
terdependence of geometric and dimensional tolerance in the case of modifier 
state is respected. 

3 Assembly Mates Updating 

Relative positions of components are modelled in CAD software by mates. In  
addition, these mates must model joints between parts and satisfy functional  
requirements for proper functioning of the system. The positioning can be  
done sequentially or simultaneously. The technique of mounting components  
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simultaneously is insufficient in some cases (Sodhi and Turner 1994). Indeed, the 
solution, founded by using this technique, can be not optimal as the assembly of 
four bars of a picture frame. In CAD software, a primitive relations or high-level 
primitive relations are used for specifying assembly information. Then, the aggre-
gation of assembly information in assembly models can be made by relational or 
hierarchical models. In this paper, sequential assembly technique is adopted in the 
proposed study. 

In the numerical model, the allocation of assembly mates leads to three types of 
assembly: under-constrained, fully constrained and over-constrained. The first, 
under-constrained assembly is a system that has at least one degree of freedom. 
The second type of assembly does not have any relative movement between  
components. The last type of assembly is obtained when the assembly mates are 
conflicting and cannot be satisfied. Indeed, the geometric modeller cannot found a 
solution for positioning components with required mates. In this paper, a method 
of mates updating of fully constrained rigid assemblies, which joints are with con-
tact and without clearance, is presented. In assembly with defects models, mates 
updating is realized by defining realistic primitive joints.  These realistic joints 
are obtained by using coincidence mates between MGREs (Minimum Geometrical 
Reference Elements). 

3.1 Case of Planar Faces 

The mounting of nominal parts A and B (figure 2(a)) is to be performed sequen-
tially in the following order: First, Fa2 is positioned on Fb2. Besides, maximum 
contact between Fa1 and Fb1 is ensured. Finally, maximum contact between Fa3 
face and Fb3 is realised. These mounting requirements can be modelled, in a 
nominal configuration of the assembly, by three assembly mates L1, L2 and L3 
(L1: Co (Fa2 & Fb2) (Coincidence between Fa2 and Fb2), L2: Co (Fa2 & Fb2) 
and L3: Co (Fa3 & Fb3)). In the case of a nominal assembly, the modelling of 
these three constraints allows to obtain a fully constrained assembly. However, 
this modelling is not possible in the case of configuration with defects and resulted 
in an over-constrained assembly. 

In figure 2(a), the part B1 is one of the possible realistic configurations deduced 
from the part B (movement faces are magnified for better illustration): The face 
Fb2 submitted a rotation around the axis Yb to obtain the face F'b2. In addition, 
the face F'b1 is obtained by rotating of Fb1 around the axis Yb. Also, the face Fb3 
is rotated around the axis Xb for obtaining the face F'b3. 

The algorithm for updating assembly mates starts by applying the first mate L1 
which the designer has specified first in the nominal model (L1 appears in the first 
order in the specification tree of the CAD software interface). The algorithm veri-
fies that both normal of two faces are opposites. At this step, the configuration of 
the two components depends on their initial relative position. Thus, two configura-
tions are mainly distinguished: C1 and C2 (figure 2(b)). 
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Fig. 2 (a) Parts: A, B and B1 (b) Configurations obtained with L1 or (L1 and L2) 

In a second step, using the second mate L2 (Co (Fa1 & F'b1)) the system be-
comes over-constrained. Then, requirements must be reduced (L2: Co (Fa1 & 
SbiSbj (SbiSbj (i =1to 4, j=1to 4 and i ≠ j) is an edge of F'b1). Subsequently, con-
figurations C1i (i = 1to4) are possible and deducted from the configuration C1. 
Similarly, the set of configurations C2i (i = 1to4) are derived from C2. It should 
be noted that there is a similarity between the two sets of configurations and only 
the couple (C13 and C23) is different. At this stage, all configurations do not gen-
erate an assembly over-constrained, so they are kept as candidate solutions. 

In a third step, using the third mate L3 (Co (F3 & F'b3) or Co (F3 & SbiSbj) 
with SbiSbj (i =1to 4, j=1to 4 and i ≠ j) is an edge of F'b3) the system becomes 
over-constrained. Then, the mate L3 is replaced by a coincidence between F'b3 
and Sa. Sa is a vertex belonging to the face F3 and is determined using a technique 
which is based on modelling the surface by a grid. 

Determination of the tangent vertex between two faces F1 and F2 by the model-
ling technique of the surface by a gird: In the general case, there are two faces F1 
and F2 with the respective normal N1 and N2. Let the vertices Pi and Jj respec-
tively the four vertices that delimit F1 and F2. Let P the plane derived from F2. 
Both faces can have three main initial configurations (figure 3(a)): 
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Fig. 3 (a) The three cases in 2nd step (b) Main cases in 3rd step 

• Case1: If the following condition is satisfied ( N1.N2 0
 

 and PiJj.N1 0
 

 for i, j = 

1 to 4), then the distance dmin is determined (Case 1 (figure 1(a))). Initially, F1 is 
discretized by two parameters n and m. These two parameters are chosen accord-
ing to the desired accuracy of the results. Thus, F1 is modelled by a grid of ver-
tices Pnm. Then, all vertices Pnm are projected on P according N1 to obtain the set 
of vertices Jnm. Finally, the distance dmin is the minimum distance between pairs 
(Pnm, Jnm) provided Jnm Є F2 (to ensure the contact). Therefore, Sa is the vertex 
Pnm such that d (Pnm, Jnm) = dmin. 

• Case2: If the following condition is satisfied ( N1.N2 0
 

 ), then the part A is ro-
tated around the axis A by an angle equal to Π. So, the system becomes in the 
case 1. 

• Case3: If the following condition is satisfied (for i, j = 1 to 4 there exists a pair 
(k, l) such that PkJl.N1 0

 
 ), then a coincident mate between the face F2 and the 

vertex Pk temporarily. At this stage, the model is in one of the two previous con-
figurations (case1 or case3). 

After the award of these three assembly mates, the algorithm eliminates solutions 
which exhibit interference (for example C111) and does not guarantee desired 
contacts (for example C141). The C111 is an optimal solution (figure 3(b)). 
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3.2 Case of Cylindrical Faces 

The assembly of the two components of figure 4(a) is realized in three sequences 
in the following descending priority order: Ensure concentricity between the shaft 
and the bore, ensure maximum contact between the face F11 and the face F21 and 
ensure maximum contact between the face F12 and the face F22.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 4 (a) Nominal assembly. (b) Assembly with defects. 

In nominal configuration, the designer can define three assembly mates to sat-
isfy mounting requirements: Co (A1 & A2), Co (F12 & F22) and Co (F11 & F21). 

Taking into account the tolerances assigned to each component, the two com-
ponents with defects Part1.1 and part 2.1 are obtained (figure 4(b)): The axis A1' 
is obtained by the rotation of A1 around the axis Ya. The face F'11 is obtained by 
the rotation of F11 around the axis Xa and the face F'12 are derived by the rotation 
of F12 around the axis Za. The face F'21 is obtained by performing a rotation of 
F21 around the axis Xb.  

Taking into consideration the mounting conditions, assembly mates L1 (Co 
(A1' & A2) is applied first. Besides, if a second assembly mate L2, Co (face & 
face), is added to the model, then the assembly becomes over-constrained. Also, if 
L2 (Co (face & edge)) is applied, then a fully constrained assembly is obtained. 
Therefore, the addition of a third assembly mate is impossible. Then, L2 is chosen 
as a coincidence mate between F22 and a vertex of the face F'12. This vertex is 
determined by the modelling technique of the face F22 by a gird described above. 
Using the same steps used for defining L2, L3 mate is determined to obtain an as-
sembly fully constrained (figure 4(b)). 
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4 Conclusion 

In this paper, a model for redefining mates of rigid assembly with defects was pre-
sented. The study is focused on the fully constrained assemblies. Joints between 
components of those assemblies are without clearance. The algorithm validation is 
performed by applying to the case of assemblies comprising contacts between the 
planar faces and the cylindrical faces. Updating assembly mates is achieved by sa-
tisfying mounting requirements. The model should be validated for cases under-
constrained assembly and assemblies with clearances. 
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