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Preface

This conference follows the success of the previous three conferences held in Kuwait (2002),
United Arab Emirates (2004) and Oman (2006). Upon the completion of the Third Gulf Confer-
ence on Roads that was held in Mascut, Oman in 2004, an important decision was made to expand
the fourth conference into an international one and to also plan it as a refereed conference. We are
so pleased that the conference name and content have changed to reflect this important interna-
tional expansion.

Today, transportation engineers are always being challenged not only to plan, design and build
durable and safe highway systems, optimize the materials used and reduce traveling delay time,
but all the while keep a sustainable environment. Hence, this conference is considered timely to
share the international experience of academics and professionals with those of the gulf region on
transportation systems and pavements. The discussed topics include highway planning, network
optimization, traffic congestion and safety, fright transportation, pavement material characteriza-
tion, analysis, design, and modeling, and pavement mechanics.

This conference represents a major step forward in the gulf series conferences, not only as
it becomes international, but also as it becomes a fully refereed conference. All papers were
reviewed by at least by two reviewers. Seventy seven papers are included in the proceedings cover-
ing recent advances in transportation materials and systems. In addition, the Conference includes
six Keynote Speakers, and technical sessions arranged in two parallel tracks. In addition, two
workshops on road safety and pavement materials, design and evaluation will be held prior to the
conference.

Qatar is very pleased to host the Conference considering the rapid transportation growth in the
region and the growing interest in this topic in the Gulf. Papers from 20 different countries were
accepted for presentation and publication indicating the international nature of the Conference.
The Conference Proceedings provide both a state-of-the-art and state-of-the-practice record on
Traffic Control and Management, Road and Traffic Safety, Highway Design and Transportation
Planning, Binder Characteristics and Their Effect on Hot-Mix Asphalt (HMA) and Pavements,
HMA Characteristics and Evaluation, Flexible Pavement Design and Assessment, Pavement Dis-
tresses and Maintenance, and Infrastructure Management. In addition papers on Research, Devel-
opment, and Standardization are included.

Finally, we would like to acknowledge the Scientific and Organizing Committees for their
continuing input and suggestions throughout the Conference planning and the many individuals
who helped review the papers. In addition, we would like to gratefully acknowledge the efforts
of Ms. Lina Said for her work on organizing the paper reviews among other tasks and Ms. Zina
Al-Azhem for her work on local organization of the conference. The financial support and assist-
ant in logistics by Ministry of Municipality Affairs and Agriculture, Ministry of Interior, Public
Works Authority, Urban Planning and Development Authority, and Qatar University in Doha are
appreciated. Without the collaboration of all, this conference would never have happened.

November 2008
Doha, Qatar
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Towards long lasting pavements in the gulf

Imad L. Al-Qadi
University of Illinois at Urbana-Champaign, Urbana, IL, USA

Flexible pavements in hot-weather regions are especially susceptible to severe “near-surface”
deterioration, including near surface-initiated cracks and permanent deformation (rutting). As a
result, creating long-lasting and smooth-riding pavements for these regions is a serious challenge
and one of the reasons we have gathered at this conference.

Long-lasting flexible pavements, which combine a rutting-resistant, impermeable, and wear-
resistant surface course with a durable base layer, are designed to be structurally sound and to
provide more than 30 years of service without major rehabilitations. Although flexible pavement
design has gradually evolved from empirical methods to mechanistic—empirical approaches that
consider traffic variation, environment, emerging pavement structural configurations, and evolv-
ing pavement construction materials, these design improvements have not completely addressed
the cracking and rutting issues stated above that are even more pronounced in the Gulf region.

Rutting is a complex phenomenon that depends on various factors such as hot-mix asphalt
(HMA) characteristics (aggregate structure, binder stiffness, and air void content), environmental
factors (temperature and moisture), loading conditions (vehicle speed, tire load and pressure, and
load wandering), and pavement structure design (combination of layer stiffness, interface char-
acteristics, and base support). The instable shear flow in the upper HMA layers results from the
complex stress state (normal and shear) induced by moving wheel load. Hence, the rutting-resistant
HMA is primarily dependent on its shear resistance and stability.

Therefore, the mechanistic-empirical design of long-lasting flexible pavements in hot regions
must consider accurate tire-pavement interaction, material properties, accurate numerical mod-
eling, and full-scale testing. However, current flexible pavement design criteria only accounts for
circular loading, inflation pressure equivalent to contact stress, elastic materials, and stationary
loading. Unfortunately, these assumptions are inconsistent with realistic loading conditions and
may result in erroneous pavement response calculation and pavement performance predictions;
especially in hot regions. A linear elastic numerical solution under static loading is questionable at
best for predicting pavement responses under moving wheel loads.

The reality of the tire-pavement contact area is that truck tires produce highly non-uniform
vertical contact stresses as well as surface transverse and longitudinal tangential stresses. The
horizontal, tangential stresses are the result of the inward pressure of tires and the resistance to
movement by surface contact. The effect of these stresses is mainly at the surface and shallow
depths and is manifested by surface deterioration.

This presentation introduces a well-developed three-dimensional (3D) finite element (FE) model.
The FE model incorporates HMA linear viscoelasticity, measured 3D contact stresses, continuous
moving load, and implicit dynamic analysis. It has been successfully validated with field meas-
urements. The model’s calculated responses, which include shear strains and octahedral shear
stresses, have been used to analyze the 3D effect of tire contact stresses on HMA.

The presentation will also address the effects of vehicle accelerating/braking on HMA rutting
and/or shoving potential, address the effect of loading on HMA layers’ interface and its relation-
ship to slippage and shoving/rutting, and present the application of Accelerated Pavement Testing
(APT) to compare the long-term pavement performance between different types of HMA with
respect to rutting.



The presentation will show that vertical shear strains near the surface could be responsible
for “near surface” cracking and shoving/rutting, while surface tensile strains near the tire-edge
rib could be responsible for top-down cracking. The presentation also questions the validity of
“bottom-up” fatigue cracking in relatively thick pavements and alternatively suggests that these
cracks may instead be initiated at 50-100 mm below the HMA surface.

These new developments in understanding the shear strain/stress distribution and their effect on
HMA performance will lead to more appropriate layer stiffness design regarding shoving/rutting
in flexible pavements. The end result of these developments will be longer-lasting, durable, and
smooth-riding pavements in hot regions which are especially threatened by rutting/shoving and
“near surface”-initiated cracking.
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Pushing the envelope: Transportation system management
under competing objectives

Hani S. Mahmassani

Civil and Environmental Engineering, McCormick School of Engineering and Applied Science &
Managerial Economics and Decision Sciences, Kellogg School of Management,
Northwestern University, IL, USA

Managing the transportation infrastructure entails balancing different objectives that may be in
conflict—maximize throughput, maximize reliability and service quality, minimize accidents,
minimize vulnerability, minimize environmental degradation and energy use, maximize produc-
tivity, and so on. Improvements in one objective sometimes entail degradation in another, requiring
difficult trade-offs to be made. This talk will highlight the role of emerging technologies and new
operational concepts in the management of transportation networks and delivery of transportation
services, in a way that seeks to push the system towards improvements along several objectives
simultaneously. The talk will also discuss methodological implications and approaches for both
off-line evaluation as well as real-time operational decision-making in this context.

1 BIOGRAPHICAL SKETCH

Dr. Hani S. Mahmassani joined Northwestern University as the William A. Patterson Distin-
guished Chair in Transportation in September 2007, with joint appointments in the McCormick
School of Engineering and the Kellogg School of Management. He was previously the Charles
Irish Sr. Chaired Professor and Director of the Maryland Transportation Initiative at the University
of Maryland, after 20 years on the faculty at the University of Texas at Austin. He received his PhD
from MIT and MSCE from Purdue.

Dr. Mahmassani specializes in multimodal transportation systems analysis, planning and opera-
tions, dynamic network modeling and optimization, intelligent transportation systems, system
vulnerability and security applications, and freight systems analysis. He has served as Principal
Investigator on over 110 research projects funded by national and international agencies, and pub-
lished over 250 articles in journals and conference proceedings.

Dr. Mahmassani is Editor-in-Chief of Transportation Science, and Associate Editor of Trans-
portation Research C (Emerging Technologies), and the IEEE Transactions on Intelligent Trans-
portation Systems. He serves on several NAS and NRC committees and panels, and is a member
of steering committee of ITS America Forum for academia and consultants as well as a former
Coordinating Board Member, ITS America. He serves as evaluator and advisor to various univer-
sity research and academic entities, national research institutes, government research programs,
and corporate R&D units. He is a consultant to several companies and government agencies in
the areas of intelligent transportation systems, transportation network modeling and simulation,
policy analysis, strategic systems planning, operations and logistics.
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Experience on cold in place pavement recycling using the foamed
asphalt technique

Andreas Loizos

Laboratory of Highway Engineering, Department of Transportation Planning and Engineering,
National Technical University of Athens (NTUA), Athens, Greece

Cold in-place recycling (CIPR) using the foamed asphalt technique offers a promising strategy for
the rehabilitation of distressed pavement layers. Due to the high cost of traditional pavement reha-
bilitation and the environmental benefits associated with the use of recycled pavement materials
for the rehabilitation of pavements an increase in the use of recycled materials and techniques has
been observed in recent years. Information concerning laboratory testing techniques and related
construction aspects are satisfactorily documented in current international literature. However,
limited information is available concerning the field performance of foamed treated recycled
materials and where available it has been limited to low and medium volume roads.

Due to the lack of field performance data concerning the above mentioned technique the Greek
Ministry of Public Works contracted the Laboratory of Highway Engineering of the NTUA, with
its experience and study of the aforementioned technique, to undertake a long-term in-situ com-
prehensive monitoring of pavement performance and data analysis research study. Due to the
importance of the Trans European Highway, the investigated highway sections are considered,
both for the National and the European database, as an LTPP site.

The field investigation was based primarily on non-destructive tests (NDT), as well, laboratory
testing on specimens and cores was also conducted. In-situ collected data were analyzed, in order
to estimate the structural condition of the recycled pavement.

The present presentation shares knowledge and experience gained from the above mentioned
long-term monitoring study on CIPR using the foamed asphalt technique, concerning pavement
and recycled material design, as well as mix design, taking into account current international
standards. A critical discussion of the CIPR technique, both for newly built asphalt pavements and
rehabilitation of existing pavements, as well as the main findings of the data analysis concerning
the conducted field experiment are also presented and discussed.

Keywords: Cold in place recycling, foamed asphalt, NDT






Efficient Transportation and Pavement Systems — Al-Qadi, Sayed, Alnuaimi & Masad (eds)
© 2009 Taylor & Francis Group, London, ISBN 978-0-415-48979-9

Applying fundamental materials engineering to solve pavement
infrastructure problems

D.N. Little
Texas A&M University, Texas, USA

Fundamental material and engineering properties of asphalt mixture components can be used to
evaluate the performance of asphalt mixtures and to form the baseline by which to understand the
fundamental mechanisms of damage. This paper illustrates how two material properties, surface
free energy (SFE) and molecular properties of the asphalt binder (e.g., shape and size), are used
to understand and assist in the performance modeling of the fatigue damage process including
the balance between crack propagation during loading and crack healing during rest periods. The
paper also explains how SFE can be used to select asphalt mixture components (aggregate and
asphalt binder) that are the most compatible with each other among the available candidates so that
the resulting mixture will have the highest probability to resist moisture damage.
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Advances in road safety engineering

Tarek Sayed
Department of Civil Engineering, University of British Columbia, Vancouver, BC, Canada

There has been a serious concern about traffic safety since the start of the automobile age,
approximately eleven decades ago. In spite of this concern, traffic safety problems have prevailed
over the past century causing enormous economic and social costs. It is commonly accepted that
there are many costs associated with vehicular mobility such as air pollution, noise, visual intru-
sion, collisions, as well as others. However, the economic and social costs associated with road
collisions greatly exceed other mobility costs due to the pain, grief, loss of property, injury, and
deaths attributed to road collisions. Worldwide, about 1.2 million people are killed in road colli-
sions each year. In the US, more pre-retirement years of life are lost due to road collisions than
from the combined effects of the two leading diseases, cancer and heart disease. In Qatar, the road
safety problem has persisted over the last decade. Every year, about 250 people are killed in traffic
collisions across Qatar. The majority of these fatalities involve young Qataris. Thousands of other
collisions that cause property damage occur annually. The cost of these collisions is estimated in
billions, and is borne by the health care system, the insurance industry, emergency response serv-
ices, the legal system, and ordinary people whose lives are shattered.

Road collisions occur due one or a combination of the three components of the road system:
the driver, the vehicle and the road environment. Several studies have shown that more than 90%
of collisions involve some driver error. This statistic can mislead one to think that the focus of
road safety improvement programs should be on the driver. However, driver related road safety
improvement programs may not be the most cost effective solution to safety problems. There is a
growing appreciation in the road safety community for the need to improve traffic safety through
better road engineering. After a long period when the emphasis was on driver education and police
enforcement, there has been a relatively recent renewed commitment across the world to examine
the role of road engineering in improving safety. Geometric design guides in many countries now
present explicit relationships between road design decisions and safety consequences, moving
road engineering away from reliance on minimum standards without regard to safety. Road safety
audits at the planning and design stage of new projects have also emerged as a new and effective
tool to improve safety such that roads are planned and designed with due regard for safety.

The focus of this presentation is on engineering initiatives that can be employed to improve road
safety. An overview of traditional road safety improvement programs will be provided along with
emerging trends in road safety planning and engineering. These emerging trends include: safety
conscious planning, the explicit evaluation of safety in road design, safety audits, the use of risk-
based design, and the use of intelligent transportation systems (ITS) technologies.

11
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Dynamic early merge and dynamic late merge at work
zone lane closures

A.E. Radwan
College of Engineering and Computer Science, University of Central Florida, Orlando, FL, USA

R.C. Harb
CATSS University of Central Florida, Orlando, FL, USA

To improve traffic safety and efficiency in work zones, several states in the U.S. introduced and
tested the Dynamic Lane Merge System (DLM), an intelligent work zone traffic control system.
The dynamic lane merging, can take two forms; dynamic early merge and dynamic late merge.
Previous DLM applications demonstrated the strengths and weaknesses of each merging scheme.
However, up to date the literature lacks of a comparison between the two aforementioned dynamic
merging schemes. This manuscript reviews previous DLM applications and suggests two sim-
plified dynamic merging systems; Simplified Dynamic Early Merging (SDEM) and Simplified
Dynamic Late Merging (SDLM) for testing on short term work zones.

13
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Towards fully integrated adaptive urban traffic control

Baher Abdulhai

Canada Research Chair in Intelligent Transportation Systems,
University of Toronto, Toronto, Canada

Hossam Abdelgawad
Department of Civil Engineering, University of Toronto, Toronto, Canada

ABSTRACT: Advancements in Intelligent Transportation Systems (ITS), communication and
information technologies have the potential to considerably reduce delay and congestion through
an array of network-wide traffic control and management strategies. At the University of Toronto’s
ITS Centre, a comprehensive ITS research and teaching program was initiated in 1998. One of
the prime goals of the centre is to advance the state of art in traffic control and management. Over
the past decade, researchers developed a set of traffic control and management components with
an integrated vision in mind. This set includes computer systems for adaptive freeway incident
detection, traffic flow forecasting, adaptive arterial signal control, adaptive freeway and corridor
control, and a platform for live traffic data gathering, storing and dissemination. In this paper we
give an overview of the vision and the overall system, identify its essential components developed
to date, and briefly describe the technical background of each component together with quantita-
tive performance analysis.

1 INTRODUCTION

Although transportation plays a fundamental role in societal fabrics and national economies
worldwide, we often do not pay attention until we are stuck in a traffic jam. Congestion, environ-
mental degradation and global warming are all quickly becoming ‘household’ concerns all over
the world.

There are many categories of solutions to traffic problems. The list of potential solutions ranges
from better demand management to reduce car dependency to better supply management using
cutting edge technology or “Intelligent Transportation Systems” (ITS).

The ITS field has been aggressively growing over the past decade or so. ITS capitalize on
emerging computer and communication technologies to better manage the increasingly congested
and dynamic transportation networks of today. ITS involves the application of Information Tech-
nology (IT) and other advanced methods and techniques to improve the performance of trans-
portation systems and to increase the contribution of these systems to our economic and social
well-being. ITS involve a complex interplay between technology, human perception, cognition
and behaviour, and social, economic, and political systems. Thus, ITS is inherently multi- and
inter-disciplinary in nature.

The “heart” of ITS undoubtedly lies in system’s surveillance and control in real time. Integrated
system control has the potential to considerably reduce delay and congestion through an array of
network-wide traffic control and management strategies. At the University of Toronto’s ITS Cen-
tre, a comprehensive research and teaching program was initiated in 1998. One of the prime goals
of the centre is to advance the state of art in traffic control and management. Over the past decade,
we developed a set of traffic control and management components with an integrated vision in
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mind. This set includes computer systems for adaptive freeway incident detection, traffic flow
forecasting, motorist information for border crossing, adaptive arterial signal control, adaptive
freeway and corridor control, and a platform for live traffic data gathering, storing and dissemina-
tion. In this paper we give an overview of the vision and the overall system, identify its essential
components developed to date, and briefly describe the technical background of each component
together with quantitative performance analysis. A common thread amongst all of the system’s
components is a technological core based on Artificial Intelligence (Al). More specifically, three
Al technologies were utilized; neural networks, genetic algorithms and reinforcement learning.
The motivation is to utilize the capabilities of Al to produce a self-learning perpetually adaptive
traffic control systems as described in the paper.

Firstly, the paper briefly highlights the role of advanced traffic management system (ATMS) in
traffic control and management. In the following sections, a set of ATMS developed at the ITS center
and Testbed at University of Toronto are described. In particular, we highlight The ITS Center and
Testbed (ICAT) platform (Foo, B. et al., 2006), Genetic Adaptive Incident Detector-GAID (Roy, P. &
Abdulhai, B., 2003), Reinforcement Learning Signals Control (Abdulhai, B. et al., 2003) and Auto-
mated Adaptive Traffic Corridor Control (Jacob, C.& Abdulhai, B.,2006). We provide brief technical
background and some relevant quantitative measures. Interested readers are advised to refer to the
corresponding references for more comprehensive details and case studies.

2 INTEGRATED ATMS OVERVIEW

As our roads and freeways are becoming more and more congested, capacity expansion is becom-
ing less feasible and less desirable from a sustainability perspective. A viable alternative to con-
ventional capacity expansion is to improve the operational efficiency of existing infrastructure
through ATMS, a branch of ITS. The goal of ATMS is to improve the overall efficiency of the
traffic network, which results in a reduction of traffic delay, pollution and incidents. Traditional
traffic management strategies, such as prompt response and clearing of an incident, are already
making very significant improvements in the efficiency and safety of the system. However, further
improvements can be achieved with a deeper understanding of the underlying traffic flow behav-
iour, and an advanced traffic management strategy that is tailored to that behaviour. Advanced
computer analysis and control algorithms are required to achieve these goals, and a research, train-
ing and test facility is necessary to develop these algorithms. (Foo, B., et al., 2006)

ATMS construct a group of independent but interrelated elements comprising a unified whole
in order to achieve certain goal(s) while maintaining the system’s stability. Figure 1 depicts what

Transportation System/Network Monitoring

Deployment or Loop Detectors,

(Virtual Model of the System) CCTV, GPS ...

A Travel Demand
Communication  Field Communication
Control Centre -

v Control Objective

Control Systems and Decision Support: Detection

Geometry, Technology, Policy, Static Control I
Changes Estimation

Real Time Control: Adaptive Signal Control,

Ramp Metering, ATIS, Divergence, Guidance ... Forecasting

Figure 1. ATMS : The big picture.
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we call “ATMS: The Big Picture”. As illustrated in the figure, the system is conceptually split into
a real world side and a control center side that are connected via wireline and wireless communi-
cation technologies. Interacting with the real transportation network is often desirable. However,
this may not always be feasible. Instead a virtual replica of the transportation system is approach-
able through microsimulation modelling tools and techniques. In either the real system or in the
virtual model, the system’s state and functionality are monitored using detectors. Monitoring the
transportation system encompasses updating the system’s states through loop detectors, closed cir-
cuit TVs, GPS, etc. Surveillance information is then communicated to the control centre. Surveil-
lance data are used to intelligently detect and possibly forecast uncertainties that might affect the
stability of the transportation system. A controller is then called in order to explore a set of actions
that would enhance the state of the system. The optimal control actions are then communicated
back to control actuators in the field for deployment. This ATMS cycle continues perpetually.

3 THE ICAT PLATFORM

The ITS Centre and Testbed (ICAT) at the University of Toronto was officially opened in Novem-
ber, 2001, and the ICAT was brought online with both the provincial Ministry of Transportation
of Ontario (MTO) and municipal City of Toronto through fibre-optic connections in March, 2003.
ICAT is a facility that enables the research and development of advanced computer analysis and
control algorithms that are required to further improve the operational efficiency of Toronto’s traf-
fic network. The ICAT receives live traffic data and video from the MTO and the City of Toronto
through the dedicated fibre-optic connections. The ICAT database stores 20-second loop detector
data, messages displayed on variable message signs (VMS), operator incident logs and 3-minute
snap-shots of camera images. This data can be accessed by practitioners and researchers using the
ICAT platform web interface (Foo, B. et al., 2006).
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Figure 2. Sample traffic data map (Source: Foo B. et al., 2006 ).
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Figure 3. Traffic data plots available on the ICAT website showing the effects of mixed precipitation on
traffic (Source: Foo B. et al., 2006).

3.1 ICAT platform web interface

The ICAT Platform website is a front end human interface for the received traffic data. The web-
site is coded with the help of free software for configuring the layout’s content and plotting the
data). It has the capability to display (real time or historical) data on a highway schematic map,
make time series plots as well as fundamental plots of traffic data, display current and histori-
cal VMS messages, and display current and historical incidents logged by the operator. Figure 2
shows a sample of the traffic data map available on the ICAT website. The loop detector data is
superimposed on the schematics where all three variables (volume, occupancy and speed) are
represented graphically. Figure 3 shows the traffic data plots taken on December 6th, 2004 in the
morning. According to Environment Canada (2005), a mixture of rain and snow started at around
7:40 am. A significant change of traffic behaviour can be observed from the three fundamental
plots (Foo, B. et al., 2006).

4 INCIDENT DETECTION: A GENETIC ADAPTIVE INCIDENT DETECTION

Successful Freeway Traffic Management Systems (FTMS) and ITS rely on timely detection of
any traffic disruptions or occurrence of incidents. Ironically, incident detection remains one of
the weaker links in implementing ITS traffic control concepts because of the far from perfect
present performance of existing automated incident detection algorithms. The problem is accen-
tuated with the different traffic, geometric and environmental conditions at different locations,
resulting in vastly different requirement of detection algorithm parameters at each detector
locations.

In the endeavor to develop an incident detector with better obvious features of higher Detection
Rate (DR), lower False Alarm Rate (FAR) and low Mean Time to Detection (MTTD) with an added
feature of minimized location dependence (better transferability), a new incident detector based
on genetically optimized probabilistic neural network has been developed. The detection logic
comprises of a genetically optimized Probabilistic Neural Network (PNN) for freeway incident
detection (Abdulhai B. & Ritchie S. (1997), Abdulhai B. (1996), Abdulhai B. & Ritchie S. (1995)).
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An important advantage of the present GAID (Genetic Adaptive Incident Detection) incident
detector is a distinct smoothing parameter for each of its input dimensions (variables). This not
only increases the generalization accuracy of the algorithm, but also makes it adapt to new site
conditions without human intervention via automated optimization using Genetic Algorithms
(GA) (Abdulhai, B., 1996).

4.1 Genetic adaptive incident detection: Brief description

PNNs have long established themselves fundamentally as classifiers. The idea behind linking
PNN and incident detection started with an attempt to separate the incident “classes’ from normal
‘classes’.

GAID is a combination of two subset procedures. The first one is ‘GAID-Optimizer’ that con-
tains the genetic optimization of the multi- o PNN. The second one is ‘GAID-Detector’ which
is a neural network classifier that processes incoming loop detector data to detect any probable
incident and hence generate an alarm. The GAID-Optimizer contains detailed data and graphs
showing the progress of the GA training across the generations. It also contains windows for table
and charts showing the changes of relative importance of o parameters across the runs. A snapshot
of the GAID-Optimizer is shown in Figures 4.

GAID-Detector implements modified input feature space rather than the direct volume and
occupancy values. Aptly called “Deviations from the Averages for the Time and Location” (ATL)
(Masters, T., 1995) the detector subtracts average of volume and occupancy values for the given
time period and freeway location from the present values of volume and occupancy. As the traf-
fic data to be classified become available, and instead of feeding them directly into the detection
algorithm, the historical ATLs are first subtracted from the on-line values and only the deviations
from these ATLs are fed into the algorithm. The resulting algorithm would be more transferable
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Figure 4. Snapshot of GAID-Optimizer during optimization progress (Source: Roy P. & Abdulhai B., 2003).
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Figure 5. Snapshot of the GAID-Detector (Source: Roy P & Abdulhai B., 2003).

Table 1. Performance comparison of incident detection algorithms (1405N training data and 1405N valida-
tion data) (Source: Roy P. & Abdulhai B., 2003).

McMaster (no| McMaster
Attributes PNN GAID optimal) (optimal)
Incident Classification % 73.99 76.91 6.14 64.69
Normal Classification % 90.99 92.00 99.19 69.40
Overall Classification % 85.50 87.12 69.11 67.88
Detection rate % 96.90 97.67 37.98 93.8
False Alarm
(/detector/number of normal observation) 0.0173| 0.0149 0.0029 0.0354
False Alarm
(/detector/hr of non-incident condition) 2.0759 | 1.7893 0.3486 4.2448
Mean Time to Detection (sec) 86 84 222 84
curvature -525.92 -400
slope 191.13 200
intercept -2.26 5
ocrit 0.23 0.27
verit 12 24

compared to one classifying absolute volume and occupancy values (Masters, T., 1995). A snap-
shot of the GAID-Detector is shown in Figure 5.

4.2 Comparative analysis of GAID

In addition to the usual Detection Rate (DR), False Alarm Rate (FAR) and Mean Time to Detection
(MTTD), the authors suggest three more criteria: percentage correct classification for incident
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condition, percentage correct classification for normal condition and percentage overall correct
classification. GAID is compared to the McMaster incident detection algorithm (Hall, F. et al.,
1993) and the original PNN (Abdulhai, B., 2003).

A sample of the comparative results is shown in Table 1. All algorithms were trained with
the training data and their performances were evaluated on the validating data. The McMaster
optimized parameters are tabulated below the table. Note the significant difference of parameters
for the McMaster algorithm and the optimized McMaster algorithm. From Table 1, the original
McMaster algorithm fails in the detection and correct incident classification. Even with the opti-
mized parameters, the percentage correct classifications are very low compared with the PNN and
GAID. GAID’s performance appears the best. GAID has added benefit of being highly transfer-
able. On-site learning capability of GAID in real time is simple, fast and fully automated, condi-
tioned on user simple approval. (Roy, P. & Abdulhai, B., 2003).

5 REINFORCEMENT LEARNING SIGNAL CONTROL

The ability to exert real-time, adaptive control over a transportation process is potentially useful
for a variety of ITS services, including control of a system of traffic signals, control of the dis-
patching of paratransit vehicles, and control of the changeable message displays or other cues in a
dynamic route guidance system, to name a few. A key limitation of conventional control systems
is a requirement for one or more pre-specified models of the environment. The machine-learning
research community, related to the artificial intelligence community, provides us with a variety of
methods that might be adapted to transportation control problems. One of these, particularly use-
ful due to its conceptual simplicity, yet impressive in its potential, is reinforcement learning (see
Sutton & Barto (1998) or Kaelbling et al. (1996) for comprehensive overviews or Bertsekas and
Tsitsiklis (1996) for a more rigorous treatment) (Abdulhai, B. et al., 2003).

5.1 Reinforcement learning and Q-learning

In its simplest terms, reinforcement learning (RL) involves an agent that wishes to learn how to
achieve a goal. It does so by interacting dynamically with its environment, trying different actions
in different situation in order to determine the best action or sequence of actions to achieve its goal
from any possible given situation. Feedback signals provided by the environment allow the agent to
determine to what extent an action actually contributed to achievement of the desired goal. A sim-
ple RL algorithm is known as Q-learning. The agent is the entity responsible for interpreting sen-
sory inputs from the environment, choosing actions on the basis of the fused inputs, and learning
on the basis of the effects of its actions on the environment. At time t, the Q-learning agent receives
from the environment a signal describing its current state s. The state is a group of key variables that
together describe those current characteristics of the environment that are relevant to the problem.

Based on its perception of the state s, the agent selects an action a, from the set of possible
actions. This decision depends on the relative value of the various possible actions, or more pre-
cisely on the estimated Q-values Q, , which reflect the value to the agent of undertaking action
a while in state s, resulting in a transition to state s', and following a currently optimal policy
(sequence of actions) thereafter. At the outset, the agent does not have any values for the Q-
estimates and must learn these by randomly exploring alternative actions from each state. A gradual
shift is effected from exploration to exploitation of those state/action combinations found to per-
form well.

As a result of taking action a in state s, the agent receives a reinforcement or reward r, _ which
depends upon the effect of this action on the agent’s environment. The objective of the agent in
seeking the optimum policy is to maximize the accumulated reward (or minimize the accumulated
penalty) over time. A discount rate may be used to bound the reward, particularly in the case of
continuous episodes. The discount rate reflects the higher value of short-term future rewards rela-
tive to those in the longer term.
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The combination of state s, action a, and reward r_ _ is then used to update the previous estimate
of the Q-value Q_, . , recursively according to the following training rule:

5= as, a(rs,a+ %MAX (Qt—l(s',a')) - Qt—l(s, a)) (1)

where:
o= the increment to be added to the previously estimated Q-value, Q
o, = atraining rate in the interval [0,1]

S

rs"a = the reward received for taking action a, while in state s
7= a discount rate in the interval [0,1], applied to future rewards
MAX (Q ) = the previously estimated Q-value following the optimum policy starting in
state s'
Quien= the previous estimate of the Q-value of taking action a while in state s.
This particular training rule is relevant to stochastic environments such as the traffic environ-

ment in the case study outlined in the next section.

t-1(s, @) to geat Qt(s,a)

t=1(s", @)

5.2 Key elements of the signal control implementation

The initial test application of Q-learning to the problem of traffic signal control involved a single,
isolated intersection. The isolated signal and linear system implementations involve two-phase
operation without turning flows. The test-bed consisted of a simulated two-phase signal control-
ling the intersection of two, two-lane roads. Vehicle arrivals were generated using individual Pois-
son processes with pre-defined average arrival rates on each of the four approaches. The average
rates could be varied over time to represent different peak-period traffic profiles over the two-hour
simulated episodes. In practice, the agent would operate continuously. The essential elements of
the isolated signal control case study are defined in the next section.

5.2.1 State, action and reward definitions

The isolated intersection state information available to the agent included the queue lengths on
the four approaches and the elapsed phase time. In addition to local queue lengths, various com-
binations of upstream and downstream queue lengths and the offset of signal changes controlling
upstream and downstream movements are being evaluated as state elements. Since the addition of
elements to the state definition dramatically increases the size of the state-space, a balance has to
be sought between the benefit of this information and its impact on problem tractability. Sensing
of queue lengths would be most effectively achieved using video imaging technology in combina-
tion with artificial neural network or other pattern recognition techniques.

The isolated signal agent was operated with a fixed cycle length as context. Each second,
between a point ten seconds into the green phase and a point ten seconds from the end of the
green phase, arbitrary limits fixed to ensure minimum practical phase lengths, the agent selected
an action: either remain with the current signal indication or change it. Action selection consists
of a decision, made at the time of the previous phase change, as to when to make the next phase
change.

The definition of reward (actually a penalty in this case) is relatively straightforward, being
the total delay incurred between successive decision points by vehicles in the queues of the four
approaches. The delay in each one-second step, being directly proportional to the queue length,
was modified using a power function to encourage approximate balancing of queue lengths.

5.2.2 Exploration policies

Convergence of a Q-learning agent on a suitable Q-function, particularly where the process being
controlled is stochastic, requires adequate exploration to ensure that all areas of interest across
the state space are visited sufficiently often. An e-greedy policy was tested where the best action
is exploited with probability € and an exploratory action is chosen randomly with probability
1-&. Good results were achieved where the probability of choosing the best action was annealed,
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Figure 6. Isolated traffic signal: Average delay per vehicle ratio (Q-Learning/Pre-timed) (Source: Abdulhai
et al., 2003).

starting with random exploration and increasing to the point where the best action was chosen
with probability 0.9, provided that state had been visited at least 35 to 50 times (Abdulhai, B.
etal., 2003).

5.3 Preliminary test results

The following discussion presents selected results obtained from the isolated signal testbed. In
this case, performance was compared with that of a commonly used pre-timed signal control-
ler. Tests were conducted using three different traffic profiles to evaluate the performance of the
Q-learning agent under varying conditions. Figure 6 summarizes the results of these tests. The
graphs in Figure 6 reflect the average vehicular delay across individual sets of 50 test episodes,
typically conducted after each of 10, 25, 50, 100, 150, 200, 250, and 500 training episodes. Each
training and testing episode was equivalent to a two-hour peak period involving 144 signal cycles.
In accordance with typical practice, the pre-timed signal-phasing plan used as a baseline for com-
parison utilized constant phase times based on the critical peak-hour flow rates by direction. It is
evident from the results the Q-learning agent outperforms pre-timed signals when traffic patterns
are highly variable.

6 AUTOMATED ADAPTIVE TRAFFIC CORRIDOR CONTROL

The two most promising control tools for freeway corridors are traffic-responsive ramp metering
and/or dynamic traffic diversion, using variable message signs (VMS). Technically, the use of
these control methods independently might limit their potential usefulness. Therefore, integrated
corridor control using ramp metering and VMS diversion simultaneously can be synergic and
beneficial. Administratively, freeways and adjacent arterials often fall under different jurisdic-
tional authorities. Common lack of coordination amongst those authorities due to lack of means
for information exchange and/or possible ‘institutional grid-lock’ could hinder the full poten-
tial of technically-possible integrated control. Therefore, fully automating corridor control could
alleviate this problem. Motivated by the above, the aim of the research approach is to develop
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a self-learning adaptive integrated freeway-arterial corridor control for both recurring and non-
recurring congestion (Jacob, C. & Abdulhai, B., 2006).

In this study, a simple but powerful reinforcement learning- the Q-learning approach of Watkins
(Watkins C., 1989)—is selected to address the stochastic nature of traffic situation. The Q-learning
model developed in this study was trained and tested on a microscopic simulation model of key
corridors in Toronto using the Paramics micro-simulation suite (Quadstone Ltd., 2000). The study
involved testing the methodology in three different applications, namely, freeway control using
multiple ramp metering, integrated corridor control with a single ramp and VMS and Integrated
corridor control with multiple Ramps and VMS (Jacob, C. & Abdulhai, B., 2006).

6.1 Elements of the Q-learning control agent

At any time, the state of the network is based on direct traffic measurements, such as speed, vol-
ume and occupancy, which can be obtained from the loop detectors on the road. Depending upon
the control methodology, the system states in this study are defined as a certain combination of
average speeds on the competing routes, average percentage occupancy on the detector(s), status
of VMS and ramp, presence or absence of incidents. The set of actions available to the agent in any
particular state are a combination of VMS and ramp signal settings.

The reward can be either positive or negative, based on whether a benefit (e.g., delay reduction)
or penalty (e.g., delay) is taken as the outcome of the action. The agent is trained to minimize the
total time spent by all vehicles in the agent’s network periphery. As described by Papageorgiou
(Papageorgiou et al., 2003) this is equivalent to maximizing the time-weighted exit flows from
the section. This value is taken as the reward for the agent’s action. Each simulation-step will be
divided into K time-steps of duration T sec (20 sec.). The number of vehicles crossing the detector
placed at the end of the agent’s network section during the kth time-step s(k) is obtained from the
flow detector placed at that location:

K-1
Time-weighted outflow=S5=T? (K —k)s(k) @)
k=0

6.2 Measurements of effectiveness

In order to evaluate the feasibility of the approach, the results obtained from the learning agent
have been compared with the results obtained from the base-case scenario. Result obtained from
simulations without using the learning agent (no-control case) was selected as the base-case.
ALINEA control (Papageorgiou et al., 1991) which is considered as one of the most commonly
used and effective ramp metering algorithms was selected for comparing the effectiveness of the
proposed machine learning based freeway control using multiple ramps. In the test runs, the action
selected will be the one with maximum Q-value.

6.3 Freeway control using multiple ramp metering

A 16 km stretch of the Queen Elizabeth Way (QEW) in Toronto with seven on-ramps was found
to be a suitable section to test the proposed control methodology. Two different models were tried
with different state definitions:

States for model 1
In this model, the agent receives the percentage occupancy on the detector just downstream of the
ramp as well as the current metering rate in order to represent the state of that portion of the network.

States for model 2
Here, the state of the network is represented by means of four variables: occupancy on the
main line just upstream of the ramp; occupancy on the ramp just at the entrance to the main line;
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Table 2. Results from the QEW ramp metering (Source: Jacob C. & Abdulhai B., 2006).
Without | ALINEA | Q-Leaning Q-Leaning | Q-Leaning

Control (Best (2 States, (2 States, (4 States,

(Base case) case) Look-up-table) | CMACQ) CMAQ)

Mean 5129 5415 5445 5247 5161
Travel

Time (sec) (5.48%) (4.96%) ®4% | ©91%)
Total 84923677

et sibisiin | 84319430 | 84966304 | 86204672
?ni:}"““ (4.36%) (3.82%) @.7%) (7.02%)
Mean 509 365 559 579 594
Speed

(kmph) 11.00%) | ©.82%) a375%) | a67%
Stop Time pEEE) 1987 18007 1241 5178
(sec)

(18.70%) (26.32%) (41.04%) (37.9%)

occupancy on the mainline at the end of the stretch for that particular ramp and the current meter-
ing rate at the ramp. The first two states will be a representative of the demand from the main
line and demand from the ramp respectively. The third variable reflects the state downstream of
the ramp.

Table 2 provides the results obtained from the ramp metering agent approach using a look-up
table to store Q-values and with a CMAC based function approximation. Results from ALINEA
and a base no-control case are also shown. The percentage improvement obtained with each meas-
urement of effectiveness (MOE), as compared to the no-control case, is shown in brackets.

It shows that Q-learning has performed better than the ALINEA control, except the look-up
table approach was slightly inferior. It is clear that the Q-learning with function approximation
capabilities performs much better than the state of art control in ALINEA. When more detailed
network information is provided using four state variables, the results improve from that of the
two-state case, but at the expense of more learning time. Therefore, a compromise should be
sought between performance and efficiency.

6.4 Integrated control of a simple corridor with one ramp and one VMS

In this, a part of the waterfront corridor from the Greater Toronto area (built in the ITS Centre and
Testbed, University of Toronto), comprised of the Gardiner Expressway along with the Lakeshore
Boulevard—a parallel signalized artery—is selected. Figure 7 shows the network used in this
study. The agent is provided with learning scenarios of incident cases and various incident states
are included as state information. This will facilitate the agent to provide effective control on non-
recurrent congestion. An incident scenario is defined by (a) the location of the incident, (b) the
incident severity, and (c) the estimated duration of the incident. Three cases of incident scenarios
are considered for the learning of the agent ;(A): a single-lane-blocking incident on the Gardiner
for 10 minutes; (B): double-lane-blocking incident on the Gardiner for 15 minutes; (C): a single-
lane-blocking incident on the Gardiner and a double-lane-blocking incident on the Lakeshore for
15 minutes (Jacob, C. & Abdulhai, B., 2006).

The states considered are: average speeds and incident status on both the routes, status of VMS
(75% diversion is assumed when the VMS is active) and status of ramp. The set of actions availa-
ble to the agent in any particular state are a combination of VMS and ramp settings. The algorithm
tries to minimize the total time spent by all the vehicles in the entire corridor. Table 3 provides the
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Figure 7. Gardiner/Lakeshore corridor with single VMS and ram (Source: Jacob C. & Abdulhai B., 2006).

Table3. Results of integrated control with single VMS and ramp with incident scenarios (Source: Jacob C. &
Abdulhai B., 2006 ).

Case A Case B Case C I
No Integrated | No Integrated| No Integrated|
Control | Q-L Control |Q-L Control | Q-L
Mean Travel
; 562 6883 56822
Time (sec) 653 (13.9%) 826 (16.7%) 647 12.2%)
Total Vehicle
e 42 38 41
?_‘:‘;"“ 10 38 | g5e 33 | aa1% >4 (65%)
Mean Speed
335 267 132
Gomph) B3| arsw | 20 | craw | B4 | asow
Stop Time
3246 4073 3234
(sec) BT | 63w | M | ossw | 382 | dsew

result obtained from the integrated control with all the three incident scenarios. The percentage
improvement obtained with each MOE, as compared to the no-control case, is shown in brackets.

6.5 Integrated control with multiple ramps and VMS

In this case, an extended part of the Gardiner/Lakeshore corridor from Humber River to Don
Valley Parkway with two ramps (on and off ramps) and two VMS controls is selected. Figure 8
shows the corridor built in Paramics. The corridor is divided into two segments. The first part
is from the start of the corridor for eastbound traffic, up to the location of the second off ramp
(at Jameson Avenue) from the Gardiner, and the second part includes the remaining section.
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Figure 8. The Gardiner/ Lakeshore corridor with multiple ramps and VMS.

Table 4 Comparison of integrated, semi-integrated and independent Q-learning agents with base case
(Source: Jacob C. & Abdulhai B., 2006).

Semi-
Control No-Control Integrated dearaini Independent
: integra .
C lea lea
MOE (Base Case) Q-learning Qlearni Q-learning
9135 930.7 046.6
Mean Travel 084.6 = ¥ =
Time (sec) (7.2%) (5.5%) (3.9%)
Total Vehicle 123689811 142064811 140445903 138550943
Distance (m) (15.6%) (13.5%) (12.0%)
26.1 251 243
Mean Speed 22 5 . e
(kinph) (17.6%) (13.1%) (9.5%)
77842 61983 6675.6 67808
Stop Time (sec) ’ (20.4%) (14.2%) (12.9%)

Each part includes one VMS and one on-ramp, which are to be controlled by a single integrated
Q-learning agent. The results of the integrated, semi-integrated, and completely independent
models, after it has converged, are presented in Table 4. The percentage improvement obtained
with each MOE, as compared to the no-control case, is shown in brackets. The comparison
shows that a fully integrated system performs much better than a semi-integrated and independ-
ent system. Similarly, the performance of a semi-integrated system is better than that of com-
pletely independent system. This shows that the effectiveness of the approach increases with the
degree of integration.
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7 SUMMARY AND CONCLUSION

In this paper, we presented a description of the ITS Centre and Testbed and some of the key ATMS
developments over the past ten years. The ICAT is a research tool that facilitates the research and
development of computer analysis and control algorithms for ATMS and ATIS applications.

One of the key developments within the ICAT is Genetic Adaptive Incident Detection which is
based on two Al techniques, probabilistic neural network and genetic algorithm. The main bene-
fits of GAID are the increase in the overall generalization accuracy of the detection algorithm, bet-
ter transferability, and post transferability adaptation via automated genetic re-optimization. It is
designed to avoid any developer dependent handcrafting of complex parameters. It accounts for prior
probability of incidents, severity of the incidents, as well as unequal costs for misclassification

A number of control strategies based on Reinforcement Learning have been presented. As a
branch of the artificial intelligence, reinforcement learning appears to offer significant advantages
in ITS where real-time, adaptive control is key to improving effectiveness and efficiency. The abil-
ity to learn through dynamic interaction with the environment is seen as a significant benefit rela-
tive to control methodologies that rely on pre-specified models of these processes. We presented
the application of reinforcement learning to the problem of traffic signal control. Preliminary
results from the application of Q-learning to an isolated, two-phase traffic signal are encouraging.
In addition, the application of reinforcement learning or more specifically Q-learning is presented
for the independent, combined and integrated control of freeway and freeway/arterial traffic cor-
ridor using VMS and ramp metering.
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ABSTRACT: Transit Signal Priority (TSP) is a popular strategy used to enhance the perform-
ance of transit systems by modifying the signal control logic to give transit signal priority through
signalized intersections. Conventional TSP strategies used in most cities have been shown to offer
significant benefits in minimizing the delays of transit vehicles. However, there have been con-
cerns about some shortcomings of conventional TSP strategies which limited their applications.
The main concern is the potential negative impact on the cross street traffic. Another concern is
the static nature of conventional TSP strategies and the lack of responsiveness to real-time traffic
and transit conditions. This paper describes the development and evaluation of a dynamic Transit
Signal Priority control system which has the ability to provide signal priority in response to real-
time traffic and transit conditions. The dynamic TSP system consists of three main components:
a virtual detection system, a dynamic arrival prediction model, and a dynamic TSP algorithm.
The virtual detection system was developed in a VISSIM microsimulation model. Subsequently,
several bus arrival prediction models were developed using linear regression and Neuro-fuzzy
methods. Techniques such as Kalman and Bayes filters were used to refine the prediction. Finally,
a dynamic TSP algorithm was developed to determine what TSP strategy to use and when to apply
it. The dynamic TSP system was tested and compared to the conventional TSP system using the
microsimulation model. Scenarios with varying simulation parameters and traffic volumes were
tested. Results showed that the dynamic TSP system outperformed the conventional one.

1 INTRODUCTION

Transit Management Strategies have become a necessity rather than an option. Faced with the
increase in transit demand and the fixed capacity of the existing infrastructure, urban planners and
traffic engineers are developing and improving transit facilities and movements. Transit Signal
Priority (TSP) has become one of the most popular ITS solutions. With TSP, priority in the traffic
network is awarded to person trips rather than vehicle trips.

TSP has been widely used in many cities in North America, Europe, and Asia. Conventional TSP
strategies used in most of these cities have been shown to offer significant benefits in minimizing
the delays of transit vehicles. However, there have been some concerns about the shortcomings
of conventional TSP strategies which limited their applications. The main concern is the potential
negative impact on the cross street traffic. Another concern is the static nature of conventional TSP

33



strategies since they assume a fixed arrival time for the detected transit vehicles. A third concern
is the lack of responsiveness to real-time traffic and transit conditions.

This research attempts to overcome the shortcomings of the conventional TSP systems by
developing a “Dynamic” transit signal priority system. The proposed DTSP system is composed
of three components; an Automatic Vehicle Location (AVL) detection system, a transit arrival
prediction model, and a priority strategy selection algorithm. Two case studies are presented to
test and compare these algorithms. The first case uses a simulated hypothetical four-legged inter-
section while in the second case study a proposed Light Rail Transit (LRT) corridor in British
Columbia is simulated. VISSIM was used in the simulation of the two case studies.

2 PREVIOUS WORK

At a signal, priority can be awarded to a transit vehicle in different ways and methods. How,
when, and where to apply transit signal priority is what differentiates between priority concepts.
Several concepts are described in Chada and Newland (2002), which included: active and passive
priorities, direct and indirect priorities, and conditional and unconditional priorities. They also
described several priority design criteria. These TSP design criteria are based on various param-
eters such as transit vehicle’s delay, time headway, occupancy, location in queue, and the time
since the last priority was provided.

Several priority strategies and techniques have been developed through a number of case stud-
ies and projects carried out in different cities in North America. Baker et al. (2002) listed some of
these strategies which included: Green Extension, Red Truncation, Phase Splitting, Cycle Length
Reduction, Transit Coordination, Queue Jumps, Phase Insertion, and Phase Rotation.

Because of the importance of real-time information dissemination to transit users and planners,
the development of transit arrival prediction models has become an active research area. Transit
arrival prediction models are also important for the application of advanced transit control opera-
tions such as dynamic TSP. Accuracy is the key issue when applying arrival prediction models in
TSP strategies.

Lee et al. (2005) used online microsimulation-based arrival prediction models in developing
dynamic TSP systems. The developed method consisted of two major components: an online
microsimulation travel time prediction model and a priority operation model. When a transit vehi-
cle is detected, the prediction model is activated to retrieve signal timing information and traf-
fic data from the upstream and the downstream sensors. The developed prediction model was
validated using PARAMICS through comparing the predicted bus travel times to the actual travel
times. On the other hand, the priority operation model consisted of a library of six priority plans
that would be evaluated by the arrival prediction model. After evaluating the travel time of each
priority plan, the most appropriate plan with the least travel time would be chosen and sent to the
signal controller.

Liu et al. (2003) attempted to integrate adaptive signal control techniques with advanced tran-
sit signal priority techniques. The priority awarded to a transit vehicle would be dependent on a
weighting factor given to each transit priority call. A bus with priority would be converted into a
relevant number of passenger vehicles using the weighting factor. The weighting factor was deter-
mined using the traffic demand and queuing conditions of every approach at an intersection and
on the lateness of the transit vehicle. The computed weighting factor would be used to recalculate
the signal timings and splits keeping into consideration the signal’s parameters such as minimum
and maximum greens, permissive start and end times, and force-off green times.

Li et al. (2005) developed an adaptive transit signal priority system on an actuated signalized
corridor. The proposed system tried to give priority to transit vehicles while minimizing the nega-
tive impacts of the cross street traffic and pedestrian safety. The system consisted of: a continuous
detection system, a priority request system, a signal control algorithm that adjusted signals to
provide priority, and communication links between them. AVL systems were used to track transit
vehicles. Then an arrival predictor, that used both historic and real-time data, was used to predict
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bus arrival time. Two TSP solutions were used in this study, green extension and early green. The
algorithm was tested through simulation and a field test. Results showed considerable time sav-
ings in terms of transit delays, while maintaining an acceptable delay level for the minor traffic.

3 METHODOLOGY

3.1 The microsimulation model

In order to test and compare conventional and dynamic TSP algorithms, a four-leg hypothetical
intersection was modeled using VISSIM. Each of the four approaches consists of two thru lanes
of 3.5 meters width. In the model, one transit line was modeled with a transit stop upstream
of the west bound (Figure 1). The dwelling time was defined as a normal distribution with a
mean of 15 seconds and a standard deviation of 3 seconds (Ekeila, 2005). A two-phase signal
was used to model the primary signal logic. The signal had a cycle length of 65 seconds with
green time duration of 29 seconds for the east-west phase and of 26 seconds for the north-south
phase.

Unlike the conventional TSP system which is composed of fixed check-in and check-out
detectors, the dynamic TSP system uses AVL for the dynamic detection of transit vehicles.
The use of the AVL system as a detection system in dynamic TSP offers several advantages
such as:

— Many transit agencies are currently using AVL systems for schedule adherence and management
purposes. Hence, there will be almost no additional cost required for a new detection system.

— Unlike fixed detectors where the bus is detected at a certain location of the street, AVL systems
track vehicles continuously. Hence they can be considered as a set of fixed virtual detectors.
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Figure 1. Layout of the simulated intersection.
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Figure 2. Modeling of AVL detection.

— AVL systems are able to send other types of information that are useful in the application of
dynamic TSP strategies (e.g. passenger occupancy, dwelling time, speed...etc).

— AVL systems have a variety of detection criteria. They can provide time-step detection (where
a transit vehicle can be detected every specific time interval), distance-step detection (where
a transit vehicle can be detected as it travels a specific distance), and event-based detection
(where a transit vehicle can be detected at specific locations such as intersections and bus
stops).

In the simulated intersection, the only way to model the AVL detection system was as a
distance-step detection system since VISSIM does not have the option of continuous detec-
tion of a certain vehicle. As shown in Figure (2), the AVL system was modeled as a group
of detectors that are located 10 meters away from each other. The length of the detectors
was taken as zero so that the detectors would act as a point detector. As the front wheels
of the transit vehicle passes over a detectors a single impulse would be sent to the signal
controller.

3.2 The arrival prediction model

In order to test the performance of the proposed TSP strategies, an accurate arrival prediction
model is required. A linear regression model was developed using simulation data from the hypo-
thetical intersection. As well, the same intersection was used to test the proposed TSP strate-
gies. The simulation data included distance, dwelling time, and travel time. Three simulation runs
were executed for three different exposure levels (750, 1000, 1200 veh/hr). Travel time measuring
points were located every 100 meters for 800 meters (Figure 3).

In each simulation run, travel time measurements were collected for four different busses. In
total, 96 data points were used for model development. The arrival prediction model was developed
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using linear regression. In the model, y presents the predicted travel time which is a function of
a vector of independent variables (x). The constant b is the y-intercept. This is mathematically
expressed as:

y=mX, +mX, +----+mx, +b (1)

The vector of independent variables (x,) included two variables; DISTANCE and DWELL. DIS-
TANCE is defined as the distance traveled by the transit vehicle to the intersection (meters), while
DWELL is defined as the dwelling time of the transit vehicle at a stop (seconds). The developed
model is shown in Table (1).

As shown, the model parameters are significant at the 95% confidence level. Moreover,
the model shows very good fit to the data with R? = 0.99. This was, to some extent, expected
since the four transit vehicles run through the same environment and traffic conditions.
Accordingly, the data obtained from the four buses and the ten measurement points are highly
correlated.
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Figure 3. Travel time measurement points.

Table 1. The simulation-based linear prediction model.

Simulation Based Linear Prediction Model R? Variable Coefficient T-Statistic
DWELL 1.479 24.13
0.99 DISTANCE 0.135 69.46

CONSTANT 2.274 -
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3.3 Algorithms development

The third component of this research was to develop an adaptive algorithm that provides transit vehi-
cles with the most suitable transit priority strategy at signalized intersections. This algorithm would
make use of the AVL system and the developed transit arrival prediction model. The algorithms were
developed on VVAP; an optional add-on module of VISSIM for the simulation of programmable signal
controls. Five different TSP algorithms were developed; a Classic Algorithm, a Dynamic Algorithm,
an Adjusted Dynamic algorithm, a Dynamic-Bayes Algorithm, and a Dynamic-Kalman Algorithm.

3.3.1 The classic algorithm

The classic algorithm was designed to compare the performance of the conventional TSP system
and the newly proposed dynamic TSP system. Conventional TSP systems are usually composed
of a simple detection system and an algorithm that provides priority to transit vehicles when
detected. The general procedure of the classic algorithm is presented in Figure (4).

The classic algorithm consists of two components; a detection system and TSP decision scheme.
The detection system of the classic TSP system utilized a check-in detector located 50 meters
away from the approach stop line, and a check-out detector placed at the stop line.

In the conventional TSP system, the decision would be instantly taken once a transit vehicle
passes the check-in detector. If no detection occurred, the algorithm would run the normal signal
settings. The TSP decision scheme incorporated two TSP strategies:

— Green Extension: If the signal phase is green when the bus is detected, the green phase will be
extended until the bus checks out or the maximum extension limit is reached. To achieve offset
recovery, the succeeding green phase of the opposing approach will be reduced with a time
interval equal to the extension.

Is there
abus
detected

Run the normal signal
settings

Is the sigral
phase green

YES

Apply Green Extenstion Apply Red Truncation
Strategy Strategy

(B0 Je

Figure 4. The conventional TSP flowchart.
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— Red Truncation: If the signal phase is yellow or red when the bus is detected, the red phase will
be truncated with a time interval equal to the maximum extension, taking into consideration the
minimum signal timing required for pedestrians. To achieve offset recovery, the green phase
will be extended with a time interval equal to the maximum extension.

3.3.2 The dynamic algorithms

Four dynamic algorithms were developed (Dynamic, Adjusted Dynamic, Dynamic-Bayes, and
Dynamic-Kalman Algorithms). The four algorithms were used to test the performance of the pro-
posed dynamic TSP system. All the algorithms share the main structure. However, they differ in
their computational procedures and data assignments. The general procedure of the four dynamic
algorithms is presented in Figure (5).

Is there
a bus
detected

Assign the needed variables

v

Predict the arrival time and its
boundaries

Locate the arrival time and
boundaries within the cycle

:

Determine the signal phase
of the amval time and its boundaries

v

Determine the arrival scenario

:

Decide on the TSP solution

NO

Can the
solution
wait

Run the TSP solution

L—»{ Run the normal signal settings

| END ::

Figure 5. The dynamic TSP flowchart.
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As shown in the figure, the algorithms are composed of seven major sequential steps.
The next section describes these seven steps and illustrates the differences between the four
algorithms.

1. Transit vehicle detection

In all the four algorithms, whenever a transit vehicle had been detected, data were collected
for the variables defined in the prediction model. In the Dynamic-Bayes algorithm, the travel
time of the previous bus, from the detector to the stop line, was retrieved as well. The Bayes
algorithm used the previous bus travel time to enhance the model’s travel time prediction. In
the Dynamic-Kalman Algorithm, the average travel time of all previously simulated busses and
their variances were retrieved rather than the travel time of only the previous bus. A Kalman
Filter is then applied to fuse the model’s prediction and the average travel times and variances
of previous buses.

2. Arrival Time Prediction

This is the most crucial step in the algorithm, and it differentiates between the Dynamic,
Adjusted Dynamic, Dynamic-Bayes, and Dynamic-Kalman algorithms. In the Dynamic and
the Adjusted Dynamic algorithms, the prediction model developed earlier was used without
any adjustments to predict the transit vehicles’ arrival time. Lower and upper boundaries of the
arrival time were defined to determine the arrival scenarios in a later stage. The time length
between the predicted arrival time and any of its boundaries was defined as the boundary
length. The lower and upper boundaries, in some cases, would be about one standard devia-
tion from the arrival time. Sayed and Zein (1998), estimated the variance of a linear prediction
model as shown in Equation (2). This equation was used in the algorithms to calculate the vari-
ance of the prediction models.

n

@)

Var=sd2(1+1j+saf(x1i—il)2+ ----- +5,2(%i - X, )’
n

Var = variance of the prediction model

s, = standard error iny (the predicted dependent value)
s, = standard error of an independent variable

n = number of independent variables in the model

x, = value of the independent variable

X = mean value of the independent variable

In the Bayes algorithm, the arrival time prediction incorporated three steps: calculation of the
arrival time and its variance from the prediction model, computation of alpha which is defined as
the degree of confidence in the model’s prediction as in Equation (3), and finally using alpha as
Equation (4) to calculate the arrival time that would be used in the algorithm.

_ 1
1+ ( \kaer.] @3)
PModel
PBayes = aPModel + (1 - Q’) PPrevious (4)

In the Kalman algorithm, the arrival time prediction is calculated using the arrival time and its
variance from the prediction model, and the average travel time and variance of all previous simu-
lated busses. This is expressed mathematically by Equation (5).

Var,

+ Mol F)Previuus (5)
VarModeI + VarPrevious

Var.

Previous

Var, . +Var,

Previous

P

Kalman —

PModeI
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3. Arrival time allocation
After predicting the arrival time and the lower and upper boundaries, the locations of the arrival
time and its boundaries within the cycle were determined. In all the four algorithms, the arrival
time allocation was carried out as follows:

a. The arrival time, in seconds, was added to the current cycle second.

b. The number of cycles left until arrival (N), was calculated.

¢. The location of the arrival time within the cycle was determined by subtracting the length of

N cycles from the sum of the arrival and current times.
d. The same procedure was repeated for each boundary.

4. Signal phase determination

In VAP a signal phase is defined using three parameters; GE (Green End), YE (Yellow End), and
RE (Red End) (VISSIM 4.3 User Manual). In a cycle, a signal phase can be arranged in one of
three scenarios as shown in Figure (6). Knowing the three parameters GE, YE, and RE the phase
scenario was determined for both the arrival time and its boundaries.

5. Arrival scenario determination
In the four dynamic algorithms, after knowing the signal phase of the arrival time and its bounda-
ries, the corresponding arrival scenario was determined. As shown in Figure (7), seven different
arrival scenarios were defined:
— SCENARIO 1: A scenario where the predicted arrival and its upper boundary are in the
green phase, while the lower boundary is in the preceding red phase.
— SCENARIO 2: A scenario where the predicted arrival and its lower and upper boundaries are
all in the green phase.

Scenario 1: YE > GE > RE

RE GE YE
| GREEN I = |
Scenario 2: GE > RE > YE
YE RE GE
I ¢ — GREEN L]

Scenario 3: RE » YE > GE

GE YE RE

N I | GREEN |

Figure 6. Phase scenarios.

Boundary 1 _+ _ |

Figure 7. Arrival scenarios.
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Figure 8. Illustrations of TSP solutions.

— SCENARIO 3: A scenario where the predicted arrival and its lower boundary are in the

green phase, while the upper boundary is in the succeeding yellow or red phase.
— SCENARIO 4: A scenario where the predicted arrival is in the yellow phase.

— SCENARIO 5: A scenario where the predicted arrival and its upper boundary are in the red

phase, while the lower boundary is in the preceding yellow or green phase.
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— SCENARIO 6: A scenario where the predicted arrival and its lower and upper boundaries are
all located in the red phase.

— SCENARIO 7: A scenario where the predicted arrival and its lower boundary are in the red
phase, while the upper boundary is in the succeeding green phase.

6. TSP solutions
The type of solution or TSP strategy chosen was based on the determined arrival scenario. In this
research, three TSP solutions were used:

— SOLUTION 1: This solution is based on the Green Extension Strategy. In this strategy, a
green extension will be given to the green phase until the bus checks out the stop line or the
maximum extension is reached. Offset recovery is applied in this solution where the suc-
ceeding opposing green phase will be reduced with a time interval equal to the extension.

— SOLUTION 2: This solution is based on the Red Truncation Strategy. In this strategy, the red
phase will be truncated earlier so that when the bus arrives, the signal will be green. Offset
recovery is also applied in this solution where the green phase will be elongated with a time
interval equal to the red truncation.

— SOLUTION 3: This solution is based on the Cycle Extension Strategy. In this strategy,
the cycle will be extended to have a length of one and half of the normal cycle length
in order to make sure that the transit vehicle will arrive at a green phase and in order
to retain signal coordination. The solution will be executed for two cycles, replacing
three cycles of normal cycle length, then the cycle will be reduced again to its normal
length.

In each of the four dynamic algorithms and for each scenario, one of the three defined solu-
tions would be used. In order to understand the way that different solutions would work with the
scenarios, Figure (8) illustrates the solutions of different scenarios for a period of three normal
cycle lengths.

SOLUTION 3 was only used in the Dynamic algorithm in SCENARIO 6. This is the only dif-
ference between the Dynamic and Adjusted Dynamic algorithms. This adjustment was made to
check the performance of this unpopular strategy on the intersection at different exposure rates.
The hypothesis here is that some TSP solutions could outperform others according to flow condi-
tions. Although presented theoretically in many papers, the application of the Cycle Extension
Strategy in real life projects is rare.

7. Taking the decision

The time at which the decision is taken is one of the most important and dynamic components of
the developed algorithms. After running all the preceding steps and determining the most suitable
TSP solution, the algorithms checked whether to apply the TSP solution or wait for some more
time. If the algorithm would wait, all the preceding steps would be repeated again to check whether

Table 2. Time limits of the seven arrival scenarios.

Scenario Decision Time Limits

Scenario 1 At the start of the preceding red phase

Scenario 2 N/A

Scenario 3 At the start of the current green phase

Scenario 4 At the start of the preceding green phase
Scenario 5 At the start of the preceding green phase
Scenario 6 (SOLUTION 3) At the start of the second preceding green phase
Scenario 6 (SOLUTION 1) At the start of the current red phase

Scenario 7 At the start of the current red phase
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Figure 9. Time limits of the seven arrival scenarios.

the previously determined arrival scenario and TSP solution would still be valid. This component
of the dynamic algorithms tries to choose the optimum TSP solution taking into consideration any
traffic changes that might cause changes in the arrival scenario. When to take the decision is based
on the arrival scenario and on the nature of the chosen TSP solution. The developed decision time
limits for the seven arrival scenarios are listed in Table (2) and illustrated in Figure (9).

The dynamic algorithm runs the normal signal settings until a decision is taken. When a deci-
sion is taken, none of the previous steps will be executed, except for detection, until the solution
ends and offset recovery is achieved. When the next bus arrives, the algorithm will be ready to
grant it the priority it needs.

4 RESULTS

In order to test the performance of the different algorithms, 30 different simulation runs were
executed. For each of the five algorithms, 3 different simulations were executed with various seed
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Table 3. Validation results (Exposure = 750 vehs/hr).

Classic Dynamic Adj Dyn Bayes Kalman
SUM 214.4 141.2 178.1 196.9 180.8
AVG 5.4 35 4.5 4.9 4.5
S.D. 7.0 3.8 5.9 6.5 5.8

Table 4. Validation results (Exposure = 1000 vehs/hr).

Classic Dynamic Adj Dyn Bayes Kalman
SUM 232.7 229.3 203.1 215.0 218.4
AVG 5.8 5.7 5.1 5.4 55
S.D. 6.9 5.5 5.8 6.1 6.0

values. The simulations were executed at two different exposure levels (750 and 1000 veh/hr).
The simulation period was set to 2 hours (7200 seconds). In this period, 40 busses crossed the
intersection. Comparisons between the five algorithms were based on the total delay of all buses
at the intersection. In VISSIM, delay is defined for a vehicle whenever its speed drops below
5 km/hr. Tables (3) and (4) show the sum of delay of all busses, the average delay, and the stand-
ard deviation for each algorithm.

Generally, all the developed dynamic algorithms outperformed the classical algorithm. The
Dynamic algorithm outperformed the Adjusted Dynamic algorithm at the traffic flow level of
750 veh/hr. However, at the higher traffic flow level of 1000 veh/hr, the Adjusted Dynamic algo-
rithm outperformed the Dynamic one. This supports the hypothesis that some TSP solutions
could be more beneficial than others according to traffic flow level. Although Kalman Filter and
Bayes technique were used in previous research [(Shalaby and Farhan (2004), Farhan and Shal-
aby (2002), Wall and Dailey (1999)], and showed improved prediction results. In this research,
Kalman and Bayes algorithms outperformed the Dynamic algorithm only at the traffic flow of
1000 veh/hr. However, the Adjusted Dynamic algorithm outperformed them both at the two vol-
ume levels tested.

5 SUMMARY

In this research, a Dynamic TSP system was proposed to replace the Conventional TSP system
used in most cities. Microsimulation was employed to test and compare the performance of four
Dynamic TSP algorithms and a conventional TSP algorithm on a hypothetical intersection. The
Dynamic algorithms used an AVL system to collect bus related information. Using an arrival
prediction model, the algorithms recursively check the predicted arrival time of the bus until it
reaches a time limit when a decision has to be taken. Based on the arrival scenario of the bus,
an appropriate TSP solution is chosen and applied to the signal. The results showed that the four
Dynamic TSP algorithms outperformed the Conventional TSP one. In addition, using previous
buses travel times in the prediction of current bus arrival time showed to be inappropriate for use
in TSP applications. The previous bus might have arrived at a green or red phase. Therefore, the
travel time of the previous bus does not really help in determining the travel time of the current
bus since the arrival phase and the queue length could be different.

A number of research ideas can be further researched to enhance and improve the developed
Dynamic TSP system. The dynamic TSP algorithm can be enhanced by adding a larger library
of TSP solutions or some newly defined scenarios. In addition, the algorithm can comprise
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more flexible and effective offset recovery and signal compensation strategies. Finally, a more
advanced algorithm can be developed to handle TSP for networks rather than a single intersec-
tion or an arterial. In real-life applications of high-frequency transit lines similar to the one
used in this study, bunching is a major issue. TSP systems for such contexts have to explicitly
include strategies to deal with 2 transit vehicles arriving very close to each other. Also, any
practical TSP system should also deal appropriately with 2 transit vehicles arriving at the
intersection from two opposite approaches along the same corridor. All these issues will be
considered for future investigation.
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ABSTRACT: This paper proposes a unique and innovative approach to integrate transit signal
priority control into a traffic adaptive signal control strategy. The proposed strategy was named
OSTRAC (Optimized Strategy for integrated TRAffic and TRAnsit signal Control). The corner-
stones of OSTRAC include an online microscopic traffic flow prediction model and a Genetic
Algorithm (GA) based traffic signal timing module. A sensitivity analysis was conducted to deter-
mine the critical GA parameters. The developed traffic flow model demonstrated reliable predic-
tion results through a test. OSTRAC was evaluated by comparing its performance to three other
signal control strategies. The evaluation results revealed that OSTRAC efficiently and effectively
reduced delay time of general traffic and also transit vehicles.

1 INTRODUCTION

The demand for integrated signal control of traffic and transit flows through urban arterials has
been growing, from both traffic and transit control perspectives. From the perspective of general
traffic control, transit vehicles in mixed traffic flows often become the sources of traffic flow
disruptions. In addition to the comparatively slower driving speeds of transit vehicles, frequent
and regular stops to board and discharge passengers may further interfere with traffic progression.
Nevertheless, transit vehicles have often been disregarded by most traffic signal control strategies
mainly due to the complexities of the inter-vehicular behaviours between general traffic and tran-
sit vehicles. Consequently, traffic signal timing plans programmed to solely accommodate general
traffic have frequently been disrupted by transit vehicles.

On the other hand, from the perspective of transit, coordinated traffic signals often force transit
vehicles on urban arterials to stop more frequently than general traffic. Due to the nature of transit
operations and the slower travel speeds, transit vehicles frequently drop out of the progression band
established for general traffic. As a result, a substantial fraction of transit delay time is incurred by
traffic signals (1). The method of Transit Signal Priority (TSP) was conceived to alleviate transit sig-
nal delay by providing preferential treatments to transit vehicles at signalized intersections. TSP has
been proven successful in speeding up transit vehicles along arterial corridors (2, 3). However, TSP
control often disrupts the normal traffic signal operation, which is programmed for optimal traffic
flow control. This is due to allocating more green times to the approaches with transit routes.

The primary goal of this study is to develop an optimized strategy for integrated traffic and
transit signal control at signalized intersections. In the development procedure, a specific focus
was dedicated to overcome the limitations of the current traffic signal control and TSP control
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practices. The proposed strategy was named OSTRAC (Optimized Strategy for integrated TRAf-
fic and TRAnsit signal Control). A detailed description of OSTRAC and its functional compo-
nents are provided next.

2 OPTIMIZED STRATEGY FOR INTEGRATED TRAFFIC
AND TRANSIT SIGNAL CONTROL

Typically, traffic adaptive signal control strategies are configured with two functional components
including a traffic flow model that estimates the near future traffic conditions, and a signal timing
method that determines timings based on the estimated future traffic conditions. These two func-
tional components cooperatively and iteratively search for the optimal traffic signal timings.

OSTRAC was also developed based on the common framework of traffic adaptive strategies.
Figure 1 illustrates the operational procedure of OSTRAC, highlighting its functional components.

As shown in the above figure, the cornerstones of OSTRAC are the microscopic traffic flow
prediction model and the Genetic Algorithm (GA) traffic signal timing module. OSTRAC finds
optimal traffic signal timings by iteratively evaluating numerous candidate timings, which are
selected based on the searching mechanism of GA. This signal timing module contains an optimi-
zation function that is composed of a set of performance measures of both general traffic and tran-
sit vehicles. This module provides TSP by giving a heavier weight to the bus delay time component
in the function. One distinct feature of the proposed signal timing module is that it can disregard
giving TSP depending on the estimated traffic conditions of the intersection.

The primary role of the traffic flow model is to provide the estimated fitness of traffic signal
timings proposed by the GA signal timing module. Distinct from the conventional traffic flow
models, the proposed microscopic prediction model was developed to represent each vehicle as
a separate object with its own characteristics. The traffic flow model acquires required informa-
tion of the incoming traffic through the traffic sensors implemented at different locations in the
transportation network.

OSTRAC is basically a real-time signal control strategy. To obtain desirable results, con-
sideration was given to the establishment of an operational scheme of OSTRAC in a real-time

OSTRAC

Microscopic traffic flow
prediction model

Candidate Estimated
signal timings fitness

Dynamic GA signal
timing module

— . — — — — - measurements / ...........

Input signal
timing

Incoming | Traffic Transportation Traffic | Exiting
traffic "|  sensors network signals Tl traffic
Real World

Figure 1. OSTRAC operational framework.
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framework. The following section presents the proposed real-time operational scheme, followed
by a detailed description of the functional components of OSTRAC.

2.1 Acyclic real-time signal control scheme

One evident strength of the traffic adaptive control over pre-timed control is the capability to
adjust traffic signal timings in real-time using on-line traffic data. Therefore, the proper design
of an operational scheme is key to obtaining desirable outcomes of such a real-time traffic signal
control strategy. The fundamental operational scheme of OSTRAC employs the acyclic rolling
horizon control approach. The acyclic real-time control scheme does not explicitly consider the
traditional cyclic signal control concept, but rather determines the optimal phase switching times
during the pre-determined horizon period (4). The term “horizon period” is different from cycle
time in that one signal phase may be provided more than once, or not provided at all, in one period.
In a rolling horizon manner, only the first small fraction (i.e., rolling fraction) of the computed
plan is implemented to take advantage of the latest sensor data. One clear advantage of the acy-
clic control scheme over the cyclic method is the flexibility in adjusting traffic signal timing to
respond to large and rapid changes of traffic demand. On the other hand, the traditional cyclic
control scheme has relative benefit over the acyclic scheme in maintaining coordination between
adjacent traffic signals.

The proposed scheme was further enhanced to react to transit vehicles. In the absence of transit
vehicles, OSTRAC repeatedly executes its control procedure in a certain time interval, usually a few

Generated optimal

Time signal timings

Rolling fraction

Regular
interval

Regular
interval

Legend

Rolling (1) OSTRAC run time

fraction

Overridden signal
timing portion

—’ Bus entrance —{> Bus departure

Horizon period = Projected
optimization period

Figure 2. Acyclic real-time signal control scheme of OSTRAC.
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seconds. OSTRAC also re-optimizes the traffic signal timing, overriding the existing interval-based
operation when transit vehicles either enter or leave the intersection approaches for two reasons.

When a transit vehicle enters into an intersection approach, rather than substituting the existing
traffic signal timing plan, as does the conventional TSP control, OSTRAC re-optimizes the traffic
signal timing with a higher weight given to the transit vehicle performance measure (i.e., transit
vehicle delay) in the optimization function. This immediate response to the transit vehicle enables
an early signal timing modification, which indicates a more efficient handling of the approaching
transit vehicle with minimal impacts on the existing traffic signal system.

When a transit vehicle exits an intersection approach, OSTRAC immediately re-optimizes the
traffic signal timing with adjusted coefficient values, and it is more likely to assign a heavier
weight to general traffic performance. A quicker return to the normal signal operation will mini-
mize the potential effects of transit-focused signal control on the general traffic, especially in the
non-transit approaches.

Figure 2 demonstrates the OSTRAC operation with a transit vehicle entrance and departure
during the operation.

As illustrated in Figure 2, OSTRAC is operated using an interval-based method until a bus
arrives at the intersection approach at t.. At this point, the GA signal timing module re-starts its
control procedure to generate a new optimal signal timing plan, which is more likely to be a transit
favourable signal timing plan. The last few seconds of the t, fraction time is overridden by the new
plan generated at t,, OSTRAC maintains the regular operation interval until this bus leaves the
approach. When the bus departs the approach at t,, OSTRAC re-optimizes the signal timing with
a stronger emphasis on the general traffic performance. The following OSTRAC operations keep
the regular operation interval unless a new transit vehicle requests prioritized signal control.

2.2 Experimental network design

For this study, an arbitrary signalized intersection was modelled in Paramics to be used for the
following purposes:

sig}oW 00¢

/ \
50 meters : : : : ______
- O ] FallZ

;A N

300 meters

Figure 3. Experimental intersection layout.
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e Performing a sensitivity analysis of the GA parameters;
o Validating the microscopic traffic flow prediction model, and;
o Evaluating the performance of OSTRAC.

The modelled intersection is four-legged with three lanes in the east and west approaches and
two lanes in the north and south approaches. Figure 3 illustrates the layout of the experimental
intersection.

The east and west approaches were designed to have one left-turning exclusive lane, one exclu-
sive through lane, and one shared through and right-turning lane. The north and south approaches
have one exclusive through lane and one shared through and right-turning lane. The left turn bays
start from 50 meters upstream on the east and west bound approaches. Left turns from the north
and the south bounds are not allowed. Each intersection approach is 300-meter long.

2.3 Dynamic GA signal timing module

OSTRAC minimizes the optimization function, defined in the signal timing module in order to
improve intersection performance. For this study, a Performance Index (PI) function was devel-
oped, combining general traffic delay and transit vehicle delay. Delay is a major consideration in
the operation of signalized intersections. In general, the operation of traffic signals aims at mini-
mizing either total vehicle delay or average vehicle delay.

The proposed module also accommodates a routine to adjust the relative importance of each
performance measures constituting the Pl function based on the traffic measurements. For
instance, OSTRAC may pursue to minimize signal delay of general traffic when no transit vehi-
cle is present. When a transit vehicle approaches, the signal timing module may assign a higher
priority to the transit vehicle delay component in the optimization function. However, if any of the
non-bus approaches are in congested conditions, the proposed module also can disallow TSP.

The role of the GA signal timing module is to search for the signal timing plans that optimize
the given PI function. In the proposed acyclic signal control scheme, the PI of a signalized inter-
section is a function of the signal control variables, including the time and sequence of each signal
phase. Therefore, for a given optimization horizon h, the goal of the GA optimizer is to determine
the control variables that minimize the PI. This can be expressed as follows:

\
Minimize PI (h) = Q’{Zdv//} +ﬁ{%} = f(sy,p!") for every control horizon h

v=l

Subject to the following constraints:

Kh

Loyp'=h fork=1,.,K,

1

2. p'<gm(k) fork=1,..,K

3. g min(k) < pr ’ hpzhill Ik : Land S: - saﬁl
p elseif k=2,...,K, -1

k

Where,

h = optimization horizon

PI(h) = performance index of horizon h

o, = coefficient of vehicle delay time fraction (o. = 0.2 in this study)
V = total number of vehicles in the intersection

v = vehicle index (v e V)
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d, = delay time of vehicle v

= coefficient of bus delay time fraction (8= 1.0 in this study)
d,, = total bus delay time

N = total number of buses eligible to request signal priority
k = signal phase (i.e., kth signal phase)

K, = total number of signal phases during hth horizon

sy = index of kth signal phase during hth horizon

R = duration of kth signal phase during hth horizon

h. = length of time horizon

gmax(k) = maximum time for signal phase k

gmin(k) = minimum time for signal phase k

The GA optimizer generates candidate signal timing plans (i.e., chromosomes) to satisfy
the three constraints. First, the sum of the signal phase times should be equal to the optimi-
zation horizon length. In addition, the GA phase times must be greater than or equal to the
pre-defined minimum phase time, and at the same time they must be less than or equal to the
maximum phase time.

2.3.1 Genetic algorithms
GAs are robust machine learning search methods, which derive their behaviour from a simili-
tude of the evolution processes in nature. GAs have been widely used to solve multi-dimensional
optimization problems in numerous application areas since its evolution in 1975 by Holland (5).
In GAs, the term gene refers to the parameters that encode a particular representation of some
elements of a candidate solution. A Chromosome, which is a full candidate solution (i.e., in our
case, it is a traffic signal timing plan) to an optimization problem, is composed of these genes.
Each chromosome has a fitness value corresponding to its performance, compared with other
members of a population of candidate solutions. In this study, the fitness of one chromosome is
the estimated PI values of candidate traffic signal timing plans. Typical GAs follow a sequence of
decisions that can be summarized as follows:

Step 1. Problem encoding

Step 2. Random generation of initial population

Step 3. Evaluation of the fitness of each chromosome in the population

Step 4. Selection for reproduction

Step 5. Crossover and mutation

Step 6. Test for stopping criteria. Return the solution, if satisfied; repeat from step 3 onward, if
not satisfied

The optimization process of GAs begins by encoding and mapping solutions into chromo-
somes. An initial population of chromosomes is then generated at random. An initial population
of random chromosomes is generated in the next step. At each generation, one population of
chromosomes evolves into a new population by replacing some of its members through natu-
ral selection methods together with genetic-inspired operations such as mutation and crosso-
ver. Reproduction is the process of selecting solutions from the current generation that will be
allowed to contribute to the next generation. Since reproduction selects individuals based on their
fitness values, chromosomes with less fitness values have a higher probability to be selected in a
minimization problem. The crossover operator generates two new offsprings by copying selected
bits from two chosen parent chromosomes. Mutation produces small changes to the bit string by
choosing bits at random, then changing their values. Crossover is a key operator in the GA, and
is used to exchange the main characteristics of parent individuals and pass them on to the chil-
dren. Mutation is applied after crossover to maintain the genetic diversity of the population and
recover possible lost characteristics during crossover. Only small values are adopted for mutation
probability to avoid excessive randomness in the search process (6). This routine is repeatedly
processed until a terminating condition is met (for example, the desired number of generations
is reached).
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2.3.2 Sensitivity analysis of GA parameters
When applying GAs, there are some critical parameters that should be determined, including
population size, number of generations, crossover probability, and mutation probability.

The population size specifies the number of chromosomes in each generation. A higher number
generally results in a more robust search, but requires more time to converge. The number of gen-
erations indicates the maximum number of evolutions that a GA operation should accomplish. The
crossover probability is a percentage specifying what fraction of selected pairs undergo crossover.
The mutation rate determines what percentage of genes in the population should be replaced with
random values each generation. A high value may disrupt convergence, but a low number may not
keep the population diverse enough and lead to premature convergence.

The selection of appropriate GA parameters is crucial for efficient GA operations. A number of
previous studies recommended the optimal settings of the GA parameters, including Dejong (7)
and Grefenstette (8). However, there are no guidelines available for the selection of GA parameters
that are applicable to global optimization problems. Therefore, we conducted a sensitivity analysis
for the following GA parameters and values:

e GA selection method: the roulette wheel selection, tournament selection, and rank-based selec-
tion method with elitism;

e Population size: 10, 20, and 50;

o Crossover probability: 0.3, 0.5, and 0.8; and

e Mutation probability: 0.01, 0.03, and 0.05.

Using the above parameter values, a total of 81 (i.e., 3%) scenarios can be defined. In order to
find a good parameter set, but also to maintain a reasonable degree of computation effort at the
same time, the analysis was performed in three steps.

e The GA selection method was first evaluated using the median values of the other parameters.
For instance, each GA selection method was tested with a crossover probability of 0.5, a muta-
tion probability of 0.03, a population size of 20, and a generation number of 50.

o For the selection method that produced the best optimization results, the population size was
determined using the median values of the other two parameters. For each population size of
10, 20, or 30, the performance of the GA optimizer was evaluated with a crossover probability
of 0.5 and a mutation probability of 0.03.

o With the chosen GA selection method and the population size, all possible combinations of the
crossover probabilities and mutation probabilities were evaluated.

The developed testbed intersection was used for the analysis. The GA optimizer was configured
with each test parameter set to examine the optimization convergence under identical environ-
ments. The objective function was defined to minimize the general traffic delay and the results
were gathered from ten runs for each parameter set. The binary encoding method was adopted
in the proposed GA module mainly due to its simplicity. More detailed information about the
conducted sensitivity analysis is available elsewhere (9). On the basis of the analysis results, the
following specifications of the GA-based signal timing module were determined:

Rank-based selection method with Elitism
Population size 10

Number of generations 100

Mutation probability 0.03

Crossover probability 0.6

2.4 Microscopic traffic flow prediction model

In a previous study by the authors, a microsimulation model was developed for the purpose of
transit delay time estimation (10). Within this model, the movement of individual vehicles is
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governed by a set of pre-defined rules dealing with different driving situations. The established
driving rules and their primary roles are summarized below:

o Initializing rules
Define the characteristic of each vehicle including the aggressiveness level, desired driving
speed, desired acceleration speed, desired deceleration speed, perception time, desired gap from
the leading vehicle;

o Free flow driving rules
Specify the vehicle behaviour in free flow speed. Any car will follow these free flow driving
rules, if the headway distance from the leading car is greater than its critical distance. The
critical distance of one vehicle is defined as the headway distance where this vehicle would be
affected by the behaviour of the leading vehicle;

o Car following rules
Apply when the headway distance of one vehicle is less than the critical distance. The car fol-
lowing rules determine vehicle behaviour, which is whether to maintain, decelerate, or acceler-
ate speed in response to the behaviour of its leading vehicle;

e Lane changing rules
Vehicles following the leading one may attempt to change lanes. The lane changing rules con-
sist of some pre-defined conditions that must be satisfied before lane changing, and the behav-
iour of vehicles when they are changing lanes or considering lane changing;

o Traffic signal reaction rules
Define the behaviour of vehicles when they are under the effect of traffic signal operation.
These rules apply to the vehicles approaching the downstream intersection and override all the
other driving rules. For instance, even if one vehicle is in free flow conditions, this car must
reduce its speed if the red phase is being provided to the approach, and;

e Transit vehicle rules
Distinct operation of transit vehicles are defined in the transit vehicle rules. These rules prima-
rily describe the behaviour of transit vehicles associated with passenger service.

In this study, the proposed traffic flow model was further enhanced to deal with general traffic
in addition to transit vehicles. Also, the performance of the proposed traffic flow model was vali-
dated before implementation into OSTRAC. The reliability of the transit vehicle delay prediction
was previously evaluated (10). The emphasis was placed on devising a study that would provide
indications of the prediction performance of general traffic delay.

The evaluation of the proposed traffic flow model was conducted by comparing the prediction
results to those of the Paramics microsimulation software. Assuming the Paramics results as the
actual values, the model was calibrated to produce similar prediction results with those of Param-
ics before the test. The testbed intersection was used for the evaluation. Arbitrary traffic volumes
and a traffic signal timing were created at the intersection. The total period was one and a half
hours including three sub-periods to represent low, intermediate, and heavy traffic flows. In each
sub-period, the OSTRAC prediction model was configured to run 20 times in random intervals.
This setting is to ensure that the proposed model can make predictions under various operational
environments of the intersection. Figures 4 (a), (b), and (c) graph the average vehicle delay times
predicted by the OSTRAC model and the Paramics software in the low, intermediate, and heavy
traffic flow periods, respectively.

The prediction results of the OSTRAC model were evaluated using four basic measures includ-
ing: the mean error (ME), the mean absolute error (MAE), the root mean square error (RMSE),
and the mean absolute percent error (MAPE). Table 1 provides the summary of the evaluation
results. Note that the actual values are the Paramics results, and the predicted values are the results
of the proposed model.

Two conclusions can be drawn from the presented results. First, regardless of the traffic flow lev-
els, the predicted vehicle delay times were not significantly biased, either over-estimated or under-
estimated. The obtained ME values were 2.21 seconds, 1.84 seconds, and —1.17 seconds for the low,
intermediate, and heavy traffic flow rate, respectively. These results indicate that the proposed model
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Figure 4. Test results of the traffic flow prediction model.

(a) low

(b) intermediate

(c) heavy

slightly over-estimated vehicle delay in the low and intermediate level scenarios. On the other hand,
in the heavy traffic level scenario, the model produced a minor under-estimation of delay time.
Second, based on the calculated MAE, RMSE, and MAPE values, the proposed model provided
highly reliable prediction results, which are less than 5 seconds of absolute differences from the actual
vehicle delay times. The results also revealed that the MAPE values improved as the intersection
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Table 1.  Prediction accuracy test results.

Measures

Traffic flow level ME (sec) MAE (sec) RMSE (sec) MAPE
Low 2.21 2.95 3.38 12.35%
Intermediate 1.84 3.48 3.97 8.71%
Heavy -1.17 3.69 4.00 7.90%
Where,

13 18

ME:_Z(pn_an) MAE:_Z pn_anl
N = N =

13 18 [p.—a
RMSE =  [— .—a) MAPE=— h
N%(P ) Nzl .

N = number of observations
p, = predicted value
a, = actual value

approach became more congested. However, this does not necessarily indicate that the proposed
model performed at a substandard level during the low traffic flow period. Since the vehicle delay
times are relatively smaller values in the low traffic flow period, even a minor numerical error may
cause significant deterioration in the MAPE value when it is expressed as a percentage error.

3 OSTRAC EVALUATION

The purpose of the evaluation is to assess the benefits of OSTRAC via simulation analysis. The
evaluation was conducted by comparing the OSTRAC performance to three other traffic signal
control scenarios as described below:

Scenario 1: Pre-timed signal control without TSP

Scenario 2: Pre-timed signal control with a conventional TSP method
Scenario 3: Adaptive signal control with a conventional TSP method
Scenario 4: Integrated traffic and transit signal control (OSTRAC)

The pre-timed signal timings for the first and second strategies were obtained using the Syn-
chro software. In order to model a traffic adaptive signal control, OSTRAC was implemented with
its optimization function to include only the general traffic delay component. In order to model
a conventional TSP operation, the two most commonly used TSP strategies, namely transit phase
extension and non-transit phase truncation, were implemented. The second and third scenarios
would demonstrate the efficiency of an integrated traffic and transit signal control (i.e., OSTRAC)
compared to non-integrated signal control strategies (i.e., pre-timed and traffic adaptive) with
conventional TSP.

The scenarios were evaluated under two different traffic demand levels representing typical
off-peak and peak period traffic conditions. The total evaluation period extended three hours. This
evaluation period was also divided into six 30-minutes sub-periods that were assigned different
traffic flow rates aiming at volume-to-capacity (v/c) ratios to be maintained between 0.3 to 0.7 for
the off-peak period scenarios, and between 0.5 to 1.0 for the peak period scenario. Table 2 provides
the used traffic flow rates.

The traffic signal control at the test intersection was configured to operate three signal phases:
the east-west green, the north-south green, and the east-west left turn green so that each phase
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Off-peak period Peak period

Phase 1 Phase2 Phase 3 Phase 1 Phase 2 Phase 3

e S | — S

22+3+1 19+3+1 7+3+1 37+3+1 32+3+1 9+3+1

Cycle time 60 seconds Cycle time 90 seconds

Figure 5. Pre-timed traffic signal timing plans.

is followed by an intergreen period containing 3 seconds of yellow and 2 seconds of all-red.
Figure 5 presents the implemented traffic signal timing plans. Note that the average traffic flow
rates were used to develop the off-peak period signal timing. The peak period signal timing was
calculated using the traffic flow rate of the sub-period with the greatest total vehicle arrival
flows during the peak period (i.e., 17:30-18:00).

The test intersection accommodated two-way bus services with a far-sided bus stop in the east and
west approaches. The modelled transit route has a high frequency of 12 buses per hour (i.e., 5 min-
utes of headway). The bus release times from the upstream link were set to values between 4 minutes
to 6 minutes for a realistic modelling of the bus operation. Approximately 50% of the buses were
scheduled to release later than their schedules. The transit phase extension strategy was designed to
provide a maximum of 15 seconds of extensions in 1-sec intervals starting at the end of the sched-
uled transit green phase. The non-transit phase truncation shortened the second signal phase (i.e.,
north-south green) by 7 seconds in the off-peak period, and by 10 seconds in the peak period.

OSTRAC determines whether to provide prioritized signal control to buses, when they pass
the upstream transit sensor. The actual headway is one of the criteria of the decision. OSTRAC
provides prioritized signal control only for the buses that are running behind schedule. Another
decision criterion is related to the traffic conditions in the non-bus approaches. OSTRAC continu-
ously monitors the flow rates of incoming traffic into each intersection approach. If more traffic
has entered to any non-bus approach than a certain threshold (i.e., 80 vehicles per a 5 minute
period), OSTRAC disregards providing TSP by simply considering all the buses in the intersection
as general traffic. Note that the selected threshold roughly represent the degree of saturation in the
approach is greater than 0.9.

3.1 Evaluation results

The evaluation focused on the impact of the OSTRAC operation on the general traffic and buses
in terms of their signal delay times. Table 3 provides the summary of the results, classified by
the evaluated signal control scenarios. Note that the Table further categorizes the general traffic
delay times into traffic movement groups that use different signal phases. The first phase group
includes the east-west through and right-turning movements. The second phase group consists of
the north-south through and right-turning movements. The east-west left-turning movements com-
pose the third phase. The table also provides the percentage changes in each measure, achieved
by the tested signal control strategies with respect to those of the base scenario. Note that a total
of 20 simulation runs were conducted for each evaluation scenario. The presented delay times are
the averages of those simulation results.

In summary, throughout the off-peak and peak evaluation periods, OSTRAC demonstrated con-
sistent and balanced performance by substantially reducing delay times of both general traffic and
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Table 3. Evaluation results.

Evaluation scenarios Average signal delay times (sec)
) General traffic
Traffic
demand Phase 1 Phase 2 Phase 3
levels Control strategy movements movements movements Total traffic  bus

Off-peak  Base scenario

period (Pre-timed without TSP) 26.47 29.16 33.76 28.17 37.23
Scenario 2 (Pre-timed
with a conventional TSP) 25.01 33.05 35.92 29.77 33.48

(-1.47%)  (+13.34%)  (+6.40%)  (+5.69%)  (-10.07%)
Scenario 3 (Adaptive
control with a

conventional TSP) 22.68 27.81 30.92 25.40 33.09
(-14.32%) (-4.63%)  (-8.41%) (-9.84%)  (-11.12%)
Scenario 4 (OSTRAC) 22.80 25.56 30.67 24.57 31.70
(-13.93%) (-12.35%)  (-9.15%) (-12.79%) (-14.85%)
Peak Base scenario (Pre-timed
period without TSP) 44.97 49.11 47.01 46.77 56.44
Scenario 2 (Pre-timed
with a conventional TSP) 43.95 56.76 51.13 49.57 50.91

(-2.27%)  (+15.58%)  (+8.76%) (+5.99%) (-9.80%)
Scenario 3 (Adaptive
control with a

conventional TSP) 37.71 47.73 43.45 4151 47.14
(-16.14%)  (-2.81%)  (-7.57%)  (-9.95%) (~16.48%)
Scenario 4 (OSTRAC) 37.40 42.33 42.40 39.71 47.68

(-16.83%) (-13.80%)  (-9.80%) (-15.09%) (~15.52%)

buses as compared to the base scenario. The adaptive control with a conventional TSP operation was
able to reduce considerable delay times of both traffic and buses as compared to the base scenario.
However, the evaluation results also revealed that this strategy compromised considerably the
performance of the non-bus phase movements (particularly phase 2) as compared to OSTRAC.
The pre-timed control with a conventional TSP operation successfully improved the bus operation
at the test intersection, but it caused significant delays to the traffic movements using the non-bus
signal phases. The findings from the tables are illustrated in Figure 6 for a better understanding
of the evaluation results.

As shown, the second scenario involving pre-timed control with a conventional TSP strategy
reduced the bus delay time by 10.07% in the off-peak period, and by 9.80% in the peak period
compared to the base scenario. With regards to the general traffic delay time, this strategy dem-
onstrated a remarkable contrast between the results of the bus phase movements and the non-bus
phase movements. In the off-peak period, this strategy slightly reduced the delay time of the bus
phase movements by 1.47%. On the other hand, however, it significantly deteriorated the delay
time of the non-bus phase traffic movements. This scenario increased the vehicle delay time of the
second phase movements by 13.34%, and of the third phase movements by 6.40%. This is because
the implemented active TSP strategies naturally assign more green time to bus signal phase (i.e.,
phase one) and less green time to non-bus phases (i.e., phase two and phase three). A similar
pattern was also found in the peak period results. The tested strategy provided the most efficient
signal control for the bus phase movements by reducing their average delay time by 2.27%. The
strategy performance then substantially declined. The delay time of the second phase movements
increased by 15.58%, while that of the third phase movements increased by 8.76%.
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Figure 6. Evaluation results.

The third scenario operated a traffic adaptive signal control with a conventional TSP. This
scenario was able to substantially reduce the overall traffic delay as compared to the base
case and second scenarios. However, as demonstrated by the previous scenario (i.e., pre-
timed with a conventional TSP), the benefit of this strategy was lopsided to the bus phase
traffic movements. The average delay time of the first phase traffic movements was reduced
by 14.32% in the off-peak period, and by 16.14% in the peak period. However, the perform-
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ance significantly declined when it dealt with the non-bus phase movements, especially for
the second phase movements. The achieved delay time reduction was only 4.63% in the off-
peak period, and 2.81% in the peak period. These results can also be partly explained by the
fact that conventional TSP operation often disrupts the operation of traffic adaptive signal
control.

Another remarkable result was that this scenario substantially improved the bus operation. The
reduced bus delay time was 11.12% in the off-peak period, and 16.48% in the peak period. It is
worth noting that this achievement is outstanding as compared to the second scenario that oper-
ated the same TSP strategies. This result may have been attributed to the traffic adaptive control,
which successfully improved the traffic conditions in the bus approaches. In addition to the traffic
signal control, bus travel times are also be impacted by the traffic conditions in the bus approach.
Therefore, buses in the intersection may have taken an advantage of the substantially reduced
delays in the bus approaches.

OSTRAC showed exceptionally efficient operation for the bus phase movements by reducing
their average vehicle delay time by 13.93% in the off-peak scenario, and by 16.83% in the peak
period scenario. It also performed at a standard level for the phase two movements (i.e., north-
south through and right-turning) by reducing their delay times by 12.35%, and 13.80% in the off-
peak and peak periods, respectively. For the phase three movements (i.e., east-west left-turning),
OSTRAC achieved 9.15% of the average delay time reduction in the off-peak period and 9.80%
in the peak period. The bus priority control of OSTRAC is an important factor that promoted suc-
cessfully vehicle delay time reductions for the bus phase movements. When a bus requests signal
priority, OSTRAC searches for the signal timings that are more beneficial to the buses rather than
to the overall traffic condition. This process may re-calculate a traffic signal timing in a way to
provide more green time to the bus signal phase, which consequently results in relatively more
benefit to the bus phase movements.

Another important control objective of OSTRAC was to improve the operation of buses.
OSTRAC achieved 14.85% and 15.52% of the bus delay time reductions in the off-peak and peak
period, respectively. Note that the achieved bus delay time in the peak period was slightly less than
that of the third scenario, which operated in traffic adaptive control with a conventional TSP. In
fact, this result is not unexpected given that the OSTRAC operation disregards the bus prioritized
control when any of the non-bus approaches are in saturated conditions. This operation pursues
to minimize the average traffic delay time of all traffic movements in the intersection rather than
giving absolute priority to the buses.

4 CONCLUSIONS

This paper introduced a unique and innovative approach to integrate transit signal priority con-
trol into a traffic adaptive signal control strategy. The proposed strategy was named OSTRAC
(Optimized Strategy for integrated TRAffic and TRAnsit signal Control). The cornerstones of
OSTRAC are the microscopic traffic flow prediction model and the Genetic Algorithm (GA) traf-
fic signal timing module. These two functional components cooperatively and iteratively search
for the optimal traffic signal timings. The main task of the traffic flow model is to provide the
estimated performance of candidate traffic signal timings that are proposed by the signal timing
module. The signal timing module selects the candidate traffic signal timings based on the search-
ing mechanism of GA.

A sensitivity analysis was conducted to determine the critical GA parameters before applica-
tion into OSTRAC. The performance of the traffic flow prediction model was also validated. Two
conclusions were drawn from the results. First, regardless of the traffic flow levels, the predicted
vehicle delay times were not significantly biased, either over-estimated or under-estimated. Sec-
ond, the proposed model provided highly reliable prediction results, which are less than 5 seconds
of absolute differences from the actual vehicle delay times based on the calculated MAE, RMSE,
and MAPE values.
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The performance of OSTRAC was evaluated on a hypothetical intersection within the Paramics

software. The evaluation was conducted by comparing the OSTRAC performance to three other
traffic signal control strategies including: a pre-timed signal control without TSP, a pre-timed
signal control with a conventional TSP method, and a traffic adaptive signal control with a con-

Ve

ntional TSP method. The evaluation results can be summarized as below:

The pre-timed control with a conventional TSP scenario successfully improved the bus
operation at the intersection, but it also caused delay time increase of the non-bus phase traffic
movements;

The adaptive control with a conventional TSP scenario was able to substantially reduce the over-
all traffic delay as well as the bus delay time as compared to the pre-timed control. However, the
observed benefit was seriously lopsided to only the bus phase traffic movements, and;
OSTRAC clearly proved its efficiency in improving both traffic and bus operation through the
evaluation. OSTRAC consistently and significantly reduced the delay time of both general traf-
fic and bus as compared to the other three control strategies.
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ABSTRACT: This paper demonstrates how control with dynamic operating speed (not speed
limit) can be used to realize different control objectives including improved traffic flow and safety.
The analysis shows that using dynamic speed control (DSC) can improve operations of signalized
networks by increasing throughput, decreasing delay and number of stops, and reducing speed
noise and speed variation thus lowering the likelihood of accidents. It is shown that using dynamic
speed control synchronously with dynamic traffic signal control in signalized networks can enable
more sustainable and reliable traffic operations thus leading to higher traffic throughput, reduced
accident potential, reduced fuel consumption, and lower emissions levels. As physical capacity
of urban networks and signal-only improvements are no longer sufficient to cope with current
congestion levels, time has come for new generations of advanced control concepts such as DSC.
As information availability improves (through initiatives such as vehicle infrastructure integrated
(V1) systems) and with the advances in wireless communications, computation, sensor technolo-
gies and their deployment in intelligent transportation system settings, designing and implement-
ing advanced control concepts is now both possible and feasible. A dynamic speed control (DSC)
system which communicates the near-optimal speed optimized based on real-time data to guide
drivers on their best speed selection is one such concept.

1 INTRODUCTION

When the term “dynamic speed” is used it typical refers to dynamic speed limits. However, this
paper is about an entirely different type of dynamic speed: it is dynamic operating speed. This is
the speed at which drivers are expected to operate, much like the speeds at which airliners operate
as they approach a hub airport. Here, the airliners operating speeds may be increased or decreased
based on both safety and airport capacity constraints. In a signalized network, speeds on different
links would be optimized synchronously with signal control parameters in real time based prevail-
ing conditions to achieve certain operational and safety objectives. Put differently, speed in this
case is a decision variable not a constraint as is the case in conventional traffic signal control. This
is the dynamic speed this paper is about.

Research into possible applications of dynamic speed in signalized networks is currently non
existent. But the advent of intelligent transportation systems, largely motivated by the afford-
ability and spread of communication, sensor, and computation technologies gave rise to ideas that
otherwise were either impossible or too difficult to implement. At the same time traffic congestion
problems are reaching crises levels in many urban areas. In urban areas where a larger portion of
the roadway system is signalized thoroughfares, innovations in controlling such facilities assume

63



more urgency. Using dynamic speed as a mean of traffic control has the potential to improve both
safety and operation. The vehicle infrastructure integrated systems (VI1) make this possible (more
on VII later).

Most current research on improving operations in signalized networks has emphasized devel-
oping strategies that deal only with signal timing parameters such as cycles, green splits, phases,
and offsets. In all existing and under-development control strategies, speed is used as a constraint
only. That this does not need to be the case always is a key argument in this paper. The objective of
this paper is to conceptually examine the limitations of signal-only approach to controlling signal-
ized networks under different traffic conditions. The paper then explores, at a fundamental level,
corresponding remedies using dynamic speed algorithms and analyzes likely benefits of different
control algorithms. The paper presents the ideas and the supporting evidence using a theoretical
approach and common assumptions on fundamental traffic properties. The paper is not about pro-
viding a complete set of algorithms nor is it about quantify the likely benefits.

The remainder of this paper is organized as follows: background material on dynamic speed
control is described next followed by a discussion on the deficiencies of signal-only control in sig-
nalized networks. Discussion of variants of dynamic speed control algorithms for different traffic
flow conditions and different control objectives then follows along with an assessment of potential
benefits. The paper ends with concluding remarks and planned future work.

2 BACKGROUND

Per the Manual on Uniform Traffic Control Devices (FHWA, 2003a), posted speed limits are set
to assist drivers in choosing a safe travel speed. Factors that shall be taken into considerations
when determining appropriate speed limits are: 1) road characteristics such as shoulder condition,
grade, alignment, and sight distance; 2) the 85th percentile and pace speed (pace speed is defined
as a 10 mph range of speeds that usually takes in 70% of all drivers; 3) roadside development and
environment; 4) parking practices and pedestrian activity; and 5) reported crash experience for at
least a 12-month period (FHWA, 2003b). All these factors are not time-dependent.

Time-dependent factors such as weather, roadway and traffic conditions, and signal timing
do influence what speed is appropriate for both safe travel and stable flow. The idea of dynamic
speed control (DSC) is to dynamically calculate near optimal speeds to guide drivers in setting
their speeds in response to some or all of these time-dependent factors. This would be the speed
that drivers should operate at, not lower and not higher. It is not a speed limit that just should not
be exceeded. Variable speed limit systems which also manage speeds have been widely used in
the past for work zones (Coleman et al. 1996; TRB, 1998; Lin et al., 2004) and freeway traffic
management (Florida DOT, 2003; Paterson, 2003; Hegyi et al., 2003). But those systems deal with
speed limits rather than optimal operating speeds.

Managing traffic speed is a good idea both for safety and operational reasons. Researches have
indicated that the potential risk of rear-end collisions on freeways can be reduced if traffic flow
speeds are properly regulated with variable speed limits, VSL (Coleman et al. 1996, TRB, 1998).
Lin et al. (2004) developed a VSL adjustment algorithm to fulfill the objectives of queue reduction
and throughput maximization on highway work zones. While various studies and algorithms were
developed for freeway applications, research on managing speed in signalized networks is very
limited. Chen and Abu-Lebdeh (2006a, 2006b) developed a framework for integrating dynamic
speed control and dynamic signal control. That study demonstrated the feasibility of such control
and provided preliminary assessment of the operational improvements. However not all potential
benefits of using dynamic speed in signalized networks have been explored.

At the heart of dynamic signal control is information, and the vehicle infrastructure integrated
(V1) systems initiative provided much impetus for that. Dynamic speed control (DSC) in sig-
nalized networks is envisioned to be implemented in an VII system setup with functionalities
emulating those found in closed-loop control systems. \ehicles and infrastructure components
are envisioned to be able to communicate and exchange information to enhance both traffic safety
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and operations. As noted by the US Department of Transportation, the “coordinated deployments
of communication technology in all vehicles by the automotive industry and on all major U.S.
roadways by the transportation public sector are the fundamental building blocks of the VI con-
cept [USDOT, 2008]. In a VI setting, the roadway would be divided into segments. Each segment
has a “hot post” that collects data from traffic along that particular segment using Dedicated
Short Range Communications (DSRC). Vehicles can communicate with roadside units (RSU),
or “hot posts” and within themselves via the hot posts. Hot posts of different roadway segments
can communicate with each other. Operationally, a vehicle would transmit anonymous on-board
sensor data to an RSU every time it passes one. A vehicle would store time samples of the data it
collected between successive RSUs and then transmits these data samples as it passes the RSU.
The anonymous data received at an RSU would be sent to an aggregation point from which it
is then forwarded to authorized subscribers (e.g., Traffic Operations Centers, DOTSs, etc.). Each
aggregation point may receive data from several thousand RSUs. All data are organized and
ordered by the geographic coordinates from the vehicles and would be available to authorized
subscribers. At a higher level, each section of the road “knows” what all other roadway sections
are experiencing, which means that vehicles on any given segment can “know” what is happening
with traffic on downstream segments. A simplified architecture of data flow is shown in Figure 1
(ITS-JPO, 2005).

In signalized networks, a VlI-based DSC system would require a display medium, which could
be either variable message signs (VMS), or in vehicle display devices. The display media is directly
connected via dedicated communication channels to a traffic management center where real time
traffic data from the hot posts and traffic signals are collected, processed, and used in decision
making. There, near-optimal speeds are determined. The VMS and/or the in-vehicle devices would
be used to display a speed (depending on control objectives and level of information made avail-
able to motorists) when vehicle enters a link. If VMSs are used, they would be installed overhead
along with traffic signals. The VMSs can be used to provide lower information level where a group
of vehicles are instructed to follow a given speed. Such setup would limit the flexibility of the
control algorithm but would require less detection, computation and communication resources.
Departures, arrivals and queue status would be evaluated at the end of each cycle and only one
speed decision is made for vehicles leaving the intersection during the same cycle. On the other
hand, if in-vehicle devices are to be used to provide higher level of information whereby speed
information can be customized for every individual vehicle (or vehicles in a given platoon; in
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Figure 1.  Simplified architecture data flow (Source: ITS-JPO, 2005).
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this case speeds of vehicles would be additionally constrained to meet given safety thresholds).
With this higher level of information more flexible control can be provided but in this case more
detection, computation and communication resources will be required. The arriving and departing
volumes, and queue status would be evaluated at smaller time steps all depending on the vehicle
arrival rate.

3 LIMITATIONS OF SIGNAL ONLY CONTROL AND STUDY MOTIVATION

In this section, the relationship between signal timing and vehicle speeds are discussed along with
the limitations of signal-only control algorithms.

3.1 Difficulties with fixed-speed signal coordination

Signal coordination is the most common mean to operate signalized networks to achieve specific
control objectives such as minimization of delay and/or maximize of capacity utilization. Central
to achieving this is the progression of traffic movements between neighboring intersections. Cur-
rently, all signal control and coordination algorithms assume constant traveling speed over time
for a given road link. This could be the speed limit or some other value determined based on local
practices. Because traffic conditions change over time, using a constant speed value over time to
calculate the ideal offset is problematic. In some cases, there are long queues waiting at down-
stream intersections, hence vehicles released from an upstream intersection would not be able to
accelerate to the pre-specified fixed speed value before reaching the tail of downstream queue.
In other cases, drivers may choose to drive at higher speed than the fixed speed value used in the
calculation of the ideal offset if they are not aware of the speed that they are supposed to drive at.
Overestimation or underestimation of optimum speeds that vehicles should operate at can eas-
ily undermine the effectiveness of signal coordination. Hence, if we can determine the optimum
speed and communicate it in real time to drivers then that will help maintain the overall traffic
operations at an optimum level. This is the logic behind using DSC.

3.2 Signal coordination for two-way streets and networks

For a two-way street, it is assumed that the offset of one direction is defined as offsetl and the
offset of the other is defined as offset2. According to Roess et al. (2004), the offsets of these two
directions must satisfy:

offset 1+ offset 2=nC 1)

where n is an integer and C is the cycle length.

Based on equation 1, if the offset of one direction is specified, then the offset of the other direc-
tion is automatically set. If the offset is set to the ideal one for one direction, it is not always pos-
sible to have ideal offset in the other direction if speed values on both directions are fixed.

Since it is difficult to find ideal offsets for both directions of a two-way street, one may believe
that a one-way street system is the solution. However, signal coordination for networks is much
more complicated. Even in one-way signal network systems, there still exist network closure prob-
lems (Roes et al., 2004). Network closure refers to the fact that setting offsets for one direction on
three links automatically determines all offsets between all four signals in any set of four signals
of a roadway loop (see Figure 4).

For example, in the grid network shown in Figure 2, if offsetsl, offset2 and offset3 are speci-
fied, the fourth offset, offset4 is automatically determined.

Offsets determined by the offsets of other directions or other links are called locked-in offsets.
If the offsets that are not locked-in are set to ideal offsets, locked-in offsets may not be suitable for
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the traffic they are serving. For instance, if offsetl, offset2, and offset3 in Figure 2 are set to ideal
offsets according to the prevailing traffic condition on the corresponding links, offset4 may not be
an ideal offset for the traffic it is serving. In a network with two-way streets, if the offsets for one
direction are specified, the offsets for other directions are also locked-in offsets, thus more of the
offsets may not be suitable for the traffic they are serving.

3.3 Inefficient use of green time

In order to use green time efficiently, not only offsets need to be ideal, but also traffic is expected
to pass the signal at or near saturation flow rate. But in reality, especially when traffic demand is
lower than capacity, vehicles enter the system at lower than saturation flow rate. When only fixed
speeds are used to guide drivers, vehicles may or may not be traveling in platoons and hence may
not always maintain saturation headways. In this case more green time will be needed to proc-
ess the same number of vehicles traveling at longer time headway compared to the case where
vehicles are traveling at shorter, saturation headways. Developing a vehicle-based algorithm to
specify the speed selection for every vehicle, or group of vehicles that are traveling in a platoon,
can regulate traffic flow into a pattern more suitable to the control strategy in place. For example,
vehicle-based speed control algorithm can be used to decrease headways between vehicles by sys-
tematically setting higher speeds for following vehicle than lead vehicles until required headways
are achieved, then following vehicles would be given the same speed as the lead vehicle to main-
tain that headway. With such control less green time will be needed to process the same number of
vehicles hence system capacity can be used more efficiently and delay would be decreased.

The two problems described above not only have negative impact on operations of signalized
networks, but also on safety and the environment. These will be discussed in detail in the follow-
ing sections, and solutions based on dynamic speed control will be presented and the benefits
analyzed.

4 DYNAMIC SPEED CONTROL AND ITS POTENTIAL BENEFITS

The potential benefits of using dynamic speed control algorithms are discussed using the two-
intersection system shown in Figure 3. To start, assume the signal timings are optimized by existing
signal timing algorithms (with fixed speed limit). As discussed in the previous sections, because
of changes in traffic conditions over time, network closure conditions, and unbalanced flow on

67



Figure 3. Two intersection system.

different directions, etc., sub-optimal signal timing are inevitable especially in larger urban traf-
fic signalized networks. This section discusses deficiency of signal-only control under different
traffic conditions. Dynamic speed control remedies will be proposed based on different control
objectives. The proposed dynamic speed algorithm would adjust speed optimally to guide vehicles
to travel according to prevailing traffic conditions and the given signal timings.

4.1 Better signal coordination

When fixed speed is used in the optimization of signal timing, non-ideal offsets are inevitable because
of the change in traffic conditions over time, network closures conditions, and unbalanced flow on
different directions. Having a sub-optimal signal coordination plan has negative impacts on the oper-
ation of the signalized networks. Two examples of which are illustrated in Figures 4(a) and 5(a).

In Figure 4(a), since the offset between intersections i and j is smaller than the ideal offset, the
first vehicle (vehicle #4) released from intersection i during a typical cycle arrives at the down-
stream intersection j and is stopped du to the red. Under this scenario, the total wasted green is t1.
But if dynamic speed control were to be used (in this case vehicles would be guided to travel at
higher speeds than the fixed speed limit), then such wasted green could be avoided. The vehicle
trajectories of the improved traffic flow due to use of DSC would be as shown in Figure 4(b). In
this case, under the same signal timing plan, the system with dynamic speed control produces
higher system throughput, lower delay, less number of stops and shorter average travel time.

In the second case, shown in Figure 5(a), the offset between intersections i and j is larger than
ideal offset. Vehicle #4 was the first vehicle released from intersection i during a typical cycle and
arrived at intersection j before the traffic clears there. The vehicle has to slow down and stop before
accelerating back to the desired speed. In this case if the vehicles leaving intersection i were guided
to travel at lower speeds, smoother traffic flow would be achieved although system throughput,
delay, and travel time may be the same. The smoother traffic flow achieved with Dynamic Speed
Control as shown in Figure 5(b) is more favorable from a safety, fuel consumption, and environ-
mental emissions stand points. These will be discussed in more details in a later section.

4.2 More efficient use of green time

If vehicles were to travel at uniform saturation headways, green will be wasted only if the offset is
different from the ideal one as shown in Figure 4(a). But vehicles typically enter traffic networks
at random and larger than saturation headways, as shown in Figure 6(a). This is especially true for
lower demand situations. Under such conditions, even though the offset is set to the ideal offset
value, green time can still be wasted between the vehicles if all vehicles are guided to travel at the
same speed. But a vehicle-based dynamic speed control can potentially prevent that.

When vehicles travel in the system with larger headways, more green time is needed to process
the same number of vehicles. In order to use green time more efficiently, dynamic speed could be
used to guide the following vehicles to travel faster than the leading vehicle until tight headway
are achieved. Figure 6(b) shows the improved traffic flow after a vehicle-based dynamic speed
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control is implemented. Green time saved in this case can be used to serve more vehicles if traffic
demand is high, or it can be used for other conflicting movements such as left turning traffic from
an opposite direction or through and left turning traffic of a crossroad. This is especially valuable
when the network is experiencing unbalanced flow in different directions, which is common.

4.3 Safety and fuel consumption implications

Vehicle speed noise and speed variation between vehicles have direct impacts on road safety, fuel
consumption and vehicular emission. Vehicle speed noise refers to the deviation of a vehicle speed
from its desired travel speed. Speed variation refers to the speed difference between vehicles in a
vehicle platoon. Thorton and Lyles (1996) concluded that a major factor leading to an accident is
not speed itself but the variation of speed. Oh et al. (2005) also proved that speed variation is the
most different parameter between normal traffic conditions and traffic conditions that are right
before accidents. The results of previous studies of optimal speed profiles prove that fuel con-
sumption is approximately minimized by operating at constant speeds (Schwarzkopf & Leipnik,
1977) and the magnitude of fuel consumption increases as a result of deviations from a constant
speed. (Chang & Morlok, 2005). In order to design safe and fuel economic roadway system, speed
noise and speed variation need to be minimized. Deploying dynamic speed control in signalized
network is one step further towards this objective.

Figure 7 shows the speed profile of vehicle #4 of Figure 3 before and using dynamic speed
control.

Under dynamic speed control, vehicles are given guidance to travel at lower speed compared to
control with fixed speed. The effect is that under the same signal timing plan, a vehicle may have
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the same average speed and travel time, but there are less speed noises. Because vehicle #4 is the
leading vehicle released from intersection i within that cycle, less speed noise for vehicle #4 also
meant less speed deviation for the following vehicles. This can be seen from Figure 5 (a) and (b).
It is clear that the number of vehicles that are impacted by the stopping shockwave is fewer or
even none and the intensity of speed noise is less for the following vehicles. Also, because of the
reduced acceleration and deceleration period and the smaller number of vehicles affected, smaller
speed variation is achieved in the traffic flow under the DSC control.

4.4 Dynamic speed control provides more flexibility

Besides the potential benefits that DSC can bring about to operations, safety, and fuel consump-
tion, it also adds flexibility to the control of signalized networks. In many cases, dynamic speed
can supplement signal timing design and improve the effectiveness of signal timing control. Con-
sider the case where a signal along a long corridor has been coordinated with other signals for nor-
mal traffic conditions. If for any reason there is an overflow and residual queues form on one or
more links, the offsets between the signals at the end of these links need to be changed according
to prevailing (new) traffic condition in order to maintain good coordination quality. Such change
may necessitate changing signal timing for few or even all of the signals along the arterial. Chang-
ing in signal timings along the arterial might also impact the signal timing and signal coordination
of crossroads. Such transition between different signal timings and coordination plans may induce
considerable delays (ITS Decision, 2001). However with VIl and DSC in place, good coordination
can be achieved by adjusting only the speeds on the impacted link or links. No changes to signal
timings would be needed elsewhere. One can argue that using dynamic speed control may in some
cases be easier and more cost effective to use than traditional signal-only control algorithms.

5 CONCLUSION

Dynamic speed control is a promising application of vehicle integrated systems (\VI1). It adds criti-
cal flexibilities to the control of signalized networks. This paper analyzed and summarized potential
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benefits that may be realized from using dynamic speed control in the control of signalized networks.
Implementation of dynamic speed control can improve system throughput; decrease delay, number
of stops, and travel time; and reduce vehicular emissions and fuel consumption. It is one step further
towards designing more reliable and sustainable and reliable signalized network systems; ones that
are operationally efficient, safer, more fuel-conserving, and environment-friendly.

REFERENCES

Chang, D. and Morlok, E. Vehicle Speed Profiles to minimize work and fuel consumption. Journal of Trans-
portation Engineering, Vol. 131, No. 3, 2005.

Chen, H. and Abu-Lebdeh, G. 2006. Development of a Framework for an Integrated Dynamic Signal-Dynamic
Speed Traffic Management Algorithm for Signalized Networks. Compendium of papers CD-ROM of 85th
Transportation Research Board annual meeting. Washington DC.

Chen, H., and Abu-Lebdeh, G. 2006. Assessment of Capacity and Flow Improvements of Combined Dynamic
Signal Control and Adaptive Speed in Signalized Networks. Proceedings of the 5th International Sympo-
sium on Highway Capacity and Quality of Service, volume 2, pp. 669-678, Yokohama, Japan.

Coleman, J.A.; Pniati, J.F,; Cotton, R; Parker, M.: Covey, R.; Pena, H.; Graham, D.; Robinson, M., McCuley, J.;
Taylor, W.C., Morford, G.. 1996.: FHWA Study Tour for Speed Management and Enforcement Technol-
ogy. FHWA-PL-96-006.

Committee for Guidance on Setting and Enforcing Speed Limits. 1998. Managing speed, Transportation
Research Board, Special Report, 254.

FHWA. 2003a. Manual on Uniform Traffic Control Devices.

FHWA.. 2003b. Safety, Speed management Workshop. Federal Highways Administration, U. S. Department
of Transportation, Washington, D.C.

Florida DOT. 2003. Florida to implement variable speed limit. Urban Transportation Monitor. V. 17, NO. 11.

Hegyi, A., De Schutter, B and Hellendoorn, J. 2003: Optimal coordination of variable speed limits to suppress
shock waves.. IEEE Transaction on Intelligent Transportation Systems, volume 6, No. 1, March.

ITS Decision (2001). Traffic Signal Control. http://www.calccit.org/itsdecision/serv_and_tech/Traffic_signal_
control/trafficsig_report.html. Last update 11/01/01.

ITS-JPO (Joint Program Office). 2005. VEHICLE INFRASTRUCTURE INTEGRATION(VII)-VII Archi-
tecture and Functional Requirements, Version 1.1.

Lin, P-W, Kang, K-P and Chang, G-L. 2004: Exploring the effectiveness of variable speed limit controls on
highway work-zone operations. Intelligent Transportation System. 8:1-14.

Oh, J.,, Oh, C., Ritchie, S. and Chang, M. 2005. Real-time Estimation of Accident Likelihood for Safety
Enhancement. Journal of Transportation Engineering. Volume 131, NO. 5, pp. 358-363.

Paterson, D. 2003. Melbourne’s Variable Speed Limit System. Proceedings of the 21st ARRB and 11th REAAA
conference. Transport: Our highway to a Sustainable Future.

Roess Roger P, Prassas, Elena S. and Mcshane, William R. 2004. Traffic Engineering, 3rd edition. Pearson,
Prentice Hall.

Thorton, M and Lyles, R.W. 1996. Freeway speed zones: Safety and compliance issues. Transportation
Research Record 1635, pp. 18-25.

Schwarzkopf, A.B. and Leipnik, R.B. 1977. Control of highway vehicles for minimum fuel consumption over
varying terrain. Transportation Research, 11(4), pp. 279-286.

USDOT. 2008 V11 Concept of Operations. http://www.its.dot.gov/vii/vii_concept.htm. Last updated 4/23/2008.

72



Efficient Transportation and Pavement Systems — Al-Qadi, Sayed, Alnuaimi & Masad (eds)
© 2009 Taylor & Francis Group, London, ISBN 978-0-415-48979-9

A study of driver behaviour with regards to traffic
control devices

Dr. Fahad Al-Rukaibi
Civil Engineering Department, Kuwait University, Kuwait

Dr. Mohammed Ahmed Ali
D A Watt Consulting, Calgary, Alberta, Canada

Dr. Ahmad Aljassar & Engr. Lulwa Al-Abdulmuhsen
Civil Engineering Department, Kuwait University, Kuwait

ABSTRACT: This paper presents the preliminary results of a research study being undertaken at
Kuwait University to investigate the driver non-compliance with TCDs in Kuwait. Specifically, the
study aimed to quantify non-compliance for: STOP signs, YIELD signs, and red signal indication at
a selected number of intersection sites in Kuwait. At each selected site, driver non-compliance with
TCD was person observed and recorded during both the peak and off peak periods. Data on road
inventory was also collected along with the non-compliance information to investigate the effects
of road geometry on non-compliance. A number of sites in all the six Governorates in Kuwait were
surveyed using pre-tested survey forms. Results of a questionnaire survey of the drivers randomly
chosen in selected areas to investigate their traffic law awareness and their self reported compliance
with traffic rules are also presented in the paper. A number of recommendations are made to improve
the driver compliance with the TCDs in order to enhance the road traffic safety in Kuwait.

1 INTRODUCTION

Kuwait has one of the highest accident fatality rates in the world. In the year 2006, over 450 deaths
were reported from over 60,000 traffic crashes; in addition ove-r 2.75 million traffic violations
were recorded. The analysis of traffic crashes in Kuwait has indicated driver error as the most
prominent cause. In spite of the growing concern over the seriousness of driver non-compliance
with traffic control devices (TCDs) in Kuwait, the extent of this problem has not been addressed
in recent years.

Kuwait has implemented new, more stringent traffic laws in November of 2001 in order to
minimize traffic violations and thereby reduce traffic accidents. To complement the laws, over 70
cameras were installed to record speed and red-light running violations. In spite of the improved
enforcement efforts, the traffic safety situation has not improved. In the year 2006, there were over
2.75 million traffic violations reported in Kuwait. Included in this, are over 313,000 Red-light
running and 840,000 over-speeding violations recorded by cameras. The number of these kinds of
serious violations has increased over the years.

The recent economic boom witnessed due to a myriad of reasons such as a perceived stabil-
ity in the region after removal of Saddam Hussein in Irag and increase in oil revenues due to
increase in prices has led to a significant increase in the expatriate population and resulting traffic
and congestion issues on Kuwait Road Network. The Kuwait Government and authorities have
identified the road traffic issues including the road safety as priority areas of action. Research
and development are primary to developing plausible solutions to these serious issues. KFAS and
Kuwait University have included traffic safety research as areas of high priority. This research
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project is part of this increased interest and endeavors by Government and Public Authorities in
Kuwait to produce solutions arising from increasing traffic and safety issues in Kuwait. This paper
presents the results of a preliminary analysis of the data collected in the study.

Specifically, the research project aims at the following objectives to be undertaken during the
course of this one year study:

1. To undertake an analysis of the traffic control devices violations records collected from the
Ministry of Interior (MOI) in Kuwait.

2. To investigate the driver compliance to stop-controlled intersections, signalized intersections
and roundabouts.

3. To study driver behaviour with regards to the TCDs.

4. To determine the relationships of traffic control violations and driver behaviour.

5. Investigate the effect of road geometry on non-compliance of traffic control.

More than 700,000 motor vehicle crashes occur at stop signs each year in the U.S. (NHTSA
1998). About one third of these crashes resulted in injuries and over 3,000 lead to fatalities. Stop
sign violations were found to be major cause (70%) of accidents in a study of crashes at stop
controlled junctions in 4 U.S. cities. About 12% of these accidents were rear-end crashes (Retting
et. al. 2003). Several studies have documented poor compliance at stop signs, characterized by
failure to stop or to look adequately for oncoming traffic (McKelie 1986, Pietrucha et. al. 1989).
Treat et. al. (1979) reported improper lookout to be the leading cause of crashes, accounting for
nearly one fourth of all investigated motor vehicle collisions.

Non-compliance to signal indications at signalized intersections is also a major cause of crashes
at intersections. It is estimated that red light running crashes in the 6-year period 1997-2002 in
the U.S. produced an average annual estimate of 225,000 crashes, more than 193,000 persons
injured, 855 fatal crashes, and 943 deaths (Retting 2004). Red-light running and the associated
risk of severe crashes at signalized intersections have been an ongoing concern to many safety
professionals. The proportions of crashes that occur due to such driver behavior represent a sub-
stantial number of crashes at urban and suburban signalized intersections in Michigan. In the year
2001, crashes related to red-light running in Michigan represented about 28% of the crashes of
all severities and 40% of fatal and serious injury crashes occurring within signalized intersections
(Schattler and Datta 2004). Roundabouts also witness significant number of vehicle crashes in
many countries around the world (Baranowski and Waddell 2003). In the Arabian Gulf significant
non-compliance of TCDs was reported by Koushki et. al. (1993).

Stop signs, signal control and roundabouts are used at intersections to control potentially conflict-
ing traffic movements. Transportation engineers attempt to provide “positive guidance”through a
combination of devices at intersections to provide information to drivers when they need it. Signs,
signals, pavement markings, cones, barricades, and warning lights are designed with dedicated
colors, shapes, and sizes based on the different functions they provide. They regulate, guide and
warn vehicular and pedestrian traffic about road conditions. Uniformity of design (color, shape,
and size) helps drivers to quickly understand the messages of traffic control devices. Consistency
is crucial for ensuring driver respect, recognition, and proper timely reaction. When traffic control
devices are properly selected and located for good day and night visibility, recognition, and com-
prehension, driver and pedestrian compliance can ensure safety on the roadway.

2 DATA AND METHOD

The traffic violations and accident statistics were collected from the Ministry of Interior, Kuwait
for further analysis. The TCD compliance surveys were undertaken at signalized intersections,
roundabout intersections, 4-way stop control intersections and right-in/right-out stop control
intersections and signalized intersections.

A total of 10 stop controlled intersections (Table 1 and Table 2), 10 roundabout intersections
(Table 3) and six signalized intersection (Table 4) were sampled for direct observation/video sur-
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Table 1.  Selected right-in/right-out stop controlled intersections.

Junction No Location Governorate
T1 Khalid bin Abdulaziz street and Street 101, Mubarak Al-Abdullah Area Hawalli
Governorate
T2 Beirut Street, Hawalli Hawalli
Governorate
T3 Block 10, Street 1, Bayan Hawalli
Governorate
T4 Block 1, Street 1, Al-Oyoon Area Al-Jahra
Governorate
T5 Block 4, Street 43, Al-Khaldeya Al-Asema
T6 Block 1, Street 10 & Sultan Al-Kulaib, Oudaileya Al-Asema

Table 2. Selected 4-way stop intersections.

Junction No  Location Governorate
N1 Street 101 between Block 1 & Block 2, Al-Naeem  Al-Jahra Governorate
N2 Road 4 and Road 6, Shuwaikh Commercial Area Al-Asema
N3 Block 3 between Street N0.35 & Maysalon Street,
Qadsiya Al-Asema
N4 Block 1, Babel Street, Al-Khaldiya Al-Asema

Table 3. Selected roundabout intersections.

Junction No Location Governorate

RA1 Street 1 & 3, Mubarak Al-Abdullah Hawalli Governorate
RA2 Street 101 & 122, Mubarak Al-Abdullah Hawalli Governorate
RA3 Qutaiba street & Beirut street, Hawalli Hawalli Governorate
RA4 Alsagaby Street & Quraish Street, Al-Nuzha Al-Asema Governorate
RA5 Al-Nuzha Street & Quraish Street, Al-Nuzha Al-Asema Governorate
RA6 Road 10 & 14, Bayan Hawalli Governorate
RA7 Al-Masjed Al-Agsa Street & Road 20, Bayan Hawalli Governorate
RA8 Ferdous Street, Khaldeya Al-Asema Governorate
RA9 Ferdous Street, Khaldeya Al-Asema Governorate
RA10 Abdulla Al-Hajri & Sultan Al-Kulaib St., Oudaileya Al-Asema Governorate

veys from different Governorates in Kuwait. Typical survey forms were developed based on the
Manual of Transportation Studies. Peak and Non-peak period surveys were conducted by the Civil
Engineering Students of Kuwait University.

Two types of data were collected in these surveys; Inventory and site description and compli-
ance data. Site data is expected to indicate any geometric and design deficiency which could be
related to potentially high violations at the location. For stop and roundabout junctions the follow-
ing four categories of driver action are identified:

1. Not stopping
2. Practically Stopped
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Table 4. Selected signalized intersections.

Junction No  Location Governorate

S1 Algous Street and Road No. 280, Al-Qurain Residential Area  Mubarak Al-kaber
Governorate

S2 Mosa ben Naser Street and extention of Beirut Street, Hawalli ~ Hawalli Governorate

S3 Alghaws street and Khalid ben Abdulaziz street, Bayan & Hawalli Governorate

Mishref

S4 Third Ring Road and Damascus Street Al-Asema Governorate

S5 Al-Rehab and Ashbelya residential areas Al-Farwaneya Governorate

S6 Al-Siddeq & Al-Salam, South Surra Al-Farwaneya Governorate

3. Stopped by traffic (forced stop) and
4. \Voluntary full stop

Categories 1 and 2 represent total and partial non-compliance while the categories 3 and 4
represent compliance to the TCDs. Red light violations were observed by turn movements for
signalized intersections.

Driver behaviour questionnaire survey was undertaken using a pre-tested questionnaire. The
survey questions were designed to elicit the following information:

Compliance with TCDs, traffic signs, road markings and posted speeds

Driver behaviour with regards to shoulder lane, parking, yellow light and mobile phone use
Behaviour at stop signs, roundabout yield sign

Self reported violations and accidents, and

Personal information

The surveys have been administered in person by the Civil Engineering students of Kuwait Uni-
versity on sampled drivers. The data from the questionnaire was analyzed using SPSS software.

3 RESULTS

3.1 Traffic violation and accident statistics

A summary of traffic violations data for the years 2006 is presented in Table 5. A total of 2.76 mil-
lion violations have occurred in this year. A large number of red light running and over-speed
violations were recorded as in previous years. Over 80,000 seatbelt violations also raise cause of
safety concern in Kuwait. The rising trend in the number of different types of traffic violations has
become an important issue for policy planners in Kuwait in the Ministry of Interior and the other
concerned departments of Government of Kuwait. A higher traffic council has been established to
address these issues. The Ministry of Interior is trying to make its penalty regime very stringent.
Over 25 million Kuwait Dinars were collected in fines and several drivers’ licensees were sus-
pended and dozens were imprisoned for serious violations.

The accident statistics for the years 1995-2005 were also collected from the MOI and
the results were analyzed to determine the accident and violation rates as shown in Table 6.
Number of traffic violations as well as the number of traffic accidents have shown increasing
trend. The number of fatalities and serious injuries however been decreasing during the same
period.
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Table 5. Traffic violations (2006).

Mubarak Al-

Traffic violation Capital Hawally Farwania Al-Jahra Al-Ahmadi Kabeer Others*  Total violations
Drunk driving 1 2 4 0 1 5 0 13
Red-light runnng 2829 10033 1612 2459 1568 3237 291689 313427
Over-speed violations 1202 4445 738 1142 942 9580 822428 840477
Driving in opposite direction 21793 29902 15470 897 4329 2783 13 75187
Driving without license 8514 14355 5796 4800 4481 13981 1 51928
Driving without license plate 2339 3148 1183 1372 1405 2586 6 12039

Seat belt violations 3098 20047 11024 4530 27146 15978 2 81825
Traffic rules violations 6730 4433 2656 790 4334 25270 26 44239
Parking violations 97883 64164 71007 34784 106967 30753 25 405583
farking in places reserved 1817 559 2354 279 2832 518 0 8359

or handicapped

All violations 291541 387773 219868 141862 266384 332887 1117170 2757485

* Traffic violations recorded live by camera
Table 6.  Summary of accident and traffic violation statistics (1999-2005).
Description/year 1999 2000 2001 2002 2003 2004 2005
Total population 2,107,195 2,228,363 2,309,102 2,419,928 2,546,684 2,753,656 2,991,189
Total number
of drivers - - - 657,798 753,542 842,276 924,785
New car
registrations 60,752 64,594 75,131 90,271 112,579 110,384 116,768
Canceled/scrapped
cars 15,133 17,539 25,584 17,899 73,974 24,502 27,857
Total number of cars 754,500 801,555 851,091 947,382 954,978 1,042,617 1,134,042
Traffic violations 443,240 664,215 1,459,277 1,740,527 2,384,397 3,043,451 3,045,265
Total number
of accidents 26,635 27,696 31,028 37,650 45,376 54,878 56,235
Collision accidents 24,887 26,069 29,277 35,989 43,612 53,123 55,035
Other accidents 1,748 1,627 1,751 1,661 1,764 1,755 1,200
Total injuries 1,743 1,125 1,566 2,249 1,332 824 863
Minor injuries 1,178 736 1,043 1,641 927 584 576
Serious injuries 565 389 523 608 405 240 287
Accident fatalities 333 331 300 315 372 398 451
Average daily
violations 1,214 1,820 3,998 4,769 6,533 8,338 8,343
Average daily
accidents 73 76 85 103 124 150 154
Serious accidents/day 1.548 1.066 1.433 1.666 1.110 0.658 0.786
Accident
fatalities/day 0.912 0.907 0.822 0.863 1.019 1.090 1.236
Violations/1000
vehicles 587 829 1,715 1,837 2,497 2,919 2,685
Accidents/1000
vehicles 35 35 36 40 48 53 50
Injuries/1000
vehicles 75 49 61 64 42 23 25
Accident fatalities/
1000 vehicles 44 41 35 33 39 38 40
drivers/Violations - - - 2.65 3.16 3.61 3.29
Accidents/driver - - - 0.057 0.060 0.065 0.061
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Table 6.  Summary of accident and traffic violation statistics (1999-2005). (continued)

Description/year 1999 2000 2001 2002 2003 2004 2005

Serious injuries and

fatalities/1000 driver - - - 1.403 1.031 0.757 0.798
Accidents/100

thousand persons 1,264 1,243 1,344 1,556 1,782 1,993 1,880

Serious injuries
and fatalities/100
thousand persons 42.6 323 35.6 38.1 305 23.2 24.7

3.2 TCD compliance surveys

The data collected from direct observations/video surveys were entered into several work sheets in
excel for further analysis. Each intersection was analyzed for TCD compliance for each approach
wherein a TCD was installed. For the purpose of summarization for this paper all the responses in
each type of intersection were summed and percent compliance/non-compliance to the TCD was
determined. Table 7 shows the results for 3-way stop controlled intersections, Table 8 shows the
summary results for 4-way stop controlled intersections and the results for yield control compli-
ance are presented in Table 8.

A high proportion of drivers were found to be in violation of TCD compliance in all types of
intersections as shown in Table 7. Approximately 25% of the drivers did not stop at the right-
in/right-out intersections during the morning peak and 21.4% in the afternoon peak. The non-
compliance was higher during the non-peak period with over 40% of the drivers not stopping before
entering the main road. Full compliance at these intersections was found to be very low (5-10%).
Full compliance as well as full-non-compliance was higher in the off peak at these intersections.

Very high degree of non-compliance was observed at the 4-way stop controlled intersections. It
should be noted that these intersections are usually located on local streets within the residential
neighborhoods or industrial areas. Significantly higher proportion of drivers not complying with
stop-control leads is a cause of concern for traffic safety. Over 60% of the drivers were found to
be full-non-compliant to the stop-control while a meager 3% drivers were found to be in full-
compliance to the stop-control signs at 4-way stop control intersections.

Large numbers of intersections at secondary-secondary and secondary-local road intersections
in Kuwait are roundabouts which operate with typical yield control. The surveys aimed to cap-
ture the full-voluntary yielding behaviour of drivers, the results as shown in Table 9 indicate an
utter lack of respect for the yield control at the roundabout intersections. Approximately 3-5%
of the respondents were found to be in full-compliance and 40% in full non-compliance to yield
control.

3.3 Driver behavior questionnaire

Frequency analysis of the driver behaviour towards the TCDs was undertaken using SPSS soft-
ware. The sampled drivers consisted of representative driver population known in Kuwait.

The results presented in Table 10 indicate a rather alarming situation with regards to compli-
ance to the TCDs. A significant proportion of drivers interviewed disclosed negligence towards
following the traffic rules including the TCDs. The first part of table shows the driver responses
to compliance with STOP, YIELD, Traffic light, road marking and speed limit rules. Over 30%
showed disregard for STOP, 23% for YIELD and 21% towards the traffic light. This self reported
disregard towards these important traffic control devices points to the lack of education in terms
of traffic safety among the drivers in Kuwait. Over 26% drivers reported not following the direc-
tives of road markings and over 35% respondents did not obey the speed limit in secondary and
local roads. This result also points towards focusing on driver education and more stringent speed
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Table 7. TCD compliance of right-in/right-out stop controlled intersections.

Responses in right turn movement

Driver Behavior Period No. %

Non Stopping 185 259
Practically Stopped 354 49.6
Stopped By Traffic ~ pp peak (7-8 am) 140 19.6
Voluntary Full Stop 35 49
Total responses 714 100.0
Non Stopping 140 214
Practically Stopped 285 43.6
Stopped By Traffic PM peak (1:30-2:30 pm) 188 28.8
\oluntary Full Stop 40 6.1
Total responses 653 100.0
Non Stopping 299 40.6
Practically Stopped 181 24.6
Stopped By Traffic  off peak (3-4 pm) 180 24.5
\oluntary Full Stop 76 10.3
Total responses 736 100.0

Table 8. TCD compliance at 4-way stop-controlled intersections.

All Approaches

Reponses in each turning movement

Left Straight Right Total

Driver Behavior Period No. % No. % No. % No. %

Non Stopping 57 55 147 56 117 77 321 62
Practically Stopped 34 33 39 15 28 19 101 19
Stopped By Traffic A;Mapeak 6 6 75 28 3 2 84 16
Voluntary Full Stop ~ (7~8.am) 7 7 3 1 3 2 13 3
Total responses 104 100 264 100 151 100 519 100
Non Stopping 183 54 280 67 171 69 634 63
Practically Stopped PM peak 72 21 51 12 42 17 165 16
Stopped By Traffic (1:30-2:30 64 19 78 19 18 7 160 16
\oluntary Full Stop pm) 22 6 10 2 18 7 50 5
Total responses 341 100 419 100 249 100 1009 100
Non Stopping 80 41 193 65 120 64 393 58
Practically Stopped Off peak 88 45 47 16 62 33 197 29
Stopped By Traffic (3-4 pm) 20 10 49 17 2 1 71 10
Voluntary Full Stop 9 5 6 2 3 2 18 3
Total response 197 100 295 100 187 100 679 100

enforcement in the neighborhoods and internal roads in residential districts. Traffic calming and
other speed reduction measures shall be considered in improving the neighborhood traffic safety.
The second part of Table 10 shows the responses to congestion and parking related attributes.
Again, a significant number of surveyed drivers have shown apathy towards parking rules, respect
of emergency lanes and disregard to safe driving habits.
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Table 9. TCD compliance at roundabout intersections (yield control).

All Approaches

Driver Behavior Period No. %
Non Stopping 3647 445
Practically Stopped 2127 26.0
Stopped By Traffic AM peak (7-8 am) 2009 245
\oluntary Full Stop 408 5.0
Total responses 8191 100.0
Non Stopping 3002 32.3
Practically Stopped PM peak 3130 33.7
Stopped By Traffic (1:30-2:30 pm) 2873 30.9
\oluntary Full Stop 295 3.2
Total responses 9300 100.0
Non Stopping 3121 43.4
Practically Stopped 2098 29.2
Stopped By Traffic Off peak (3-4 pm) 1767 246
\oluntary Full Stop 204 2.8
Total responses 7190 100.0
Table 10.  Self reported driver behaviour.
Description % responses
1. How often do you OBEY the Never Rarely Some  Usually Nearly All the times
following? times all times
the STOP signs at un-signalized 4.6 6.7 18.8 19.5 20 30.5
junctions?
GIVE-WAY signs at roundabouts? 29 59 14.3 214 25.7 29.8
SIGNAL indicators at signalized
junctions? 1.9 5 135 19 23.7 35.8
Road markings? 4.4 6.9 14.5 24.9 24 25.2
the speed limit of 100 or 120 kph
on free-ways? 6.7 8.2 15 21.3 23.3 25.6
the speed limit of 80 or 60 kph
on primary and secondary roads? 7.4 10.2 18 234 20.6 20.3
the speed limit of 45 or 30 kph
on local and access roads? 13.1 11.6 16.4 21 14.4 235
2. Please tell us if you do the following
while driving...
| use shoulder/emergency lane to drive
when the road is congested? 51.9 18.2 14.9 7 4.1 4
| park on the street when | don’t find
parking? 447 23.6 18.8 6.6 3.8 2.3
| park on the road when | am ina hurry? ~ 51.6 21.5 15.4 6.3 3.6 17
| park in the handicapped parking? 66.8 15.7 8 4 3.2 2.3
| pass the signal when it is yellow? 16 17.2 29.4 14.6 12 10.8
I use mobile phone while driving? 9.8 10.9 21.9 19.4 15.7 22.3
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Table 11.  Self reported compliance to STOP and Give-way signs.

% responses

Description STOP Sign Give-way
stop all the times 326 30.5
slow down all the times 285 24.8
stop or slow down when | see traffic  35.5 40.9
| don’t respect this sign 3.6 3.8

Table 11 shows the results of driver responses specific to STOP control and YIELD control.
Approximately 30% of respondents fully obeyed this controls and a significant proportion of
surveyed drivers seem to be ignorant of the serious safety consequences of their non-compliance
to the TCDs.

4 CONCLUSIONS

This paper has presented the results of a research study being undertaken at Kuwait University
funded by the Kuwait Foundation of Advancement of Sciences (KFAS). The study is aimed to
quantify non-compliance for: stop signs, yield signs, and red signal indication at selected intersec-
tion sites in Kuwait. The results of the direct observation and video surveys have indicated very
high degree of non-compliance at the 4-way stop controlled intersections, right-out STOP control
intersections and YIELD controlled roundabout intersections. Significantly higher proportion of
drivers not complying with stop-control is a cause of concern for traffic safety. Over 60% of
the drivers were found to be full-non-compliant to the stop-control while smaller insignificant
3% drivers were found to be in full-compliance to the stop-control signs at 4-way intersections.
Similar results were noted at other types of intersection control. Driver interview surveys under-
taken during the survey period at sites near the selected intersections have also indicated lack of
knowledge and/or acceptance of these types of controls on the streets. The rising trends in traffic
violations and accident as well as road fatalities reinforce the concept of stricter enforcements,
improved driver education, tighter driver licensing controls and engineering measures such as
“Traffic Calming’ and regular traffic safety audit on Kuwait’s Road Network. The indications
from the Governmental Authorities in Kuwait are very encouraging. The Government of Kuwait
has recently established Higher Traffic Council and has put traffic safety and congestion issues on
top priority. This ongoing study will make many recommendations to improve compliance to the
TCDs which will go a long way in reducing road traffic accidents and saving lives in Kuwait.
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ABSTRACT: With the increase in deployment of Intelligent Transport Systems (ITS) within
the Gulf States to improve road network management, there is an opportunity for many ben-
efits to be realised by integrating such systems on a local and cross-border level. This paper
details the primary benefits for integrating urban and inter-urban traffic management from a
road operator’s perspective, but there is also a secondary and very crucial benefit that is also
available from the same systems, i.e. integrated traffic information services for the traveller.
This can add value to the travelling public in order to improve the overall journey experience.
This paper describes the work done in this area in Europe and discusses why and how a similar
approach can be taken by the Gulf States to tackle congestion, improve road safety and allow
efficient road usage.

The paper covers how integration of ITS systems in participating countries in Europe enables
the sharing of traffic data via standardised methods. Using standards and principles such as Urban
Traffic Management and Control (UTMC), DATEX Il and Travel Information Highway (T1H) has
meant that a lot of significant work has been undertaken in this area. A similar concept can be
adopted for the Gulf countries.

Finally, the paper addresses the types of ITS data sources that provide the information to the
road operator for network management and the methods of delivering traffic information to the
public.

1 DEMAND FOR INTEGRATED TRAFFIC INFORMATION SYSTEM
IN THE MIDDLE EAST

There is an increase in urban population in many of the Gulf States as well as an increase in the
movement of vehicles and people between the neighbouring countries. To address the local traf-
fic problems there are activities being undertaken for the deployment of ITS systems to help ease
congestion. The challenges being presented to road operators centre around ensuring the roads are
safe to use and that congestion is kept to a minimum. For these challenges to be met, good decision
making for taking appropriate next steps is required from both the road operators and travellers.
An enabler for this decision making process is having an integrated traffic information system in
place. For this to occur there is a need to focus on integration of ITS systems so that the maximum
benefits can be realised.

An integrated traffic information system that collects and analyses both local and inter-urban traf-
fic data can be extremely useful to those in charge of managing the road network as well as being
a useful source of traffic information for the public. This approach helps local and national road
authorities meet their objectives of minimising congestion, reducing pollution and making the roads
safer.
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Figure 1. Traffic congestion on urban roads.

In Europe, significant progress has been made in achieving system integration, largely through
the use of common standards and principles such as the Urban Traffic Management and Control
(UTMC) standard defined by DfT of the UK, and the Travel Information Highway (TIH) princi-
ples defined by the TIH Community in the UK.

2 APRINCIPLED APPROACH TO INTEGRATED TRAFFIC MANAGEMENT

Informing travellers plays an important part in the efficient management of a transport network.
Provision of high quality and timely information can cause a reduction in the amount of travel-
lers entering already congested conditions, with travellers choosing to delay their journey, find
an alternative route or instead use public transport. In order to achieve the maximum benefit it is
necessary to provide travellers with a complete picture of the information pertaining to their jour-
ney. As journeys often involve urban and inter-urban sections the provision of information from
the whole network is essential.

Consider the example of a freight vehicle driving from Abu Dhabi to Dubai. With an integrated
traffic information system in place, he/she would have access not only to local traffic information
in Abu Dhabi and Dubai (provided by the respective local authority), but also to inter-urban traf-
fic information pertaining to the journey to Dubai (provided by a national traffic authority). This
would enable freight operators to plan journeys better and react to incidents that may have occurred
on the travel route to avoid delays. For this example to work effectively and seamlessly there needs
to be collaboration and data sharing among both local and national traffic authorities.

In the UK the Highways Agency National Traffic Control Centre (NTCC) and the many local
authorities work together to share data as part of the UTMC framework and TIH community.
This “partnership’ provides travellers with information about local roads (urban) as well as the
national network (inter-urban) through the use of websites, variable message signs, radio broad-
casts, mobile devices (PDAs) and kiosks.

For an integrated traffic information system to be effective there needs to be an agreed set of
principles that enforce interoperability and compatibility between both urban and inter-urban sys-
tems. An example of this is the TIH set of principles that defines the type and format of data that
is exchanged between two or more parties. An agreed set of standards ensures data can be shared
between traffic authorities thus enforcing the principle of inter-urban data exchange. This ideol-
ogy has been trialled in Europe with the exchange of traffic data between the UK and France using
a data sharing standard known as DATEX Il. DATEX Il specifies what data is exchanged, the for-
mat and content the data and the method of transmitting the data to third parties across Europe.

Figure 2 below illustrates how different ITS systems such as accident detection, road sensors and
satellite communication can be integrated and linked to a centralised Traffic Control Centre (TCC).
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Figure 2. ITS systems integration to deliver traffic information to both traffic managers and travellers.

Numerous TCCs can be linked together to share information using UTMC and DATEX Il and sub-
sequently provide the public with both urban and inter-urban traffic information.

3 DELIVERING TRAFFIC INFORMATION TO NETWORK MANAGERS
AND THE PUBLIC

An integrated traffic information system relies on accurate, reliable and real-time data from mul-
tiple urban and inter-urban sources. These can include automated traffic detection/classification
systems such as CCTV, ANPR and incident/roadwork information.

Having processed the incoming traffic data, the local and regional road authorities would have
the responsibility of disseminating the relevant information to the travelling public. In the UK
there are various roadside and in-car technologies that are used to provide real-time journey infor-
mation which can be categorised as being either pre-trip (before starting a journey) or in-trip
(accessed during a journey or at a break in a journey) sources of information.

3.1 Pre-trip

For example, in England the Highways Agency hosts a traffic information website which is based
on a mapping interface that displays the locations of incidents, current and planned roadworks and
current congestion occurring on the road network. In addition, the website features journey time
predictions and VMS sign setting information.

CCTV images of the “current state of the roads’ are also displayed on the map for the user to
access. This type of website is intended to be used by drivers before they commence their journey
so that are able to make informed journey planning decisions.

Other examples include having relevant information delivered via SMS to the mobile device
just before a journey is commenced.

3.2 In-trip

In-trip systems provide drivers with up-to-date information throughout their journey and can be
sub-divided into in-vehicle systems and roadside/information point systems.
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Figure 3.  Examples of traffic information services for the public.

The most commonly used in-vehicle source of traffic information is radio news broadcasts that
can cover both local and national road networks. Roadside message signs (VMS) provide informa-
tion to drivers at strategic points throughout the network, i.e. to inform of an accident, bad weather
or a temporary diversion route.

Another example is the Highways Agency Information Point (HAIP). This provides drivers
with access to the Highways Agency traffic information website to find out the latest road condi-
tions for their route. HAIPs are kiosks that can be installed at motorway service stations, hotels
and airports or anywhere that large numbers of drivers convene.

4 BRINGING THE INFORMATION TOGETHER

An example of practically bringing information together to enable both the road operators and
travelling public to make informed decisions about the roads and journeys is the STREETWISE
project which WSP has been involved with. This is a Euro-Regional project aimed at delivering
road users with seamless, reliable and accessible travel information services that uses common
data standards and protocols for data exchange. The project covers the Trans European Road Net-
work in the UK and Republic of Ireland. STREETWISE is an example of traffic information
services sharing data across urban and inter-urban boundaries and a similar deployment could be
adopted in the Gulf States to provide drivers with journey information via the pre-trip and in-trip
information sources described earlier. STREETWISE has adopted the integrated traffic informa-
tion system concept which has led to assisting the travelling public through an integrated urban/
inter-urban traffic information service.

Figure 5 above illustrates the concept of having TCCs in the respective Gulf countries that man-
age the local and urban road network as well as provide the data for travel information services to
the local public. These TCCs would use standards such as the UTMC platform for integration of
the individual ITS systems in its region. The respective TCCs would then also be able to share their
traffic data with TCCs in neighbouring countries using standards such as DATEX Il and principles
like TIH. By obtaining this cross-border traffic information, the network managers would be able
to manage their roads more effectively as they would be aware of vehicle and people movement in
and out of their region. This additional traffic data can then also be converted into travel informa-
tion that is suitable for the public to use for planning their journeys as well as react to unplanned
events that have taken place. This type of travel information availability would have great value to
road users such as commuters and freight operators as it would allow better planning and reaction
to incidents.

Combining the different uses of the same data set together results in overall efficiency in road
usage and congestion management.

86



Figure 4. Examples of in-trip traffic information services.

(7
5

EGYPT

KINGDOM OF
SAUDI ARABIA

INDIAN
OCEAN

500
1

1000

Figure 5. Conceptual illustration of interconnected Traffic Control Centres in the Gulf.
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ABSTRACT: This paper describes an effort to develop and implement a scenario planning tool
to assist staff, at a rapidly growing lowa community, in determining future right-of-way needs
within hard to plan for areas. The area under review consisted of the entire southwest quadrant
of the city, where successive large development tracks were rapidly changing community dynam-
ics and boundaries. City staff needed more information than provided by the regional model and
yet realized the area was too large to be analyzed through sequential traffic impact studies. Key
features of the research include an evolution of tools to address staff needs including a spread
sheet method which included; integrating GIS roadway network and parcel data into a spreadsheet
format that assists with conducting trip generation, distribution, and assignment; and developing
tools to export roadway geometric and turning movement data into a popular traffic analysis/
simulation program. The paper discusses the limitations experienced in applying this tool particu-
larly as the planning area grew in size and staff wanted to migrate to city-wide use. This effort
illustrates an alternative approach to bridging the gap between local and regional planning and in
integrating land use planning with GIS and traffic operational analysis.

1 INTRODUCTION

Traffic demand is the critical factor in establishing the size of a roadway. Unfortunately, determin-
ing this demand is a significant challenge especially within high growth areas such as in the City
of West Des Moines, lowa. Even with enormous growth and shifts in roadway travel demand, city
staff are still charged with the dual responsibility of not only “building it right” but to also having
“sized it right” in the first place. Under high growth conditions, there is tremendous motivation
to identify and reserve future right-of-way needs in advance of development and soaring land
prices.

Several published reports give perspective to the magnitude of potential issues related to traffic
forecasting.

¢ A recent international study presented the results from the first statistically significant study
of traffic forecasts in transportation infrastructure projects. For 50% of road projects, the dif-
ference between actual and forecasted traffic is more than £20%; for 25% of road projects, the
difference is larger than £40%. Highly inaccurate traffic forecasts combined with large standard
deviations translate into large financial and economic risks (1).

e An examination of the regional forecasting model for Hennepin County Minnesota found that
forecasted volumes were not accurate enough to correctly assign the number of lanes needed
(accuracy rates of 54% for local streets, 55% for county roads, and 67% for the state trunk
highways) (2).

o A study for the Kansas DOT found a poor correlation between what was forecasted in 1970’
and what actually happened after the horizon year had been reached in terms of socioeconomic
and demographic data, which are the major inputs used by travel demand models to forecast
future traffic volumes on roadway links (3).
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Businesses are looking for the “best opportunities” and site planning can change on a continu-
ous basis until construction is complete. This often leaves agencies scrambling to assess impacts,
needed infrastructure, and funding. Within the City of West Des Moines, the success of large
scale development has had a ripple effect in attracting successive projects of all sizes and com-
plexities. The efforts of City staff to identify and reserve needed roadway right-of-way, through
diligent review and use of the scenario planning tool described below, has no doubt saved the city
millions of dollars in right-of-way costs, business disruption, and motorists delay, frustration, and
safety.

Forecasting future traffic is a key input into the planning, design, maintenance, and overall
budgeting processes for the City. Forecasts which are either too high or low can have extremely
negative impacts particularly in areas of accelerated growth.

Estimates of future travel demand are typically done either at a big picture regional level or at
a very detailed driveway level. City staff felt that planning for large development impacts along
entire corridors were not well served by either of the above two methods. In an effort to identify
right-of-way needs along corridors more effectively, staff supported the Center for Transportation
Research and Education (CTRE) in a research effort to try and create, and apply, a planning tool
which would bridge the gap between regional and driveway level planning.

In cooperation with City staff, CTRE developed a spreadsheet based analysis tool which can be
described as working between the regional model and traffic impact approaches, see Figure 1. This
new tool allows the City to quickly analyze the traffic impact on West Des Moines roadways from
various “what if ” land use scenarios and the impact that each development has on the transporta-
tion network. It helps guide the growth of the ultimate street layout by estimating future traffic
levels and identifying future congestion areas. This information can, in turn, be used to determine
right-of-way needs for a future roadway—how many lanes, potential traffic signal locations, and
so on—and help alleviate traffic problems before they become realities.

Another issue faced by staff was that the modeling process is not transparent for users, espe-
cially for those not who are not skilled users. The TransCAD program itself is considered expen-
sive, with the majority of costs in the staffing, training, and data management required. Planning
at the local level is more project-specific and on an as-needed basis. Manipulating the regional
model to provide local roadway design details requires hand smoothing and the opportunity to
introduce error in the results complicates running multiple scenarios. Staff felt that a smaller or
sub-area scenario planning tool, based upon land use as opposed to socioeconomics, would pro-
vide at least an alternative approach to projecting future vehicle volume demand.

A wide variety of travel demand models are in use. A listing is provided by the FHWA's Traffic
Analysis Toolbox, Volume I1 (4). Available travel demand modeling tools include:

Figure 1. New tool illustration.
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b-Node Model: http://mctrans.ce.ufl.edu/store/description.asp?itemID = 482
CUBE/MINUTP: www.citilabs.com/minutp/index.html

CUBE/TP+/Viper: www.citilabs.com/viper/index.html

CUBE/TRANPLAN (Transportation Planning): www.citilabs.com/tranplan/index.html
CUBE/TRIPS (Transport Improvement Planning System): http://citilabs.com/trips/index.html
EMME/2: www.inro.ca/products/e2_products.html

IDAS: http://idas.camsys.com

MicroTRIMS: http://mctrans.ce.ufl.edu/store/description.asp?itemID = 483

QRS I (Quick Response System 11): http://my.execpc.com/~ajh/index.html

SATURN: http://mctrans.ce.ufl.edu/store/description.asp?itemID = 157

TModel: www.tmodel.com

TransCAD: www.caliper.com/tcovu.htm

TRANSIMS (Transportation Analysis Simulation System): http://transims.tsasa.lanl.gov

There are three prominent software tools available to assist in conducting traffic impact analysis:
TRAFFIX, TEAPAC, and WInTASS (5). These programs assist at the driveway and local roadway
level, but the focus of this research fell somewhere between this driveway level and the regional
level.

The new tool was based upon more specific West Des Moines input information than included
within the regional model. As an example, the tool includes smaller traffic analysis zones which
are comprised of multiple parcels and uses a denser ultimate roadway network that was created by
staff. The new tool provides a glimpse of travel demand as based upon full build out of the area as
opposed to artificial limits of 2025 or 2030 as used in the regional model. This analysis of local
conditions under a parcel by parcel but yet full-build scenario allows staff to make informed deci-
sions through analysis of lots of potential land use development scenarios.

2 COMMUNITY GROWTH

The City of West Des Moines has experienced significant commercial and residential growth over
the last five years. This growth is a result of large-scale development in the southwest quadrant
of the city. A new regional mall added over two million square feet of retail, and across the street
from this, Wells Fargo constructed an office complex with an ultimate build-out to accommodate
13,000 employees. Table 1 illustrates this growth through commercial construction valuations by
year (6). As shown, commercial construction in 2004 alone added over $287 million in property
valuation. For 2006, the commercial uses are further defined, with retail representing over half the
new uses.

3 SPREADSHEET TOOL DEVELOPMENT AND APPLICATION

This section summarizes the features and application of the scenario planning tool as developed
and applied within the City of West Des Moines.

Table 1. West Des Moines commercial construction valuation (2002-2006).

Year Added Valuation

2002 $ 15,174,732 2006 By Use

2003 $ 146,511,627 Retail 51%
2004 $ 287,631,919 Office 27%
2005 $ 86,878,860 Industrial 22%
2006 $ 91,226,617
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Purpose. To provide an enhanced planning analysis tool to assist in forecasting traffic demands
within the western growth area of the City of West Des Moines; to use this tool while working
with city staff to update all land uses and travel distributions within the study area and provide
staff with the ability to make roadway geometric assessments, given the rapidly changing sce-
narios and conditions.

Scope. The study area is shown within the dashed lines of Figure 2. This massive planning area
covers over 30,000 acres, 7,000 sub-parcels, 331 intersections, and 1,992 roadway links.

Spreadsheet Tool Features. This research developed a software tool that takes land uses and a
roadway network from a GIS format and generates a spreadsheet tool that allows trip distribution
and assignment. The distribution and assignment effort can be done manually, by shortest path,
or through creation of multiple paths. The generated intersection volumes and roadway network
are then processed for input into a commercially available traffic analysis program (Synchro) in
which traffic signal timing, queue lengths, delay, and other performance features can be fully
evaluated. As a final step, the outputs from the operational analysis can be brought back into the
GIS environment by color or other thematic legends. A full user’s manual has been prepared for
using the tool and for converting operational analysis information back into the GIS format. These
documents were not included within this report, but are available online at lowa State University’s
Center for Transportation Research and Education project website (http://www.ctre.iastate.edu/
research/detail.cfm?projectlD = 1103299779), along with the developed software.

The research effort required a significant effort by staff to organize all existing and future parcel
and roadway information into a GIS format. Figure 3 shows how the GIS format allows a simple
click on any parcel to reveal descriptive (parcel) and calculated information (a.m. and p.m. peak-
hour trips).

Figure 4 shows how parcel trips are distributed away from the centroid (user-selected percent-
ages in any direction). As shown, this would be for either a.m. or p.m. trips leaving the parcel.

Figure 5 shows how trips are assigned to the roadways using one of several methods. The tool
allows the user to choose between shortest path, multiple shortest path, or complete manual assign-
ment. The example shows trips leaving the centroid of the parcel to the tip of the arrow (specific access

Figure 2.  City of West Des Moines study area.
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Figure 5. Trip assignment (spreadsheet tool).

point on the roadway shown). This example also shows how the tool shades the roadway with a red
color, of which the width and shade provide feedback on the volume of vehicles using specific routes
(for this particular movement out of the parcel at this particular driveway).

Figure 6 shows how the information looks as it is automatically converted into a traffic analysis
program (Synchro). All intersections can then be evaluated in terms of meeting capacity demands,
turning lane storage, backups, and other measures of effectiveness.

Results. Figure 7 shows how the traffic analysis information can be brought back into the GIS
format to view performance information at any scale.

The scenario planning tool is an incredible resource for the City of West Des Moines and has
been directly credited with saving substantial dollars in establishing right-of-way needs ahead of
development. Land uses within the area are in a constant state of change, and maintenance of the
land use database is a bonus for both land use and traffic planning.

4 ADJUSTING FROM LARGE AREA TO CITY-WIDE PLANNING

As the spreadsheet tool was applied to larger and larger study areas, limitations to this approach
became clear. The City of West Des Moines is not on an island and the influence of regional traffic
needed to be accounted for to arrive at meaningful results. Accordingly, CTRE is working with
staff to modify the traffic impact planning approach. This revised approach uses the strengths of
the regional model but still includes customized local land-use and roadway network information.
This approach supports city-wide planning needs and simplifies staff’s ability to conduct city-
wide scenario planning efforts.
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Figure 6.

Figure 7.

Traffic analysis view.
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5 SUMMARY

The above efforts to develop and refine tools for staff are critical in adequately planning for and
supporting transportation growth within the community. The dynamic conditions, within the City
of West Des Moines, will continue to necessitate the need for innovation, analysis, and communi-
cation of traffic impacts for the foreseeable future.

REFERENCES

1.

2.

Flyvbjerg, Bent, Mette Skamris Holm, and Sgren L. Buhl. “Inaccuracy in Traffic Forecasts.” Transport
Reviews, vol. 26, no. 1, January 2006, 1-24.

Hennepin County Transportation Systems Plan. http://wwwa.co.hennepin.mn.us/files/HCInternet/Static%
20Files/103190389Chapter_05_Traffic_Forecast_Meth.pdf July 19th, 2000. Chapter 5 pages 1-14. Accessed
6/1/2008.

. Eustace, D. Development of Multiple Growth Strategies for Use in Developing Traffic Forecasts: A Robust-

ness Approach. Report K-TRAN: KSU-01-3. Topeka, KS: Kansas Department of Transportation, 2005.

. Jeannotte, K. Traffic Analysis Toolbox Volume 1lI: Decision Support Methodology for Selecting Traffic

Analysis Tools. Report FHWA-HRT-04-039. Washington, DC: Federal Highway Administration, Office of
Operations, 2004.

. Rathbone, D. “Traffic Impact Analysis Software.” The Urban Transportation Monitor, 5 August 2005,

10-12.

. City of West Des Moines, lowa. “Development Retrospective 2006.” 2007. 4-5. http://www.wdm-ia.com/

userdocs/forms/Development_Retrospective_06.pdf.

96



Efficient Transportation and Pavement Systems — Al-Qadi, Sayed, Alnuaimi & Masad (eds)
© 2009 Taylor & Francis Group, London, ISBN 978-0-415-48979-9

Validation of the VT-Meso vehicle fuel consumption
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ABSTRACT: The VT-Meso model estimates light-duty vehicle fuel consumption and emission
rates on a link-by-link basis based on three independent variables: average speed, number of vehi-
cle stops per unit distance, and average stop duration. The model uses these variables to construct
synthetic drive cycles for each roadway segment and then predicts average fuel consumption and
emission rates for four modes: decelerating, idling, accelerating, and cruising. This paper vali-
dates the VT-Meso model estimations against microscopic second-by-second energy and emis-
sion estimates using the INTEGRATION software for different simulation scenarios. The exercise
demonstrates that the VT-Meso model successfully predicts fuel consumption rates both in terms
of absolute and relative values. Alternatively, the vehicle emission rates were consistent in terms
of trends across the various simulation scenarios. The results demonstrate that such a modeling
approach may be sufficient for the environmental evaluation of alternative traffic operational
projects.

1 INTRODUCTION

Macroscopic vehicle fuel consumption and emission models are currently the primary tools for
evaluating the regional environmental impacts of transportation projects. In typical applications, a
transportation planning model is first used to determine the average speed and total vehicle-miles
of travel for the network or facility being considered. Then, an emission model such as MOBILE6
(EPA, 2002) or EMFAC (CARB, 1991) is used to compute the average fuel consumption and
emission rates for the facility.

Macroscopic models produce single fuel consumption and emission rates for each average
speed input. These models assume that all vehicles pollute similarly for the average speed and
vehicle-miles traveled considered and that variations in driver behavior can be neglected (An
et al., 1997). This presents a problem when the drive cycles encountered in the field differ from
those assumed within the models because estimated emission rates may not correspond to actual
emissions. A particular problem occurs when comparing drive cycles to identical average speeds
because identical emission rates are then estimated for all cycles despite differences in the second-
by-second speed profiles.

There are two general approaches to overcome this limitation of current state-of-the-art pro-
cedures. One is a microscopic approach, and the other is a mesoscopic approach. The VT-Meso
model was developed to estimate light-duty vehicle (LDV) fuel consumption and emission rates
on a link-by-link basis based on average speed, number of vehicle stops per unit distance, and
average stop duration. The model uses these variables to construct synthetic drive cycles with four
operation modes: deceleration, idling, acceleration, and cruising. Within each mode of operation,
fuel consumption and emission rates are determined using relationships derived from instanta-
neous microscopic energy and emission models. The model allows the user to calibrate typical
deceleration and acceleration rates.

The objective of this paper is to validate the proposed VT-Meso model estimations against
microscopic energy and emission estimates using simulated data. In a previous effort to validate
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the model, VT-Meso model estimations were compared against Environmental Protection Agency
(EPA) field data (Rakha et al., 2006). The model was demonstrated to successfully predict abso-
lute fuel consumption and HC, CO, CO,, and NO, emission rates for the 14 EPA drive cycles. This
paper investigates the ability of the VT-Meso model to correctly predict changes in vehicle fuel
consumption and emission rates across different drive cycle scenarios using the INTEGRATION
microscopic simulation package.

The remainder of this paper is divided into four sections. The first section presents an over-
view of the INTEGRATION modeling framework. The second section provides an overview of
the VT-Meso model structure. The third section describes the network construction and scenario
development exercises. The fourth section presents the model’s evaluation and results. Finally, the
conclusions of the study and recommendations for further research are presented.

2 STATE-OF-THE-ART ENERGY AND EMISSION MODELS

This section reviews the state-of-the-art energy and emission models in North America to put
the proposed research effort within perspective. Emission models can be categorized as mac-
roscopic, mesoscopic, and microscopic models. Macroscopic models use average aggregate
network parameters to estimate network-wide energy consumption and emission rates. Mes-
oscopic models use average aggregate link parameters to estimate energy consumption and
emission rates on a link-by-link basis. Alternatively, microscopic models estimate instantane-
ous vehicle fuel consumption and emission rates that are aggregated to compute network-wide
emissions. Some of the widely used microscopic & mesoscopic models are described briefly in
this section.

The CMEM model is a power demand-based emission model that was developed at the Univer-
sity of California, Riverside (Barth et al. 2000). The model estimates LDV and LDT emissions as
a function of the vehicle’s operating mode. The development of the CMEM model involved exten-
sive data collection for both engine-out and tailpipe emissions of over 300 vehicles, including
more than 30 high emitters. These data were measured at a second-by-second level of resolution
on three driving cycles, namely: the federal test procedure (FTP), US06, and the modal emission
cycle (MEC). The model is based on a simple parameterized physical approach that decomposes
the entire emission process into components corresponding to the physical phenomena associated
with vehicle operation and emission production.

The EPA’s Office of Transportation and Air Quality (OTAQ) is developing a modeling system
termed the MOtor Vehicle Emission Simulator (MOVES) (Koupal et al. 2002). This new system
estimates emissions for on-road and non-road sources, covers a broad range of pollutants, and
allows multiple scale analysis (fine-scale to national inventory estimation). Currently MOVES is
under development and a final version of MOVES will be released later in 2007. The macroscale
on-road inventory implementations (national default and domain specific) use estimates of vehicle
miles traveled (VMT) as a starting point for generating total activity for most emission processes.
The mesoscale level of analysis proposed to be supported by MOVES requires that the user supply
sufficient information to calculate bottom-up emissions at the link/zone level for running exhaust,
start, brake wear, and tire wear processes. The most likely source of this information would be
output from a traditional travel demand model. The microscale level of analysis proposed within
MOVES is based on necessary input for the dispersion model CAL3QHC, which is EPA’s recom-
mended model for intersection analysis.

The Mobile Emission Assessment System for Urban and Regional Evaluation (MEASURE)
model was developed to estimate hourly transportation facility-level automobile exhaust emis-
sions using geographical vehicle registration data, accurate digital road data, travel demand
forecasts, and zone-based socioeconomic data (Bachman et al. 2000). This model, which was
developed for use with a GIS database, predicts emissions based on knowledge of typical
amounts of time a vehicle spends accelerating, decelerating, cruising, and idling. MEASURE
uses empirical statistical distributions of vehicle activity by facility type. The modules are based
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on statistical analysis of real-world data, and are integrated on an hour of the day basis. Fleet
composition and vehicle activity in terms of modal variables are generated for the principal
network and for the local roads. Modal variable distributions are defined as a function of the
road type, level of service, and other Highway Capacity Manual (HCM) parameters. Congestion
level is estimated from traffic volume and road capacity. The model uses speed and acceleration
distribution tables (available for interstate highways, ramps, arterials, and signalized intersec-
tions) to estimate modal activities. With these entire input variables, emissions for each link and
sub-zone are estimated.

The VT-Micro vehicle fuel consumption and emission model was developed at Virginia Tech
to compute mode specific fuel consumption and emission rates (Ahn et al. 2002; Rakha et al.
2003a; Rakha et al. 2000). The model predicts the instantaneous fuel consumption and emission
rates of HC, CO, CO,, and NO, of individual vehicles based on their instantaneous speed and
acceleration levels. The initial intent behind the development of this model was not to capture all
elements that affect vehicle fuel consumption and emission rates, but simply to develop a model
in which vehicle dynamics are explicit enough to account for speed and acceleration variations,
two elements that have been shown to have significant impacts on vehicle fuel consumption and
emission rates.

Equation [1] describes the general format of the VT-Micro model that predicts instantaneous
fuel consumption and emission rates of individual vehicles.

Ziexp(kfj v'-al)fora>0,

3
i=0 j=
3

0
3
D Y exp(;-v'-al) fora<0

i=0 j=0

MOE, = (1)

Where MOE, is the instantaneous fuel consumption or emission rate (L/s or mg/s), a is the
instantaneous acceleration (km/h/s), v is the instantaneous speed (km/h), ke are vehicle-specific
acceleration regression coefficients for MOE_, and Ie are the vehicle- specmc deceleration regres-
sion coefficients for MOE,. As can be observed Equatlon [1] utilizes two sets of coefficients,
one set for the acceleration mode and one set for the deceleration mode. The dual regime was
introduced to account for differences in the emission rate sensitivity within the acceleration and
deceleration modes of travel. Another important feature is the use of the exponent to ensure that
non-negative fuel consumption and emission rates are produced by the models.

The general format of Equation [1] was first developed by testing the ability of various
regression models to adequately model the observed steady-state fuel consumption and emission
behaviors of eight vehicles that were tested by the Oak Ridge National Laboratory (ORNL)
in 1995 (West etal. 1997). Further refinement and validation of the microscopic models
were made using data that were collected by the EPA in 1997. This second dataset included
dynamometer fuel consumption and emission measurements under ambient conditions for 43
normal-emitting light-duty vehicles and 17 normal-emitting light-duty trucks. A comparison
of the fuel consumption and emission rates produced by the microscopic models against in-
laboratory measurements made on a dynamometer using the ARTA drive cycle for various
groups of vehicles within the EPA database further confirmed the validity of the microscopic
model, as described by Rakha et al. (2003b). Rakha et al. (2004a) used Classification and
Regression Tree (CART) algorithm on the 60 normal vehicles to group them into homogenous
categories. LDV vehicles were categorized using the CART algorithm considering a number
of independent variables that included the vehicle model year, engine size, vehicle mileage,
vehicle power-to-weight ratio, and federal emission standard (tierO and tierl). The statistical
analysis indicated that vehicle model year, engine size, and vehicle mileage, were critical in
categorizing vehicles, as demonstrated in Table 1. These three variables resulted in 5 LDV and
2 LDT categories considering a minimum of 5 vehicles per category. The vehicle categorization
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that was developed by Rakha et al. is also used in the proposed VT-Meso framework, as will
be described later.

2.1 INTEGRATION modeling framework

The INTEGRATION software (M. Van Aerde & Assoc., 2002a; M. Van Aerde & Assoc., 2002b;
Van Aerde et al., 1996; Van Aerde et al., 1988a; Van Aerde et al., 1988b) was employed for this
study for several reasons. First, the software combines car-following, vehicle-dynamics, lane-
changing, energy, and emission models. Thus, mobile-source emissions can be estimated from
instantaneous speed and acceleration levels. Second, the traffic and emission modeling modules
have been tested and validated extensively. For example, the software, which was developed over
the past two decades, has not only been validated against standard traffic flow theory (Rakha et al.,
2002a; Rakha et al., 1996) but has also been utilized for the evaluation of real-life applications.
Furthermore, the INTEGRATION software offers unique capability through the explicit modeling
of vehicle dynamics by computing the tractive and resistance forces on the vehicle each deci-
second (Rakha and Lucic, 2002b; Rakha et al., 2001c; Rakha et al., 2004c). It should be noted
that the procedures described in this paper are general and could be applied to other commercially
available software applications if they combine the modeling of various resistance and tractive
forces acting on a vehicle with accurate vehicle fuel consumption and emission models.

The INTEGRATION software uses car-following models to capture the longitudinal interaction
of a vehicle and its preceding vehicle in the same lane. The process of car following is modeled
as an equation of motion for steady-state conditions plus a number of constraints that govern the
behavior of vehicles while moving from one steady state to another (decelerating or accelerating).
The first constraint governs vehicle acceleration behavior, which is typically a function of vehicle
dynamics (Rakha and Lucic, 2002b; Rakha et al., 2004c). The second and final constraint ensures
that vehicles maintain a safe position relative to the lead vehicle in order to ensure asymptotic
stability within the traffic stream. A more detailed description of the longitudinal modeling of
vehicle motion is provided by Rakha et al. (Rakha et al., 2004c) In addition, lane-changing behav-
ior describes the lateral behavior of vehicles along a roadway segment. Lane-changing behavior
affects the vehicle car-following behavior, especially at high-intensity lane-changing locations
such as merge, diverge, and weaving sections.

The software also models vehicle fuel consumption and emission rates using the VT-Micro
framework (Rakha et al., 2004c). The VT-Micro model was developed from experimentation with
numerous polynomial combinations of speed and acceleration levels. Specifically, linear, quad-
ratic, cubic, and quadratic terms of speed and acceleration were tested using chassis dynamometer
data collected at the Oak Ridge National Laboratory (ORNL). The final regression model included
a combination of linear, quadratic, and cubic speed and acceleration terms because it provided
the least number of terms with a relatively good fit to the original data (R? in excess of 0.92 for
all Measures of Effectiveness (MOE)). The ORNL data consisted of nine normal-emission vehi-
cles, including six light-duty automobiles and three light-duty trucks (LDT). These vehicles were
selected to produce an average vehicle consistent with average vehicle sales in terms of engine dis-
placement, vehicle curb weight, and vehicle type. The data collected at ORNL contained between
1,300 and 1,600 individual measurements for each vehicle and MOE combination depending on
the envelope of operation of the vehicle, which has a significant advantage over emission data
collected from few driving cycles since it is impossible to cover the entire vehicle operational
regime with only a few driving cycles. Typically, vehicle acceleration values ranged from —1.5
to 3.7 m/s? in increments of 0.3 m/s? (-5 to 12 ft/s? in 1 ft/s? increments). \Vehicle speeds varied
from 0 to 33.5 m/s (0 to 121 km/h or 0 to 110 ft/s) in increments of 0.3 m/s (Ahn et al., 2004; Ahn
et al., 2002; Rakha et al., 2004a). In addition, the VT-Micro model was expanded by including
data from 60 LDVs and LDTs. Statistical clustering techniques were applied to group vehicles
into homogenous categories using Classification and Regression Tree algorithms. The 60 vehicles
were classified into five LDV and two LDT categories. In addition, high-emission vehicle (HEV)
emission models were constructed using second-by-second emission data. The HEV model was
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found to estimate vehicle emissions with a margin of error of 10% when compared to in-laboratory
bag measurements (Ahn et al., 2004; Rakha et al., 2003b).

The INTEGRATION software computes the effective tractive force as the minimum of two
forces: the maximum engine tractive force (F,) and the maximum frictional force that can be
sustained between the vehicle wheels and the roadway surface (F__) (Ahn et al., 2002; Rakha and
Ahn, 2004a; Rakha et al., 2004b; Rakha et al., 2001a). The aerodynamic resistance (R,), rolling
resistance (R ), and grade resistance (Rg) are also computed each deci-second. Subsequently, the
maximum vehicle acceleration is then computed as

min (F,,F.)—- (R,+ R, + R
a= ( e’ max) ( a Tl g) (2)
m

Here m is the mass of the vehicle and a is the maximum possible acceleration.

3 VT-MESO MODEL FRAMEWORK

The proposed modal model is primarily intended for use after the traffic demand has been predicted
and assigned to the network to estimate link-by-link average speeds, number of vehicle stops, and
stopped delay, as illustrated in Figure 1. The model utilizes these link-by-link input parameters to
construct a synthetic drive cycle and compute average link fuel consumption and emission rates.
Total link fuel consumption and emissions are then computed by multiplying the average fuel con-
sumption and emission rates by its corresponding vehicle-kilometers of travel. Finally, system-wide
parameters are estimated by summing across all links within a network. The first step involves the
construction of a synthetic drive cycle that produces consistent average speed, number of vehicle
stops, and stopped delay estimates. After constructing the drive cycle, the model estimates the pro-
portion of time that a vehicle typically spends cruising, decelerating, idling and accelerating while
traveling on a link. A series of fuel consumption and emission models are then used to estimate the
amount of fuel consumed and emissions of HC, CO, CO,, and NO, emissions for each mode of
operation. Subsequently, the total fuel consumed and pollutants emitted by a vehicle while traveling
along a segment are estimated by summing across the different modes of operation and dividing by
the distance traveled to obtain distance-based average vehicle fuel consumption and emission rates.

Average Speed
Number of Stops per Kilometer

Input .
Average Stop Duration

Synthetic Drive Cycle Construction ‘ Microscopic Fuel and
Emissions Model

A
M . Amount of Drive Mode Fuel 1
esoscopic Travel by Mode and Emission I
Model Models

b

Fuel and Emissions by
Mode

Output Fuel and Emissions per Vehicle-Kilometer I

Figure 1. Schematic of proposed procedure.
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The proposed modal model relies on three input variables, namely the average trip speed, the
number of vehicle stops, and the stopped delay, to construct a synthetic drive cycle that produces
equivalent vehicle fuel consumption of emission rates. Regression models were developed to esti-
mate the time and distance traveled during each mode of operation. Using these regression models
the synthetic drive cycle can be easily constructed. Currently, the model does not distinguish
between freeway and arterial facilities in constructing a drive cycle; however, further research will
investigate the merits of such an enhancement.

Figure 2 demonstrates how the synthetic drive cycle is constructed using the three input param-
eters. It is assumed that the vehicle makes on average three stops of a given duration over the road-
way segment. To account for these three stops, the trip speed profile is constructed by fitting three
identical stop-and-go cycles over the segment. Within each cycle, the cruise speed is computed to
ensure that the input average speed is maintained. As a result, the cruise speed is equal to the average
speed when there are no stops. In all other cases, the cruise speed is higher than the average speed,
with increasing values for higher number of stops per unit distance and longer stop durations.

3.1 Scenario development

In order to validate the VT-Meso model energy and emission estimates, four simulation networks
were constrcuted. The INTEGRATION software was utilized to simulate these four networks

Segmenttotal travel time =T

Speed

Cycle 1 Cycle 2 Cycle 3

| e— Average
speed

I"\ Cycle 1=Cycle 2= Cycle 3
T=3(t,+t +t,+t)

Basic Drive Cycle A
-
Estimated travel time per stop
k=
i Deceleration Stop Acceleration 1 Cruising
[77] event event avent avent

(t.) (L) (t) (L)

Vehicle
cruising speed

--------------------- +—— Average

speed
‘\ Speed

Profile

Time

Figure 2. Example synthetic speed profile.
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considering 12 different vehicle types. Output from the INTEGRATION software, which include
link specific average travel speed, traveled distance, stopped time, and number of stops were used
as input to the VT-Meso model. The VT-Meso emission and fuel consumption estimates were
compared to those computed by the INTEGRATION software based on second-by-second speed
and acceleration measurements in an attempt to validate the procedure.

3.1.1 Stop sign control scenario

The objective of this scenario is to compare the VT-Meso and VT-Micro estimates for a stop-
and-go condition. The simulation network is a 2-km, single-lane roadway with a single stop
sign located after 1 km. This scenario involves vehicle deceleration and acceleration from a
complete stop considering different cruising speeds. The cruising free-flow speeds are varied
from 32 km/h (20 mi/h) to 64 km/h (40 mi/h) at increments of 8 km/h (5 mi/h) to analyze the
impact of stop-and-go driving conditions on fuel consumption and vehicle emission rates for
both models. The traffic volumes used for this scenario include a single vehicle vehicle and a
demand of 300 veh/h.

3.1.2 Signal control scenario

This scenario compares the VT-Meso and VT-Micro estimates for different traffic signal offsets.
The network used in this analysis is composed of three signalized intersections along a 2-km road-
way segment. Signalized intersections are located after 500 m, 1,000 m, and 1,500 m. The cycle
length at each of the three intersections is set at 60 s with offsets varying from 0 to 50 s at 10-s
increments. All three signals are controlled by two-phase timings with a 70:30 phase split (east/
west versus north/south), and only eastbound traffic exists. The free-flow speed of the network is
64 km/h (40 mi/h) with a lane saturation flow rate of 1,600 veh/h. Traffic demands of this simula-
tion scenario include a single vehicle scenario and a demand of 800 veh/h.

3.1.3 Partial stop scenario

Partial stops have a large impact on vehicle fuel consumption and emission rates. The objec-
tive of this scenario is to test how the VT-Meso model performs for driving cycles with partial
stops. The fuel consumption and emission rates estimated by the model are compared against the
rates estimated by the VT-Micro model. The simulation network is a 2.5-km roadway. The first
1-km segment and the last 1-km segment has the same speed limit of 110 km/h, and the 0.5-km
segment in the middle has a lower speed limit. The decrease in speed limit varies from 10 km/h
to 50 km/h in increments of 10 km/h. A single vehicle and 900 veh/h were simulated for this
scenario.

3.1.4 Ramp scenario

Weaving volume and weaving section length have significant impacts on the performance of a
weaving section. This scenario simulates a Type A weaving section for different weaving volumes
and weaving section lengths. The Weaving volume varies from 0 to 2,500 veh/h in increments of
500 vehicles, and the weaving section length varies from 150 m to 450 m in increments of 50 m.
The free-flow speed at the ramp section and weaving section is 80 km/h (50 mi/h) and 112 km/h
(70 mi/h), respectively.

3.2 Results

This section describes the fuel consumption and vehicle emission rate comparison for the four
simulation scenarios. This comparison starts with the stop sign control scenario followed by the
partial stop scenario, the signal control scenario, and the ramp scenario.

3.2.1 Stop sign control scenario
This section describes the results for the stop sign scenario for both normal- and high-emitting
vehicles. The scenario tests the performance of the VT-Meso model for conditions involving
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vehicle stop-and-go maneuvers. As discussed earlier in the methodology section, five different
speed limits are considered in this scenario. The speed limits are varied from 32 km/h (20 mi/h) to
64 km/h (40 mi/h) at increments of 8 km/h (5 mi/h).

In the case of normal light-duty vehicles, Figure 3 illustrates the speed profile and emission
comparison for the single-vehicle scenario for LDV 1s. Figure 4 illustrates the average travel speed
and emission comparison for the 300-veh/h scenario for LDV 1s. The total fuel consumption, HC,
CO, and CO, emission rates are higher at lower speeds while the NO, emission rates shows a
slight increase when the free-flow speed increases. Given that a vehicle traveling at lower speeds
spends more time traveling the 2-km roadway section, despite the lower time-based fuel consump-
tion and emission rate, the total fuel consumption and emissions are higher at lower speed levels.
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Figure 3. 300 veh/h LDV1 for stop sign scenario.
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Figure 4. Signal HEV1 vehicle for stop sign scenario.

As a vehicle’s speed increases, the time-dependent rate also increases, though more slowly than
the travel time rate of increase. Consequently, the distance-based fuel consumption and emission
rate decreases until the rate of increase in the time-dependent rate exceeds the rate of decrease in
time spent in the system. A more detailed description and explanation of these behaviors can be
found elsewhere in the literature (Rakha et al., 2004b).

These figures also illustrate that HC and CO emission are more sensitive to travel speeds. Com-
parison between the single-vehicle scenario and the 300-veh/h scenario shows that vehicles con-
sume more fuel and generate more emissions for the 300-veh/h scenario, which has a lower travel
speed. Comparison between the single-vehicle scenario and 300-veh/h scenario also illustrates
that the difference between VT-Micro and VT-Meso estimations is smaller for high traffic volumes
because the vehicle interaction reduces the random variability.

The results for HEV1 were similar trend to the LDV1 except for the CO emissions. The result
for CO emissions shows a bowl-shaped relationship with the minimum emission rate at 48 km/h
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(30 mi/h) while the CO emission for LDV1 has a minimum value at higher speeds. The absolute
values of the HEV1 fuel consumption and CO, emission rates are close to those of the normal
LDV1. In case of the NO, emissions, the mass emissions for the HEV1 are significantly greater
than those for the normal LDV, As is the case for the LDV 1 vehicle, the 300-veh/h scenario results
in a better VT-Meso estimate in comparison to the single-vehicle scenario.

3.2.2 Signal control scenario

This section describes the results for the signal control scenario for both normal- and high-emitting
vehicles. The VT-Meso and VT-Micro model fuel consumption and vehicle emission estimates are
varied as a function of the traffic signal offsets.

Figure 5 and illustrate the comparison of the VT-Micro and VT-Meso estimations as a function
of signal offsets for LDV1s and HEV1s, respectively. As can be seen from these figures, higher
average travel speeds are associated with a lower number of stops. The optimal offset for the
300-veh/h scenario is 40s, and the worst offset is approximately Os regardless of the MOE that
is considered in optimizing the signal offsets. The percentage changes in MOEs for optimal and
worst offsets are calculated. The fuel consumption, HC, CO, NO,,, and CO, emissions for the worst
offset are 17%, 18%, 25%, 4%, and 16% higher, respectively, than those of the optimal offsets.
This result shows that the fuel consumption and vehicle exhaust emissions are generally low when
the network is operating at the optimal signal offset. The figures demonstrate that the VT-Meso
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Figure 6. 800 veh/h HEV1 for signal control scenario.

model gives a good estimation for fuel consumption and CO, emissions. The estimations for HC,
CO, and NO, emissions are not as close as those for fuel consumption and CO, emission, but the
VT-Meso model correctly predicts trends of increasing or decreasing HC, CO, and NO, emissions.
Specifically, the model produces the highest and lowest estimates for the same offsets for which
the highest and lowest VT-Micro model estimates are obtained.

The variation in fuel consumption and emission rates for the HEV1 as a function of offsets is
very similar to the LDV1 results. Similarly, the MOE rates are lowest at the optimal signal offsets.
However, the differences in absolute values for the HEV1 are much greater than those of the nor-
mal LDV. The percentage changes in MOE for optimal and worst offsets are calculated. The fuel
consumption, HC, CO, NO,,, and CO, emissions for the worst offset are 9%, 8%, 6%, 0%, and
9% greater, respectively, than those for the optimal offsets. As can be seen, the differences in fuel
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consumption and vehicle emissions are lower than those of the LDV1. Again the VT-Meso model
produces similar trends to those produced using a microscopic model.

3.2.3 Partial stop scenario

The main objective of the partial stop scenario is to test the performance of the VT-Meso model
for drive cycles with high speed variability. As discussed in the previous section, speed limit
difference varied from 10 km/h to 50 km/h in increments of 10 km/h. The comparison between
mesoscopic and microscopic models evaluates the effect of fractional stops on fuel consumption
and vehicle emissions.

The analysis of LDV1s and HEV1s shows similar results. Figure 7 illustrates the comparison of
VT-Micro and VT-Meso estimations as a function of speed limit difference for LDV1 at different
traffic volumes. As for the single-vehicle scenario, it is observed that the model currently tends to
underestimate NO, and CO emissions. Alternatively, the fuel consumption, HC emission, and CO
emission appear to be fairly symmetric about the line of perfect correlation.

It is hypothesized that these differences are attributable to differences between the actual and
constructed drive cycles. Further investigations of the test results indicate that the variability
observed in each diagram could also be attributable to the way partial stops are converted into
equivalent full stops when aggregating each drive cycle into an average speed, an average number
of stops, and an average stop duration. Figure 8 compares a synthetic drive cycle to an actual drive
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cycle. Both cycles have the same average travel speed, deceleration time, acceleration time, and
cruising time. This synthetic drive cycle will create problems for emissions that are more sensitive
to high travel speed. Hence, this will cause the VT-Meso model to underestimate fuel consumption
and emission rates for drive cycles with frequent partial stops.

As for the 1,100-veh/h scenario, it is also observed that the VT-Meso model provides a better
match in terms of both absolute estimations and cyclic trends with the microscopic model esti-
mates. This could be attributed to high traffic volume minimizing the high variability of the single
vehicle. Also, high traffic volume is associated with lower travel speed, and the lower travel speed
will help better estimate emissions, which are more sensitive at high speeds.

3.2.4 Ramp scenario

This section compares the VT-Meso and VT-Micro models for a ramp scenario which entails
aggressive accelerations at high speeds (i.e. high engine loads). Two independent variables
were included in the ramp scenario: weaving section length and weaving volume. Weaving
volumes varied from 0 veh/h to 2,500 veh/h in increments of 500 veh/h, and the weaving
section length was varied from 150 m to 450 m in increments of 50 m. Input values of two
independent variables ensured that the over-capacity condition and the steady-state condition
were simulated.

When the weaving volume is lower than 1,500 veh/h, the simulation network is under capacity.
Increasing the weaving volume and/or reducing the weaving section length reduces the weaving
section capacity and thus results in over-saturated conditions; this can be seen from the difference
in the average travel speed. As for the fuel consumption and vehicle emissions, the plots on the
left side show the VT-Micro model estimations, and the plots on the right side show the VT-Meso
model estimations. As can be seen from these plots, the VT-Meso model estimations have an
excellent match both in terms of absolute values and cyclic trends for fuel consumption, HC, and
CO, emissions and a good fit for NO, emissions. The VT-Meso model tends to underestimate CO
emission in terms of absolute values, however the trends are consistent.

3.2.5 Overall analysis

Table 1 summarizes the differences between the VT-Meso and VVT-Micro model estimates. The
table generally indicates that the mesoscopic model estimates appear to be consistent with the
microscopic estimates. Most of the differences between VT-Meso and VT-Micro estimations are
generally less than 10% for the stop sign and signal control scenarios. In these cases, the differ-

Actual Drive Cycle versus and Constructed Drive Cycle

120

100 el »
x ¥ -\. -"
u ,,"
_. 804 L
= "t
£
=
kS 60 - —— Actual Speed Profile
a —=— Constructed Drive Cycle
7]
40 -
20 -
0 T T T T T . . .

0 10 20 30 40 50 60 70 80 90
Time (s)

Figure 8. Comparison between synthetic drive cycle and actual drive cycle.

109



%L '€~ %2 - %S0 %I 0~ %E'e- %T'L- %E'G— %I T- %G €~ %9'9— 0S
%' %L - %20 %2 0~ %0~ %T'S- %L '€ %G T— %G 2- %8 - ov
%9°2— %81~ %G 0 %20 %2 - %2 S~ %8'€~ %60~ % - %87~ 0
%L - %G T- %60 %L°0 %E - %G'G— %2 v %E 0~ %92~ %I 'S~ 0z
%E"E— %G T- %21 %0'T %62~ %E'9— %0°G— %20 %0°€— %6'G— 01
%0'7— %8 T~ %T'T %L0 %G'€- %€ /- %8'G~ %2 0~ %9°€~ %69~ 0

‘00 “ON 02 OH [on4 ‘00 “ON 02 OH len4 ()
18840 [eublS

TAQT TAIH
0lJeuads [0uo) eubis
%50~ %02~ %9'T %60 %2 0~ %8¢~ %20 %9°'€ %8'C— %92 9
%0'T— %80~ %b'e %'E %L 0~ %62~ % - %L'T %b - %G - 95
%T0 %E'T %S %G %Y'0 %L T~ %E - %y %E - % T- 8y
%60 %02 %8S %8S %T'T %t 0— %9'T— %G'E %9'0— %T'0- ov
%21 %E'T %T'E %E'E %Y'T %T0 %E - %E'T %t 0— %0 z€
‘00 “ON 02 OH [on4 ‘00 “ON 02 OH ELE (y/w)
HwyT paads

TAQT TATH

olJeusds ubis dois

"S30UBIALLIP SUOITRWINSS OJDIA-LA PUR 0S3IN-LA T 8|qelL

110



%9'G— %6'9T~ %0° LT~ %S0~ %L'G~ %L~ %L 0~ %6'7— %TE %E €~ 0
%Tv— %L v~ %8'ET~ %EV WT v %8 T~ %S0~ %CET %99 %6'0— or
%E v %y €T~ %T'ZT- %S %e - %EZ- %G T~ %9'GZ %69 % T~ 0g
%E'G— %8'€T~ %ETT- %8°0 %0°G~ %6°€~ %8'C— %T'8Z %0°G %6'C— 0z
%T'9— %L YT~ %S TT- %9t~ %8G~ %t'G— %6'€— %Y'LT %S'T %L v 01
‘02 *ON 02 OH an ‘02 *ON 00 OH [on4 (u/w)
aoualapIa
TAQT TAIH Hwi paads
(Y/yan 00T'T) O1BUBIS dO)S [ellEd
%T' L~ %9°G2— %G"08~ %Yo~ %L '8~ %97~ %I v %L €T~ %S'T %E'S— 0S
%0 L~ %902~ %9V~ %0°'G~ %E 8- %6t~ %99~ %1 %9°Z %67~ oy
%9'9— %Y'ST— %T'8T~ %L 6~ %S L~ %9'G— %08~ %EV %Y 0~ %G'G— 0g
%T'9- %2 0T~ %8'ET~ %Z'ST~ %0° L~ %L'G— %6'L~ %I~ %6'G— %0'9— 0z
%92~ %8°0— %I L~ %L'0T~ %L'€~ %E'T— %97~ %Z'ZT- %G'G— %L'T— 01
¢ X ¢ X (yyw)
02 ON 02 OH [an4 00 ON 090 OH [an4
aoualayIa
TAQT TAIH Hwi paads

(3191ya 316uIS) oLIeUBIS dO)S [elled

111



ences in results between the microscopic and mesoscopic estimates can be attributed to differ-
ences between the actual and constructed drive cycles. Other parameters that could affect the
mesoscopic model estimates include the various assumptions made by the mesoscopic model
when generating synthetic drive cycles, particularly regarding the assumed deceleration and accel-
eration rates. In general the mesoscopic model appears to estimate fuel consumption, HC, and CO,
emissions consistently with the microscopic estimates; however, the model tends to underestimate
NO, emissions.

As for the partial stop scenario, the VT-Meso estimations are lower than those of the VT-Micro
model. This underestimation is attributed to the higher fuel consumption usually required to
increase the speed of a vehicle from 50 to 60 km/h than from, say, 30 to 40 km/h because accelera-
tions at higher speeds usually result in higher loads being exerted on a vehicle’s engine. Because of
the nonlinearity of fuel consumption and emission rates as a function of speed, a series of partial
stops will often produce higher fuel consumption and emission rates than a corresponding equiva-
lent number of full stops.

3.3 Conclusions

This paper compares the VT-Meso and VT-Micro model fuel consumption and emission estimates
for four simulation scenarios including stop sign, signal control, partial stop, and ramp scenarios.
The results demonstrate that the VT-Meso model provides an excellent match to the microscopic
model estimates in terms of both absolute emission rates and cyclic trends. Specifically, this model
provides close estimates for the stop sign, signal control, and ramp scenarios. On the other hand,
the model predictions were less accurate in the partial stop scenario, especially in the case of CO
emissions. The inaccuracies are partly attributed to the non-linear relationship between vehicle
emissions and vehicle speed and errors in the construction of synthetic drive cycles.

The estimates from the VT-Meso model cannot be expected to always match estimates from
microscopic models because of differences in the underlying drive cycles (the VT-Meso model
constructs simplistic drive cycles). The model, however, constitutes an interesting alternative to
existing models for cases in which detailed speed and acceleration data are not available. These
results indicate that the VT-Meso model framework is sufficient for operational level compari-
sons. The study also demonstrates the need to perform additional tests to evaluate more precisely
the effect of fractional stops on vehicle emissions or to more accurately convert partial stops
into equivalent full stops for the purpose of estimating vehicle fuel consumption and emission
rates.
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ABSTRACT: This paper introduces a novel approach to the validation of microscopic simulation
models. Most of the validation efforts of microscopic simulation models were to achieve
agreements between “aggregate” observed values and model outputs on variables such as
volume served, average travel time, average speed, density, and average and maximum vehi-
cle queue length. The validation based on averages of traffic variables however has several
shortcomings.

Hawas (2007) presented a microscopic simulation model for incident management in urban net-
works, i-sim-S. This paper describes the methodology adopted to validate the model. The methodology
combines field data-simulation spatial-temporal analysis, simulation-simulation spatial-tempo-
ral analysis, and simulation-simulation aggregate measures validation. A three-stage procedure is
devised for model validation. The purpose of the first stage is to validate a benchmark simulator
(NETSIM) using field data. The purpose of the second stage is to validate the microscopic traffic
patterns extracted from the @-sim-s vis-a-vis those extracted by the benchmark simulator NETSIM.
This is particularly done by comparing the spatial-temporal distribution of the vehicles along links
and accounting for various factors such as traffic volume, link speeds, signal timing, etc. The pur-
pose of the third stage is to validate the aggregate measures of traffic patterns (e.g. travel time, and
delay) extracted from the ®-sim-s vis-a-vis those extracted by the benchmark simulator NETSIM.
This is to ensure the adequacy of the procedures and formulae used to estimate such measures.

Keywords:  Microscopic Models, Traffic Simulation, Validation

1 INTRODUCTION

Real-time traffic simulators are very effective tool in replicating traffic conditions and identifying
optimal control strategies. They have emerged as important evaluation tools for Intelligent Trans-
portation System (ITS) strategies. Macroscopic traffic simulations can play an active role in
assisting the planning of ITS strategies. However, due to the macroscopic nature, those models
and programs lack the capability of modeling detailed functions and features of traffic control and
management techniques and are unable to meet the requirements of evaluating ITS technology
benefits. Many existing microscopic simulation models have the modeling details for evaluat-
ing ITS technologies. Nonetheless, it is equally important that while improving their logic, that
we apply more rigorous validation procedures to a simulation model to ensure its credibility and
enhance user confidence.

The purpose of validation is to ensure that the simulation model accurately represents the real-
world system so that decisions can be made on the real-world system based on the simulation.
Microscopic models have unique characteristics because of the interactions among drivers, vehi-
cles, and the roadway. The lack of data on one hand and the correlations among traffic stream
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elements further complicates the modeling and validation process. No systematic validation pro-
cedure for microscopic traffic simulation has been commonly accepted and performed in the past
although more and more people have realized its importance (Hawas 2002).

Microscopic models depend extensively on car following models. The rationale is to utilize
observed distributions (e.g. acceleration/ deceleration distributions) to predict the driver’s behav-
ior (selection of inter-spacing from the leading car, acceleration, deceleration, etc) in response to
a specific stimulus. Car following models are very effective, specially, in modeling traffic in a
confounded space (e.g. single lane traffic) where the driver actions become limited. Nonetheless,
data available for model calibration and verification are limited. Car following models commonly
utilize three functions to describe the perception of the driver to a specific stimulus, the decision
making process in response to stimuli, and the final control or reaction by the driver. Car following
models differ in their representation of the control-stimuli function. Some models assume a linear
relationship where control is expressed as a multiplier of the stimulus, or a nonlinear model, or a
more generalized model.

Among the most popular existing microscopic traffic simulation programs are CORSIM
(FHWA 2001), INTEGRATION (Van Aerde 1995), WATSIM (Lieberman et al 1996), TRAN-
SIMS (Smith et al 1995), MITSIM (Yang and Koutsopoulos 1996), PARAMICS (Duncan
1994), VISSIM (Fritzsche 1994), and AIMSUN (Casas, Ferrer and Garcia, 1995). They all
found their respective applicability in certain types of applications and enjoyed some degree of
success, and validation studies have been conducted with many of those simulation programs
(Milam and Choa 2001; Wang and Prevedouros 1998; Kim and Rilett 2003; Park and Schnee-
berger 2003).

The recent evolution of advanced traffic management systems stimulated the traffic research
community to revisit the development of the simulation models and assess their applicability vis-
a-vis the functionalities that such advanced systems support. Hawas and Mahmassani (1997) dis-
cussed the data needs for development, calibration and validation of dynamic simulation models
and algorithms for ATIS/ATMS applications. Shin et al. (1999) stressed the immediate need for a
tool to evaluate and validate the recent traffic ATIS/ATMS developments.

Validating simulation models in general and microscopic models in particular is a real challeng-
ing task due to rareness of validation data (Hawas, 2002), the complexity of the car following and
the lane changing process, and the interaction among the car following/ lane changing parameters
mentioned earlier. The major source of the difficulty is that the data (in addition to sacristy) is
usually available in aggregate measurements of traffic characteristics (e.g. flows, speeds and occu-
pancies at sensor locations, travel times, queue lengths).

Most of the validation efforts were to achieve agreements between “aggregate” observed
values and model outputs on variables such as volume served, average travel time, average speed,
density, and average and maximum vehicle queue length. The validation based on averages of
traffic variables however has several shortcomings. First of all, it lacks a microscopic element.
Microscopic traffic simulation should be validated differently from the way a macroscopic
simulation is validated, and simply investigating certain macroscopic variables or ignoring the
microscopic nature of the logic is certainly a deficiency. Secondly, in many cases, averages alone
are not sufficient to validate the model, and there are needs to look at the distributions of the vari-
ables over time and space.

Overall, a systematic validation approach is needed to validate a microscopic simulation
model. Hawas (2007) presented a microscopic simulation model for incident management in
urban networks, ®-sim-s. The model is built to rectify most of the known deficiencies in the
well-known microscopic models. Furthermore, was built with extended capabilities to model
incidents accurately, and to capture their existence through loop detectors. These capabilities
were utilized to develop logic for incident detection at intersections. More details on the algo-
rithmic procedure and functions could be found in Hawas (2007). This paper describes in details
the methodology adopted to validate the model, and applies such methodology to validate the
®-sim-s model. The methodology combines field data-simulation spatial-temporal analysis,
simulation-simulation spatial-temporal analysis, and simulation-simulation aggregate measures
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validation. It is worthy noting that this paper is rather to be regarded as case study of the valida-
tion procedure. More resources and time are needed to generalize the conclusions made in this

paper.

2 APPROACH FOR MICROSCOPIC MODEL VALIDATION

The well-known NETSIM simulation model was utilized to generate several validation scenarios
for comparative analysis vis-a-vis ®-sim-s. NETSIM operates with a car-following model and has
the ability to model detectors and offers good flexibility in specifying the detectors locations and
the frequency of readings. This feature was utilized together with the counter feature in ®-sim-s
to compare the spatial and temporal distribution of vehicles along the links with different traffic
intensities.

NETSIM is widely known by its accuracy in modeling normal traffic operations in urban
networks, and by far it is one of the mostly validated microscopic simulation models. It is also
capable of simulating incident scenarios in urban street networks. NETSIM has the capability of
simulating incidents as long term events. Furthermore, it can simulate detectors and as such it can
be used to capture the spatial-temporal evolution of traffic streams. Nonetheless, there are several
limitations in NETSIM incident modeling among which:

1. NETSIM cannot model an incident at a specific point in the network. Incidents are modeled
as long term events on selected links. The specific locations (on the links) of these events are
selected randomly by the model. Furthermore, the incident can cause a blockage to one lane
only; simultaneous lane blockage cannot be modeled.

2. NETSIM does not account for simultaneous incidents/accidents on the network. One incident
has to finish before another one starts.

3. The car following model of NETSIM does not account for the changes in the driving behavior
as a result of an accident. For example, the slowing down of the vehicles as they pass by the
accident location to have a look.

A three-stage approach is suggested to validate ®-sim-s. The approach first validates NETSIM
vis-a-vis real field data at normal traffic conditions. The spatial-temporal detector data of ®-sim-s is
then compared versus those developed by NETSIM at various recurrent and non-recurrent condi-
tions. Finally, the aggregate traffic measures (travel time) of both models are compared at different
scenarios.

2.1 Stage I: Field Data-NETSIM Spatial-Temporal Analysis

Due to the huge resources needed to collect “microscopic” field data that can be used to validate
the simulator and the limited human and resources allotted to this study, it was determined that
it is almost impossible to carry on the simulation validation using only field data. Furthermore,
field data if available, is only limited to specific traffic conditions (volumes, controls, etc). Also,
there is almost no microscopic detailed data to support the validation of “non-recurrent” inci-
dent situations, not to mention the complexity of designing field experiments to “emulate” these
conditions and the difficulty of capturing the microscopic traffic stream patterns associated with
such incidents. For all these reasons, it was thought that an appealing approach would be to set a
“benchmark” simulator and validate it using real field data (even roughly to pin point the efforts
associated with such task). Upon its validation, the benchmark simulator may then be used to
generate the “microscopic” patterns that can be used further to calibrate or validate other micro-
scopic models. It is worthy noting that the idea here is not to validate the benchmark model itself,
but to introduce a conceptual framework for the validation of microscopic simulators. If resources
are available, the introduced concept can be generalized to gather more field data to validate the
benchmark model.
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(B) NETSIM Intersection Layout and Detectors

A: Observer records number of vehicles/min at 300 m upstream the intersection stop line;
B: Observer records number of vehicles/min entering and exiting from side street (250 m upstream the inter-

section stop line);

C: Observer records number of vehicles/min entering and exiting from side street (50 m upstream the inter-
section stop line);

D: Observer records number of vehicles/min queued on the 1st and 2nd lanes;

E: Observer records number of vehicles/min queued on the 3rd and LT lanes;

F: Observer records number of through vehicles/min from 1st, 2nd and 3rd lanes

G: Observer records number of LT or U-Turn vehicles/min from the 3rd and LT Pocket

Figure 1. Layout of the intersection used for (A) field data (B) NETSIM spatial temporal analysis.

The purpose of this stage is to validate the benchmark simulator (NETSIM) using field data.
Collecting the spatial-temporal field data is quite cumbersome, and entails huge resources.
Fig. 1 illustrates the layout of the intersection used for validation. Due to the complexity of
data collection methodology, stemming from the fact that it would be used to characterize the
microscopic spatial-temporal pattern, a total of seven observers (A through G) participated in
the data collection. Data collection of this nature is quite expensive as it would require huge
resources. It was essential to include the human element in counting rather than using automatic
detectors to estimate the turning percentages and types of vehicles (passenger car, single unit,
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Figure 2.  Field data-NETSIM spatial temporal comparative analyses.

truck). Furthermore, to estimate the exact vehicle movement count out of lanes designated to
serve more than one movement.

As shown on the figure, seven observers were needed to cover such a simple leg. The role of
each observer is indicated on the figure. The approach counting was synchronized to account for
the time needed to travel from one observer to the other. The same intersection was modeled using
TSIS software (NETSIM model) to replicate the exact geometry, turning percentages, volumes,
and signal timing. The downstream traffic light is operating using a fully actuated controller. The
green time (and the varying cycle) of the downstream traffic light was also recorded by a separate
observer. The green time did not exhibit significant variations from one cycle to the other (on aver-
age about 26 seconds), with a max of 2 seconds difference among cycles. As such, the downstream
controller was modeled as a pre-timed signal with green time equal to the average green duration
of the phase observed during the counting period (about 26 seconds).
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The intersection was modeled with exact field details (geometry, traffic volumes, turning
percentages, and control timing). The field observers were “represented” by simulation passage
detectors with the frequency of accumulative reading set to one minute (same as field interval).
The field and simulation-based data collected were utilized to develop the spatial temporal
patterns of both field and simulation. The intersection was batch run by NETSIM for ten times
and the detector readings were then averaged. Fig. 2 illustrates average discrepancy in percentage
between the field accumulative counts and the NETSIM detector reading counts. The percentage
of discrepancy is estimated using the following form:

Average discrepancy at any location at time (t) = [field accumulative count of vehicles passing
this location (point) at time t- NETSIM accumulative count for the detector residing this location
(point) at time t]/field accumulative count of vehicles passing this location (point) at time t * 100%

The average values of discrepancy are illustrated in the small rectangles in Fig. 2. The negative
values indicate higher NETSIM counts, while the positive values indicate higher field counts. The
values are exhibited for three time instants; 10, 20 and 30. At time 10, the average discrepancy is
highest as compared to the 20 and 30 cases. Initially, as the approach is least congested, NETSIM
tends to allocate more vehicles to the middle lanes, resulting in overestimation to the middle lane
counts and underestimation to the right and left lanes. As the network gets more congested, the
vehicles are reallocated spatially to replicate more or less the observed field values. The minimum
values for discrepancy were observed at time 30.

Despite the fact that the comparison with field data was limited due to the limitation of resources,
and the significant efforts that would be needed to capture other scenarios of the spatial/temporal
distribution of vehicles in the field, it is evident that NETSIM could be used as a benchmark
simulator to validate other simulation models. Future work for this stage might consider having
more field cases for validation.

2.2 Stage Il: NETSIM-®-sim-s Spatial-Temporal Analysis

The purpose of this stage is to validate the microscopic traffic patterns extracted from the
®-sim-s vis-a-vis those extracted by the benchmark simulator NETSIM. This is particularly done
by comparing the spatial-temporal distribution of the vehicles along links and accounting for vari-
ous factors such as traffic volume, link speeds, signal timing, etc. The distribution of vehicles along
the links as represented by the two simulators is captured via passage detector readings. Virtual
detectors are installed on the underlying links and their corresponding accumulative readings are
compared. This validation is carried out on two phases; in a normal recurrent traffic conditions,
and in incident non-recurrent conditions. This phase of validation is carried out as follows:

1. Comparative analysis of the @-sim-s and NETSIM under recurrent traffic conditions.

2. Comparative analysis of the two models’ detectors under various non-recurrent traffic condi-
tions. However, due to the limitations of the NETSIM model in modeling incidents, the fol-
lowing procedure is devised:

a. Introduce long term events (incidents) to NETSIM and extract the randomly selected inci-
dent location, and associated NETSIM’s detector readings for such cases

b. Use ®-sim-s to replicate the same incidents introduced by NETSIM and extract the ®-sim-s’s
corresponding detector readings.

c. Conduct comparative analysis of the detector readings in (a) and (b).

A sample intersection was developed using both NETSIM and ®-sim-s. The intersection has
four approaches; each with three lanes. Three to four detectors are inserted on each lane. The
downstream node is operated by a pre-timed signal of a total cycle time of 140 seconds. The phase
timing is changed based on the studied scenario.

Preliminary observations indicated that the detectors’ patterns may differ for various approach
lengths (m), approach speeds (km/hr), approach green times (sec), approach volumes (veh/hr),
detectors locations on approaches, occurrence of incidents, and incident duration, location and
starting time (if any). Six validation cases were selected to validate @-sim-s under various conditions
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Table 1.

Summary of detector counters validation cases.

Approach
Property Approach EB (D1)  Approach NB (D2)  Approach WB (D0)  SB (D)
Case I—Each lane has three detectors
Approach Length 300 m 300 m 300 m 300 m
Approach Speed 80 km/hr 80 km/hr 80 km/hr 80 km/hr
Approach Green Time 30 sec 30 sec 30 sec 30 sec
Approach Volume 500 vph 1000 vph 1500 vph 2000 vph
Detectors First 10m 10m 10m 10m
Locationson  Second 150 m 150 m 150 m 150 m
Approaches Third 290 m 290 m 290 m 290 m
Accident on Approach NO NO NO NO
Accident Duration N/A N/A N/A N/A
Accident Location N/A N/A N/A N/A
Accident Starting Time N/A N/A N/A N/A

Case Il (similar to case | with different approach length and detector settings)—Each lane has four

detectors

Approach Length

Detectors
Locations on
Approaches

600 m
First 10m
Set_:ond 200 m
Third 400 m
Fourth 590 m

600 m

10m
200 m
400 m
590 m

600 m

10m
200 m
400 m
590 m

600 m

10m
200 m
400 m
590 m

Case 11 (similar to case | with different approach length and signal settings)—Each lane has three

detectors

Approach Length

Approach Green

600 m

Time 20 sec

600 m
30 sec

600 m
40 sec

Case IV (similar to case | with different link speed)—Each lane has three detectors

Approach Speed

60 km/hr

60 km/hr

60 km/hr

Case V (similar to case Il with accident on second lane of E-W approach)—Each lane has four

detectors

Accident on Approach NO
Accident Duration N/A
Accident Location N/A
Accident Starting Time N/A

NO

N/A
N/A
N/A

YES

600 sec

Second Lane 375 m
900 sec

600 m
50 sec

60 km/hr

NO

N/A
N/A
N/A

Case VI (similar to case |11 with accident on first lane of N-S approach)—Each lane has three detectors

Accident on Approach NO
Accident Duration N/A
Accident Location N/A
Accident Starting Time N/A

NO

N/A
N/A
N/A

NO

N/A
N/A
N/A

YES

900 sec
First Lane
191 m
1200 sec
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Figure 3. Comparative detector readings (NETSIM and @-sim-s) for case 11: Second lane.
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Figure 4. Comparative detector readings (NETSIM and ®-sim-s) for case V1 on the first lane of the 2000 vph
approach.
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as shown in table 1. The cases were selected to assess the @-sim-s modeling accuracy under vari-
ous situations.

Figs. 3 and 4 illustrate a sample of the detector readings of the studied cases. Fig. 3 illustrates
the accumulative detectors readings for the two simulation models (in a non-incident case). It is
evident that the two simulators exhibit more or less the same patterns for all the detectors over all
the lanes. The case illustrated in Fig. 3 (approach volume = 1000 vehicles/hour) represents a case
of medium to high congested situation.

Fig. 4 illustrates the accumulative detector readings for the VI study case (incident case). The
incident in such case is introduced on the most congested approach (volume = 2000 vph). The
effect of the incident on the accumulative pattern is not noticeable in this case. The following
section highlights the effect of the volume on the incident patterns. The figure also indicates the
similarity among the detector readings of the two models. All the other results indicated very close
similarity. Their results are not indicated due to the paper size limitations.

2.3 Stage Ill: NETSIM-@-sim-s aggregate measures validation

The purpose of this stage is to validate the aggregate measures of traffic patterns (e.g. travel time,
delay, intersection delay, etc) extracted from the @-sim-s vis-a-vis those extracted by the bench-
mark simulator NETSIM. This is to ensure the adequacy of the procedures and formulae used to
estimate such measures. Four validation cases were designed as shown in Table 2. The cases differ
in the total volume of vehicles to be served ranging from light to heavily congested approaches.
The analysis is done by comparing the accumulative total number of vehicles served by each
approach at any time instant, total number of vehicles served by the intersection at any time
instant, the average travel time on each approach and for the intersection, the average delay time
on each approach and for the intersection, and finally the average signal delay on each approach
and for the intersection. The four cases were modeled as pre-timed intersections with green times
calculated using Webster formula.

Table 3 shows the aggregate measures extracted from both simulators by the end of the
simulation period (set to one hour). The table indicates some variations of the aggregate meas-
ures, yet with no consistent pattern. The overall intersection aggregate measures are relatively

Table 2. NETSIM -i-sim-s aggregate measures validation cases.

Case property Approach EB Approach NB Approach WB Approach SB
Case 1

Approach Length 300 m 300 m 300 m 300 m
Approach Speed 80 km/hr 80 km/hr 80 km/hr 80 km/hr
Approach Volume 500 vph 1000 vph 1500 vph 2000 vph
Green Period 10 19 29 38

Case 2

Approach Volume 700 vph 1200 vph 1700 vph 2200 vph
Green Period 12 20 28 36

Case 3

Approach Volume 1000 vph 1500 vph 2000 vph 2500 vph
Green Period 14 21 27 34

Case 4

Approach Volume 1200 vph 1700 vph 2200 vph 2700 vph
Green Period 15 21 27 33
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Table 3.  Comparative aggregate measures of NETSIM-®-sim-s (estimated at end of simulation)*.

NETSIM ®-sim-s

Total Average Average Average Total Average  Average Average
volume travel delay signal volume travel delay signal
served  time time delay served  time time delay

Approach Case (vph) (min) (min) (min) (vph) (min) (min) (min)

EB 1 497 1303 1.08 0.977 500 1.625 1367  1.358

2 639 3288  3.072 2958 658 2011 1755  1.744

3 684 7078  6.872  6.145 755 5271 5017 5005

4 771 7243 7035  6.188 828 4803 455 4537

NB 1 945 2767 2547 245 964 1543 1282  1.268

2 968 5425 521 4545 1052 2902 2646  2.632

3 1005 5753 5538 4.7 1110 3558  3.303  3.288

4 1034 5938 5725  4.82 1126 3519  3.266  3.251

WB 1 1406 2.685 2468 2232 1487 1155  0.898  0.882

2 1365 4073  3.858  3.185 1441  2.667 2411  2.395

3 1254 4567 4353  3.56 1457 2771 2517 2.502

4 1288 4722 4508  3.637 1446 2772 2518  2.502

SB 1 1808  2.80 2.58 2043 1946 1.2 0943  0.926
2 1710 345 3.24 2.48 1848 1941 1687 167

3 1608  3.64 3.43 2662 1766 2186 1932 1916

4 15890  3.862  3.647 2817 1703 2298 2044  2.027

Entire 1 4656  1.020 0926  0.822 4897 1297 104  1.024

Intersection 2 4682 2216  2.099 1797 4999 2362 2106  2.091

3 4551 3162  3.034 2565 5088  3.11 2.857  2.841

4 4682 3584 3444 2875 5103 3108 2854  2.839

*Results are estimated by the end of simulation period (one hour).

close. It is worthy noting that although the traffic volumes are set ahead of simulation are exactly
the same, the two simulators differ on the actual number of vehicles got served and as such the
aggregate measures. This is particularly attributed to the difference in the modeling approach. The
®-sim-s simulated cases could be optimized for minimum discrepancy in the aggregate measures
with NETSIM using the so-called Alpha value. For more information on the effect of the Alpha
parameter on results, the reader is referred to (Hawas 2006). The results shown here does not
reflect optimized discrepancy results for the individual cases, but rather an average Alpha value
for all the cases.

Fig. 5 illustrates sample of the aggregate intersection results of the two simulators (for the
Case 3) at different instants (2-minute intervals) as they evolve over the entire simulation period.
The figure indicates fairly close results with the selected average Alpha value. At the initial stages
of simulation (the first ten minutes as the network is least congested), ®@-sim-s exhibited slightly
higher travel times and delays as compared to NETSIM. This difference gaps out as the networks
becomes more congested, resulting in very close performance towards the end of the simulation
period.
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Platoon identification and accommodation at isolated traffic
signals

N.A. Chaudhary & H.A. Charara
Texas Transportation Institute, TX, USA

ABSTRACT: Isolated operation of traffic signals is the most prevalent form of active traf-
fic control at roadway intersections. At many such intersections, platoons of vehicles on major
intersection approaches are frequently forced to stop in order to serve a few vehicles on a minor
approach. Such conditions are undesirable because they cause excessive stops, unsafe condi-
tions, and driver frustration. This paper describes a real-time traffic-adaptive control system to
remedy such situations. The paper also presents preliminary results of its field deployment in
Texas.

1 INTRODUCTION

Isolated traffic signal operation is the most common form of active traffic control at inter-
sections of major and minor roadways in the U.S. and many other countries. This type of
traffic control efficiently serves traffic during light demand conditions, but often becomes
sub-optimal when demand increases on one or both major roadway approaches of an inter-
section. These sub-optimal conditions are further magnified when platoons of approach-
ing vehicles are forced to stop at the intersection to serve one or few vehicles on a minor
approach, resulting in excessive stops, unsafe driving conditions, driver frustration, and
excessive wear and tear to pavement in the vicinity of the intersection. To provide a remedy
for such situations, our research team at the Texas Transportation Institute (TTI) developed a
platoon identification and accommodation (PIA) system. The original PIA system (PIA-1),
described in detail by Chaudhary et al. (2003 and 2006), provided priority treatment to traf-
fic on a selected main-street direction. It provided this functionality by detecting platoons
of vehicles before they arrived at the stopbar and overriding normal controller operation to
progress detected platoons. The system used signal preemption as the controller override
mechanism. PIA-1 provided user configurable parameters to prevent excessive delays to
conflicting traffic movements. Recently, we redesigned the PIA system to provide: (1) pri-
ority control in both arterial directions, (2) refinement to system components, and (3) new
traffic adaptive features. The enhanced system was deployed in the field and was extensively
tested. This paper describes the development and field-testing of the enhanced PIA (P1A-2)
system. Readers interested in additional details may review Chaudhary et al. (2008) and
Charara et al. (2008).

2 ARCHITECTURE OF ENHANCED PIA SYSTEM

PIA-2 system uses off-the-shelf hardware and custom software to provide platoon detection and
platoon progression functions. Figure 1 shows hardware architecture of the PIA-2 system. As
shown in this figure, the PIA-2 system consists of a field hardened personal computer (PC) and
detection infrastructure for providing advance detection at the two priority approaches. The PC
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Figure 1. Hardware architecture of PIA-2 system.

resides in the signal controller cabinet or an auxiliary cabinet if the controller cabinet does not
have sufficient room. The PIA-2 system uses custom software to provide real-time control. The
PC interfaces with advance detectors to obtain information needed by the system software for
platoon detection. The PC also interfaces with the controller cabinet to monitor status of signal
phases and stopbar detectors in real-time. This interface also provides means through which the
software sends commands to override normal controller operation. The PIA-2 system provides
two types of interfaces: hardwire and/or serial communication to allow its installation in two types
of controller cabinets commonly used in Texas and many other states in the U.S. If needed, digital
input-output (DIO) cards are installed in the PC to provide hardwire communications. Up to two
DIO cards may be required depending on the number of advance plus stopbar detectors and the
number of signal phases at the site. The system provides for controller override via preemption
and phase hold features of traffic controllers.

The system requires that each priority approach be equipped with advance detection capable
of detecting speeds of individual vehicles on a per lane basis. Any reliable detection technology
can be used. The PIA-2 system has been designed to accommodate two broad categories of
detection technologies. The first category includes detectors that provide contact closure (on
and off) signals from the detector. This category includes traditional inductive loop detec-
tors (ILD), magnetometers, and some video-based detection systems. Reliable calculation of
vehicle speed from contact closure signals requires a pair of detectors, called a speed trap.
In Figure 1, the pair of boxes labeled as A and B illustrate an ILD-based speed-trap for traf-
fic approaching the intersection from the west. In the following text these advance detectors
are referred to as ADA and ADB. The difference in detection times of a vehicle passing over
these two detectors combined with known design distance between the two detectors is used
to calculate the speed of that vehicle. Furthermore, calculated vehicle speed together with the
occupancy of one of the two detectors can be used to calculate the length of that vehicle.
The second category includes detectors which directly measure vehicle speeds. These systems
include radar-based detectors referred to as smart sensors in this paper. Smart sensors pro-
vide detection times and speeds of individual vehicles using a serial message, which can be
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deciphered using vendor’s protocol. Location of advance detection depends on approach speed.
Chaudhary et al. (2003) recommended that advance detection be installed at 700 ft upstream of
the stopbar for approach speeds of up to 45 mph and 1000 ft upstream of stopbar for approach
speeds higher than 55 mph.

3 SYSTEM SOFTWARE AND ALGORITHMS

Figure 2 identifies the four major modules of the PIA software. The following subsections
describe algorithms and procedures used by these modules.

3.1 Software classifier (SC) module

The SC module in PI1A-2 has been added to replace a hardware classifier used by the PIA-1 system.
This modification reduces space requirement in the controller cabinet and reduces system installa-
tion cost by at least US $3000. The SC module calculates three quantities described below.

3.1.1 \ehicle counts

The program computes separate vehicles counts for vehicles passing over advance detectors ADA
and ADB. At present, these counts are not used during real-time PIA operation. Daily counts are
optionally logged for offline use and can also be displayed in real time.

3.1.2 \ehicle speeds

The system uses projected arrivals time of vehicles at the intersection stopbar calculated using
detected vehicle speeds. As described below, the program computes two values of speed for each
vehicle passing over the speed trap.

Speed1 = (D x1000)/ A, 1)

Industrial PC Running P1A System
Controller

Cabinet Software Classifier
(SC) Module
Advance

Detections

Status of Platoon Detection

Phases and Intersection (PD) Module

Detector Monitoring (IM)
Module
Controller Platoon Scheduling
Override and Progression
(PSP) Module

Figure 2. Four major modules in the PIA-2 software.
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Speed 2 = (D x1000) / Ay %))

Where:

D = Distance between leading or trailing edges of ADA and ADB (16 ft for standard configuration).

A, = Time difference between the event a vehicle hits the leading edge of ADA and the event
the same vehicle hits the leading edge of ADB (milliseconds).

A = Time difference between the event a vehicle hits the trailing edge of ADA and the event
the same vehicle hits the trailing edge of ADB (milliseconds).

Note that the multiplier value of 1000 converts time from milliseconds to seconds. The program
makes consistency checks on detector “On” and “Off” events before calculating speeds. If data
for either one of them fail the test, the speed is flagged to be “bad.” If both speed values pass the
goodness test, it calculates the average speed. If only one value is good, it uses the good speed. If
both values are bad, it ignores the detection.

3.1.3 \ehicle lengths

As stated earlier, the occupancy of a detector is a function of detection length (length of vehicle
plus detector length) and vehicle speed. Using this information, the program calculates vehicle
length (L) using the following relationship:

L = (Speed x Occupancy x1.47) —Detector-Length (3)

In this calculation, the program uses the average value of occupancies for ADA and ADB if
both values are good. If only one value is good, it uses that value. If both occupancies are bad, the
detection is ignored.

3.2 Platoon detection (PD) module

For each vehicle detected at the advance detector, the PD module receives speed, detection time,
and lane identification (ID) information. Using known distance of the advance detector from the
stopbar, it first calculates each vehicle’s arrival time at the stopbar. In this calculation, it assumes
that the subject vehicle will stay in the lane in which it was detected and maintain a safe headway
(say, 2 seconds) between the current and the immediately preceding vehicle in the same lane.
Thus, if the projected arrival time of a vehicle is same or less than the immediately preceding
vehicle, the module adjusts the projected arrival time of the current vehicle to the projected arrival
time of the preceding vehicle plus the minimum headway value. The module uses projected arrival
times of vehicles at the intersection for platoon detection and progression. Figure 3 provides a
simplified logic of the platoon detection algorithm. This logic consists of two stages described in
details in the following subsections.

3.2.1 Initial platoon identification stage

This stage is active when there is no detected platoon. During this stage, the program identifies if
a smallest acceptable platoon exists. This portion of the program uses the following user-specified
parameters:

— number of vehicles in the smallest acceptable platoon (n),
— cumulative headway threshold (T ), and
— preemption advance (P).

In real time, the program carries out the following calculation steps:

1. Upon detection of a new vehicle, find the difference (t) between the projected arrival times of
the first vehicle and the last vehicle in the group of last n consecutive vehicles.

2. Iftis less than or equal to T_a platoon meeting the user-specified density and size criteria has
been detected, go to Step 4. Otherwise, go to step 3.
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Figure 3.  Platoon detection logic.

3. Otherwise, remove the oldest vehicle from the group of n vehicles. If the signal is red at the projected
arrival time of this vehicle, add one to the number of vehicles predicted to stop and go to Step 1.

4. Create a preemption schedule, which consists of start and end times. These times are the
predicted arrival times of the first and the last vehicles, respectively, in the group of n vehi-
cles meeting the acceptable platoon criterion. Then, make the following two adjustments to
the start time of schedule, and activate the platoon extension stage described in the next
subsection:

a. Advance the time to account for the number of vehicles predicted to stop. This adjustment
provides queue clearance time before a predicted platoon arrives.

b. Advance the start time by an additional amount equal to P,. This factor allows the user to
make adjustments to accommodate site-specific factors.

It should be noted that the number of approach lanes, speed limit, and driver behavior play an
important role in the selection of values for algorithm parametersnand T .

3.2.2 Platoon extension stage

This stage activates as soon as a platoon has been detected, and remains active as long as the pla-
toon schedule has not expired. During this stage, the PD routine evaluates each additional vehicle
to determine if it is part of the previously detected platoon or if it will be in its dilemma zone at
the scheduled preemption end time. If either of these conditions is true, the algorithm extends the
preemption termination by an appropriate amount of time. This stage of algorithm uses the follow-
ing three user-specified parameters:

— average headway threshold (T,),
— extension to last vehicle in the platoon (T ), and
— preemption clearance (P ).
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The PD routine uses the first two thresholds to assess if a new vehicle is part of the current
platoon. In this mode, the program performs the following calculation steps:

1. Wait for a new detection. If the platoon progression schedule expires during this wait, switch
to the initial platoon detection stage described above. Note that a platoon progression schedule
expires if the current time is larger than the scheduled end time. If a new vehicle arrives before
expiry of the progression schedule, go to Step 2.

2. Perform the following two calculations:

a. Calculate the average headway for all vehicles in the platoon, including the new vehicle. If
this value is less than or equal to T,, the new vehicle is part of the platoon.

b. Calculate the headway between the new vehicle and the last vehicle in the current platoon. If
this value is less than or equal to T,, the new vehicle is part of the platoon.

3. If the new vehicle is part of the current platoon, change the platoon progression end time in the
schedule to the projected arrival time of the new vehicle, and go to Step 1.

4. If the new vehicle does not meet extension criteria 2a and 2b, compare the vehicle’s projected
arrival time with the end time in the scheduler with P_to determine if any additional clearance
time is needed. Change the scheduled end time by the calculated adjustment and switch to the
initial platoon identification stage. Note that setting P, equal to 2.5 seconds is equivalent to
providing dilemma zone protection to this last vehicle.

3.3 Intersection monitoring (IM) module

The IM module in PIA-2 monitors real-time status of phases and stopbar detectors and calculates
measures that can be used to provide adaptive functionality to the system. Although this module
calculates several real-time performance measures, the current system only uses real-time phase
utilization information for non-priority phases. The real-time utilization information for a signal
phase is calculated at the termination of green interval for the subject phase. The IM module
records the following information for the subject phase:

phase duration was equal to minimum (Min) green setting in the controller;

phase duration reached maximum (Max) green setting in the controller (phase maxed out);
phase duration was larger than Min green and smaller than 0.5 x (Max + Min); or

phase duration was larger than or equal 0.5 x (Max + Min) and smaller than Max.

As described later in subsection 3.5, the system uses this real-time termination status
information to constrain operation of the platoon scheduling and progression (PSP) module.
The IM module also calculates and logs daily frequencies of the above events for off-line
analysis.

3.4 Platoon scheduling and progression module

As in the PIA-1 system, the PSP module uses real-time phase status, stopbar detector status, and
platoon detection information for each main-street priority phase to make platoon progression
decisions. However, this module was enhanced during its redesign to make it suitable for PIA-2
system. The new module has the ability to exercise control via the following options:

1. phase holds only,
2. low-priority preempts only, or
3. acombination of low-priority preempts and phase holds.

Option 1 is the least intrusive in that it takes over control to progress platoons only when
the desired priority phase is green. As such, it guarantees that the platoon phase does not
terminate before serving vehicles in a platoon approaching the intersection. When option 2
is enabled, the program uses preemption to switch platoon phase from red to green or to hold
the phase if it is already green. Under this option, the program continues to use preemption
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until the override termination condition becomes true. Under option 3, the program operates
as follows:

— If the platoon phase is red, it issues a preemption signal. As soon as the subject phase becomes
green, the program places a hold signal and removes preemption signal, ensuring continuity of
controller override.

— If the platoon phase is green, the program places a hold.

It should be noted that the removal of a phase hold signal provides snappier termination of
controller override than the removal of a preemption signal. Thus, option 3 is more desirable than
option 2. Because a phase hold is used only when a priority phase is green, only two phase-hold
inputs need to be used. However, three preempt inputs are needed to handle different platoon pro-
gression cases. Two inputs are needed to handle the two cases when a platoon is approaching from
only one direction. The third input, which should have higher priority than the other two inputs, is
used to handle simultaneous platoon progression in both directions.

3.5 Constraints on platoon accommodation

In the presence of heavy demand on priority phases, platoon progression may significantly increase
the red time for conflicting minor phases, resulting in longer than normal queues. Such taxation,
although built into the PIA-2 system by design, may be severely detrimental to the intersection
operation. The P1A-system has two protection mechanisms to minimize such detrimental actions.
The first protection mechanism is static in nature and is implemented by using a maximum (Max)
timer. The system uses this user-specified Max timer to restrict the length of controller override
(preempt and/or phase hold) in the presence of demand at any conflicting phase. This feature is
similar to the Max timers for phases in modern traffic controllers. The second protection mecha-
nism is adaptive in nature. It uses real-time phase utilization information for controlling when
the Max timer activates. This adaptive feature dynamically controls when, and to what extent, a
nonpriority phase can be taxed to provide favorable treatment to conflicting priority phases. This
mechanism uses three user-defined parameters—minimum delay (D, ), maximum delay (D, ),
and delay increment (I)—for each nonpriority phase. Given these parameters, the algorithm calcu-
lates a real-time delay value (D) for each nonpriority phase using the following logic:

1. set D equal to associated minimum delay value,
2. wait for the phase (g) to end, then proceed to Step 3,
3. change D as per the following logic and go to Step 2:

If[g<05x(Max+Min)]>D=D+I1<D,_

Else If [g20.5 x (Max+ Min)]>D=D-1>D,__

If [Phase maxed out twice inarow] >D=D

If [Phase terminated by PIA while demand] 3D=D- 2x1

The PIA-2 system ignores any vehicle call on a nonpriority phase for duration equal to the cur-
rent delay value. Thus, minor phases with light demand are taxed more than minor phases with
heavy demand.

4  FIELD IMPLEMENTATION AND TESTING

We installed and tested the PIA-2 system at two intersections in Texas. This section describes the
results of field implementation at one of these sites; a T-intersection located about 90 miles from
TTI headquarters. Figure 4 shows geometric features and controller timing parameters. For each
signal phase (@), numbers in parentheses are the Min and Max times programmed in the traf-
fic controller. At this site, the system was operated in a shadow mode for several weeks prior to
its full operation. This operation mode, where all system components except controller override
worked as normal, provided ample time to test and tweak various system components. As a result
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of this testing, Max times for phases 4 and 5 were increased to 40 and 30 seconds, respectively.
This change was made to ensure that these phases cleared any additional queue buildup due to
longer red times resulting from PIA system’s override of traffic controller to progress platoons
on phases 2 and 6. This testing also allowed us to tweak system parameters, especially those used
for platoon detection. Table 1 provides the final values of these parameters. While the system was
running in a shadow mode, its IM module was also enabled to write daily data logs.

Full operation of PIA-2 system at this site began on August 8, 2007. We observed traffic
operation at the intersection on that day and were satisfied with results to leave the system run-
ning without our presence at the site. Because it was not feasible to travel to the site frequently,
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Notes:

+ Priority phase serving two through lanes receiving traffic from an upstream traffic signal

* Priority phase serving one through lane without an upstream signal (an isolated approach)
Northbound left turn served by a protected (&5) plus a permissive phase

Figure 4. Intersection geometry and controller phase settings at the test site.

Table 1.  Platoon detection parameters and constraints.

Phase 2 Phase 6
Controller Override Max (seconds) 65 65
Smallest Platoon Size, n (vehicles) 6 6
Cumulative Headway Threshold, T, (seconds) 18 18
Average Headway Threshold, T, (seconds) 25 25
Extension Threshold, T, (seconds) 3 3

Delay (D,,,) for phases 4 and 5 set to 7 and 0 seconds, respectively.
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a wireless remote monitoring system was installed to monitor the operation of PIA-2 software.
During August 2007, we traveled to the site two more times. During each of these visits, we
observed system operation for several hours and were satisfied with the system operation.

A subset of data saved by the PIA-2 system in daily logs was synthesized for comparing the
before and after operation of traffic signal at this site. The before case used data from five con-
secutive days (Friday through Tuesday) staring on August 3, 2007. The after data used was for the
same five days starting on August 17, 2007. Table 2 shows a comparison of before and after signal
cycles for these days for a 24-hour period. As identified in this table, @2 was used as a reference
point for computing the lengths of these cycles. A review of this table shows that the operation
of PIA-2 system decreased the number of daily signal cycles for all phases. This is an expected
result.

Table 3 shows the utilization of @4. From this table, the reader can observe that the frequency
of phase Min (8 seconds) reduced. Also, phase terminations by Max-out were almost eliminated.
Thus, phase utilization improved. Similar results were observed for @5.

Table 4 provides key platoon detection and progression statistics for the two priority phases
(92 and @6). For each phase, the table provides total number of platoons detected, percent of
these platoons actually progressed, and percent of daily demand served by progressing these
platoons. For instance, on a Friday (August 17, 2007) the system detected 540 platoons on
@2, 69% of which were progressed. Furthermore, the number of vehicles progressed by @2
amounted to 50% of the total (24-hour) demand for that day. In general, the system progressed
69 to 84 percent of detected platoons, helping 41 to 53 percent of daily traffic demand on @2
during these five days.

As shown in Table 4, the number of platoons detected on @6 was significantly less than @2 dur-
ing all five days studied. This is an expected result because there is no upstream signal on this inter-
section approach. The presence of platoons on this approach confirms our pervious observations
regarding vehicle bunching on isolated signal approaches. Also note that the system progressed
only 47 to 63 percent of these platoons, because @6 was constrained by two phases (94 and @5)
as opposed to only one conflicting phase (@4) for the other priority approach (&2). Lastly, platoon

Table 2.  Comparison of before and after signal cycles.

Frequency of Cycles Friday Saturday Sunday Monday Tuesday

Before 1027 1019 910 1009 1033
@2 After 937 942 848 895 919

% Change -9 -8 -7 -11 -11

Table 3.  Utilization of phase 4.

@4 Friday Saturday Sunday Monday Tuesday
Before Max 2 0 3 2 2

> Half” 11 4 3 10 9

< Half 40 35 30 41 43

Min 48 60 64 47 46
After Max 0 0 0 0 1

> Half 4 1 1 4 6

< Half 52 44 42 53 52

Min 40 51 54 39 38

* Half = 0.5 x (Max + Min). As shown in Figure 4, Max and min times for this phase were 8 and 40 seconds,
respectively.
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Table 4. Platoon detection and progression statistics.

Friday Saturday Sunday Monday Tuesday

@2 Platoons Detected 540 403 314 488 446
% Platoons Progressed 69 80 84 72 75
% Daily Demand Served 50 45 41 53 48
26 Platoons Detected 424 263 194 358 365
% Platoons Progressed 47 59 63 48 49
% Daily Demand Served 36 32 30 37 35

progression (data in the last line in the table) helped approximately one third of total daily demand
for this phase. These numbers are not as large as those for @2. Nonetheless, they are significant.

5 CONCLUSIONS AND RECOMMENDATIONS

This paper described the enhanced platoon identification and accommodation system recently
developed and deployed by our research team at two isolated intersections in Texas. Prelimi-
nary analysis of data from one of these sites shows that the enhanced PI1A system is working
as intended. A subset of analysis results presented in this paper show that the system detects
and progresses a significant number of platoons in both priority directions. Because the PIA
system also provides dilemma zone protection for vehicles at the tail end of each progressed
platoon, it also improves intersection safety. Such metrics are difficult to measure without long
term monitoring. From the analysis of phase utilization data, it appears that the priority treatment
of main street through phases did not produce any significant adverse effect for traffic on minor
phases. However, traffic studies must be conducted to fully quantify such effects.

So far, the PIA system has been tested at a limited number of real intersections. System instal-
lation and testing at additional sites with different geometric and traffic characteristics will enable
better understanding of its benefits and limitations. Two additional installations are planned under
a follow-up implementation project sponsored by Texas Department of Transportation (TxDOT).

The PIA system collects signal and detector data as events occur. It also processes this informa-
tion to produce useful real time information. However, not all of this information is currently used
by the system. Such information can be used to increase system adaptability to changing traffic
conditions. For instance, vehicle classification and changing demand at intersection approaches
can be used to make adjustments to platoon detection parameters in real time. It is recommended
that the feasibility of implementing such enhancements be further investigated.
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Traffic adaptive signal control at roundabouts
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ABSTRACT: Modern roundabouts are designed to provide safe and efficient movement of
competing traffic through roadway junctions. Under light-to-moderate demand and balanced traf-
fic conditions, these roundabouts operate as designed. However, certain combinations of geomet-
ric and traffic conditions may compromise both safety and efficiency of a roundabout, requiring
signalization to regulate traffic flow. Because signalization increases delay and stops at rounda-
bout approaches, signal control should be activated only when needed and deactivated otherwise.
This paper describes the conceptual framework of an adaptive system, which switches between
signalized and unsignalized control based on prevalent traffic conditions. The paper also provides
the results of computer-based traffic simulation used to verify this idea.

1 INTRODUCTION

Although modern roundabouts have been in use in some countries for decades, they are gain-
ing increased popularity in many other countries. There are two main reasons for this increas-
ing popularity: safety and operational efficiency. A modern roundabout is much safer than
a typical intersection because it reduces frequency and severity of accidents. Reduced con-
flict points, slow approach speeds, and transformation of crossing conflicts into merging con-
flicts are the main factors contributing to increased safety. Improved operational efficiency of
roundabouts stems from the fact that the only control regulation is for the entering vehicles
to yield to circulating traffic. Thus, under a majority of traffic conditions, entering vehicles
do not even need to stop, reducing delays and stops, which also reduce fuel consumption and
vehicular emissions. However, as Krogscheepers & Roebuck (2000) pointed out, operational
efficiency of a roundabout is compromised under certain origin-destination and approach vol-
ume combinations. Previous studies by researchers such as Stevens (2005) and Akcelik (2005)
and have shown that these inefficiencies may be reduced by imposing active traffic control.
Examples of such control include metering and signalization. However, active control strate-
gies should be used only when necessary because they may be counterproductive under many
traffic conditions.

Time of day control is usually sufficient for locations where traffic conditions are predictable
on a day to day basis. For such locations, periods for active control can be determined by con-
ducting field studies. However, fixed-time control may not provide overall benefits at locations
with unpredictable traffic conditions. Traffic adaptive control is more suitable for these types of
locations.

This paper describes our initial efforts to develop traffic adaptive control strategies for use at
roundabouts experiencing unpredictable traffic conditions. We used VISSIM (2007)—a micro-
scopic traffic simulation program—to study the benefits and disadvantages of a simple queue-
based strategy for providing adaptive control at a two-lane roundabout with three different
traffic patterns. One advantage of VISSIM is its vehicle actuated programming (VAP) feature,
which allows the development and testing of non-standard control logic, which may be simple or
extremely complex.
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2 STUDY DESIGN

In this preliminary study, we simulated traffic flow at a four-approach two-lane roundabout shown
in Figure 1. In the figure, approaches are labeled from 1 to 4 for later reference. Each approach
has two lanes entering the roundabout. To keep this study simple, we created free right turn lanes
on all approaches to allow all right turn vehicles to move unimpeded. As shown in this figure,
each simulated approach had two types of detectors, created to implement the desired traffic
control. As described later, queue detectors were used to trigger traffic signal control under the
adaptive strategy. Demand detectors, located at the stopbar, were used to provide actuated signal
control.

To accomplish the objectives of this study, we investigated three scenarios: (1) heavy demand
on adjacent approaches 2 and 3, (2) heavy demand on opposing approaches 2 and 4, and (3)
heavy demand at all four approaches. The simulation for each case had three distinct periods,
which included a warm-up period with light traffic demand, a period with heavy demand, and
a flush period with low demand. The origin-destination (OD) percentages were kept unchanged
during these periods. Tables 1, 2, and 3 provide demand and OD data used in the three simulation
scenarios. In each table, the third row provides percentages of input (demand) for each approach
distributed to left (L), through (T), right (R), and U-turn (U) movements.

We simulated three control scenarios with five replications. These control scenarios, imple-
mented through a VAP, were (1) no control, (2) an actuated signal operation during the entire simu-
lation, and (3) adaptive control. Each actuated phase used minimum (Min) and maximum (max)
green times of 3 and 90 seconds, respectively, with a three-second yellow interval. The programmed
control sequence provided green phase to the four approaches in a clockwise order. Phases 1
through 4 served approaches 1 through 4, respectively. Each phase used a gap time of 2 seconds.
Thus, an active phase terminated if the associated demand detector was unoccupied for 2 seconds.

Demand
Detgctor

Queue
Detector

Figure 1. Geometry of simulated roundabout.
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Table 1. Heavy demand on northbound and westbound (adjacent) approaches.

1: SB input (vph) 2: WB input (vph)  3: NB input (vph) 4: EB input (vph)

L T R UL TR UL TR UL T R u Tota
Simulation Input

Time(sec) 25 25 45 5 25 45 25 5 25 25 45 5 30 30 35 5 (vph)

0-1500 800 1200 1200 800 4000
1500-3300 800 1800 1800 800 5200
3300-4200 400 400 400 400 1600

Table 2. Heavy demand on eastbound and westbound (opposite) approaches.

1: SB input (vph) 2: WB input (vph)  3: NB input (vph) 4: EB input (vph)

L T R U L T R U L T R U L T R U Total

Simulation Input
Time(sec) 35 35 25 5 45 25 25 5 3 35 25 5 45 25 25 5  (vph)
0-1500 800 1200 800 1200 4000
1500-3300 800 1800 800 1800 5200
3300-4200 400 400 400 400 1600

Table 3. Heavy demand on all approaches.

1: SB input (vph) 2: WB input (vph)  3: NBinput (vph)  4: EB input (vph)

L T R U L T R UL T R U L T R U Totl
Simulation Input

Time(sec) 35 35 25 5 35 35 25 5 35 35 25 5 35 35 25 5  (vph)

0-1500 1000 1000 1000 1000 4000
1500-3300 1300 1300 1300 1300 5200
3300-4200 400 400 400 400 1600

The adaptive strategy used a combination of no control and actuated control depending on
occupancy of queue detectors. Under this strategy, actuated control began if any one of the four
queue detectors was continuously occupied for eight seconds. The signal started its cycling
sequence (1>2->3->4->1) from the approach whose queue detector triggered signal control.
Adaptive control switched to no control when all four queue detectors were continuously unoccu-
pied for four seconds. This exit strategy ensured that any queue forming because of signalization
cleared before switching back to no control. For comparison purposes, we conducted five replica-
tions for each case and averaged performance measures from five replications. The next section
provides simulation results.

3 STUDY RESULTS

Figures 2 through 5 show queue profiles for all four approaches under demand Scenario 1. The
maximum points in these figures are identified with circles. The three plots in each figure are
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for the three control strategies simulated. Furthermore, each plot represents the average of five
simulation replications. Under the no control scenario (dashed lines in these figures), approach 2
had the largest queue length, extending beyond 3200 feet (approximately 0.6 miles) upstream of
the roundabout. This happened because heavy demand from approach 3, getting the opportunity to
enter the roundabout first, impeded vehicles on approach 2 from entering the roundabout. Even
though approach 3 had higher demand than approach 1, the queues on these two approaches were
the same, probably because of a similar, but significantly less effect due to reduced circulating traf-
fic at approach 1 merge point. Approach 4 has the smallest queues, which are almost negligible.
If it were not for the heavy circulating traffic at the merge point, the expected queue at approach 1
would have been similar to that of approach 4. In these figures, thin and bold solid lines show
queue profiles for actuated signal control (Strategy 2) and adaptive control (Strategy 3), respectively.
A review of these plots shows that signal control resulted in a significant reduction in the length
of queue on approach 2. In the case of adaptive control the queue length was cut to almost a third.
However, as expected, both these strategies produced queues on all other approaches. Thus, signal
control was able to produce reasonable equity between approaches. This is the primary reason for
signalization at roadway intersections. Furthermore, a comparison of Strategies 2 and 3 shows that
adaptive control produced better results (lower queues) than full time signal control. Figure 6 pro-
vides delay profile for Approach 2 and Figure 7 provides average roundabout delay profile, with
maximum values identified with circles. In Figure 7, pairs of vertical lines identify the earliest and
the latest times of adaptive mode activation and deactivation for the five simulation replications
conducted for this scenario.

In Figure 7, the vertical bars show 90% confidence intervals of average delays for adaptive
control. Table 4 provides a summary of key results for Scenario 1. In essence, this table shows
the peak values in the above plots (and in delay plots not included here) highlighted using circles.
The reader should note that the second, fourth, and sixth numbers from top in column 4 (1:WB)
correspond to circled values in Figure 7. Same numbered entries in the last column correspond to
circled entries in Figure 7. As can be seen from the fourth column, adaptive control was better than
full time signal control and significantly reduced the worst-case conditions (Maximum queue, and
maximum 5-minute delay) for the westbound approach. In this case, the maximum delay reduced
from 628 seconds (over 10 minutes) to 214 seconds (about 3.5 minutes). Drivers’ tolerance to
delay has a maximum limit. Any delay higher than their tolerance may force them exhibit road
rage. Although such driver behavior is not possible to measure in a simulated environment, this
type of dramatic reduction may be used as a surrogate measure. Queue and delay data for other
approaches show that this reduction was achieved at additional expanse (that is increased queues
and delays). This is an expected result. However, as indicated by the last column, the overall
roundabout operation improved as well. Tables 5 and 6 show similar results for Scenarios 2 and 3.
A perusal of these results will show that the overall results for these two scenarios are not as good
as those for the first scenario.

Statistical t-tests were conducted to determine if the differences of average delays between
adaptive signal strategy and other strategies are statistically significant. Tables 7, 8, and 9 provide
these additional results. The numbers in parentheses are the standard deviations of delay. Positive
t-statistics denote the lower average delay of the adaptive strategy versus the strategy in compari-
son and vice versa for the negative t-statistics. The p-values indicate the statistical significance of
the test. The p-values of 0.05 or less indicate that the differences are statistically significant at 95%
confidence level. For example, in Scenario 1, the p-value of 0.0006 indicates that the “adaptive
signal” strategy yields lower average delay than the “no signal strategy” at 95% confidence level.

The results in Tables 7 to 9 show that the adaptive signal strategy yielded lower average delays
for all demand scenarios at 95% confidence level except for the following cases:

e Inscenario 2, the “adaptive signal” strategy was found to give slightly higher average delay than
the “no signal” strategy but the difference is not statistically significant.

o In scenario 3, the “adaptive signal” strategy was found to increase the average delay versus the
“no signal” strategy. This increase is marginally significant at 95% confidence level.
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Table 4. Queue and delay summary for scenario 1.

Strategy Simulation Outputs 1:SB 22WB 3:NB 4:EB Roundabout
No Signal Max Average Queue Length (ft) 50 3249 186 14 3249
Max 5-Minute Average Delay (sec/veh) 40 628 28 12 314
Permanent Signal Max Average Queue Length (ft) 277 1424 1554 333 1554
Max 5-Minute Average Delay (sec/veh) 78 249 289 90 216
Adaptive Signal ~ Max Average Queue Length (ft) 299 1182 1353 289 1353
Max 5-Minute Average Delay (sec/veh) 84 214 257 90 191
Table 5.  Queue and delay summary for scenario 2.
Strategy Simulation Outputs 1:SB 22WB 3:NB 4:EB Roundabout
No Signal Max Average Queue Length (ft) 71 1533 47 3112 3112
Max 5-Minute Average Delay (sec/veh) 34 270 29 623 408
Permanent Signal ~ Max Average Queue Length (ft) 330 2311 332 2355 2355
Max 5-Minute Average Delay (sec/veh) 108 433 110 509 390
Adaptive Signal Max Average Queue Length (ft) 332 1969 336 2184 2184
Max 5-Minute Average Delay (sec/veh) 111 429 110 474 376
Table 6. Queue and delay summary for scenario 3.
Strategy Simulation Outputs 1:SB 22WB 3:NB 4:EB Roundabout
No Signal Max Average Queue Length (ft) 1039 733 988 1160 1160
Max 5-Minute Average Delay (sec/veh) 288 167 254 326 270
Permanent Signal Max Average Queue Length (ft) 1264 1171 772 1234 1264
Max 5-Minute Average Delay (sec/veh) 377 285 175 331 310
Adaptive Signal ~ Max Average Queue Length (ft) 1128 1088 772 1135 1135
Max 5-Minute Average Delay (sec/veh) 316 305 177 304 283

Table 7. Average delay and statistical test results for scenario 1.

Average Delay (sec/veh)*

t-test versus adaptive
signal strategy**

Strategy 1:SB 22WB  3:NB 4 EB Roundabout t-statistics p-value

No Signal 15.2 277.6 18.9 7.6 100.4 5.41 0.0006
31  (96) @¢n ©7n (28

Permanent Signal 52.3 125.3 132.9 62.0 104.0 4.48 0.0021
(3.9 (16.8) (17.3)  (2.6) 9.7)

Adaptive Signal 414 94.3 97.0 444 77.1 N/A N/A

(1) (82 (283) (20) (9.2

* Standard deviations of the corresponding average delays are shown in the parentheses.
** t-tests were conducted to determine if the differences between adaptive signal strategy and other strate-
gies are statistically significant.
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Table 8. Average delay and statistical test results for scenario 2.

t-test versus adaptive

Average Delay (sec/veh)* signal strategy**
Strategy 1:SB  2:WB 3:NB 4 EB Roundabout  t-statistics  p-value
No Signal 19.2 136.4 19.7 297.2 148.3 -0.47 0.6500
(1.5) (39.1) (2.1) (24.1) (13.0)
Permanent Signal 84.5 225.6 81.0 2415 180.6 7.20 0.0001
(64) (15.0)  (2.9) (6.6) (5.7)
Adaptive Signal 66.3 185.5 67.5 207.9 1514 N/A N/A

43)  (262) (47 (232)  (7.1)

* Standard deviations of the corresponding average delays are shown in the parentheses.
** {-tests were conducted to determine if the differences between adaptive signal strategy and other strate-
gies are statistically significant.

Table 9. Average delay and statistical test results for scenario 3.

t-test versus adaptive

Average Delay (sec/veh)* signal strategy**
Strategy 1:SB 22WB 3:NB 4. EB Roundabout  t-statistics ~ p-value
No Signal 106.9 64.1 935 127.8 98.1 -2.14 0.0503
(41.1) (21.4) (27.1)  (213) (17.6)
Permanent Signal 182.4 140.0 103.3 157.7 145.8 6.26 0.0000
(30.0) (20.9) (116) (354 (11.1)
Adaptive Signal 127.0 112.9 86.2 127.0 113.3 N/A N/A

(221)  (31.3) (7.9) (256)  (9.7)

* Standard deviations of the corresponding average delays are shown in the parentheses
** {-tests were conducted to determine if the differences between adaptive signal strategy and other strate-
gies are statistically significant.

4 SUMMARY, CONCLUSIONS AND RECOMMENDATIONS

This paper described the results of computer simulation comparing the performance of no
control, full time actuated traffic control, and adaptive signal control on the performance of
a two-lane four approach modern roundabout. This preliminary analysis used three demand
scenarios: heavy demand at adjacent approaches, heavy demand at opposing approaches, and
heavy demand at all approaches. Combined with fixed OD percentages, these demand scenarios
account for a small percentage of demand patterns present at many urban roundabouts during the
course of a normal weekday. Furthermore, the simulation testbed was not calibrated to produce
realistic merging and branching behaviors. Lastly, a simple signal phasing sequence was used in
the signalized control strategies.

Simulation results showed that the adaptive control strategy, based entirely on the presence of
a long queue on any one of the roundabout approaches, produced significant improvement in the
overall roundabout operation. It reduced the worst case maximum queue, which reached a length of
almost 0.6 miles, by a third. In addition, it reduced the worst case delay from 10 minutes to about
3.5 minutes. Such dramatic improvements may have significant safety benefits stemming from
reduced driver frustration. Such benefits are not possible to measure in a simulated environment.
In the second scenario, the degradation of the adaptive strategy may be due to the fact that the
simple signal control sequence, similar to split phasing at regular signalized intersections, caused
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wastage of roundabout capacity. Furthermore, realistic calibration of merge behavior may prove
that the actual benefits of an adaptive strategy are even higher than those demonstrated in this
paper.

The preliminary results presented here are significant in the sense that they have encouraged us
to expand this work. Such future work is anticipated to include more sophisticated signal control
strategies and adaptive algorithms. One example of a different signal control strategy that may
have worked better for Scenario 2 (heavy opposing traffic) uses a single phase for both instead of
separation, which is similar to inefficient split phasing used at standard intersections for safety
reasons. Other approaches may include signalization of some approaches, but not others. Finally,
other common demand and OD patterns also warrant further investigation.
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ABSTRACT: The paper first validates the INTEGRATION model for estimating the capacity
of weaving sections. Specifically, comparisons are made to field data and the Highway Capacity
Manual (HCM) procedures. Subsequently, the paper presents a systematic analysis of the factors
that potentially impact the capacity of freeway weaving sections, which includes the length of the
weaving section, the weaving ratio, the percentage of heavy vehicles, and the speed differential
between freeway and ramp traffic. The study reveals some questionable capacity estimates by the
CORSIM software and a gap acceptance procedure proposed in the literature. Specifically, for
some sites, the results obtained from these two methods demonstrate counter-intuitive trends. The
study also proves that the weaving ratio, which is the ratio of the lowest weaving volume to the
total weaving volume, has a significant impact on the capacity of weaving sections, of which can
be as high as 326 veh/h/lane. In addition, the study demonstrates that the length of weaving section
has a larger impact on the capacity of weaving sections for short lengths and high traffic demands.
Furthermore, the study shows that not enough evidence exists to conclude that the speed differ-
ential between freeway and ramp traffic has a significant impact on weaving section capacities.
Finally, the study demonstrates that the HCM procedures for accounting for heavy duty vehicle
impacts weaving section capacities, which is achieved by using a heavy vehicle factor, appear to
be reasonable.

1 INTRODUCTION

The freeway weaving analysis procedures in the 2000 Highway Capacity Manual (HCM) are
based on research conducted in the early 1970s through the early 1980s (1). Subsequent studies
have shown that the methods’ ability to predict the operation of a weaving section is limited (2, 3),
which is most probably because of the outdated database. As to capacity estimation of freeway
weaving sections, some other methods, such as the gap-acceptance based methods and simulation
based methods, have been used as alternatives (2, 3, 4, 5).

The research effort that is presented in this paper first validates the INTEGRATION software
for estimating the capacity of freeway weaving sections utilizing three testbeds from the literature (3).
Subsequently, the paper utilizes the INTEGRATION software to conduct a systematic analysis of
critical variables that impact the capacity of weaving sections. The simulation results are com-
pared to the HCM procedures in an attempt to validate and identify the limitations of the current
HCM procedures.

2 STATE-OF-THE-ART WEAVING ANALYSIS PROCEDURES

A limited number of publications were found in the literature that was deemed related to this study.
For example, Zarean and Nemeth (6) utilized the WEAVSIM microscopic simulation model, to
investigate the effect of the different arrival speeds on the operation of weaving sections. Subse-
quently, the researchers developed a regression model for the modeling of weaving sections based
on the simulation results. The simulation results demonstrated that the speed differential between
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the mainline and on-ramp arrivals had a significant effect on the operation of weaving sections,
which was not considered in the 1985 HCM procedures (7) and is not considered in the current
HCM procedures (8).

Skabardonis et al. (9) applied the INTRAS microscopic simulation model to evaluate the opera-
tion of a few major freeway weaving sections. INTRAS was modified to predict the speeds of
weaving and non-weaving vehicles and was applied to eight major freeway weaving sections.
Vehicle speeds within the weaving sections were compared to a few analytical procedures that
included the 1985 HCM procedure, Leisch’s procedure, JHK’s procedure, Fazio’s Procedure,
and the Polytechnic Institute of New York (PINY) procedure. The researchers concluded that the
INTRAS speed predictions were closer to the field measurements than the analytical procedure
speed predictions. Consequently, the researchers concluded that simulation tools could be utilized
with field data to enhance existing state-of-the-art analytical procedures for the modeling of weav-
ing section operations.

Stewart et al. (4) evaluated the capability of INTEGRATION version 1.50 for the modeling
of weaving sections. The study showed that both the 1985 HCM procedure and INTEGRATION
offered identical conclusions for a given sample problem. However, the study demonstrated dif-
ferences between the two approaches on critical design parameters of weaving sections. Specifi-
cally INTEGRATION identified the number of lanes in the core area as a critical factor affecting
weaving section capacity, which was not captured in the HCM procedures. Alternatively, while the
HCM procedures demonstrated that the length of the core area was critical in the design of weav-
ing sections, the INTEGRATION results demonstrated that this factor was critical only for short
lengths and was less critical as the length of the weaving section increased.

Vermijs (10) reported on the efforts in developing the Dutch capacity standards for freeway
weaving sections using FOSIM (Freeway Operations SIMulation), a microscopic simulation soft-
ware developed in the Netherlands. Specifically, a total of 315 Type A weaving sections with
different configurations and traffic factors were simulated. All simulation runs were repeated 100
times using different random seeds. The simulation results demonstrated that the weaving section
capacity appeared to be normally distributed with a standard deviation in the range of 200 ~ 400
veh/h/lane.

Finally, Lertworawanich and Elefteriadou (2, 11) proposed an analytical capacity estimation
method for weaving sections based on gap acceptance and linear optimization techniques. The gap
acceptance model, however, makes a number of simplifying assumptions and does not include some
critical variables thus limiting the potential applicability of the procedures. For example, the proce-
dures do not capture the effect of the weaving section length on the capacity of weaving sections.

3 TEST SITES AND FIELD DATA DESCRIPTION

This section briefly describes the test sites and field data that were utilized for the validation
effort. These test sites are described in further detail in the literature (3). The test sites include
three weaving sections along the Queen Elizabeth Expressway (QEW) in Toronto, Canada. These
weaving sections include a Type B and two Type C weaving sections, denoted B1, C1, and C2,
respectively. The posted speed limit on the QEW was 100 km/h at the time of the study with a
10 percent heavy vehicle population. The three selected sites operated under congested conditions
because of the intense lane changing behavior within the weaving sections.

The section capacities and total traffic demand classified by on-ramp, off-ramp, upstream
mainline, and downstream mainline flows were recorded in the data set. The weaving section
capacity was computed as the maximum observed pre-breakdown 15 min flow rate. The data set
included 10 days of data for Site B1, 10 days of data for Site C1, and 16 days of data for Site C2.
Since the Origin-Destination (O-D) demand varied from one day to another, the capacity of each
site also varied accordingly.

Because of a lack of Type A weaving sections within the original data set, Site A1 was added
to the dataset. Though no field data were available for this site, it was deemed helpful to include
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Figure 1. Configurations of test weaving sections.

a Type A site to the sensitivity analysis. The geometric layout and details of these four sites are
shown in Figure 1.

In order to capture the pre-segregation that occurs upstream of a weaving section, the upstream
freeway and on-ramp links were set at sufficiently long lengths. INTEGRATION internal car-
following and lane changing logic then ensured that vehicles segregated themselves prior to enter-
ing the weaving area. The literature demonstrates that the INTEGRATION software is capable of
achieving efficient pre-segregation behavior, which is demonstrated in the literature (21).

4 EXPERIMENTAL DESIGN

As was mentioned earlier, the study utilizes the INTEGRATION software to conduct the analysis.
The INTEGRATION software is a microscopic traffic simulation and assignment model that rep-
resents traffic dynamics in an integrated freeway and traffic signal network. The model has been
successfully applied since the early 1990s in North America and Europe (12, 13, 14, 15, 16, 17, 18,
19, 20). Earlier versions of the model (version 1.50) were tested and validated against weaving section
field data. However, it was deemed essential to validate the 2.30 version of the model since significant
changes have been made to the car-following and lane-changing logic. It should be noted that the
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INTEGRATION 2.30 lane-changing logic was described and validated in an earlier paper (21). This
paper extends the previous research efforts by validating the estimates of roadway capacity that are
derived from the INTEGRATION software as a result of lane-changing behavior within weaving sec-
tions. It should be noted that the user inputs an ideal roadway capacity, however, the internal friction
and turbulence within the traffic stream that results from lane-changing behavior, produces reductions
in the roadway capacity that varies dynamically as the intensity of lane changing behavior increases.

The first step in this study was to calibrate the model to the three test Sites B1, C1, and C2.
The calibration of the INTEGRATION software involves the calibration of the traffic demand
(O-D tables) and the calibration of the steady-state car-following behavior by estimating four
parameters, namely the free-speed, the speed-at-capacity, the ideal capacity, and the jam density.
Subsequently, the impact of the random seed on the capacity of weaving sections was investigated
because Vermijs (11) demonstrated that the random seed resulted in significant differences in
weaving section capacities in the range of 200 to 400 veh/h/lane.

The analysis considers a number of factors that are hypothesized to significantly impact the
capacity and operations of freeway weaving sections. The geometric and traffic characteristic
parameters that are considered in this study are summarized in Table 1. The HCM 2000 defines
the weaving ratio as the ratio of the smaller of the weaving volumes to the total weaving vol-
ume. The weaving ratio may be viewed as a measure of the distribution of the weaving volume
between the mainline and on-ramp flows. However, the HCM 2000 procedures ignore the effect of
the weaving ratio on the weaving section capacity. Consequently, the study investigates the impact
of this factor on the capacity of weaving sections by maintaining a constant volume ratio (weaving
volume/total volume) while varying the weaving ratio, as demonstrated in Table 1.

Another factor that is hypothesized to impact the capacity of weaving sections is the length of
the weaving section and has produced differing results across various studies. The HCM 2000
considers the maximum length of a weaving section to be 750 m for all configuration types and
beyond these lengths, the HCM recommends the modeling of merge and diverge sections sepa-
rately. In this study, the impact of weaving length on weaving section capacity for different volume
ratios is studied. The study considers weaving section lengths that range from 150 to 750 m, as
summarized in Table 1. The considered volume ratios include the full range that is presented in the
HCM 2000 capacity tables, which differ according to the type of weaving sections. For example,
for Type A weaving sections, the volume ratio ranges from 0.10 to 0.35, while for Type B weaving
sections, the volume ratio ranges from 0.10 to 0.80.

Because of the lower geometric design standards for on- and off-ramps, vehicle speeds on these
facilities are typically lower than their speeds on freeways. A number of studies have indicated that
the lower speeds of vehicles on on- and off-ramps affect the operation of weaving sections signifi-
cantly. Consequently, as part of this study the impact of the speed differential between freeway and
ramp traffic on the capacity of weaving sections is analyzed in a systematic fashion. Specifically,
the speed differential between freeway and on-ramp and the speed differential between freeway
and off-ramp traffic are considered separately.

The percentage of trucks within a traffic stream is generally considered an important capacity-
impacting element because trucks occupy more space than passenger cars and do not share the

Table 1. Geometrical and traffic factors.

Parameter Values considered

Weaving section type Type A, Type B and Type C
Weaving ratio 0.0,0.1,0.2,0.3,0.4,0.5
Weaving section length 150, 300, 450, 600, and 750 m
Speed differential between freeway and on-ramp traffic 0,5, 10, 15, 20, 25, and 30 km/h
Speed differential between freeway and off-ramp traffic 0, 5, 10, 15, 20, 25, and 30 km/h
Percentage heavy duty vehicles 0, 5, 10, 15, 20, and 25%
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Figure 2. Configurations of alternative type B weaving sections.

same acceleration and deceleration capabilities as other vehicles. The HCM procedures attempt to
capture the effect of trucks through the consideration of a heavy truck adjustment factor, as is cur-
rently done in many procedures within the HCM. Consequently, the study investigates the impact
of different percentages of heavy vehicles on the capacity of weaving sections, as demonstrated
in Table 1.

Finally, Lertworawanich and Elefteriadou (3) suggested that the two configurations of Figure 2
should be modeled differently because they involved different lane-changing behavior although
they are both categorized as Type B weaving sections according to the HCM 2000. Specifically,
the second configuration does not require any lane-changing for the weaving vehicles. Unfortu-
nately, no justification for this suggestion was presented. Consequently, the study investigates dif-
ferences in the capacities of both configurations to warrant differentiating both configurations.

5 SIMULATION RESULTS

This section presents the results of a sensitivity analysis that was conducted as part of this study.
Initially, the weaving section capacity estimates derived from the INTEGRATION software are
validated against field data capacity measurements. Subsequently, the results of the various
hypotheses tests are presented.

Based on the conclusions of the sensitivity analysis, all results are averaged over 30 random
repetitions. The use of 30 repetitions ensures that the sample standard error is less than 10 veh/
h/lane (55/sqrt(30)) given that the standard deviation of data is 55 veh/h/lane (165 divided by
3 standard deviations).

5.1 Model Validation

In order to validate the appropriateness of the INTEGRATION software as a simulation tool for
this study, a validation exercise was conducted. The geometric configurations for Sites B1, C1 and
C2 were input into the INTEGRATION software. In addition, O-D tables were constructed from
the observed volume counts on the mainline downstream and upstream the weaving section, the
on-ramp, and off-ramp. The simulation runs were executed by increasing the traffic volumes from

155



70 to 130 percent of the field observed capacities. Detectors were located within the simulation
model as was observed in the field. The maximum 15 min traffic flow rates were then utilized as
an estimate of the weaving section capacity. The validation results for Sites B1, C1, and C2 are
presented in Figure 3.
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Figure 3. Validation results for sites B1, C1, and C2.
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The results clearly demonstrate a close match between the simulation and field capacity
estimates both in magnitude and temporal variation over the 10, 10, and 16 analysis days, respec-
tively. Two error measures can be used to estimate the mean magnitude of simulation errors; mean
relative error (MeRE) and maximum relative error (MaRE). The MaRE values for Site B1, C1,
and C2 are 8.00, 3.51, and 9.42 percent, respectively, while the corresponding MeRE values are
4,98, 1.61, and 3.75 percent, respectively. In summary, the MeRE for all three sites is below 5 per-
cent and MaRE for all the sites is below 10 percent, which demonstrates the validity of the model
to estimate the capacity of weaving sections.

MeRE=§(|yi—9al/ya)/“ (1)

MaRE = max(]y, - ¥,|/¥;) ©)

Where

y;- Simulated capacity
y;: Field observed capacity
n: Number of observation days for each site

5.2 Sensitivity to Random Seed

Microscopic simulation software model the behavior of individual vehicles in both space and
time. Within the INTEGRATION software, the temporal generation of vehicles may be determin-
istic, fully stochastic (negative exponential inter-vehicle temporal headways), or partially stochas-
tic (shifted negative exponential inter-vehicle temporal headways). In addition, the level of driver
aggressiveness may be varied through a random process. Temporal inter-vehicle headways are
generated using a sequence of random numbers. The sequence of random numbers may be varied
by altering the random number seed.

The results indicate that the maximum variation in weaving section capacity estimates range in
the order of 11 percent with a maximum difference of 660 veh/h, which is equivalent to a differ-
ence of 165 veh/h/lane. The results that are presented in this study demonstrate a lower level of
variability in the weaving section capacity, which is less than what was observed in an earlier study
(Vermijs, 1998). Specifically, the Vermijs study, which was based on 100 random simulations,
concluded that the standard deviation of the weaving section capacity had a standard deviation of
200 to 400 veh/h/lane.

5.3 Model Comparison

Further validation of the model was conducted by performing a sensitivity analysis on Sites B1, C1,
and C2 using a number of software and analytical formulations. The freeway and on-ramp volume
ratios were systematically varied for each of the sites in an attempt to compare the models for a
wide range of traffic characteristics. Specifically, the capacity estimates derived by the INTE-
GRATION and CORSIM software, the HCM 2000 procedures, and a gap acceptance procedure
developed by Lertworawanich and Elefteriadou (2004) were compared. The results of the four
methods for Sites B1, C1, and C2 are illustrated in Figure 4, respectively.

In the case of Site B1, Figure 4 demonstrates that the capacity of a weaving section tends
towards the base lane capacity of 2300 veh/h/lane as the weaving volume tends to zero (freeway
and on-ramp volume ratio of zero). The results of the HCM procedures and the INTEGRA-
TION simulation results demonstrate that the weaving section capacity decreases consistently
as the mainline volume ratio increases. Alternatively, the CORSIM and gap acceptance results
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Figure 4. Capacity surfaces for sites B1, C1, and C2.

demonstrate a slight increase in the weaving section capacity as the mainline volume ratio
increases from 0 to 20 percent. The increase generated by CORSIM is in the range of 656
veh/h, while in the case of the gap acceptance method is in the range of 124 veh/h. These
counter intuitive results raise significant concerns about the adequacy of the CORSIM and gap
acceptance procedures for the estimation of weaving section capacity because they indicate that
the roadway capacity increases with an increase in the mainline weaving volume. As would be
expected, the results of the INTEGRATION, HCM, and gap acceptance procedures demonstrate
a decrease in the weaving section capacity as the on-ramp volume ratio increases (percentage of
on-ramp weaving vehicles increases). Alternatively, the CORSIM results exhibit counter intui-
tive behavior with an increase in the weaving section capacity as the percentage of on-ramp
weaving vehicles increases.

Figure 4 clearly demonstrates that for either Site C1 or Site C2, the results from the HCM
2000 procedures exhibit a different behavior in comparison to the other three methods. In gen-
eral, the behavior exhibited by the INTEGRATION and CORSIM software appear to be consist-
ent for Sites C1 and C2. It is interesting to note that the INTEGRATION and CORSIM models
demonstrate an increase in the weaving section capacity with an increase in the mainline volume
ratio (i.e. by introducing more FR vehicles in addition to the FF vehicles). The reason for this
increase in the weaving capacity by introducing the FR O-D demand is caused by the fact that
the introduction of the FR demand introduces an additional lane to the freeway vehicles given
that the shoulder lane only provides access to the off-ramp. Consequently, the observed increase
in weaving section capacity is expected. Unfortunately, the HCM procedures do not capture
these intricate effects. It should be noted that Lertworawanich and Eleliftheriadou used paired-t
tests to compare the shapes of the CORSIM, HCM, and gap acceptance procedures, and con-
cluded that HCM 2000 procedures yields different results from the other two methods. Here the
different behavior of the HCM weaving procedures and simulation methods are verified once
again.
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5.4 Impact of Weaving Ratio

As was mentioned earlier, the weaving ratio is defined as the ratio of the smaller of the weaving
volumes to the total weaving volume. In this study, the weaving volume on the on-ramp was
kept smaller than the weaving volume on the mainline while maintaining a constant total weav-
ing volume. Consequently, the weaving section capacity estimated by the HCM 2000 procedures
remained constant given that the weaving volume was held constant throughout the various sce-
narios, as illustrated in Figure 5.
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Figure 5. Impact of weaving ratio on capacity.

159



The simulation results clearly demonstrate that the weaving ratio does have an impact on the
capacity of weaving sections even if the total weaving volume remains constant. For example,
Site A1 demonstrates an increase in the weaving section capacity as the weaving ratio increases.
In the case of Site Al an increase in the weaving ratio results in a more balanced distribution of
the weaving volume between the mainline and on-ramp demands. Since, in the case of Site Al,
weaving vehicles are required to make a single lane change to reach their destination, a balanced
weaving volume distribution results in a more efficient utilization of the gaps. Alternatively, in the
case of Sites B1, C1, and C2, as the on-ramp weaving volume increases, the capacity at the core
area decreases. This can be explained by the fact that for a constant weaving volume, more on-
ramp weaving vehicles requires more lane change maneuvers within the weaving section and thus
increases the turbulence within the weaving section. For the four sites investigated in this study,
the variation in the weaving section capacity is in the range of 320 veh/h/lane.

5.5 Impact of Weaving Section Length

The effect of weaving section length on weaving section capacity is a controversial issue that has
resulted in significant debate over the past years. The study investigates the impact of weaving
section length on the capacity of weaving sections using the INTEGRATION software and the
HCM procedures, as demonstrated in Figure 6. The results of the two approaches for the four sites
demonstrate significantly differing trends. Specifically, the simulation results, unlike the HCM
procedures, demonstrate that the impact of the weaving section length on the capacity of a weav-
ing section increases as the traffic demand increases. Clearly, the simulation results appear to be
more intuitive.

It is worthy to note that in Figure 6, the simulation results demonstrate that as the weaving vol-
ume increases, the weaving section capacity increases initially and then decreases. After a close
look at the geometric layout of Sites C1 and C2 in Figure 1 the simulation results appear to be
very reasonable. For example, at Site C1, a freeway volume ratio of zero requires that the freeway-
to-freeway (FF) vehicles initially travel through a 3-lane segment followed by a 2-lane segment
within the weaving section. Alternatively, the ramp-to-ramp (RR) vehicles initially travel on a sin-
gle lane followed by a 3-lane segment within the weaving section. Consequently, the FF vehicles,
unlike the RR vehicles, encounter a bottleneck within the weaving section. Alternatively, if the FF
vehicles switch to FR vehicles, the FR demand is then able to utilize a number of off-ramp lanes
that are not available for the FF demand. Noteworthy is the fact that the HCM 2000 procedures
indicate that the weaving section capacity decreases as the volume ratio increases, which does not
appear to be reasonable.

Based on the converging lines of Figure 6 we can conclude that, in general, as the weaving
section length increases, its impact on the weaving section capacity decreases. For example, the
decrease in the weaving section capacity resulting from an increase of 150 m for a 150 m weaving
section is significantly different than its impact on a 600 m weaving section.

5.6 Impact of Speed Differential between Mainline and Ramp \ehicles

A number of studies have indicated that the lower speeds of vehicles on on- and off-ramps affect
the operation of weaving sections significantly. Consequently, as part of this study the impact of
the speed differential between freeway and ramp traffic on the capacity of weaving sections is
analyzed in a systematic fashion. Specifically, Sites B1, C1, and C2 are analyzed for three weaving
intensities, namely low, medium, and high. In the case of Site B1 the three volume ratios that are
considered are 10, 40, and 80 percent while in the case of Sites C1 and C2 volume ratios of 5, 25,
and 50 percent are considered. These values were selected based on the maximum recommended
values for Type B and C weaving sections for the HCM 2000 procedures.

Statistical analysis of the results (average of 30 simulation runs) using the Kruskal-Wallis
test for K independent samples revealed that, at a level of significance of 5 percent (o = 0.05),
there does not exist enough evidence to conclude that the speed differential between the freeway
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Figure 6.  Impact of weaving section length on capacity (presented as A1, B1, C1, and C2).

mainline and the on- and off-ramps affects the capacity of freeway weaving sections. The p-values
of the test are demonstrated in Table 2. For each cell in the table, a Kruskal-Wallis test is per-
formed for six samples: differentials of 0, 5, 10, 15, 20, 25, and 30 km/h.

5.7 Impact of Heavy \khicles

In this section the impact of heavy vehicles on the capacity of weaving sections is analyzed using
the INTEGRATION software and the HCM procedures, as illustrated in Figure 7. Figure 7 dem-
onstrates a high degree of consistency between the simulation and HCM results for all four sites,
although the simulation capacities tended to be lower than the HCM capacity estimates. Conse-
quently, the results of this sensitivity analysis demonstrate the adequacy of the HCM procedures
in capturing the impacts of heavy vehicles on the capacity of weaving sections.
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Table 2.

P-values of kruskal-wallis tests of speed differentials.

B1 C1 C2
On-F Off-F On-F Off-F On-F Off-F
H 0.365 0.615 0.944 0.447 0.521 0.120
M 0.066 0.748 0.056 0.305 0.083 0.774
L 0.494 0.956 0.058 0.886 0.097 0.334
On-F: Speed differential between on-ramp and freeway
Off-F:  Speed differential between off-ramp and freeway
H: high VR conditions (0.80 for Site B1 and 0.50 for Sites C1 and C2)
M: medium VR conditions (0.40 for Site B1 and 0.25 for Sites C1 and C2)
L: low VR conditions (0.10 for Site B1 and 0.05 for Sites C1 and C2)
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Figure 7. Impact of heavy duty vehicles on capacity.
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5.8 Differentiation between Type B Configurations

As stated in Section 4, this study investigates whether differences in the capacities of both config-
urations of Figure 2 warrant considering different configuration types. The two configurations are
considered for a weaving length of 600 m using an identical O-D demand, with a weaving ratio of
30 percent and an on-ramp volume of 30 percent the total in-coming total demand. The simulation
results that are illustrated in Figure 8 demonstrate that the capacity of configuration 1 is typically
less than that of configuration 2, especially for high volume ratios. The lower capacity of configu-
ration 1 can be attributed to the fact that freeway-to-ramp (FR) vehicles are not required to execute
any lane changes for the second configuration, which is not the case for the first configuration.
Consequently, the simulation results verify the suggestion of separating the two configurations
into two different weaving section types.

FINDINGS AND CONCLUSIONS

The research presented in this paper examined one of the most important aspects of analysis of
freeway weaving sections, namely the capacity analysis. The findings and conclusions of the study
can be summarized as follows:

a. The study demonstrated the validity of the INTEGRATION software for the analysis of weaving
section capacities.

b. The study demonstrated some questionable capacity estimates by the CORSIM software and a
gap acceptance procedure proposed in the literature. Specifically, the results demonstrated an
unrealistic increase in roadway capacity with an increase in the mainline weaving volume for a
Type B weaving section.

c. The study demonstrated that the random number seed resulted in a weaving section capacity
standard deviation of 65 veh/h/lane.

d. The weaving ratio, which is the ratio of the lowest weaving volume to the total weaving volume,
has a significant impact on the capacity of weaving sections. Specifically, differences in the
range 326 veh/h/lane were observed in this study. Unfortunately, the weaving ratio is not con-
sidered in the HCM 2000 procedures.

e. The length of a weaving section has a larger impact on the capacity of weaving sections as the
length of the weaving section decreases and the traffic demand increases.

f. There does not exist enough evidence to conclude that the speed differential between freeway
and ramp traffic has a significant impact on weaving section capacities.

g. The HCM procedures for accounting for heavy duty vehicle impacts on weaving section capaci-
ties appear to be reasonable.
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Figure 8. Capacity of both type b configurations.
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h. Weaving sections requiring no lane changing by weaving vehicles should not be considered
Type B weaving sections.
i. Simulation is a very useful tool for the capacity analysis of freeway weaving sections.
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ABSTRACT: There are many uses for traffic characteristics and traffic volume data. Major
uses of data vary from pavement design, roadway geometric design, traffic signal design, and
pavement management to advanced traveler information systems. Users of this data vary from
planning and road design consultants to commercial roadside advertisers. Temporal and spatial
variations in vehicular traffic have been known for several decades. It is only in the past two dec-
ades that the availabilty of modern technology allowed the traffic professionals to collect enough
data to begin understanding these characteristics. This paper presents results of the continuous
count stations of the urban roadways in Kuwait. Peak hour volume, annual average daily traffic
volume, hourly variations, daily variations, and monthly variations are presented in the paper. The
results of this study are expected to be of immense benefit to many agencies which need traffic
information as input to their planning and/or engineering analyses. Such agencies include the
Ministry of Pubic Works, Ministry of Interior, Municipality, Public Authority for Housing Care,
as well as Planning and Engineering Consultants in the Arabian Gulf countries in general and in
Kuwait in particular.

1 INTRODUCTION

Traffic count information is extremely important to traffic planning, design, and operation. This
data is regularly requested and used by developers, consultants, realestate agents, homeowner
associations, and government agencies. Geometric and structural designs of roads depend among
other factors on traffic volumes, their mix characteristics, loads, and distribution with time of
the day, day of the week, and month of the year. Traffic volumes are measured using the average
annual daily traffic (AADT). This terminology implies that the count is a representative of the
average traffic conditions for the whole year. During some parts of the year, traffic may be higher
than the AADT, while in others it may be lower than this value. However, the AADT provides a
typical daily traffic volume at any location, usable for most situations where traffic counts are
needed as an input to a planning and/or engineering analysis.

Many transport and highway authorities worldwide have established permanent traffic count
stations. In this section, a review of some selected case studies is presented. Vermont State in the
USA has established a Continuous Traffic Counting (CTC) program throughout the state (Vermont
DOT 1991). Monthly Average Daily Traffic (MADT), AADT, and Average Annual Weekday
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Traffic (AAWDT) were calculated at each CTC station. Nevada’s DOT (2001) administers about
5400 miles of roads in the state. During 2001, hourly traffic volumes were monitored continuously
at 71 locations statewide. In addition, traffic volumes were collected in short periods (7 days) and
factored to Annual Average Daily Traffic (AADT). In the small city of Lloydminster in Canada
(Stefanuk 2000), a counting program is in place since 1990 utilizing both the automatic tube
counters and manual intersection traffic volumes. In the state of Maine, the DOT has established
two distinct programs for traffic count. The continuous traffic count program consists of 57 per-
manent recorder sites located throughout the state, monitoring traffic volumes 365 days on an
hourly basis (Maine DOT 2000). In Hampshire County in the UK, traffic data has been collected
by three methods (Hampshire County Council 2001): Manual classified counts, temporary, and
permanent count sites. A team of enumerators, who use hand-held capture devices to classify
traffic (usually over 12-hour period), undertakes manual classified counts. Automatic temporary
traffic counts are undertaken by means of pneumatic tubes. The data is also collected from 100
permanent count sites using inductive loops cut into the carriageway. Four PTCS were estab-
lished in the state of Andhra Pradesh in India by the Ministry of Surface Transport using loop and
dynamic axle sensors (DYNAX) (Chari 1999). The purpose of the study was to get the charac-
teristics of the National and State highways and to develop a procedure for traffic forecasting on
these highways.

In order to obtain the traffic characteristics in Kuwait Road Network, a research project was
sponsored by the Research Administartion of Kuwait University in 2002. The Ministry of Interior,
Kuwait, supported the project by allowing to use some of their permanent count staitons and pro-
viding very useful input in the selection of count stations, and logistics and support for the instal-
lation of equipment. This paper presents some important charactreitics of the roadways obtained
from the results of this study.

2 METHODOLOGY

2.1 Study area characteristics and site selection

Kuwait is a rapidly developing country with a population of more than 3 million. It has an excel-
lent road infrastructure comparable to that of any industrialized country. The roads in urban areas
are classified into the following functional categories (Aljassar 1998):

Special Road Network (SRN),
Primary Road Network (PRN),
Secondary Roads (SR), and
Local Roads (LR).

Special Road Networks include motorways and expressways that are major through-routes for
traffic with grade-separated junctions and full acceleration and deceleration lanes. Roads in this cat-
egory have at least one hard shoulder per carriageway and do not have U-turn facilities. The acces-
sibility to SRN is restricted to motor vehicles only. Speed limit on such roads is usually 120 km/hr.
Traffic directions are divided by raised concrete barriers. SRN roads are mainly ring roads or radial
roads. A total length of about 900 km or 16.3% of total road network consists of SRN.

Primary Road Networks include traffic routes that are usually of a lower design standard than
SRN routes. Roads under this category have more frequent at-grade junctions. Speed limit on
these roads is usually 80 km/hr. Traffic directions are divided by paved or landscaped islands.
A total length of about 1654 km or 30% of total road network consists of PRN.

Secondary Roads are used to distribute local traffic through a district and perhaps to serve a
place of importance within a local community. Such roads usually have U-turn facilities. Speed
limit on these roads is 60 km/hr and islands generally divide traffic directions. Secondary Roads
usually run between blocks in a district to collect traffic from local roads and distribute them on
SRN or PRN roads. About 1113 km or 20.2% of the total road network consists of SR.
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Local Roads include those, which provide access to individual commercial or local residential
units. They run within blocks in a district and distribute traffic on secondary roads. Speed limit on
Local Roads is 45 km/hr, and traffic directions are not divided. A Total length of about 1845 km
or 33.5% of total road network consists of LR.

Fifteen representative sites from among the four roadway types in Kuwait were selected for
continuous monitoring of traffic for this project. The count sites were selected based on the func-
tional classification of the roadways as well as the observed traffic pattern. The count sites were
finalised after review meetings with the MOl and the MPW representatives. The selected locations
are shown in Figure 1.

2.2 Instrumentation

Inductive Loop type detectors were selected for the study, keeping in view the advantages it offers
on other technologies. ADR 3000, automatic data recorder (from PEEK TRAFFIC) and TCC 540
traffic counters (from International Road Dynamics) were selected for monitoring of traffic on the
selected locations. Inductive loops and piezoelectric sensors were used to collect classified traffic
volume data and speeds by lane.

Figure 1. Location of permanent traffic count stations in Kuwait city and its suburbs.

167



2.3 Installation of equipment

Installation of the ADR-3000 counters is preceded by the construction of concrete foundations,
installation of protection posts and security housings, and cutting out of 2m x 2m loops and piezos
in asphalt in all the lanes of the selected locations. After completing the setup, the programming of
counters follows to collect the information on traffic by lane, by class, and by speed.

2.4 Data uploading and analysis

Data was uploaded from all the locations on a fortnightly basis, this allowed the research team
to minimize the ‘data outage’ or occurrence of missing data. The AASHTO algorithm (13) was
utilized for the data analysis.

2.5 Quality assurance surveys

Manual classified traffic count surveys were performed during randomly selected periods to vali-
date the data. Live feeds of traffic were captured using video technology for one hour each at the
randomly selected time periods and manual counts were performed in the office.

3 RESULTS AND ANALYSIS

The PTCS data were analysed in four groups as per the functional classification of roads. Figures 2to 5
show typical traffic variation on a primary road in Kuwait.

3.1 Special road network (SRN)

The AADT for SRN was observed to be 129,777, and the Average Weekday Travel (AWDT) was
137,184. The AWDT was about 5.7% more than the AADT. The average peak hour volume was
over 8,000 vehicles (6% of AADT). The hourly expansion factor varied from 15.7 in peak hour
at 8:00 am to 108.8 at 4:00 am. The daily volume was rather unifrom throughout the week with a
DEF varying between 6.5-8.3. The monthly factor varied from 0.9 to 1.1. Even though a number
of people leave Kuwait for summer holidays during the months of July-September, the traffic on
the SRNs remains consistent as these roads are the main carriers of traffic and function as major
corridors in the network.

3.2 Primary road network (PRN)

The AADT for PRN was observed to be 126,342, and the AWDT was 133,567. The average peak
hour volume was about 8,700 vehicles (6.5% of AADT). A typical hourly variation is shown
in Figure 2. Two peak periods typical to Kuwait are very clear from this figure. Morning peak
(7-8 am) occurs in westbound direction and afternoon (1-2 pm) peak occurs in the eastbound
direction on this road. Due to these two peaks in opposite directions the total traffic is uniform
between 8am2pm. Typical urban tidal flow on these roads is evident from the results where peaks
shift directions between morning and afternoon peak hours. Friday (weekend) traffic is very dif-
ferent from a weekday as shown in Figure 3. There is only one peak occurring between 6-9 pm.
Typical daily variation in a week is shown in Figure 4. The daily volume is rather uniform through-
out the week and low during weekends, being the lowest on Friday as expected. It should be noted
that in Kuwait, Thursday used to be a rest day (during the time of the study) in Government but is
a working day in most of the private sector, hence the lowest traffic is observed on Friday (official
weekend), rather than on both the weekend days. The daily volume was rather unifrom with a DEF
at about 6.6 during the weekdays (Sat-Wed). It was 7.302 on Thursdays, which was a rest day for
public sector and a half working day for most of the private sector in Kuwait. Friday DEF was
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Figure 3. PRN—Friday hourly variation.

observed to be 9.458. The monthly factor varied from 0.915 in April to 1.141 in the summer month
of August. The traffic on these roads and other lower level roads show a decrease in traffic volume
during summer holiday season. Figure 5 shows a typical monthly variation of traffic on PRN.

3.3 Secondary roads (SR)

The AADT for SR was observed to be 49,461, and AWDT was 54,845. The average peak hour vol-
ume was about 3,800 vehicles (7% of AADT). The HEF was 13 at 9:00 pm and 557 at 5:00 am. The
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daily volume was rather unifrom throughout the weekdays with a DEF varying between 6.4-6.6,
and over 10 on Fridays. The monthly factor varied from 0.914 to 1.086. The monthly variation was
observed to be similar to that of the PRN and LR.

3.4 Local roads (LR)

The AADT for LR was 2,032. The average peak hour volume was about 166 vehicles (8% of
AADT). The HEF varied from 11.8 at 7:00 pm to 537 at 4:00 am. The daily volume was rather
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unifrom throughout the weekdays with a DEF ranging from 6.7 to 7.6. Interestingly, the daily
volume on Thursdays was significntly higher than weekdays due a large number of local (social
and shoping) trips made on Thursdays.

4 CONCLUSIONS

This study establishes permanent traffic counting stations for the first time in Kuwait. A review of
literature has indicated that in several countries around the world, the continuous traffic counting
programs are used to collect various traffic characteristics such as traffic volumes, composition,
LOADS, traffic variation by day, week, month, and year. One of the main objectives of this study
was to develop road-specific expansion factors, which may be used to estimate AADT from short-
term counts in Kuwait. Hourly, daily, and monthly expansion factors were developed for the four
functional classes of roads in Kuwait. SRN and PRN carried high peak hour volumes of more than
8,000 vph (about 6% of AADT) with an AADT of more than 120,000 vehicles. Daily expansion
factors are rather uniform in the weekdays for both of these classes of roadways. Seconday roads
carried about 50,000 vehicles per day with about 7% in peak hour. The AADT on local roads was
about 2,000 with 8% occuring in peak hour.
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Ras laffan traffic operations, circulation and simulation study
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Parsons, Doha, Qatar

ABSTRACT: Ras Laffan Industrial City (RLIC) is one of the fastest growing industrial cities
in the world. RLIC is located on Qatar’s north gas field and houses some of the elite names in
the world of energy such as Shell, Dolphin energy and Qatar’s own—Qatargas and RasGas LNG
production facilities. Currently RLIC is facing severe traffic congestion on roads due to ongoing
and upcoming industrial projects.

The objective of this study was to evaluate current and short-term projected traffic operations
within RLIC and recommend any required mitigations to enhance the flow of traffic and reduce
travel delay. Micro-simulation models were developed for existing road network within RLIC
and calibrated to the field conditions to evaluate the traffic operations. This analysis revealed
that most of the major intersections will operate with large delays and unsatisfactory level of
service.

Mitigation measures were sought to enhance traffic operation at critical junctions and
circulation of labor and professional force within RLIC. The study results show that imple-
menting the proposed mitigation measures will reduce the delay between 1 and 10% on the
overall network. Mitigation measures developed in a way that can be implemented within
short time and cost effectively. From the statistics of the simulation models, savings in man-
hours and reduction in delays, travel times and overall roadway network performances were
estimated.

1 INTRODUCTION

Ras Laffan Industrial City (RLIC), situated along the northeast coast of Qatar, has been in recent
times deemed as one of the fastest growing industrial cites in the world. The RLIC represents
one of the world’s most significant industrial export locations and covers an area of 106 square
kilometers.

Currently RLIC is facing severe traffic congestion on roads due to ongoing and upcoming
industrial projects. In order to complete the construction of planned projects, it is forecasted that
a huge manpower (reaching over 105,000) will be required at peak construction periods. All this
labor force has to be accommodated within internal labor camps of RLIC.

In its full operation, RLIC will have:

e 105,000 workers in labor camps in different areas of RLIC that need to be bused four times a day
o from labor camp to work sites in the morning
o from work site to labor camp for lunch
o from labor camp back to work
o from work site back to labor camp at end of shift.

e Sub contractors with labor camps just outside RLIC limits who will have few thousands of
workers being bused also four times a day

e About 2500 vehicles from Doha and other areas south of RLIC that bring professional staff to
work daily

e 24-hour a day truck circulation from RLIC port to work sites
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Figure 1. Ras laffan industrial city—site map.

o Special load hauling minimum twice a week from port to work site that require complete closure
of the road
e Trucks from Doha and other areas outside RLIC

Due to all these, traffic on RLIC roads have grown considerably in the past few quarters and it
demands a revisit the capacity of roads and intersections, and correction measures that should be
taken, if necessary, to optimize traffic flow.

2 TRAFFIC DATA COLLECTION

An extensive traffic counting program was carried out in RLIC consisting of automatic traf-
fic counts (ATCs), manual classification counts (MCCs) and manual turning movement counts
(TMCs). The other surveys included travel time survey, intersection geometries, signal timing and
phasing.

2.1 Automatic traffic counts

Automatic traffic counts were carried out for 24 hours, 7 days a week on 8 major roads/streets
in RLIC as shown in Figure 2. ATC data was analyzed and summary of results are presented in
Figure 3. Analysis revealed that Ras Laffan Avenue has highest average daily traffic (ADT) of
17,902 vehicles at ATC-1 and then Hamad Street and Khalifa Street have 15,067 and 11,822 vehi-
cles at locations ATC-5 and ATC-7, respectively.
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Figure 2. Location of traffic counting stations.
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Figure 3. Peak hour volumes.

2.2 Manual classification counts

Manual classified counts (MCC’s) were conducted at four locations as shown in Figure 2.
MCC data was collected for 14 hours at each location and average vehicle composition was
determined and presented graphically in Figure 4. The analysis indicates MCC-1 located on
Ras Laffan Avenue after main gate shows highest cars percentage of 65% in northbound direc-
tion and 61% in southbound direction. Highest percentage of buses was observed at MCC-2
with 33% and 36% in northbound and southbound direction, respectively. MCC-4 indicates
highest percentage of trucks with 32% and 26% in eastbound and westbound direction
respectively.
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2.3 Turning movement counts

The turning movement counts were carried out at 11 major junctions in RLIC. TMC data has been
analyzed for peak hour volume at each junction during AM, Mid-day and PM peak periods. These
counts revealed that AM, Mid-day and PM peak hours as 6:00-7:00 hrs, 11:00-12:00 hrs and
17:00-18:00 hrs, respectively. Based on the field counts, the total incoming junction volume for
each junction during peak hours are presented in Figure 5. Among all, Intersection-5 shows high-
est volumes during AM, Mid-day and PM peak with 2494 veh/hr, 2387 veh/hr and 2563 veh/hr,
respectively. It is evident from Figure 2 that to access any plant or construction site in RLIC,
vehicles should pass from Intersection-5.

3 FUTURE VEHICLE FORECAST

In addition to the evaluation of existing roads, future road condition was studied. First quarter of year
2008 was considered to be the future scenario. RLIC projects data included construction manpower
within camps of RLIC and also from external camps located outside, operating staff, project man-
agement staff and visitors. The review of construction manpower monthly estimates revealed that
highest manpower is noticed in July 2007 as 84,072; with 38,500 workers in east camp, 35,045 in
west camp and 10,526 in external camps. As agreed upon with RLIC, the construction peak man-
power for RLIC is estimated to reach 105,000 in the first quarter of year 2008, which includes:

e 40,000 in east camp
e 50,000 in west camp
e 15,000 in external camps outside RLIC

These numbers are agreed upon for this study and segregation of workforce by camp.

3.1 Estimation of vehicle generation

Based on the manual classified counts in RLIC and field investigations, the traffic composition
for the trips originating from camps within RLIC are assumed as follows:

o 85% of traffic as bus with passenger average occupancy of 45

176



Junction Peak Hour Volumes

oAM m Mid-Day o PM

2700

1 e e e e e e mm— s e m e ———

= 2,100 4

1.800 4

1.500 A

Peak Hour Traffic Volume (Vph
@ ha
=3 =1
o o

€00 1

300 4

]
Intersection Number

Figure 5. Turning movement counts.

Table 1. Estimation of vehicle generation from east camp.

Nameof | Nameofthe | Manpower Vehicle Generation
the camp internal camp {No. of persons) | Bus | Minibus Car Total
RLC Camp 4921 a3 55 k) 185
QGX (QaGll) 10,000 189 113 75 376
Laffan Refinery 679 13 8 5 26
East Camp CSP 1,500 28 17 11 56
RLPEP aoo 17 10 7 M
QCS (QG3&4) 18,000 340 203 135 678
QGTC dry dock 4,000 76 45 0 151
Total 40,000 756 450 300 1506
RGX (RGIII 11,366 215 128 a5 428
RGX offplots 4,608 a7 52 a5 173
AKG 2 6,700 127 75 50 252
West Camp | CCWP ph.2 1,576 30 18 12 59
Pearl GTL 22,000 416 248 165 828
IPP 3 3,750 71 42 28 141
Total 50,000 944 563 375 1882
Grand total 90,000 1700 1013 675 3388

e 13.5% of traffic as minibus with passenger average occupancy of 12 and
e 1.5% of traffic as car with passenger average occupancy of 2

Using this traffic composition and passenger occupancy, number of vehicles that are anticipated
to generate from each camp has been calculated and presented in Table 1.

3.2 Operating staff

The operating staff of all industrial plants in RLIC is estimated to be 6,184 persons in the first
quarter of year 2008. It is assumed that trips generated by operating staff will be originated from
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Table 2.

Estimation of vehicle generation for operating staff.

0 tional workforce | Vehicle Generation

Name of the Industrial Plant "e‘:‘; Sl | e [
QP/RLC 633 190 63 253
QP/others 48 14 5 19
QP 681 204 272
QG | (target 2007) 1,070 321 107 428
QG ll 250 75 25 100
QG3 a8 26 9 35
QG4 13 4 1 5
Laffan Refinery 113 34 1 45
QG opco 1,533 460 153 613
RG (2004) 1,186 356 119 474
RGII 120 36 12 48
RG Il 225 68 23 a0
AKG I 150 45 15 60
AKGII 45 14 5 18
RG opco 1,726 518 173 690
Dolphin 560 168 56 224
Barzan 0 0 0 0
Oryx GTL 260 78 26 104
Pearl GTL 250 75 25 100
Exxon Mobil GTL 0 0 0 0
RC2 cracker 125 33 13 50
Others 300 90 30 120
Industrial plants 5434 1,630 543 2,174
Support services/industries 750 225 75 300
TOTAL 6184 1855 618 2474

outside RLIC. In order to estimate number of vehicle that can generate from operating staff, it
is assumed that 30% of operating staff will commute by car and 70% by minibus to RLIC. The
passenger occupancy of car and bus has been assumed as 1 and 30 respectively. The number of
vehicles that can generate from the operating staff has been presented in Table 2.

3.3 PMT staff and EPC contractor staff

Project management staff and EPC contractor staff is considered as 3% and 5% of total construc-
tion workforce respectively. It is assumed that trips generated by these staff are originated from
outside RLIC. It is also assumed that 50% of these staff will commute by car and 50% by minibus.
The number of vehicles that can generate has been estimated and presented in Table 3 below.

3.4 \Visitors

Number of visitors to RLIC is also significant and it is estimated to be 3,155 people per day in the
first quarter of year 2008. The trips generated by visitors will be originating from outside RLIC.
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Table 3. Estimation of vehicle generation for PMT and EPC contractor staff.

No. of Vehicle generation
Name of the staff persons Car Minibus Total
PMT staff 3150 1575 225 1800
EPC confractor staff 5250 2625 375 3000

It is assumed that all visitors will commute by car to RLIC with passenger occupancy of 1 that
will attract 3,155 cars per day.

3.5 Truck traffic

Trucks entering RLIC are classified under general cargo (offshore rigs, operation and mainte-
nance equipments), rock and fill for port expansion project, and bulks (fill material, aggregates,
sand, cement). These are estimated to contribute a total of 1,226 trucks in the first quarter of
year 2008.

4 FUTURE TRAFFIC VOLUMES

Future traffic volumes were forecasted considering:

e Existing traffic flow patterns along existing road network, at all junctions, and on major roads
during AM, Mid-day and PM peak hours

Future construction manpower estimates

Future operational manpower, PMT and subcontractor staff

Future road network expansion

Traffic entering from main gate

Traffic from east camp to work sites

Routes followed by vehicles to access the respective work places for existing scenario and
future scenario with additional roads and junctions

Future traffic from west camp to work sites

e Truck traffic to RLIC

Considering all these parameters and utilizing common sense and engineering judgment, peak hour
forecasted volumes were developed. The volumes for the first quarter of year 2008 were forecasted
for AM, Mid-day and PM peak hours. Figure 6 shows the future traffic volume for AM peak hour.

5 SIMULATION MODEL
Simulation models were developed using VISSIM software for all three peaks for two sce-
narios, viz;

a. Existing road network (November 2006)
b. Future road network—Base (1st Quarter of year 2008)

5.1 Existing road network (Nov.2006) model development

Road network inside Ras Laffan Industrial City can be classified as grid pattern. The main access
to RLIC is through Ras Laffan Avenue and this road feeds traffic to all connecting roads and the
port. Existing road network includes eight signalized junctions namely intersection numbers 1, 2,
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Figure 6. Traffic volumes—first quarter of year 2008—AM peak hour.

5,6,8,9, 10 and 11 and two roundabouts namely Intersection-3 & 7 as shown in Figure 2. Roads
connecting Ras Laffan Avenue include Khalifa Street, Hamad Street, Ayesha Street and Tariq
Street. These roads serve as main roads distributing the traffic within study area.

Based on the traffic count data collection carried out in November 2006, traffic flow patterns
within RLIC have been analyzed and location of camps and routes followed to access each plant
were also taken in to consideration. Since traffic counts were carried out on different days, minor
adjustments were carried out to the traffic volumes on existing roads wherever necessary to bal-
ance the network. These adjusted volumes were used in the model development.

Simulation model development has been carried using VISSIM for AM, Mid-day and PM
peak hour operation. The type of control at each location was coded as in the field such as signal
phasing, priority rules and access conditions etc. Based on the manual classified counts, the
vehicle composition at each input point has been specified separately for all the peak hours in
the model to represent existing operation. For each peak hour simulation, four runs were carried
out by changing the random seed for the simulation to obtain average results of the statistics.
Existing road network in the November 2006 was coded as it is in VISSIM and run with an ini-
tial 30 minutes warm-up time. Figure 7 shows the screenshot of the road network developed in
VISSIM.

5.1.1 Calibration and validation
Calibration and validation form a crucial element of the simulation task through which confidence
in the model results can be ascertained. Because of the stochastic nature of the traffic, variations
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Figure 7. Coded existing road network in VISSIM.

between model and observed data is always expected and the onus is upon the model user to
establish the desired reliability level and the validation effort required to achieve it. The calibration
process for VISSIM follows similar procedures to conventional traffic models with the implemen-
tation of a two phase process covering a thorough check of the input data and comparing modeled
results with observed data. Comparison of modeled and observed data is possible for operational
analysis where an existing system is being studied. The GEH statistic, a modified chi-squared
statistic that incorporates both relative and absolute differences, in comparison of modeled and
observed volumes. Generally the GEH static should be used in comparing hourly traffic volumes
only. It is represented by the equation below:

GEH = M
\0.5%(M +0)

Where:
M = Simulated flows
(0] = Observed flows

Various GEH values give an indication of a goodness of fit as outlined below:

GEH < 5 Flows can be considered as good fit

5 < GEH < 10 Flows may require further investigation

10 < GEH Flows can not be considered to be a good fit

Once model has been calibrated for the existing situation it can then be used to model future
scenarios.
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Table 4. Calibration of the simulation model for the existing road network.

Intersection e Mid-day Eh
Observed | Modeled Observed | Modeled Observed| Modeled
No. GEH GEH GEH
Flow Flow Flow Flow Flow Flow
1 2205 2156 1.05 1916 1931 0.24 2220 2244 0.51
2 1357 1325 0.87 2146 2087 1.28 1496 1399 2.55
3 400 305 0.17 733 T44 0.40 £83 808 2.95
5 253 2497 0.68 2407 2418 0.18 2605 2624 0.37
B 788 1847 1.38 1931 2087 3.48 1853 1763 212
7 687 750 2.35 739 779 145 550 517 143
8 576 657 3.26 805 679 2.92 386 347 204
10 1215 1428 5.86 1520 1584 1.62 1525 1502 0.58
11 609 530 0.84 856 870 0.48 043 330 0.42

5.1.2 Flow comparisons

Flow comparisons were conducted at all major junctions incoming traffic flow to know the
goodness of fit. Table 4 shows comparison of the incoming flows at existing major junction
in RLIC for AM, Mid-day and PM peak hour simulation runs. Comparison revealed that,
GEH statistics for most of the junctions is in the rage of 0.5 to 3.5 and well below the value
of 5. This indicates the existing simulation model achieved required goodness of fit to rely
on the statistics generated by the simulation model. After the calibration, these simulation
models for AM, Mid-day and PM peak hours have been used to model future road network
scenarios.

5.2 Future road network model development (1st Quarter of Yr 2008)

Future model development was carried out by using the existing models for AM, Mid-day and PM
peak hours separately. Future models include:

i.  Future road network expansions

ii.  Forecast volumes in AM, Mid-day and PM peak hours for 1st quarter of year 2008

iii. New intersections and planned control measure at the junctions

iv. ~ New camp locations such as west camp

V.  Routes followed by vehicles from each camp

vi.  Existing junctions and control measure at each junction such as signal phasing, time settings
etc.

vii. Access to the Lay down areas

viii. Planned modifications to the existing junctions which includes
a. Modification of right-in, right-out junction near east camp to a four legged signalized

junction

b. Connection of this new junction to Al Rayyan Avenue

Future road network has 11 signalized junctions, 2 roundabouts and 5 priority junctions.

Future network models developed for AM, Mid-day and PM peak hours were run for simula-
tion and results of junction evaluation and travel times are extracted. Table 5 shows the results of
future network junction evaluation with junction incoming volume (vehicles per hour), average
delay (in seconds) and maximum queue (in meters) for each intersection during AM, Mid-day and
PM peak hours.

The evaluation of simulation results for future road network revealed that in AM peak
hour, Intersection-1, 5, 6 and 10 are failing with high delays and long queues. During
Mid-day peak hour, intersection no. 2A, 5, 10, 11 are operating with high delays and long
queues. In the PM peak hour, Intersection-5, 6 and 10 are showing high delays and queues
exceeding 400 m.
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Table 5. Future network simulation results—Base case.

AM peak hour Mid-day peak hour PM peak hour

No. _Juncti_on Average | Maximum _Juncti_on Average | Maximum _Juncti‘on Average | Maximum
incoming Delay R incoming Delay e incoming Delay Queue
volume volume volume
1 2239 117.5 511.5 1591 26.9 336.3 2098 22.5 178.6
2 674 20.6 745 1027 14.1 86 659 8 285
2A 1060 55.2 203.3 1065 7.7 462.2 952 374 1471
3 418 0.8 13.5 392 1 13.6 316 1 134
5 2673 111.5 511.5 2261 45.2 505 2618 83.5 511.5
6 2326 92.1 511.5 2280 47.3 259.2 2179 91.8 428 4
7 1317 10.1 1024 1278 64 52.1 1022 42 58.3
8 1161 31.8 188.3 958 25.7 1426 733 19.3 67.1

10 1784 80.3 515.6 1487 268.8 515.9 1563 140.7 512.2
11 1473 352 242.6 1042 2659 5159 1442 27.9 99.9

12 1101 158 1302 1007 205 163.6 1158 274 137.3
13 532 09 14.8 743 25 46.9 786 25 467
14 1212 19.6 182.1 1102 17.7 106.5 1189 17.8 105.6
15 1345 125 3155 1101 48 132.6 1234 6.2 98.5
16 1685 176 297 1102 49 1251 1616 8.5 792
17 685 2.6 273 611 24 26.5 490 13 13

6 FUTURE MITIGATION MEASURES IDENTIFICATION AND EVALUATION

6.1 General

As traffic operational analysis results identified the intersections with overall capacity/delay per-
formance “F” for the period of 1st Quarter Year 2008, and based on the agreement of acceptable
targeted Level of Service “E”, due to the short nature of construction period thus improvements as
proposed would cater for optimizations of existing roadway network with minimal infrastructure
expenditures.

The method used in the development the mitigation measures was based on the integration of
limited upgrades that could also be physically achieved (constructed) before the expected peak
traffic period of 1st Quarter Year 2008.

The following are a list of suggested mitigation measure types;

e Signal cycle optimization

e Geometrical upgrade by introduction of right turn slip lane at intersection leg(s)

Geometrical upgrade by introduction of right turn slip lane with a 50m storage pocket lane at
intersection leg(s)

Geometrical upgrade by enhancing capacity of the inner Left Turn Lane (2nd Left Lane)
Increase left turn storage lane capacity at intersection leg(s)

Upgrade by introducing signalization

Upgrade by introducing civil Infrastructure for signalization

Mitigation measures as recommended were verified on conceptual level only, further detailed
design investigation is recommended to evaluate their applicability’s in the field. The mitigation
measures as listed are expected to include the following sub-improvements;

6.1.1 Signal cycle optimization

The existing signals are operating on actuated signal mode, with one time plan set for all times
of the day, and days of the week, i.e., full functionalities of actuated signals are not utilized at
present. The recommendation of signal optimization is suggested to include; first, verifying the
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functionality of all existing Inductive loop detectors, second, addition of different operation signal
time plans to cater for different peaks/off peak periods of the day.

6.1.2 Right turnslip lane

As existing and proposed intersections analyses depict the proximity of capacity at saturation
level especially for the peak period of 1st Quarter Year 2008, and due to the high percentage of
heavy vehicles requiring safe large turning radius, the recommendation of introducing right-turn
slip ramp is advantageous. It is also observed that the existing slip right turns within the current
operating intersections are demonstrating a valuable increase in intersections capacity, and pro-
moting the choice of selecting a right turn movement route concepts in determining the different
route choices as available.

6.1.3 Upgrade of inner left turn lane

It was observed that buses currently avoid utilizing the inner left lane at intersections with dual
left lane. This results in under utilization of existing capacity. Since increasing the capacity is
critically needed for such movements, it was concluded that setback of stop lines are required as
enhancements, in addition to the need for modifications of middle islands termination location
and shape. These geometrical changes will also require relocations of signal poles and their rel-
evant infrastructure.

6.1.4 Upgrade by introducing Signalization

Level of Service (LOS) capacity analysis was performed for yield or stop controlled intersections
using projected 1st Quarter Year 2008 traffic volumes. The LOS analysis results clearly show high
delays for certain movements thus requiring traffic control type upgrade. Signalization of these
intersections was then performed and resulted in acceptable performances.

6.1.5 Upgrade by introducing civil infrastructure for signalization

Recommendation to upgrade intersections control type to signals was based on MUTCD traffic
signal warrant criteria analysis. For intersections showing potential signal upgrades but still lack
proper warrants, it was recommended as a mitigation measure to introduce the required signal
civil infrastructure (underground conduit crossing), specifically for planned future intersections.

6.2 Development of mitigation measures

Traffic operational analysis of intersections was conducted for the eighteen intersections within
Ras Laffan Industrial City using projected 1st Quarter Year 2008 traffic volumes. The base con-
dition as defined included all geometrical upgrades for the intersections as planned to be con-
structed before 1st Quarter Year 2008.

The standard criteria for determining improvement interventions as proposed was based on
general consensus of parties involved in the scheduled progress meetings whereby and due to the
short term peak periods of construction activities, long term high level improvements will not be
justified. As a conclusion overall performance of intersections at Level of Service “E” would be
acceptable.

Based on international criterion and norm, Level of Service for both signalized and unsignalised
priority junction types is determined using the thresholds. The method followed to define inter-
section mitigation measures was based on first, introduction of improvements of non-intrusive
nature, where signal timing optimization was analyzed; as a result of which if satisfactory, then
the suggested mitigation measure would be limited to such intervention. Otherwise intrusive type
measures were introduced where as each type of measure and its effectiveness in improving Level
of Service was analyzed for arriving at minimum mitigation measure(s) as targeted for acceptable
Level of Service E.

The list of intersections as shown in the Table 6 below identifies proposed mitigation measures
per intersection, and its applicable location.
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Table 6. Proposed mitigation measures at intersections.

Intersection Intersection Proposed mgatlon Measure Location
Number Control Type Measure Types Leg
1 Signalized Actuated coordinated a&d
2 Signalized Actuated coordinated a
2A Signalized Actuated coordinated a&b b) On all inbound Intersection Legs
3 Roundabout
4 Priority (Two-way Stop)
5 Signalized Actuated coordinated akd d) On Ras Laffan Ave North & South Appr's
[ Signalized Actuated coordinated ake e) On Ras Laffan Ave South Appr
7 Roundabout
8 Signalized Actuated a
9 Priority (Two-way Stop)
: b) On Halul Ave North Legs
1 wignalzed el fbbge c) On Hamad Sir East & West Legs
- Signalized Actualed Sk c) On Ras Gas Entrance East Leg

d) On Ras Gas Entrance East Leg
) On Hilal Ave North Appr
12 Signalized Actuated adcédd c) On Khalifa Str East Appr
d) On Hilal Ave North Appr

13 Priority (Two-way Stop) g
14 Signalized Actuated a

c) On Hilal Ave North Appr

15 Signalized Actuated a&c&da&f c) On Hamad Str East Appr

d) On Hilal Ave North Appr

c) On Pearl Access Rd South Appr
16 Signalized Actuated alckd&f ) On Hamad Str West Appr

d) On Pearl Access Rd South Appr

17 Priority (Two-way Stop) q
M.Ii-:'il::t?cfn Description of the Mitigation Measure
a= Signal Cycle Optimization
b= (Geomeirnical upgrade by introduction of Right turn ship lane on intersection leg(s)
[ Geometrical upgrade by introduction of Right turn slip lane with a 50m Storage Pocket lane on intersection leg(s)
d= (Geometrical upgrade by enhancing capacity of the inner Left Turn Lane (2nd Left Lane)
e Increase Left Turn Storage Lane capacity on intersaction leg(s)
> Upgrade by introducing Signalization
Q= Upg_rade by mtrodﬁcrnq Civil Infrastructure for S|qnﬂzanon

The analysis revealed that 8 intersections namely intersection no. 1, 2A, 5, 6, 10, 11, 15, 16
which were failing in future traffic operation for base condition. These intersections are expected
to operate at Level of Service E or better with the proposed mitigation measures. Intersections
no. 8 and 12 which were operating with Level of Service E in future base condition operation
are expected to operate at Level of Service D or better with the mitigation measures. Conceptual
drawings were developed to each individual intersection with proposed mitigation measure(s)
to validate its applicability and to clarify its impact on right-of-way. The proposed intersection
improvements for each intersection are listed in Table 6. Further field investigations and proper
design would be required to determine potential conflicts.

7 MEASURES OF EFFECTIVENESS

Based on the traffic operational analysis using SIDRA INTERSECTION software program for
the period of 1st quarter year 2008, the intersection operational performance was measured for
its overall average reduction in delay per vehicle. Mitigation measures as stated above were lim-
ited in nature and resulted in an average vehicle delay reduction per intersection as presented in
Table 7.

The delay reductions should not be the only indicator used to determine the required justifica-
tion for implementing the mitigation measures as suggested. Other operational issues such as
split phasing versus Lead/Lag left turn type phasing flexibility needs to be introduced, this is key
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Table 7. Reduction in delay for each intersection.

Intersection # 1 - Percentage Delay Reduction (Per Vehicles, In All Peaks, All Moves) = 1.7 %
Intersection # 2A - Percentage Delay Reduction (Per Vehicles, In All Peaks, All Moves) = -52.1 %
Intersection # 5 - Percentage Delay Reduction (Per Vehicles, In All Peaks, All Moves) = -33.4 %
Intersection # 6 - Percentage Delay Reduction (Per Vehicles, In All Peaks, All Moves) = -22.3 %
Intersection # 8 - Percentage Delay Reduction (Per Vehicles, In All Peaks, All Moves) = -21.7 %
Intersection # 10 - Percentage Delay Reduction (Per Vehicles, In All Peaks, All Moves) = -25.9 %
Intersection # 11 - Percentage Delay Reduction (Per Vehicles, In All Peaks, All Moves) = -59.5 %
Intersection # 12 - Percentage Delay Reduction (Per Vehicles, In All Peaks, All Moves) = -47.8 %
Intersection # 15 - Percentage Delay Reduction (Per Vehicles, In All Peaks, All Moves) = -78.3 %
Intersection # 16 - Percentage Delay Reduction (Per Vehicles, In All Peaks, All Moves) = -90.9 %

Table 8. Overall delay reduction on all intersections for all peaks.

Average Delay (Per Vehicle, All Peaks, for All Moves, base Condition) = 74.8 Secs
Average Delay (Per Vehicle, In All Peaks, for All Moves, With mitigation measures) = 36.8 Secs
Percentage Delay Reduction (Per Vehicles, In All Peaks, All Moves) = -50.7 %

tool to use as traffic volumes increase to capacity levels. Furthermore, right turn slip lanes are
advantageous and should be recognized not only from a capacity point of view but also from a
safe maneuverability one.

In summary the average delay per vehicle at all the addressed signalized junctions for the
period of 1st quarter of year 2008 is expected to be 74.8 seconds with no improvements (base
condition) and with the proposed improvements is expected to be reduced to 36.8 seconds.
This indicates an average percentage delay reduction of approximately 51% as shown in
Table 8.

8 FUTURE MITIGATION MEASURES IDENTIFICATION AND EVALUATION

The proposed mitigation measures at each intersection were incorporated in VISSIM simulation
model with future road network for AM, Mid-day and PM peak hours separately. These models
were simulated for a period of 90 minutes and simulation statistics were collected for period of
60 minutes (after a 30 minute warm-up period) representing the full peak hour.

The overall network operational performance was measured using the following indicators:

o \ehicle-Kilometer Traveled (VKT)
e \khicle-Hours Traveled (VHT) and
e Mean System Speed (MSS)

Vehicle-Kilometer Traveled (VKT) is computed as the product of the number of vehicles tra-
versing a link and the length of the link, summed over al links. Increase in VKT indicates that
more vehicles would be moving through the network.

Vehicle-Hours Traveled (VHT) provides an estimate of the amount of time expended
traveling on the road network. The decrease in VHT generally indicates improved system
performance.
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Mean System Speed (MSS) is an indicator of overall system performance. Higher speeds
generally indicate reduced travel times and costs for the road users. The MSS is computed from
VKT and VHT as follows:

Mean System Speed = VKT/VHT

These key indicators were determined from the VISSIM network performance for future opera-
tion without improvements (Base Condition) and future operation with mitigation measures and
presented in Table 9.

Table 9 shows increase in VKT for future network with mitigation measures in all peak hours with
the highest being 6.4% in PM peak hour. The VHT for future network with mitigation were reduced
significantly in all the peak hours with the highest being 9.8% in Mid-day peak hour. As a result the
MSS did increase in comparison with base condition producing a better operational performance
with mitigation measures. Thus, even though travel times increased for few sections, the overall
network performance is anticipated to improve significantly with proposed mitigation measures.

9 ESTIMATION OF COST OF IMPROVEMENT MEASURES

Preliminary engineering cost estimate was conducted to all proposed mitigation measures. Stand-
ard unit price rates are used to determine the overall cost of each individual measure site location.
Table 10 shows estimated quantities of proposed works and its applicable unit price along with

Table 9:  Network performance comparison for future network base condition and with mitigation measures.

AM Peak Hour Mid-Day Peak Hour PM Peak Hour

With %
mitigation increase/ Base

With %
mitigation increase/ Base

With %

Performance Base mitigation increase/

Indicator Condition measures decrease Condition measures decrease Condition measures decrease
VKT 46,034 47,595 34% 56,673 59,999 5.9% 45,185 48,093 6.4%
VHT 1,747 1693 -31% 2,359 2,128 -9.8% 1,670 1,663 -0.4%
MSS 26.3 28.1 6.8% 24.0 28.1 17.1% 27 289 7.0%
Table 10. Estimated cost for proposed improvements.

Intersection Description of Works Total
Number / Asphalt related Curb Signal Upgrade | Delineation | Est d Cost
Roadway Area | E. Cost (QLR.) LM. E.Cost(QR)| E.Cost{QR]) |E Cost(QR] (Q.R.)

1 957 287,100 750 112,500 200,000 30,000 629,600
2 50,000 40,000 90,000
2A 1,825 547,500 310 46,500 50,000 40,000 684,000
3 15,000 15,000
4 40,000 40,000
5 922 276,600 1,145 171,750 200,000 40,000 688,350
3 693 207,900 380 57,000 200,000 40,000 504,900
7 60,000 60,000
] 50,000 40,000 90,000
9 B — 40,000 40,000
10 1,766 529,800 260 39,000 50,000 40,000 658,800
11 806 241,800 250 43,500 100,000 30,000 415,300
12 2,070 621,000 948 142,200 100,000 30,000 893,200
13 58,000 100 15,000 73,000
14 50,000 30,000 80,000
5 3,232 969.600 780 117,000 700,000 30,000 1,816,600
2,130 639,000 1.490 223 500 700,000 30,000 1,592,500
7 58,000 100 15,000 73,000
Rayyan-Ave 3,500 1,050,000 410 61,500 100,000 1,211,500
Road Extension
4,436,300 1,044,450 2,450,000 675,000 9,655,750
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estimated cost. Justification of expenditure based on the effectiveness of suggested improvement
could be analyzed in more than one way. Some of which are tangible items to compare with,
example to that, would be the time delay reductions as analyzed and others intangibles issues
could include; first, the operation near capacity conditions that could lead to serious unforeseen
traffic operational delays with no improvements as suggested, secondly accidents associated with
saturated traffic condition again generating major delays and rerouting of traffic. It is then recom-
mended that intangible benefits be recognized by decision makers in evaluating the real effective-
ness of such measures.

10 CONCLUSION

With the expected growth of Ras Laffan Industrial City as observed, continuous traffic integration
and simulation/analysis would be a fundamental tool to adopt that is to foresee and plan mitigation
measures in a timely manner. This is due to network capacity constrains manifesting from more
expected build-up projects coming online. The investment in such a tool would be a cost effective
measure in comparison with potential cost generating from productivity lost (delays) of operations
and construction activities. Thus the list of mitigation measures as proposed in this traffic study
are highly recommended and its timely execution is key to its success in addressing the expected
traffic peak flow of 1st quarter of year 2008.
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ABSTRACT: Enforcing traffic signal compliance in urban areas can be a difficult task as the
process is often limited by police resources and by the traditional enforcement methods. There-
fore, conventional traffic enforcement can be supplemented with advanced technologies, such as
intersection safety cameras. Intersection safety cameras, or often referred to as red light cameras,
are being used increasingly to help communities enforce against deliberate red light running.
Since the 1970, Europe, Australia and North America have been using photo enforcement tech-
nology to improve safety at intersections.

The City of Edmonton has used automated photo enforcement as part of the overall traffic
enforcement activity. The Intersection Safety Camera Program started as a pilot project in 1998,
which quickly expanded into a comprehensive program for the entire City. Since a significant period
of time has elapsed from the inception of the program, the Edmonton Police Commission wanted to
complete a study to determine the overall safety effect of the photo enforcement program.

This paper describes the evaluation of Edmonton’s Intersection Safety Camera (ISC) Program.
The paper describes the methodology that was used in the evaluation, the data collection/compilation
effort required for the evaluation and finally, the results of the program, measured in terms of reduc-
ing the number of collisions at the intersections that were treated with photo enforcement cameras.
Also included in the paper is a summary of the literature associated with the deployment of red
light cameras.

Keywords: Red light Cameras, Intersection Safety Cameras, Photo Enforcements Initiatives,
Photo Radar Programs

1 INTRODUCTION

The Edmonton Police Service and the City of Edmonton’s Transportation and Street Department
launched the Intersection Safety Camera Program as a pilot project in 1998. Shortly thereafter
and after the passage of some provincial legislation, a comprehensive Intersection Safety Camera
Program was implemented for the City. The pilot project initially started with one location in 1998
but expanded considerably to include up to 60 different locations throughout the City, with a total
of 24 enforcement cameras available for deployment at these 60 locations.

Like many other jurisdictions, the Edmonton Intersection Camera Safety Program is dynamic,
meaning that the location of the cameras moves between the various enforcement sites. This way,
the enforcement sites are not at fixed locations such that the motoring public could adapt their
driving behavior only at the locations where the ISC program is deployed. The purpose of the
rotation of the cameras between enforcement sites is to attempt to change driver behavior over a
larger area and not just at fixed locations. The intent is to make drivers think that an intersection
safety camera could be deployed at a site and to avoid a violation, they should modify their driving
behavior and not attempt a hazardous maneuver of running a red light.

191



To assist the motoring public in allowing them to modify their driving behavior and as required
by provincial legislation, a fixed sign is provided on the approach to an intersection to warn them
that the intersection is a photo enforcement location. The warning sign consists of images of vehi-
cles entering the intersection contrary to the signal indication for their travel direction.

Since a significant period of time has elapsed from the inception of the photo enforcement
activities, the Edmonton Police Commission wanted to have a study completed to determine the
overall safety effect of the photo enforcement initiative. This paper describes the project to evalu-
ate Edmonton’s Intersection Safety Camera (ISC) Program. Included in the paper is a brief sum-
mary of the literature associated with intersection safety cameras, or often referred to as red light
cameras. The paper will also describe the methodology that was used in the evaluation, the data
collection/compilation effort required for the evaluation and finally, the results of the program,
measured in terms of reducing the number of collisions at the intersections that were treated with
photo enforcement cameras.

2 LITERATURE REVIEW

A comprehensive literature review of intersection photo enforcement programs was completed
as part of this assignment. The literature review focused on the enforcement and safety effects
resulting from the implementation of red light cameras. The literature review also focused on
information considered to be the most reliable, including studies that deployed a reliable evalua-
tion methodology, which were supported with the availability of good quality data.

From the literature review, it was determined that automated intersection enforcement systems
can be very a very effective enforcement tool. Most studies have shown that the violation fre-
quency is significantly reduced after the implementation of a red-light camera (RLC) system at
the intersection safety camera locations and at non-camera locations. A summary of the literature
reviewed is provided in Table 1.

The findings of studies that investigated the safety effects resulting from red-light camera pro-
grams are somewhat varied but in general, these camera enforcement systems can produce a slight
reduction in total collisions and a significant reduction in high severity collisions. Furthermore,
the results of these studies generally suggest that the more severe angle-type collisions are sig-
nificantly reduced, however, a slight increase in the less severe, rear-end type collisions can often
occur. The literature also discusses the potential for a “spillover” effect, where the effect of an
intersection safety camera location may extend to nearby, untreated intersection.

Table 1.  Effectiveness of red-light cameras as enforcement tools.

Author Year Country Effectiveness measure & estimates

Oei et al. 1997 Netherlands 56% reduction in driver violations

Thompson et al. 1989 UK One site reported a 22% reduction, another reported a 13%

increase in driver violations

Arup 1992 Australia 78% reduction in driver violations at camera sites
67% reduction in driver violation at non-camera sites

Chin 1989 Singapore 42% reduction in driver violations at camera sites
27% reduction in driver violation at non-camera sites

Retting et al. 1999a USA 44% reduction in driver violations at camera sites
34% reduction in driver violation at non-camera sites

Retting et al. 1999b USA 40% reduction in driver violations at camera sites
50% reduction in driver violation at non-camera sites

Chen etal. 2001 Canada 69% reduction in driver violations after 1 month

38% reduction in driver violations after 38 month
Both reductions were at non-camera sites
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There are a few studies that provide evidence contrary to the view that red light cameras will reduce
collisions and in fact, some studies suggest that red light cameras will show an overall deterioration in
safety. Several studies tried to explore the economic consequence of installing RLC but the analysis is
based on several assumptions and how the authors perceive the cost/per collision estimates.

The details of the literature review of the safety impacts of red light camera programs are sum-
marized in Table 2 on the following page.

Based on the literature reviewed, it appears that an automated enforcement system at intersec-
tions can be a very effective safety initiative. Most studies have shown that the violation frequency
is significantly reduced after the implementation of a red-light camera system. It is suggested
that this behavioral change could translate into a safety benefit in the form of reduced collisions
frequency and/or collision severity.

Table 2. Effectiveness of red-light cameras for as enforcement tools.

Author Year Country Effectiveness measure & estimates
Persaud et al. 2005 USA Total crashes Injuries
Right angle —25% -16%
Rear end 15% 24%
Council et al. 2005 USA Using aggregated economic safety costs, a $28,000
to $50,000 economic benefit per site per year.
Burkey & Obeng 2004 USA 40% increase in total crashes
40 to 50% increase in PDO and injury crashes
Hillier et al. 1993 Australia 8% reduction in total crashes

26% reduction in injury crashes

29% increase in total right angle crashes

108% increase in total rear end crashes
South et al. 1988 Australia 7% reduction in injury crashes

32% reduction in injury right angle crashes

31% reduction in injury rear end crashes
Andreassen 1995 Australia 7% increase in total crashes

13% reduction in total right angle crashes

20% increase in total rear end crashes
Mann et al. 1994 South Australia 6% increase in total crashes

8% increase in total right angle crashes

12% increase in total rear end crashes

20% reduction in injury crashes

26% reduction in injury right angle crashes

1% reduction in injury rear end crashes
Ng et al. 1997 Singapore 9% reduction in injury crashes

10% reduction in injury right angle crashes

6% increase in injury rear end crashes
Retting & Kyrychenko 2002 USA 7% reduction in total crashes

32% reduction in total right angle crashes

3% increase in total rear end crashes

29% reduction in injury crashes

68% reduction in injury right angle crashes
Office of road Safety 1991 South Australia 8% reduction in total crashes

38% reduction in total right angle crashes

14% increase in total rear end crashes

23% reduction in injury crashes

54% reduction in injury right angle crashes

25% increase in injury rear end crashes
Queensland Transport 1995 Australia 48% reduction in total crashes

46% reduction in injury crashes
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3 RELIABLE EVALUATION OF ROAD SAFETY INITIATIVES

In reviewing the literature associated with photo enforcement initiatives, it becomes evident that a
reliable evaluation is critical to make definitive conclusions concerning the safety effect of these
initiatives. The specific effect of safety initiatives such as photo enforcement is not self-evident,
even to safety professionals with considerable experience.

There are many factors that must be considered and addressed when attempting to evaluate a
safety initiative. These factors, referred to confounding factors, are serious obstacles in conduct-
ing a reliable evaluation and if not adequately addressed, then the results from the evaluation
cannot be trusted. Three primary confounding factors that needed to be addressed to ensure reli-
able results for the evaluation of Edmonton’s Intersection Safety Camera Program included the
following:

1. History: The possibility that other factors other than intersection safety camera may have
caused all or part of the change in safety at a location.

2. Maturation: The long-term collision trend effects that may contribute to changes in safety per-
formance at sites treated with an intersection safety camera.

3. Regression Artifacts: The tendency of collisions to oscillate from high counts to low counts,
even if no change has occurred within the system.

4 METHODOLOGY TO EVALUATE THE ISC PROGRAM

The methodology to evaluate Edmonton’s Intersection Safety Camera (ISC) Program employs
the use of collision prediction models. Collision prediction models (CPMs) are mathematical
models that relate the collision frequency experienced by a road entity to the various traffic
and geometric characteristics of this entity. The CPMs are developed using certain statistical
techniques and have several applications such as evaluating the safety of various road facilities,
identifying collision-prone locations, and evaluating the effectiveness of safety improvement
measures.

Historically, two statistical modeling methods have been used to develop collision prediction
models: 1) conventional linear regression, and 2) generalized linear regression. Conventional lin-
ear regression assumes a normal distribution error structure, whereas a generalized linear mod-
eling approach (GLM) assumes a non-normal distribution error structure (usually Poisson or
negative binomial). Recently generalized linear regression modeling (GLM) has been used almost
exclusively to develop CPMs since conventional linear regression models lack the distributional
property to adequately describe crashes. The inadequacy is due to the random, discrete, non-
negative, and typically sporadic nature, that characterize collision occurrence.

The prediction model structure used in this study relates the frequency of collisions to the prod-
uct of traffic flows entering the intersection. The model form is shown below in equation 1.

E(A)= aonalvzaz 1)

Where: E (A) = Expected collision frequency (collisions/3 years)
V,, V, = Major/minor road traffic volume (AADT)
a,, a,, a, = Model parameters.
The variance of the expected collision frequency is given by equation 2.

Var(A) = %A)Z (2)

Where: ¥ = The negative binomial parameter of the CPM.
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The reduction in the number of collisions at the treatment sites can be calculated using the Odds
Ratio (O.R.) according to equation 3. The effect of the treatment is determined by subtracting 1
from the Odds Ratio, as shown below in equation 4.

or=AC ®)
B/D
Treatment Effect = O.R.~1 (4)

Where: A = Safety at the comparison site in the before period;

B =The EB safety estimate at the treated sites if no treatment occurred;
C = Safety at the comparison sites in the after period; and
D = Safety at the treatment sites in the after period.

It should be noted that all quantities in the Odds Ratio are observed quantities (with assumed
Poisson distribution), with the exception of quantity B, which is calculated. Therefore, the major
work involved in evaluating the benefits of a certain treatment is basically determining the quan-
tity B. This quantity is calculated by utilizing CPMs and the Empirical Bayes (EB) refinement
procedure. The Empirical Bayes safety estimate and its variance for a location i are calculated
using equations 5 and 6 as follows:

(EB), =% E(A)+(1-%) (V). VAR(EB), =7 (1-%)-E(A)+QA-%)*(%)  (5)

= E(A) _ 1 (6)
' E(A)+VAR(A) 1, VAR(A)
E(A)

Where: & =The negative binomial parameter of the CPM; and
y, = The observed collisions in the before period for location i.
The value B in the Odds Ratio, from equation 3, is calculated by using equation 7 and following
Sayed et al. (Sayed, 2001):

—(EB) =(EB). x=\2iJa 7
B=(EB), (EB,)be(Ai)b )

Where: (EB), = The EB safety estimate of treated site i in the “after” period had no treatment
taken place.
(EB,), = The EB safety estimate of treated site i that occurred in the “before” period.
E(A,), = The collision frequency given by the CPM for treated site i using its traffic
flows in the “after” period.
E(A)), = The collision frequency given by the CPM for treated site i using its traffic
flows in the “before” period.
To get the expected value and variance of the Odds Ratio, the method of statistical differentials
is used as follows:

E{Y}=Y J{i(azv 10X2) VAR{Xi}}/Z (8)

VAR{Y}= {i(a\( 10X,)? VAR{xi}] ©)
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By applying equations 8 and 9 to the Odds Ratio as defined in equation 3, the following two
equations (10 and 11) for the Odds Ratio can be obtained:

E(O.R)= AIC X 1+VarzB +VarZC (10)
B/D B C
2
Var(O.R) = A/C VaEA +VarzB +VarZC +Var2D (11)
B/D A B C D

5 ISC PROGRAM: DATA COLLECTION AND COMPILATION

With any time-series evaluation of a safety treatment, the success of the evaluation is governed
by the quality and quantity of reliable data. Based on the discussion with staff from the City of
Edmonton, it was believed that the data available for the ISC Program would be sufficient to allow
for an accurate evaluation of the program.

Datawas required for three distinct groups of sites when completing the evaluation of Edmonton’s
Intersection Safety Camera Program. The three distinct groups of sites include the following:

1. Treatment Group Sites:
— These are the group of sites (intersections) that have an intersection safety camera installed
and deployed.
2. Comparison Group Sites:
— These are a separate group of sites that are subjected to the same traffic and environmental
conditions as the treated sites but do not have an ISC installed at the intersection.
3. Reference Group Sites:
— This is a large group of sites that are considered of similar character to the treatment sites
and used to develop the collision prediction model used in the evaluation.

5.1 Treatment group sites

A total of 25 sites were selected to serve as the treatment group of sites (i.e., the site where the
intersection safety cameras were installed). This sample of locations would allow for a successful
evaluation of the ISC Program and would satisfy the data needs for the before and after time peri-
ods. All locations in the treatment group of sites were selected to be typical, four-leg, intersections
with either 3 of 4 lanes on each approach and with a posted speed of 50 kph.

Accurate traffic volume and collision data was available for each treatment group location in
both the before and after time periods (i.e., before and after the intersection safety camera was
installed). The before collision data corresponded to a 3 year time period before the implementa-
tion of the ISC and the after collision data dates ranged from 2 to 3 years after the ISC was imple-
mented. Considerable effort was undertaken by City staff to collect reliable traffic volume data for
the before and after time periods. Table 3 provides a list of the treatment group sites, including the
implementation date when the intersection safety camera was installed.

5.2 Comparison group sites

The control group of sites is used to correct for the time trend effects, including the confounding
factors of history and maturation. City staff selected the control group sites, ensuring that the con-
trol group sites had similar traffic and environmental conditions as the treated sites. Care must be
exercised in selecting the control group sites to ensure that the time periods for the treatment and
control sites are similar and that the factors influencing safety are similar between the treatment
and control sites.
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Table 3. Treatment group sites.

ID No. Major road Minor road ISC Implementation date
1 Calgary Trail 23 Ave September 1, 1999
2 23 Avenue 50 Street August 16, 2002
3 34 Avenue 111 Street June 27, 2003
4 66 Street 34 Avenue November 28, 2003
5 91 Street 34 Avenue February 1, 2002
6 99 Street 63 Avenue February 1, 2002
7 75 Street 82 Avenue October 18, 2002
8 178 Street 87 Avenue January 13, 2004
9 170 Street 87 Avenue March 21, 2001

10 75 Street 98 Avenue September 11, 2002

11 50 Street 101 Avenue September 1, 1999

12 Groat Road 111 Avenue March 21, 2001

13 97 Street 127 Avenue September 1, 1999

14 97 Street 137 Avenue March 21, 2001

15 137 Avenue 127 Street January 31, 2002

16 50 Street 137 Avenue November 28, 2003

17 153 Avenue 82 Street November 28, 2003

18 75 Street Argyll Road September 1, 1999

19 97 Street 167 Avenue July 2, 2003

20 Jasper Avenue 116 Street September 1, 1999

21 Albert Trail 137 Avenue September 1, 1999

22 Stony Plain Road 156 Street June 27, 2003

23 114 Street University Ave January 31, 2002

24 Yellowhead Trail 149 Street March 21, 2001

25 Yellowhead Trail 156 Street September 1, 1999

Staff from the City’s Traffic Operations Department identified a total of 47 suitable control
group locations for the treatment sites. The control group sites were matched to the treatment sites
based on the implementation date of the ISC at each treatment site. This was to ensure that the time
periods for the before and after time periods for the traffic and collision data matched between
treatment and control sites. A total of four control groups were established as follows:

— Treatment Sites Implemented in 1999: 12 Control Sites
— Treatment Sites Implemented in 2001: 7 Control Sites
— Treatment Sites Implemented in 2002: 14 Control Sites
— Treatment Sites Implemented in 2003: 13 Control Sites

It is also noted that there were no treatments sites selected that were implemented in 2000, and
thus, there were no control group for 2000. An attempt was made to differentiate between com-
parison group sites that are in close proximity to treatment sites and those that are not, in order to
investigate the potential “spillover” effect, which extends the effects of RLCs to nearby, untreated
intersections. Unfortunately, it was difficult to select comparison sites that are not in close proxim-
ity to treated sites since RLC intersections are scattered throughout the City of Edmonton. There-
fore, it is difficult to determine whether a “spillover” effect exists. However, it should be noted
that the presence of “spillover” would likely mean that the results presented here underestimate
the safety impact of RLC.

For each of the control sites, staff from the City of Edmonton’s Traffic Operations Department
provided the requisite traffic volume and collision data. The before traffic volume and collision
data included a 3 year time period and the after traffic volume and collision data dates ranged
from 2 to 3 years.
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5.3 Reference group sites

The third data set that is required for the Intersection Safety Camera evaluation was the data for
the reference group sites. City staff provided the required traffic volume and collision frequency
data for 100 reference group locations. The traffic and collision data was provided for a three year
time period before the implementation of the intersection safety cameras.

The reference group is a large group of sites of similar character to the treatment sites, used to
develop a predictive model that can estimate the collision frequency at an intersection based on the
amount of traffic entering the intersection. The collision prediction model (CPM) developed from
the reference group is used to correct for the problems created by the regression to the mean. It is
also used to determine the value of “B” in the Odds Ratio, as discussed in the methodology section
of this paper. CPMs for total collisions, severe collisions, and property damage only (PDO) colli-
sions, and for collision types were developed using the reference group of sites.

5.4 Collision data in Edmonton

Since collision databases between jurisdictions can be quite different, it is important to understand
how Edmonton’s collision data should be interpreted. The City of Edmonton’s Transportation
Department maintains an annual computerized file, namely the Motor Vehicle Collision Inventory
System (MVCIS), which contains the details of reportable motor vehicle collisions within the
City. The Transportation Department uses the data to:

— Recognize trouble spots;

— Determine probable causes and recommend engineering solutions;

— Assess effect of remedial engineering measures;

— Provide input to selective enforcement programs; and

— Provide market information for safety training program and campaigns.

Collisions, as used by the Transportation Department, refer to reportable on-street collisions
that result in $1000 property damage and/or injury, do not occur on private property, and must
include at least 1 motor vehicle. The MVCIS database does not include non-vehicular collisions
(i.e., cyclist hitting a pedestrian). The MVCIS database includes collisions that are forwarded to
the Transportation Department by the Police Service within a specified time.

Intersection collisions include collisions that occur inside and 10 meters past the legally defined
limits of the outer crosswalk lines of intersecting roads and includes right-turn cut-offs. Mid-block
collisions include collisions that occur on a section of roadway between two intersections. Mid-
block include the balance of collisions that do not occur in an intersection as defined above.

The Province of Alberta owns the Alberta Collision Report Form (ACRF) and has designed the
collision form to include general information that can be shared by enforcement and transporta-
tion departments federally, provincially and by the municipalities. Since many parts of the ACRF
form provide limited information to analyze collisions for transportation purposes, the Transpor-
tation Department of the city of Edmonton supplements several of the choices in the ACRF, in
particular the Primary Event box or Collision Type. Important to the evaluation of the intersection
safety camera program is the following assignments that are made by City staff:

1. An incident coded with a cause that is specified as “Follow to Close” is considered to be
equivalent to rear end type of collision.

2. Anincident coded with a cause that is specified as “Left turn across path” is considered to be
equivalent to right angle, head on type of collisions.

3. Anincident coded with a cause specified as “Failed to Observe Traffic Signal” is considered to
be equivalent to right angle, head on collision type.

It is duly noted that the evaluators of Edmonton’s Intersection Safety Camera program has
accepted the collision type assignment assumptions listed above and have not made any attempts to
verify the link between the collision cause and collision type. Furthermore, comparisons with other
studies that cite changes in collision type may not be relevant due to the definitional issues noted.
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To maintain accuracy of the collision details, logic checks are built into the MVCIS program.
In some cases the police may fill out the ACRF improperly, with conflicting logic. In such cases,
the transportation staff will choose information that makes the most logical sense and therefore,
record a different cause than the police staff entered in the primary box.

6 RESULTS: ISC PROGRAM

The results of the Intersection Safety Camera Program and is divided into two parts. The first
section presents the result of the development of the collision prediction models, necessary for
the evaluation. The second section presents the changes in safety caused by the implementation
of the ISC Program.

6.1 Development of collision prediction models (CPMs)

Using the volume and collision data from the 100 reference group sites, a total of four CPMs were
developed. The CPMs can predict the number of collisions at signalized intersections in Edmon-
ton, with a CPM for each of the following types of collisions:

— CPM 1: Predicts the frequency of severe collisions (fatal and injury);

— CPM 2: Predicts the frequency of property damage only collisions (PDO);
— CPM 3: Predicts the frequency of angle collisions (right-angle, head-on)?;
— CPM 4: Predicts the frequency of rear-end collisions?; and,

The functional form used to development the CPMs are based on the product of the two vol-
umes entering the intersection.

E(A)=aV,*V,* (12)

Where:  E(A) = Expected collision frequency,

V,, V, = Major/minor road traffic volume (AADT),
a, al, a = Model parameters.

The various coII|S|on prediction models and the corresponding model parameters that have
been developed for the evaluation of Edmonton’s Intersection Safety Camera Program are shown
in Table 4.

Two statistical measures were used to assess the significance and goodness of fit of the predic-
tion models, including the Pearson y? statistic (equation 13) and the scaled deviance (SD) (Equa-
tion 14). Both the Pearson y? and the scaled deviance statistics are asymptotically y? distributed
with n-p-1 degrees of freedom and therefore for a well-fitted model, the expected value of the
Pearson y?2 and the SD will be approximately equal to the number of degrees of freedom (Maycock
and Hall, 1984).

Pearson 7* = 2 [yIVarE((;\;)] (13)
_ Yit £ 14
SD= 22{ ( E(A)j (yi+/()ln[ E(Ai)+/r” (14)

tRight-angle, head-on collisions (“angle” collisions) is equivalent to “Failed to observe traffic signal” and
“Left-turn across path” based on assumptions by Edmonton’s Transportation Department.

2A “rear-end collision” is assumed to be equivalent to the collision cause of “Following too closely”, an
assumption made by the Transportation Department at the City of Edmonton.
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Where: 'y, = Observed number of collisions at an intersection;
E(A,) = Predicted number of collisions obtained from CPM; and,
Var(y,) = The variance of the observed claims.
The details of the goodness of fit measures for the developed CPMs are shown in Table 5 below.
All models showed a very good fit to data.

6.2 Safety effect of the ISC program

Using the control groups established for the various treatments sites, which were based on the
implementation year for the treatment site and using the various collision prediction models devel-
oped and presented above, the safety effect caused by Edmonton’s Intersection Safety Camera
Program can be determined.

The safety effect results from the ISC Program are summarized according to each treatment site
and combined for all sites evaluated. The change in the safety performance at each treatment site
is summarized in Table 6 on the following page.

As can been seen from the results, 20 of the 25 locations experienced a reduction in the total
number of collisions after the ISC was implemented. The changes in the total collisions are based
on the sum of the changes in PDO and F+I collisions. The magnitude of the reductions per treat-
ment site ranged from a low of 3.7% to a high of 41.4%. A total of 17 of the 25 sites experienced
a reduction in severe collisions, with the decreases ranging from 3.5% to 51.4%. Similarly, the
PDO collisions were reduced at 19 of the 25 sites, with percent reductions ranging from 0.7%
to 45.6%.

An investigation of the collision types reveals similar results. The “angle” collisions were
reduced at 18 of the 25 sites investigated, with decreases ranging from 1.7% to 85.2%. In terms
of the “rear-end” collisions, 18 sites from the total of 25 treated sites experienced a reduction of
“rear-end” collisions, with the magnitude of the reduction ranging from a low of 8.2% to a high
of 55.2%. The safety performance results indicate than the majority of treatment sites show a very
positive overall effect due to the implementation of ISCs.

The results for the total reduction in collisions at each treatment site are illustrated graphi-
cally in Figure 1. It is noted that one treatment site has experienced a large increase in total col-
lisions (+45%), specifically, Site 15: 137th Avenue at 127th Street. It is unknown whether there
are other conditions or circumstances that may be contributing to the increase of collisions at this

Table 4. Collision prediction models for different collision severity and types.

CPM reference Collision type Model K

CPM-1 Severe (F+1) Col /3yrs = Exp(-8.9957) V," 7V, 4% 6.266
CPM-2 PDO Col/3yrs = Exp(~10.172) V,*98y 448 8.163
CPM-3 Angle Col/3yrs = Exp(—7.3445) V26137 )44 5.171
CPM-4 Rear End 1 Col/3yrs = Exp(—13.9331) V"V, 3.997

Table 5. Goodness of fit measures for collision prediction models.

aO al a2
XZ
CPM STD. Error T-Stat. STD. Error T-Stat. STD. Error T-Stat. SD x2 005)
Severe (F+l) 1.35 -6.66 0.13 560  0.108 410 11474 86.50 119.87
PDO 1.17 -8.62 0.12 757  0.09 495 11156 101.58 119.87
Angle 1.52 -4.80 0.15 399 011 3.88 11684 91.99 119.87
RearEnd1  1.64 -8.46 0.17 7.06 012 409 10850 9542 119.87
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Table 6.  Summary of results: Individual intersections for the ISC program.

Treatment site Change in collisions®
ID No. Major road Minor road Total Severe PDO Angle RE
1 Calgary Trail 23 Ave -3.7% 17.9% -14.7% -52% -13.3%
2 23 Avenue 50 Street 16.0% -13.5% 50.5% 26.8% 5.1%
3 34 Avenue 111 Street 6.3% -11.5% 20.9%  -37.8% 13.8%
4 66 Street 34 Avenue -5.9% -17.7% 4.9% -12.5% -19.1%
5 91 Street 34 Avenue 26.2% 31.3% 21.6% 68.5% 6.6%
6 99 Street 63 Avenue -20.8% 43.8% -395% -11.7% -31.4%
7 75 Street 82 Avenue -23.6% -17.3% -27.8% -1.7%  -27.2%
8 178 Street 87 Avenue -22.9% -41.4% -6.5% 20.4% -50.5%
9 170 Street 87 Avenue -9.0% -6.1% -11.3% -53.7% 4.8%
10 75 Street 98 Avenue -12.6% -25.0% -3.4% -85% -18.1%
11 50 Street 101 Avenue -16.0% 16.4% -34.1% -10.1% -30.6%
12 Groat Road 111 Avenue -14.2% -11.7% -15.7% -10.3% -23.2%
13 97 Street 127 Avenue -37.8% -32.5% -415%  -51.7%  -24.9%
14 97 Street 137 Avenue -8.2% -8.9% -78%  -32.4% 3.9%
15 137 Avenue 127 Street 44.8% 86.0% 19.1% 61.3% 38.2%
16 50 Street 137 Avenue -8.1% 11.9% -18.9% -13.9% -13.4%
17 153 Avenue 82 Street -4.6% -10.2% -0.7% 7.2% -20.6%
18 75 Street Argyll Road -9.4% 2.3% -14.0% 3.7%  -15.3%
19 97 Street 167 Avenue 4.6% 29.8% -9.8% 9.4% -8.7%
20 Jasper Ave. 116 Street -41.4% -51.4% -35.9%  -39.1%  -55.2%
21 Albert Trail 137 Avenue -3.8% -32.4% 15.5% -28.8% 2.1%
22 Stony Plain Rd. 156 Street -30.7% -8.0% -456%  -26.2%  -38.3%
23 114 Street University Ave -9.4% -35% -134% -24.1% -8.2%
24 Yellowhead Trail 149 Street -37.0% -50.7% -28.3%  -852% -21.1%
25 Yellowhead Trail 156 Street -25.4% -16.0% -30.7% -55.2%  -23.6%

%A negative value represents a reduction in the collision frequency and conversely, a positive value repre-
sents an increase in collisions.

: )
Safety Effect of ISC Program by Treatment Site Investigated
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Figure 1. Safety effect * of ISC program at each treatment site reviewed.
4A negative value represents a reduction in the collision frequency and conversely, a positive value represents
an increase in collisions.
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intersection. The result at Site 15 does have an impact on the overall safety effect of the 25 sites
examined, as will be discussed later in this section.

The safety performance results from the Intersection Safety Camera evaluation is also presented
in terms of the overall program effectiveness, considering all of the 25 treatment sites that were
evaluated. The results are presented in Table 7, which includes the percent reduction by collision
severity level or type. Also in the table is a significance value used to determine if the collision
reduction values are statistically significant.

From Table 7, the reduction in total collisions is estimated to be 11.1%. Overall, severe colli-
sions were reduced by 6.1%, and PDO collisions were reduced by 14.3%. “Angle” type collisions
were reduced by 17.2% and “rear-end” collisions were reduced by 12.4%.

The results also indicate that the collision reductions are statistically significant at the
95% level, except for severe collision. This is largely attributed to Site 15 (37th Avenue
at 127th Street), which showed a +86.0% increase in severe incidents after the implemen-

Table 7. Summary of results considering 25 sites evaluated.

Collision category Change in collisions* p-value Significant at 95%
Severe (F+l) -6.1% 16.8 NO

PDO -14.3% 0.00 YES

“Angle” -17.2% 0.00 YES

“Rear End” -12.4% 0.01 YES

Total -11.1% 0.00 YES

Table 8.  Summary of results: considering 24 sites evaluated.

Collision category Change in collisions® p-value Significant at 95%
Severe (F+1) -9.3% 3.25 YES
PDO -15.5% 0.00 YES
“Angle” —20.2% 0.00 YES
“Rear End 17® -14.0% 0.00 YES
Total -13.0% 0.00 YES
. )
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Figure 2. Summary of safety effect of ISC program.
202



tation of the intersection safety camera. If Site 15 (137th Avenue at 127th Street) were
removed from the assessment and only 24 treatment sites were reviewed, the results would
improve slightly and the estimated collision reductions for all collision categories would
be statistically significant at the 95% confidence level. These results are shown below in
Table 8.

The results for the overall program effectiveness is illustrated Figure 2. As can be seen from
the figure, there is a reduction in collisions after the implementation of the Intersection Safety
Camera at a site. Included in the figure below are the results from all 25 sites evaluated, as well as
the results when Site 15 (137th Avenue at 127th Street) were removed from the treatment group
(i.e., 24 treatment sites).

7 CONCLUSION OF EDMONTON’S ISC PROGRAM

The methodology used to evaluate Edmonton’s Intersection Safety Camera Program is con-
sidered to yield accurate and reliable results. Furthermore, the data required to support an
effective evaluation was available, including data for the treatments sites, control group sites
and reference group of sites. This data allowed for the evaluation to address the threats to a
successful evaluation, namely the confounding factors of history, maturation and regression
artifacts.

The results show that the introduction of the ISC Program was effective in reducing the colli-
sions at locations where the cameras were used. The majority of the 25 sites investigated showed
an overall collision reduction, with only one site, showing a significant increase in collisions (it
is noted that a few other sites showed an relatively small increase in collisions). Overall, all colli-
sion severity and collision type categories (Total, Severe, PDO, “Angle” and “Rear-end”) showed
significant collision reductions, with total collision reductions exceeding 10%, noting that in the
results, that the collision type is based on collision cause.
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ABSTRACT: The tremendous increase in number of motorcycles and fatalities has become
a major concern to road safety experts as affect the safety of motorcyclists in relation to their
collision with guardrail. In this current study, three-dimensional computer software application
was used to model a motorcycle and guardrail as Multi Body system models and Finite elements
model respectively. Some typical qualitative results on injury criteria and acceleration due to head,
thorax, and femur are presented. The predicted rider’s injury risk criteria were used to assess safety
of guardrail response on motorcyclists. The obtained results confirmed that the existing w-beam
guardrail is not safe to motorcyclist, especially for the head injury at impact speed 48km/h and
impact angle of 45 degree. The study then used design optimization to test twenty-four alternative
models in order to propose best alternative model for consideration as the alternative guardrail
design.

1 INTRODUCTION

Motorcycle usage in Malaysia and most Asian countries is a traditional norm and has become
dominant mode of transportation. The uncontrolled number of motorcycle usage in these countries
has resulted in high casualties among the motorcyclists. This has constituted into a major portion
of the total fatalities in these countries; making motorcycle to be associated with a higher risk of
death or injury than any other form of transportation. This may be due to relative less stability of
motorcycle and little protection to motorcyclists, compared to a four-wheeled vehicle. In Malaysia,
motorcycle accounts for 49% of registered vehicles (Royal Police of Malaysia, PDRM, 2003).
About 68% of all road accident injuries involved motorcyclists with overall relative risks of about
20 times higher than that of passenger cars (Radin et al., 1995). As a result of continuous increase
in the total number of registered motorcycle, which results in increasing number of motorcycle
crashes, the government of Malaysia introduced exclusive motorcycle lanes to reduce safety risk
to motorcyclists.

Globally, frequency of motorcycle crashes with guardrail has been reported to cause severe
injuries to motorcyclists due to inadequate safety measures. In California, Ouellet (1982) reported
that out of 900 motorcycle accidents, collision with barrier accounted for 63 somatic region inju-
ries and 37 head-neck region injuries, totalling 98 injuries overall. Similarly in Los Angeles, it
was found that bodily impacts with W-beam crash barrier resulted in AIS3+ injuries that occurred
in 66% of head impacts with barrier (Ouellet, 1982). In West Germany, 66% of motorcyclists suf-
fer very severe trauma after impacting with guardrails (Koch and Schuler, 1987). A real world data
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regarding motorcyclist impacts with crash barriers in Germany put severity of injuries as three
deaths out of 50 motorcyclists impacting crash barrier, 31 seriously injured and less than one third
escaped with minor injuries (Domhan, 1987).

FEMA (2000) reported a study conducted in France between 1993 and 1995 on motorcycle
accident with guardrail accounting for 8% of all motorcycle fatalities and 13% of fatalities on
rural roads. In a similar study in France, Quincey et al. (1988) compares motorcycle-barrier
crashes with other types of motorcycle crashes and found that motorcyclists are over 5 times more
likely to be killed or seriously injured in impacts with crash barrier than in other types of crashes.
In Denmark, as reported in FEMA (2000), 10% of motorcyclists that run-off the road hit a crash
barrier and 20% of these died because of the crash barrier while 60% of them were seriously
injured.

However, the existing w-beam guardrail was designed to be strong enough to withstand high
axial tensile and bending stresses that occur during heavy vehicle impacts (up to 4000kg). Its
posts provide rigidity to the entire system, while the attached blocks prevent snagging of the posts.
The block-outs provide restraining forces above the centre of gravity of vehicle to prevent vehi-
cle roll-over. In addition, ends of w-beam are provided with anchorages to enable the system to
develop its full tensile strength. The stiffness and energy absorption capacity of w-shape guardrail
limit displacements of the rail to around 1 m (Bank and Gentry, 2001). The energy is absorbed
through plastic flexural deformation of the rail, through deformation of posts and block-outs and
through plowing of posts through the soil.

These guardrail features that are vital to car and truck occupant may be fatal to motorcyclists
due to the shape of the impacting area (Sala and Astori, 1998). The guardrails present certain
hazards to motorcyclists as they are tested using only four wheel vehicles (EEVC, 1993). It leaves
a space between the road surface and bottom of the rail that may allow fallen rider to slide under
it into contact with roadside hazards. Exposed parts of guardrail support posts concentrate impact
forces on the motorcyclist’s body, and the edges of horizontal beams may cause laceration injuries
(Viner 1995). Non-continuous surface and rigidity of this w-beam guardrail present edges that
concentrate impact forces to result in more severe injuries to motorcyclists (Duncan et al., 2000).
During front-on collision, the impacting rider may virtually absorb all the kinetic energy as his
body is not protected and the weight of motorcycle is about 10 times lower than that of a light
vehicle.

In view of danger likely to be caused to motorcyclists by the existing guardrail, this paper
first investigates the safety implications of the existing guardrail system and then uses the find-
ings to develop alternative guardrail designs that are safer for protecting motorcyclists along
exclusive motorcycle lane. Thus, potential injury risks to rider are assessed based on the assumed
typical crash scenario that motorcyclist remains on an upright motorcycle during collision with
guardrail.

2 MATERIAL AND METHOD

This study was based mainly on a computer simulation of motorcycle crash event with guardrail
as a tool for evaluating safety implication of guardrail collision to motorcyclist and for developing
alternative guardrail design for safer protection of motorcyclist during such collision. This proc-
ess involved overall system modeling, crash simulation and development of alternative guardrail
models.

2.1 Overall system modelling

Simulation process involved modelling of four systems including road as inertia reference space
as well as crash interaction of these systems. The other three systems are the motorcycle, dummy
and guardrail models, details of which are described in Ibitoye et al (2006) and Ibitoye et al (2007).
The complete simulation model is as shown in Figure 1.
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2.2 Crash simulation

Motorcycle crash is a multifarious event involving the interaction of rider, guardrail and the motor-
cycle itself. In this study, modelling and simulation of motorcycle crash was carried out using
MADYMO software. MADYMO software was used because it combines in one simulation pro-
gram the capability offered by the multi-body and finite element techniques. The eighteen impact
conditions considered in this simulation were based on the outcome of literature review on the pre-
vious crash simulations and the reported real life accidents. For instance, EEVC (1993) reported
that majority of motorcycle collisions take place at speeds between 30 and 60km/hr. The impact
angles of 15, 30 and 45 degree considered was based on the suggestion in literature, especially in
Gibson and Benetatos (2001). The post spacing of 2m and 4 m used are in accordance to the existing
standard for installing w-beam guardrail. The impact point was taken as the mid span of the rail for
maximum deflection and in regard to the conducted crash test for validation purpose (Figure 2).

2.3 Developing and optimization of alternative guardrail models

The main concept behind the development of alternative designs is to reduce sustainable injuries
to motorcyclist to at least a tolerance level equivalent to the required biomechanical limits. Since
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Figure 3. Schematic drawing of modified guardrail shapes considered.

the existing guardrail has been identified as being too stiff and dangerous to motorcycle impacts,
this study concentrates on the modification of the rail section in order to minimize injury risks.
Ten (10) rail cross sections (Figure 3) were considered in this study before arriving at the three rail
shapes (Existing, Alt3 and Alt4) that were selected for design optimization.

Researchers believed that guardrail safety performance can be improved by giving priority
to improvement of impact area (shape) through the modification of distance between the lower
and upper peaks of the rail surface. These changes increase the effective depth and allow the rail
elements to distribute the impact load and redirect the motorcycle to reduce severity of impact
response on the rider. The study also considered variation of rail thickness to enable verification of
thickness effect on rider’s safety. The thickness of the rail was reduced from 2.67 mm (12 gauge)
to 2.28mm (13 gauge) as the only available thickness for steel material. The use of composite
material was also considered to test the advantages of better energy absorption of composite mate-
rial compared to steel. E-glass lamina composite properties as reported in Bilingardi et al (1998)
to test the material behaviour under impact loads as well as the Pultruded fibre glass composite
properties as reported in Bank and Gentry (2001) and Sala and Astori (1998) were used. The rail
thickness of 3.0mm as well as 2.67 mm and 2.28 mm were

considered for the design optimization involving combination of the design factors to formulate
24 design alternatives.

Optimization of these alternative models involved using of the standard biomechanical limits for
head injury risks; HIC = 1000 and head acceleration = 80g. The acceptance or rejection of each alter-
native was based on these limits with 2m post spacing and only the accepted alternatives were further
optimised with 4m post spacing using the same impact speed and angle. Effects of these alternative
models to rider’s safety were also evaluated using the standard injury criteria for HIC, and head accel-
eration while the outcome of these analyses were ranked according to their degree of satisfaction.

3 RESULT AND DISCUSSION

Simulation result to investigate safety implication of existing guardrail found that the kinematics
of rider for all impact conditions are similar during the initial stage with the dummy having leg
contact with the guardrail surface and projecting with head forward. But, the dynamics of rider
towards the landing depend on the impact speeds and angles.

As illustrated in Figure 4, for all impact conditions, the rider fall to ground with head except
at impact speed of 60 km/h for impact angle 30 at 4 m post spacing as well as impact angle 45 for
both 2m and 4 m spacing. This indicates that higher impact speed can cause high vaulting of rider
and thus resulting in no head contact with the ground. This result was validated using a physical
crash test with dummy mounted a motorcycle and impacting w-beam guardrail which was orien-
tated at 45° angle to the travel direction.

Therefore, the study has been able to establish the fact that the severity of impact increases with
speed as well as angle of impact and with reduced post spacing. The study also established that the
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Figure 5.  Comparison between HIC values for 4 m post spacing.

likely impact speed along the exclusive motorcycle lanes in Malaysia is 48 km/hr which fall within
the reported mean speed 45km/h to 61 km/h for low volume traffic on these roads. The obtained
higher head injury value at impact angle 45 degree conforms to the requirement by 1SO (1996) for
motorcycle impact study. However, a relationship between the head injury risks values with effect
to impact angle and speed are established as presented in the Figures 5 and 6. It can be observed
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from these figures that these injury patterns vary with speed and angle of impact. Highest values
are obtained at impact angle 45 degree and impact speed 48 km/h while impact at 60 km/h exhibits
lower values due to higher vaulting of rider that caused landing with hand or foot rather than head
to ground. This effect resulted from very high decelerating rate of rider.

Evaluation of alternative guardrail models involved evaluation of guardrail dynamic responses
and effect of these responses on the reduction of potential injuries to motorcyclist. Thus, the
ability of the proposed alternative to distribute impact loads, to deform adequately and to absorb
impact energy was examined. This process allowed for the investigation of the suitability of each
alternative model as a replacement to the existing guardrail.

3.1 Effect of alternative models on guardrail response

Effects of alternative models on the dynamic response of guardrail to impact compared to those of
the existing guardrail are summarized in Tables 1 and 2.
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Figure 6. Comparison between head acceleration for 4 m spacing.
Table 1. Predicted guardrail dynamic response for proposed guardrail (4 m).
Response parameters Existing design Alt. 2 Alt. 4 Alt. 13
Initial Peak force (N) 14606 6374 10576 8285
Max. deflection (m) 0.16 0.12 0.17 0.15
Energy absorbed (N-m) 685 914 576 660
Table 2. Predicted guardrail dynamic response for proposed guardrail (2m).
Response parameters Existing design Alt. 2 Alt. 4 Alt. 13
Initial Peak force (N) 7264 7340 7139 3113
Max. deflection (m) 0.10 0.07 0.11 0.14
Energy absorbed (N-m) 341 504 281 407
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Effect of alternative models on guardrail dynamic response indicates that guardrail at 2m
span exhibit very low values of maximum deflection and energy absorption capacity compared
to guardrail with 4m span. This implies that the guardrail at 2m spacing is too stiff to respond
to impact force and that more energy may be dissipated to the motorcyclist to cause severe
injury. Comparing the three alternatives, alternative 2 at 4 m and 2 m respectively exhibits lowest
maximum deflection (0.12m and 0.07 m) but highest energy absorption capacity (914 N-m and
504 N-m). This indicates better capacity of this alternative to distribute impact loads. There-
fore, based on the guardrail response alternative 2 of 4m span as shown in Table 1 is preferred.
This result confirms that the geometry of W-beam guardrail has great impact on the safety of
motorcyclist.

3.2 Effect of alternative models on rider’s safety

The three best ranked alternatives were further modified to include covering of exposed guardrail
edges and evaluated based on their potential injury risks as shown in Table 3. Outputs at this stage
were ranked based on significant injury risk reduction of HIC and Head acceleration with consid-
eration to local availability of material and expertise for fabrication, installation and maintenance
of the selected alternative.

This result shows that modification of design configuration could lead to some advantages that
would benefit the motorcyclists (Figure 7). These advantages include; deeper effective depths
that can enable distribution of impact load, flatter surface that can distribute loads as impact
progresses, thereby absorbing more energy leading to gradual ejection of rider from motorcycle,
use of reduced steel thickness to aid better flexibility of the rail to deform, contain and redirect the
rider from having head contact with ground and ease of fabrication and installation comparable to
the existing guardrail system.

Table 3. Effect of alternative models on life-threatening injuries.

Injury risks parameters  Existing design  Alt. 2 % age Red. Alt.4 9%age Red. Alt. 13 %age Red.

HIC 2963 119  96.0 169 943 141 95.2
Head_acc 317 30 905 41 87.1 32 89.9
Ranking 1 3 2
+ Motorcycle _E Motorcycle
i wheel impact wheel impact
710 710
1830 -‘\\ AN WY 1830 RN AN\T oW
1120 1120
A A
NEW GUARDRAIL EXISTING GUARDRAIL

Figure 7. Motorcycle impact on selected alternative and existing guardrail.
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These advantages are indications that potential injury risks to motorcyclists can be reduced by
modifying existing guardrail configuration and reducing the steel thickness. The flat and wide
surface of the new design with deeper effective depth provides similar function as the installation
of additional beam to lower section of the existing guardrail as reported in Sala and Astori (1998)
as well as in Koch and Scheuler (1987). This solution agrees with Morgan and Ogden (1999)
which found that it is only upon impact with large surface areas that impact are not localized and
severe. A buffer zone provided at top and bottom of the new design would aid in energy absorption
as expected from impact attenuator or damper which was reported as not withstanding the rodent
attack from the environment (Sala and Astori, 1998).

Thus, the problem of motorcyclist absorbing virtually all of the kinetic energy on impact
(Duncan et al., 2000) has been addressed. Also, the problem of fallen rider sliding under the
guardrail to impact roadside hazard has been addressed by the extension of rail depth to a distance
of 200 mm from ground level. The obtained significant reduction in head injury risks is an indica-
tion that brain damage can be prevented with the new design. The non head contact to ground by
rider due to its soft redirection agrees with the proposal of Ruan and Prasad, (1995) that reduction
of severity of head contact is associated with reduction of brain shear stress.

4 CONCLUSION

In conclusion, this paper found that variation of design factors (thickness, shape and material)
of the existing guardrail would have potentiality to reduce injury risk to motorcyclist. Also, opti-
mization of developed alternative design indicates that the existing steel guardrail is not safe
to motorcyclists. However, modification of guardrail shape was found to have greater potential-
ity of reducing injury risks to motorcyclists. Thus, the study outcome reflects the importance of
variation in design factors to the safety enhancement of motorcyclists. It also implies that use of
computer simulation and modelling techniques combined with design optimization can serve as
important tools for evaluating safety implication of existing guardrail and for proposing a safer
guardrail for better protection of motorcyclists.
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The viability of real-time prediction and prevention of traffic
accidents
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ABSTRACT: This paper addresses a novel idea of real-time traffic safety improvement on
freeways. First by predicting traffic crashes on the freeway mainline using on-line loop detector
data, then by proposing ITS remediation strategies to reduce the crash risk in real-time. The results
of the predictive models were found to be consistent with the probable mechanisms of crashes
under different flow regimes. Using micro-simulation software and the crash potential determined
through the models developed in this research to associate traffic characteristics with the risk of a
crash occurring, several mitigation strategies were attempted to improve safety in real-time. The
before (pre-ITS) and after case were then compared to examine the effects of the crash mitigation
methods. The results show that Variable Speed Limits and Ramp metering have positive effects on
lowering the crash potential.

Keywords: Accident prediction, real-time safety risk, variable speed limit, ramp metering,
micro simulation

1 INTRODUCTION

In recent years substantial growth has been observed in traffic management and information
systems. The capability of storing and analyzing data has grown significantly and considerable
amounts of data are being collected and stored for ITS applications. These data include speed,
vehicle counts and occupancy collected from loop detectors installed beneath freeway pavement.
While this growth has been around for some time, research efforts directed toward the application
of freeway loop detector data for traffic safety have gained momentum only recently. Since traffic
flow would be measured in terms of loop data collected in real-time, the approach diverges from
traditional safety studies aimed at estimation of crash frequency or rate on freeway sections through
aggregate measures of traffic flow (e.g., AADT or hourly volumes). Application of loop detector
data for traffic management has been limited to incident detection algorithms. These algorithms are
developed by analyzing historical post-incident loop data and attempt to detect incidents as quickly
as possible. It is essentially a reactive strategy which is being rendered irrelevant with wide spread
use of mobile phones and surveillance cameras. This research is an effort in the direction of proac-
tive traffic management that would involve anticipating impending incidents such as crashes.

The problem of discriminating crash prone conditions from normal freeway traffic is set up
as a classification problem in this research. To this end we also collect “non-crash” loop detector
data representing ‘normal’ traffic conditions. Traffic parameters should then be used as inputs to
the binary (crash vs. non-crash) on-line classification models. This research effort is aimed at the
development of models that involve estimating the crash likelihood on the mainline freeway, then
devising ITS strategies to reduce this likelihood.

Our group at University of Central Florida (UCF) has also been actively involved in research
linking crash patterns with loop detector data. Various modeling methodologies have been
explored e.g., Probabilistic neural networks (PNN) (Abdel-Aty and Pande, 2005), matched case-
control Logistic Regression (Abdel-Aty et al., 2004), multi-layer perceptron (MLP)/radial basis
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function (RBF) neural network architectures (Pande, 2003) and Generalized Estimation Equation
(Abdel-Aty and Abdalla, 2004). The data for these studies were collected from 13.2-mile central
corridor of Interstate-4 in Orlando.

2 MATCHED CASE-CONTROL LOGISTIC REGRESSION MODELS

Loop detector data on Freeways usually include speed, vehicle counts and lane occupancy pro-
vided every 30 seconds. There have been few studies dealing with attempting to predict crashes
using loop detector data. Traffic conditions measured as coefficient of variation in speed and lane
occupancy have been found to be significant freeway crash precursors (e.g., Lee et al., 2002).
These studies have developed crash prediction models using real-time values of these precursors
obtained from underground freeway loop detectors located upstream and/or downstream of crash
sites. However, these models do not take into consideration geometric and environmental factors
such as horizontal curve and season. Furthermore, crash precursors are measured from loop detec-
tors in the neighborhood of crash location at time duration prior to crashes only.

The accuracy of a real-time crash prediction model may be increased if the model utilizes
information on traffic flow characteristics for both crash and non-crash cases while controlling for
other external factors. This can be achieved using a within stratum analysis of a binary outcome
variable Y (crash or non-crash) as a function of traffic flow variables X , Xz,...,Xp from matched
crash-non-crash cases where a matched set (henceforth referred to as stratum) can be formed
using crash site, time, season, day of the week, etc., so that the variability due to these factors is
controlled. This is known as matched case-control study while each case refers here to a crash and
control to a non-crash.

In one of our earlier studies, performed using this methodology, a logistic regression model to
predict crashes on a 13-mile segment of Interstate-4 in Orlando metropolitan area was developed
(Abdel-Aty et al., 2004). The model achieved satisfactory crash identification and demonstrated
the feasibility of predicting crashes in real-time. The model was developed using data from a small,
dense urban segment of the freeway with the crashes spanning a short period of time (seven months).
The traffic, geometric and even crash characteristics on the segment remain largely uniform (i.e.,
same AADT/peak hour, little or no variation in the geometry along the segment, and mostly rear-
end crashes caused by frequent formation and dissipation of ephemeral queues). In order to develop
better predictive models the crash database was expanded to include all 1528 multi-vehicle crashes
that occurred during 4-year period (from 1999 through 2002) on the 36-mile instrumented corridor
of Interstate-4. The corridor under consideration along with the surrounding roadways is shown
in the map depicted in Figure 1. Since crashes under moderate-to-high and low speed regimes are
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Figure 1. Map of the interstate-4 study section and adjacent roadways.
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expected to follow different occurrence mechanism they were analyzed separately using the with-
in stratum case-control logistic regression (Abdel-Aty et al., 2005).

3 STUDY AREA AND AVAILABLE DATA

The following data on Interstate-4 are collected every 30 seconds; average vehicle counts, average
speed, and lane detector occupancy. Sixty nine stations in each direction spaced at approximately
0.5 mile, report these parameters from the three through lanes. The crash data were collected from
the FDOT crash database for the years 1999 to 2002. First, the location for all the crashes that
occurred in the study area during this period was identified. For every crash, the loop detector sta-
tion nearest to its location was determined and referred to as the station of crash.

3.1 Data preparation

Traffic data were extracted for the day of crash and on all corresponding (non-crash) days to the
day of every crash to form matched sampling strata. The correspondence here means that, for
example, if a crash occurred on April 12, 1999 (Monday) 6:00 PM, 1-4 Eastbound and the nearest
loop detector was at station 30, data were extracted from station 30, four loops upstream and two
loops downstream of station 30 for half an hour period prior to the estimated time of the crash for
all Mondays of the same season in that year at the same time. This matched sample design controls
for most of the critical factors affecting crash occurrence such as driver population composition,
season, day of week, location on the freeway, etc. (thus implicitly accounting for these factors).
Hence, this case will have loop data table consisting of the speed, volume and lane occupancy
(percent of time the loop is occupied by vehicles) values for all three lanes from the loop stations
26-32 (on eastbound direction) from 5:30 PM to 6:00 PM for all the Mondays of that season of
year 1999, with one of them being the day of crash (crash case). More details of this sampling
technique, application of this methodology, time of crash determination and data cleaning could
be found in earlier studies by the authors (Abdel-Aty et al., 2004; 2005).

The 30-second data have random noise and is difficult to work with in a modeling framework.
Therefore, the 30-second raw data were combined into 5-minute level in order to get averages and
standard deviations. Thus for 5-minute aggregation half an hour period was divided into 6 time
slices. The stations were named as “B” to “H”, with “B” being farthest station upstream and
so on. It should be noted that “F” is the station closest to the location of the crash with “G”
and “H” being the stations downstream of the crash location. Similarly the 5-minute intervals
were also given “IDs” from 1 to 6. The interval between time of the crash and 5 minutes prior
to the crash was named as slice 1, interval between 5 to 10 minutes prior to the crash as slice 2,
interval between 10 to 15 minutes prior to the crash as slice 3 and so on. The final dataset was
created by aggregating data over all lanes and averages and standard deviations were obtained
by using parameter (speed, volume and occupancy) values over the three lanes. Hence, averages
(and standard deviations) at 5-minute level were based on 30 (10 * 3 lanes) observations. For
each of the seven loop detectors (B to H) and six time slices (1-6) mentioned above, the val-
ues of means (AS, AV, AO), standard deviations (SS, SV, SO), and coefficients of variation (CVS,
CVV, CVO) of speed, volume and lane occupancy, respectively, were available for all crashes
and the corresponding non-crash cases. These parameters from various stations/time slices were
identified with four/five letter names with each letter representing, (i) A/S/CV (average/standard
deviations/coefficient of variation), (ii) S/V/O (speed/volume/occupancy), (iii) stations B/C/D/
E/FIG/H, and (iv) time slices 1/2/3/4/5/6, respectively. Due to data availability issues, there were
different numbers of controls (non-crash cases) for each case (crash). To carry out matched case-
control analysis, a symmetric data set was created (i.e., each crash case in the dataset has the same
number of non-crash cases as controls) by randomly selecting five non-crash cases for each crash
in the dataset. The type of crash information available in the FDOT crash database was utilized to
retain only multi-vehicle crashes since the ambient traffic characteristics are more likely to affect
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crashes involving interaction among vehicles rather than the single vehicle crashes (which were
removed from the dataset). The resulting dataset had 1528 matched strata available for analysis.
It was ensured that the non-crash controls in the database did not experience any crash during the
time data from surrounding loops was collected.

4 PRELIMINARY ANALYSIS

As part of preliminary data analysis, distributions of traffic parameters were explored. Figure 2
shows the histogram distribution of the variable ASF1. “ASF1” is the average of speeds measured
from the three lanes at the station closest to the crash location (Station F) during the 5-minute
period leading to the crash (Slice 1).

The histogram distribution appears to have the shape of two adjacent approximately mound-
shaped distributions. The overlapping frequencies are observed over ASF1 values ranging between
35t0 40 mph (Figure 2). The two relative peaks of this histogram (approximately at 25 and 55 miles
per hour) suggest the need for two separate models: One model for predicting crashes that formed
the histogram with peak near ASF1 = 25 and the other to predict crashes that formed the histogram
with peak near ASF1 = 55. The two models may be different in the sense of containing different
sets of crash predictors. Hence, the value of ASF1 = 37.5 MPH was chosen as the cut-off and two
subsets of the main dataset were created. The first subset consists of all crashes with ASF1 <37.5
and their matched non-crash controls. The remaining crashes and their matched non-crash con-
trols formed the second subset of data. In the two following sections the logistic regression models
for the two groups of crashes are described.

5 MODEL FOR LOW-SPEED REGIME

The results from our previous work (Abdel-Aty et al., 2004) and some preliminary analysis (Pande
and Abdel-Aty, 2005) led us to evaluate parameters from only five stations (Station D-H, two
upstream stations, two downstream stations and station of the crash itself) as potential explanatory
variables. It was also decided not to go beyond 10-15 minute slice (Slice 3) based on the results
from the same studies (Abdel-Aty et al., 2004, Pande and Abdel-Aty, 2005). In these studies we
found no evidence that the conditions 15-20 minutes prior to crash occurrences were significantly

% of crashes
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Average speed at Station F during time slice 1 (MPH)
Figure 2.  Distribution histogram of ASF1 for all crashes.
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Table 1. Final model developed for the low-speed regime.

Variable Paramete estimate Standard error x> Pr> 2
LogCVSF2 2.64827 0.49216 28.9539 <.0001
LogCVSF3 0.88842 0.47859 3.4460 0.0634
LogAOE2 1.33966 0.46218 8.4018 0.0037
LogAOH3 0.97766 0.55210 3.1357 0.0766
SVF2 -0.43603 0.12289 12.5883 0.0004

different than ‘normal’ freeway traffic. It left two time slices, Slice 2 and Slice 3 to analyze. Note
that parameters from Slice 1 were not considered as an input to the model because Slice 1 is too
close to the actual time of crash occurrence (and might be late anyway to try to reduce the crash
risk).

The parameter estimates and related statistical summary of coefficients for the low speed regime
crash prediction model is provided in Table 1. This model may be used for classification of real-
time patterns under low-speed regime. Both coefficients of variation in speed (measured during
time Slice 2 as well as 3; LogCVSF2 and LogCVSF3) from the station closest to the crash location
(Station F) remain in the model, with one during time Slice 2 (5-10 minutes) being much more
significant. Both LogCVSF2 and LogCVSF3 have positive model coefficients implying highly
varying speeds (possibly due to frequent formation and dissipation of queues) prior to the crash
occurrence. This high LogCVSF2 is also coupled with low standard deviation in volume (indi-
cated by negative coefficient of SVF2) implying that the number of cars on three lanes remains
fairly equal over time. The other factors in the model are AOH3 and AOEZ2, both with positive
coefficients. High occupancy at one mile downstream (during 10-15 minutes Slice) and half a
mile upstream (during 5-10 minutes Slice) indicates the backward propagation of congested flow
regime. The interpretations (indicating congested conditions with frequent formation and dissipa-
tion of queues) largely fit into the mechanism of rear-end crashes, which are the most common
type of collisions on freeways, at least under low-speed regime.

6 MODEL FOR MODERATE-TO-HIGH SPEED REGIME

For this model the procedures used to identify significant variables were similar to the low speed
regime model but, as expected, resulted in almost entirely different set of predictors. Parameter
estimates and related statistical summary of the coefficients for the high speed regime model
with final set of predictors is provided in Table 2. The most interesting aspect of the model shown
in Table 2 is that it does not include the coefficients of variation in speed as one of the factors.
One possible reason could be that since the model is for the moderate-to-high speed regime, the
coefficient of variation in speed may not be able to capture the variation in speed due to the large
denominator. This led us to estimate the effect of standard deviation of speed, which also turned
out to be insignificant. Another important feature of this model is that the coefficient of LogAOF2
is negative indicating ‘smooth’ operating conditions at the station of the crash during 5-10 min-
utes before the crash (this is confirmed with the high average volume at Slice 3-AVE3). The
only other occupancy variable entering in the model is LogAOH3. With a positive coefficient it
indicates some cause of congestion about one-mile downstream of the crash site (again confirmed
with low AVG2 and SVH2).

It was found that the classification accuracy of the model for these conditions was inferior to
the model for the low-speed crashes. The possible reason may be that in ‘smoother’ traffic con-
ditions (high-speed regime) the errors on the drivers’ part would contribute more significantly
towards crash occurrence. Of course, there was no way to account for the pre-crash behavior of the
drivers involved in historical crashes and the performance of this model suffers more due to this
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Table 2. Final model developed for the moderate-to-high-speed regime.

Variable Parameter estimate Standard error x> Pr>y2
LogAOF2 -0.93423 0.39970 5.4632 0.0194
LogAOH3 1.14584 0.34156 11.2541 0.0008
SVH2 -0.22878 0.07181 10.1494 0.0014
AVG2 -0.10055 0.03376 8.8723 0.0029
AVE3 0.05932 0.03419 3.0100 0.0828

limitation than the low-speed model where the contributions of traffic conditions towards crash
occurrence is more significant. A more detailed discussion on model building and parameter coef-
ficient interpretations may be found in Abdel-Aty et al. (2005).

7 MODEL BUILDING: CONCLUSIVE REMARKS

In this section of the paper we have addressed the development of models for the identification of
crash prone conditions on the freeway. The analysis of pre-crash traffic surveillance data (obtained
from loop detectors) along with the matched non-crash cases is used towards that aim. The section
describes the separate logistic regression models developed for crashes that occur under low-speed
and moderate-to-high speed traffic conditions. These models are otherwise generic in nature as
they include crashes initiated by all harmful events (rear-end, sideswipe, etc.,). Note that in some
of our more recent studies (Pande and Abdel-Aty, 2006a, b) we have developed models separated
by crash type as well. However, since the logistic regression models do provide us with a measure
of relative risk under moderate-to-high-speed and low-speed traffic conditions, in the following
sections these models are used to evaluate effectiveness of ITS strategies such as ramp metering
and variable speed limits towards the reduction of real-time risk.

8 ITS STRATEGIES TO REDUCE THE CRASH RISK

In this study the micro-simulation software PARAMICS has been chosen to test different ITS
strategies to reduce the real-time crash risk on the 1-4 freeway. The use of PARAMICS to approxi-
mate variable speed limits (Lee et al., 2004) and ramp metering (Chu et al., 2004) has been suc-
cessfully used in previous research. VSL is usually modeled with Variable Message Signs (VMS),
which warn drivers to reduce their speed as well as changing the posted speed limits on various
links as the simulation progresses. Ramp metering is also relatively simple to produce in PARAM-
ICS using traffic signals on the freeway ramps along with complex signal phasing tools that are
available.

To calibrate the freeway network, literature on similar freeway simulation models were con-
sulted to find out the best method of determining the appropriate calibration parameters (mean
headway, mean reaction time, queuing speed, and queuing distance). In most sources, the flow
and travel time were used as the main factors of choice for calibration (Bertini et al., 2002; and
Trapp, 2002). However, these works did not refer to the values used for the calibration parameters
listed previously. Gardes et al. (2002) and Lee et al. (2002) stated their values for mean headway
and driver reaction time as 1s and 0.6s and 0.615s and 0.415s, respectively. This was used as
the base point for our calibration procedure. Calibration was performed in order to match the
locations of congestion along the freeway as well as speeds at the detector stations since these
factors affect the crash likelihood equations based on the models presented above in Tables 1 and
2. The values that produced the minimum errors in validation were a mean headway of 1.0 sec, a
mean reaction time of 0.42 sec, a queuing speed of 8 mph, and a queuing distance of 8 ft. These
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parameters were close to the values that were used in other work, therefore, were considered
appropriate.

8.1 Crash likelihood

Because of the complex nature of traffic collisions, micro-simulation software usually cannot
be used to evaluate safety unless a surrogate measure is used. Abdel-Aty et al. (2005) and Pande
et al. (2005) all created statistical models that can approximate the level of risk on a freeway based
on the real-time traffic parameters. The models presented above to assess risk are two separate
models—one to determine risk during the low-speed flow regime (speed < 37.5 mph) and another
to determine risk during the moderate-to-high-speed flow regime (speed > 37.5 mph). The low-
speed model is shown in (1) and involves the speed, volume, and occupancy. The moderate-to-
high-speed model, shown in (2) uses just the occupancy and volume as the input variables.

Crash_Likelihood = 2.64827LogCVSF2 + 0.88842L.ogCVSF3 + 1.33966L0gAOE2
+0.97766L0ogAOH3 -0.43603SVF2 (@)

Where LogCVSF2 = Log of the standard deviation of the speed divided by the average speed
5-10 minutes before the time of interested at the location of interest; LogCVSF3 = Log of the
standard deviation of the speed divided by the average speed 10-15 minutes before the time of
interested at the location of interest; LogAOE2 = Log of the average occupancy 5-10 minutes
before the time of interest 0.5 mi upstream of the detector of interest; LogAOH3 = Log of the
average occupancy 10-15 minutes before the time of interest 1 mi downstream of the detector
of interest; SVF2 = Standard deviation of the speed divided by the average speed 5-10 minutes
before the time of interest at the station of interest.

Crash_Likelihood = —-0.93423L0ogAOF2 + 1.145841L.ogAOH3 —0.22878SVH2
—0.10055AVG2 + 0.5932AVE3 (2)

Where LogAOF2 = Log of average occupancy 5-10 minutes prior time of interest at the detec-
tor of interest; LogAOH3 = Log of average occupancy 10-15 minutes prior to time of interest
1 mi downstream of detector of interest; SVH2 = Standard deviation of volume 5-10 minutes
prior to the time of interest 1 mi downstream of the detector of interest; AVG2 = Average volume
5-10 minutes prior to the time of interest 0.5 mi downstream of the detector of interest; AVE3 =
Average volume 10-15 minutes prior to the time of interest 0.5 mi upstream of the detector of
interest. These models provide a measure of the likelihood of a crash occurring and how that likeli-
hood (risk) changes over time at a particular location as the traffic flow changes. A decrease in the
value given by the model over time shows a decrease in risk of a crash occurring.

9 TESTING VARIABLE SPEED LIMITS

Variable speed limits are typically used to reduce variances in speed on freeways (Borrough, 1997;
Pilli-Sivola, 2004). By reducing the speed variability, the number of extremely short headways is
reduced and the mean speed is typically lowered (Ha et al., 2003). Variable speed limits are usu-
ally implemented in order to reduce congestion and lower the average travel time. Additionally, the
study by Borrough (1997) has found that VVSL application also reduces the number of crashes that
are observed. Borrough (1997) found that VSL implementation along with strong enforcement of
the speed limits led to a reduction in crashes by almost 28% over 18 months. Although this safety
benefit is not a real-time prevention measure, this reduction in crashes shows that variable speed
limits have the potential to increase safety along freeways. Lee et al. (2004) performed a study in
which VSL was applied to a micro-simulated network in an effort to reduce the crash potential.
However, this study only focused on a 1 mile network that included only one ramp. This study,
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instead, simulates nearly a 20 mile stretch of roadway which will allow for increased flexibility of
the implementation strategies that are tested. This flexibility includes the location of speed limit
changes, the amount of the change and method of changing the speed limit (lowering, increasing,
or simultaneous combination of the two).

9.1 Effects of VSL on safety

Preliminary runs involving VSL were performed by lowering the upstream speed limit near a
detector for 30 minutes during the simulation. The change in the crash risk, from the before
and after condition, was noted to evaluate the potential safety benefits. The preliminary runs
showed that variable speed limits had little to no effect on the crash risk index during the low-
speed condition. This is most likely caused by the fact that during the low-speed scenario vehicles
are traveling at congestion well below the posted speed limit and, therefore, the change in speed
limit on the roadway will not effectively change the speed the vehicles are traveling at. Therefore,
the analysis of variable speed limits solely focused on the moderate- to high-speed scenario where
its implementation is expected to have a considerable effect on traffic flow.

The moderate- to high-speed implementation of VSL considered the upstream lowering of
the speed limit, the downstream raising of the speed limit and the combination of the two. It is
logical that the downstream raising of the speed limit and the upstream lowering of the speed
limit together would reduce the crash risk on the freeway. Previous research (Abdel-Aty et al.,
2004; 2005) has shown that crash potential increased because of the formation of queues that
create a backward forming shockwave of lower speeds while speeds were still high upstream.
Therefore, in order to help dissipate these queues, the downstream speed limit was increased
with the goal of moving the cars out of the queue quicker. The upstream speed limit was lowered
to slow the vehicles just before the queue in order to reduce the speed variation at the shockwave
interface.

For this study, a 3.25-hr simulation period was used which included a 15 minute warm-up
period. To simulate the VSL strategies, speed limits were changed 30 minutes after the warm up
period and were maintained for 30 minutes before reverting back to the original speed limit. The
experiment included the testing of several variables related to the VSL implementation including
the pattern of speed limit change, the amount of change, the location of the change, the length
of the speed limit change, the progression of the change, and the gap distance between the speed
limit changes. Several cases were analyzed and it was determined that a case with abrupt 15 mph
change both up and down stream showed the most significant improvement in the crash potential.
This proves the effectives of the combination of upstream lowering of the speed limit and down-
stream raising of the speed limit over using just one method.

This scenario was then chosen to test the length of the speed limit changes. After extensive
testing, the length of the changes varied from 2 to 6 miles upstream of the detector of interest
and 2 to 5.5 downstream of the detector of interest. The results are about the same in each case,
therefore a case where minimum change affected the freeway was chosen. Changing the speed
limits 2 miles upstream and 2 miles downstream of the detector of interest affected the minimum
length of roadway. Using this scenario, the progression of the change was then tested to determine
the best method. This included varying the time step for the change (either an abrupt change in
the speed limit or changing the speed limit in small increments every 5 or 10 minutes until the
desired speed limit is achieved), the speed step (the amount of the change for each time step), and
the number of time steps required to achieve the desired speed limit. All tested cases show a reduc-
tion in the crash potential but a 5 minutes time step and 5 mph speed step proved to be the most
efficient as the crash potential is lowered more in this case.

The last variable to determine the optimal VSL implementation was the gap distance between
the upstream lowering of the speed limit and the downstream raising of the speed limit. The pre-
vious best method was tried using gaps of 0 to 3 miles. The results of these runs are shown in
Figure 3 which is a plot of the crash potential vs. time. As shown in Figure 3, the best case found
was a gap distance of 0 miles (case 1). In fact, using a gap distance of anything other than 0 miles
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Figure 3. Crash potential vs. time at station 47 for gap distance cases.

resulted in minimal reductions in the crash risk and, therefore, would not be effective at increasing
the safety on the freeway. Please note that plots similar to Figure 3 were created for each test case
in order to determine which case provided the best results.

10 TESTING RAMP METERING

Ramp metering is typically used to limit the amount of disruption caused to the mainline traffic
stream by vehicles entering from on-ramps. By allowing vehicles to enter based on the traffic
conditions, vehicles are delayed at the meters but the freeway speeds remain higher (and with less
variability) and the overall traffic volume increases. In fact, a study in Minnesota has shown that
ramp metering increases speeds by 13 to 26% and decreases travel time by 6 to 16% (Cambridge
Systematics, 2001). Currently, ramp metering is used throughout the United States in California,
Minnesota, and New York, as well as in many countries throughout Europe. The signals that are
used to control the ramps during ramp metering can be pre-timed (fixed) or use complex algo-
rithms that take into account the mainline traffic flow (reactive). Fixed ramp metering limits the
flow (vph) of vehicles entering the ramp, regardless of the mainline traffic situation. Reactive
ramp metering takes into account the mainline flow and allows a higher rate of vehicles onto the
freeway in free flow situations and reduces the flow during congestion. Though there have not
been many studies done relating ramp metering to freeway safety specifically, there is plenty of
evidence to show that ramp metering should have a positive safety affect. The primary purpose
of ramp metering is to increase speed and, therefore, flow by reducing the speed variation on the
mainline. Since the variance in speed has been found to be a significant factor in the determina-
tion of crash risk (e.g., Pande et al., 2005), any reduction in this variance should reduce the overall
crash potential. Also, by implementing ramp metering, fewer extremely short headways would
occur which could decrease the potential for rear-end crashes.

10.1 Effects of ramp metering on safety

Because variable speed limits did not show any effect at lowering the crash potential in the low-
speed situation, ramp metering was considered as a viable option. To simulate the effect of meters
on ramps in PARAMICS traffic signals were placed at on-ramp entrances. Preliminary analysis
involved the manual metering of ramps by visual inspection. During this process the simulation
was viewed and the metered ramp was turned on and off manually based on the level of conges-
tion that was witnessed on the mainline. After performing multiple runs of this nature, the safety
benefits of ramp metering became evident.
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For the test cases, fixed ramp metering was considered. Fixed ramp metering involves using
pre-timed traffic signals, at the ramp entrance to the freeway in order to control the number of
vehicles that enter the mainline. By adjusting the cycle length and the green time per cycle, the
rate at which vehicles are allowed to enter the freeway can be controlled. The experiment consid-
ered tested the cycle length, green time per cycle and the number of ramps that were to be metered
to determine the best case scenario. Eight experimental design cases were created and are shown
in Table 3.

Overall, the improvement in the crash risk was found to be minimal when metering only one
ramp. Only a 3.6% decrease in the crash potential at the station of interest (station 43) was noted.
However, at the station upstream of the ramp (station 42) an added 6.3% decrease in crash poten-
tial was discovered. When metering is also employed on 7 ramps, the reduction in the crash poten-
tial becomes more evident. The results from one of the best cases are shown in Figure 4. These
results show the summation of the crash potential throughout the length of the simulation for the
stations that were affected by the ramp metering. However, both the single ramp and seven ramp
best-case scenarios indicate that there is an increase in the crash potential about 3 miles upstream
and downstream of station 43. Additionally, when the crash risk for a single station is examined
for the duration of the ramp metering implementation at 30 sec intervals, the best case shows that
there are periods where the crash risk is actually higher than the base case. Therefore, while fixed
ramp metering shows potential to mitigate the probability of crashes occurring overall, at times
this type of metering increases the crash potential as well.

Table 3.  Tests cases for ramp metering.

Number of ramps
Case Cycle length Green time/phase metered

1 50 25 1
2 50 15 1
3 25 10 1
4 25 15 1
5 50 25 7
6 50 15 7
7 25 10 7
8 25 15 7
Pre-timed Metering at 7 Ramps
I LN N T

/\/ \" '\_\

-1500

Figure 4. Crash potential vs. station for single ramp metering cases.
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However, this is most likely due to the fact that fixed ramp metering does not consider the
mainline traffic when allowing vehicles to enter the freeway. Vehicles enter regardless of the con-
gestion that exists, just at a more controlled rate than when ramp metering is not used. Therefore,
in order to fully realize the potential of ramp metering as a safety measure, a feedback ramp
metering system should be examined (Dhindsa, 2006). The ALINEA (Papageorgiou et al. (1991))
feedback ramp metering algorithm had been used and closely replicated the effects of manual
metering by using detectors in the roadway to change the metering rate as the traffic flow changes.
Dhindsa (2006) has shown increased safety benefit seen on the mainline freeway due to feedback
ramp metering.

11 CONCLUSIONS

The results show that using the stratified case-control analysis, the log odds of crash occurrence
may be obtained for a given value of certain traffic flow parameters. Hence, the potential “crash
location” created due to ambient traffic conditions may be identified to warn the motorists about
the impending hazard, to attempt to influence the speed to reduce its variation. The distribution
of the 5-minute traffic speed measured at the station closest to the location of the crash before
it occurred suggested the need for multiple models depending on the freeway operation charac-
teristics. Two separate models were developed by splitting the whole crash data into two datasets
depending on the 5-minute average speed observed just before the time of the crash. Although the
procedure used in model building for low and moderate-to-high-speed models were similar, dif-
ferent parameters entered in the two models. This is not surprising because the crashes that occur
under moderate-to-high speed traffic regime differ distinctly from their low speed counterparts
not only in terms of severity but in terms of the conditions as well. The low speed crashes mostly
occur in persisting congested conditions where queues form and dissipate quite frequently. In con-
trast, for moderate-to-high speed crashes freeway operation is usually smooth at the crash location
before the crash and some disruptive conditions originating downstream and propagating back-
wards arguably cause drivers to make errors, thereby increasing crash potential. The time duration
analyzed here is 5-15 minutes prior to the time of the crash and that’s why in the moderate-to-high
speed crash model more parameters from the downstream stations appear to be significant. The
models developed here may be combined with the real-time application strategy to provide an
effective tool to identify “real-time black-spots” on the freeway. While it is evident that the mod-
eling technique proposed here is promising in terms of application in driver warning systems on
freeways, a detailed and careful effort is required in order to study the field deployment of such
a model.

In addition, this study demonstrates that the on-line mainline traffic flow data can be used as
real-time surrogate measures of traffic volume on ramps and traffic conditions near ramps, and
their consequent effect on the probability of ramp crashes. The findings in this study suggest the
important traffic flow parameters on the mainline that should be considered in the design and
management of freeway ramps to improve their safety. Although the suggestion of specific coun-
termeasures is beyond the scope of this study, the speed management on off-ramps (e.g., in-road
lights) and the warning of an impending queue using VMS on on-ramps are potential counter-
measures that can be suggested based on the findings.

Finally, this study has shown significant safety benefits of using Intelligent Transportation Sys-
tems to reduce the crash likelihood on an urban freeway. The ITS measures implemented in this
work, Variable Speed Limits and Ramp Metering, both help to reduce the safety risk along the
mainline freeway. By simulating their effects using the PARAMICS micro-simulation, various
strategies were tested to determine the best method of reducing the crash risk. For the variable
speed limits, abrupt lowering of the speed limit by 15 mph 2 miles directly upstream and raising of
the speed limit of 15 mph 2 miles directly downstream of the station of interest reduces the crash
potential the most efficiently for moderate-to-high-speed situations (although more modest changes
in speed also produced positive results). For low-speed situations, allowing vehicles to enter the
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mainline using smaller amounts of green time during shorter cycle lengths for 7 consecutive on-
ramps in the network provides the best results. However, using a fixed ramp metering system does
not react to the changing flow of traffic. Therefore, in order to fully realize the potential of ramp
metering, a feedback algorithm (such as ALINEA) should be implemented to see if the reduction
in crash potential can be more consistent.
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ABSTRACT: The advent of powerful sensing technologies, especially video sensors and com-
puter vision techniques, has allowed for the collection of large quantities of detailed traffic data.
They allow us to further advance towards completely automated systems for road safety analysis.
This paper presents a comprehensive probabilistic framework for automated road safety analy-
sis. Building upon traffic conflict techniques and the concept of the safety hierarchy, it provides
computational definitions of the probability of collision for road users involved in an interaction.
It proposes new definitions for individual road users and aggregated measures over time. This
allows the interpretation of traffic from a safety perspective, studying all interactions and their
relationship to safety. New and more relevant exposure measures can be derived from this work,
and traffic conflicts can be detected. A complete vision-based system is implemented to demon-
strate the approach, providing experimental results on real world video data.

1 INTRODUCTION

Road safety is characterized by the absence of accidents, i.e. collisions between road users. The
safety is traditionally measured by the number of collisions, or rather its expected number at a
given time. Traffic safety diagnosis has been traditionally undertaken using historical collision
data. However, there are well-recognized problems of availability and quality associated with col-
lision data. Additionally, the use of collision records for safety analysis is a reactive approach: a
significant number of collisions has to be recorded before action is taken.

Therefore there has been considerable interest in research dealing with surrogate safety meas-
ures (Gettman and Head, 2003). The observation of traffic conflicts has been advocated as an
alternative or complementary approach to analyze traffic safety from a broader perspective than
collision statistics alone (Brown, 1994, Hydén, 1987, Sayed et al., 1994, Sayed and Zein, 1999,
Svensson and Hydén, 2006). Traffic conflicts are interactions with very similar processes to col-
lisions, but without a collision. A conflict is defined as “an observational situation in which two
or more road users approach each other in space and time to such an extent that a collision is
imminent if their movements remain unchanged” (Amundsen and Hydén, 1977). The concept of
collision course is derived from this widely accepted definition of traffic conflicts. In (Svensson,
1998), users are defined to be on a collision course when, “unless the speed and/or the direction
of the road users changes, they will collide”. Deciding if two road users are on a collision course
thus depends on extrapolation hypotheses. The definition of (Svensson, 1998) uses the common
hypothesis of extrapolation with constant velocity, i.e. speed and direction. Some definitions of
traffic conflicts also include that at least one of the road users involved takes an evasive action,
often in emergency.

The relationship between traffic conflicts and collisions must be established to use traffic
conflicts as surrogates to collisions for safety analysis. Most road users move freely in the traf-
fic, without having to take into account other road users. Otherwise, road users interact with
each other. An interaction is defined as a situation in which two or more road users are close
enough in space and time, and their distance is decreasing. Many researchers, especially in
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Scandinavian countries (Hydén, 1987, Svensson and Hydén, 2006), assume that all interactions
can be ranked in a safety hierarchy, with collisions at the top. The interactions located next to
the collisions in the safety hierarchy, very similar to collisions, but without an actual collision,
can be called quasi-collisions. The interactions can thus be recursively ranked in the safety hier-
archy. One can imagine “quasi-quasi-collisions”, and so on...The pyramid shape of the hierarchy
stands for the number of events. The further from collisions, the less severe and more frequent
the events.

For this concept to be operational, the safety hierarchy is transferred into measurable parameters
based on certain assumptions. For each interaction in the hierarchy, a severity can be estimated,
matching its position in the hierarchy, i.e. measuring the proximity to the potential occurrence of
a collision, which can be interpreted as the probability of collision. Many severity indicators, such
as the Time-To-Collision (TTC) and the Post-Encroachment Time (PET), have been developed to
evaluate the distance in space and time between the vehicles involved and their evasive action(s)
(Archer, 2004, van der Horst, 1990). Traffic Conflict Techniques (TCTs) involve observing and
evaluating the frequency and severity of traffic conflicts at an intersection by a team of trained
observers.

Several automated systems, using mostly video sensors, have been and are being developed
for traffic monitoring (Beymer et al., 1997, Hu et al., 2004a, Kastrinaki et al., 2003, Laureshyn
and Ardo, 2007, Maurin et al., 2005). In a previous paper (Saunier and Sayed, 2007), the authors
have shown that traffic conflicts can be detected in video sequences using HMM-based semi-
supervised machine learning techniques. This paper presents an extension of the earlier work
(Saunier and Sayed, 2006, 2007): a comprehensive probabilistic framework relying on the concept
of the safety hierarchy. It provides a computational definition of severity as the probability of col-
lision that is suited for an automated system. Being able to compute the probability for any road
user to collide at a given time also allows to detect traffic conflicts and estimate detailed exposure
measures.

The rest of the paper proceeds as follows. The next section presents related work in traffic
safety. The third section will present the probabilistic framework and the computation of the col-
lision probability. In the fourth section, experimental results will illustrate the approach on real
traffic data provided by the vision-based system developed in our group.

2 RELATED WORK

The basis for this work draws heavily from the traffic conflict literature, and the concept of
safety hierarchy, as shown in the introduction. Considerable work has been accomplished to
validate the TCTs, involving especially the development of severity indicators, in order to obtain
more objective judgments from observers. The relationship between traffic conflicts and colli-
sions is not simple (Brown, 1994). TCTs try to identify the subset of the most serious traffic con-
flicts that are the closest to collisions. Calibration conferences (Malmo, 1983 and Trautenfels
1985) compared most of the different TCTs developed so far, and found them to mostly agree
(although the definitions of the considered traffic conflicts differ). Researchers and practition-
ers use various combinations of severity indicators to detect traffic conflicts and estimate their
severity.

Among TCTs, The Swedish TCT is one of the best-known, and is still being actively used for
everyday safety assessments. It relies on the Time to Accident (TA), defined as “the time that is
remaining from when the evasive action is taken until the collision would have occurred if the
road users had continued with unchanged speeds and directions. Its value can be calculated based
on the estimates of the distance to the potential point of collision and the speed when the evasive
action is taken” (Anonymous, 2005). This speed and the TA are used to determine the border
between “serious conflicts” and “non-serious conflicts”. This TA indicator is the value at a special
instant of the interaction of the general TTC severity indicator, which is defined as long as a col-
lision course exists. Another severity indicator is the PET, defined as the time measured from the
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moment the first road user leaves the potential collision point to the moment the other road user
enters this point. Other indicators include speed and its derivatives, and subjective elements of
the observers’ judgment of the chance of a collision, incorporating “speed, proximity of vehicles,
apparent control of the driving task and environmental conditions such as visibility or a wet road
surface” (Brown, 1994).

The various severity indicators provide cues to the estimation of the severity of interactions.
Yet the quest for the right “border” between traffic conflicts and non-conflict interactions doesn’t
appear so relevant when considered into the general framework of the safety hierarchy which
places all interactions on a continuum along the severity dimension. The potential for the use of
all interactions was investigated in (Svensson, 1998, Svensson and Hydén, 2006). They studied
the shape of the distribution of interactions according to their severity, and concluded that differ-
ent shapes stand for different safety situations and that there is a severity threshold, under which
interactions indicate normal road users’ interactions, and above which interactions are hints of
safety issues.

If one considers the whole continuum of traffic events, the concept of exposure comes into play.
Exposure is typically defined as a “measure of spatial or temporal duration in the traffic system in
relation to the number of dynamic system objects, road-users, vehicles (axles), etc” (Archer, 2004,
Hakkert and Braimaister, 2002). Common measures are a number of inhabitants or some amount
of travel, either in distance traveled (road user-hours), or in time traveled (road user-kilometers)
that takes into account the speed of road users. Exposure was introduced to make comparisons
more fair between different situations, for example annual numbers of collisions for countries
with different number of inhabitants, or different car ownership levels. Dividing the number of
collisions by the corresponding exposure yields a collision rate, relative to that measure of expo-
sure, that is routinely used to compare varied situations (countries, period of observation, group
of users...). However, this should be done with care since there is no reason to believe a priori
that the relationship between the safety and the exposure is linear (Error! Reference source not
found.). More generally, any situation that is necessary for a collision to happen can be considered
as exposure to collision. All interactions in the safety hierarchy are exposure to collision, more
or less close according to their severity. Estimating the severity of interactions provides exposure
measures that are more detailed and relevant than mere volume counts, giving more insight into
the processes that lead to collisions.

There have been a few attempts at building a system for automated road safety analysis (Atev
etal., 2005, Hu et al., 2004b, Kamijo et al., 2000, Laureshyn and Ardd, 2006, Messelodi and
Modena, 2005). To our knowledge, the system presented in (Saunier and Sayed, 2007) is the first
automated system for traffic conflict detection. There is limited research in automated systems
that can provide severity indicators, except for specific situations and type of traffic conflicts.
Only (Hu et al., 2004b) describes a system that can measure the probability of collision for any
two interacting road users, but it is validated only on a few experiments with toy cars. The formu-
las to compute the collision probability for two interacting road users are taken from this work.
This paper presents extensions for the collision probability of one road user and aggregated meas-
ures over time.

3 THE PROBABILISTIC FRAMEWORK

3.1 Re-thinking the collision course

Any situation that is necessary for a collision to happen can be considered as exposure to colli-
sion. If there is no exposure, e.g. one stays at home, or is the only road user, no collision with
another road user is possible. There are obviously physical limits to possible road user movements
(bounded acceleration, maximum angle of turning movement, road users’ reaction times...), so
that it is not possible for all road users to collide in the future. If a collision between two road users
is possible, i.e. there is a possible chain of events that can lead to a collision, the probability of
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collision can be considered. The collision probability must take into account all the possible move-
ments of the road users, which will return the severity, or proximity to a potential collision.

The definition of a collision course (Svensson, 1998) takes into account only “unchanged road
user movements”, i.e. movements without road users’ intervention. This raises many questions and is
difficult to properly define. It is often used experimentally with simplified hypotheses for road users’
movements. However a collision course can be better defined as an interaction in which the collision
probability is non-zero at a given time. The severity of the collision course at a given instant is the col-
lision probability, summing the probability of all chain of possible events that can lead to a collision.
This implies the existence of a probability distribution over all traffic events, more precisely over
road users’ movements, and requires a practical way to estimate this distribution for real-world use.

3.2 The collision probability for two road users

The formulas presented in this part are based on (Hu et al., 2004b), and to a lesser extent on (Mes-
selodi and Modena, 2005). The collision probability for a given interaction between two road users
can be computed at a given instant by summing the collision probability over all possible motions
that lead to a collision, given the road users’ states. This requires the ability to generate for each
road user at any instant a distribution over its possible future positions given its previous positions.
A possible future motion, i.e. a temporal series of predicted positions, defines an extrapolation
hypothesis. The collision probability is approximated by a discrete sum when taking into account
a finite number of the most probable extrapolation hypotheses.

First the collision probability at time t; for two road users A, and A, with respective observed
trajectories Q, . and Q, _, (before t ) is defined when conS|der|ng only one extrapolation hypoth-
esis for each, respectively H; and H;. The predicted positions according to the hypotheses H; and H,
are computed for a number of time steps the predicted time of the collision t; . is the first instant at
which the road users would be in contact. The larger A; ; =t ; —t, , the more likely the road users
can react and avoid the collision. This time takes into account speed and distance and is directly
measurable against the road users’ reaction times. The formula of the probability of collision given
hypotheses H, and H, is taken from (Hu et al., 2004b)

2
Al

P(Collision(A, A))|H,,H,)=e 2~ )

where o is a normalizing constant. It is estimated in (Error! Reference source not found.) that
this probability should change when the elapsed time A is close to the road user reaction time.
Therefore ois chosen to be equal to an average user reaction time (avalue of 1.5 seconds is chosen
for the experiments described in this paper). As a consequence, the number of predicted positions
computed can be limited to 20, as the resulting probability is very close to zero when A, . reaches
that value. Based on (Error! Reference source not found.), the collision probability for two road
users A and A, att  is

2
At

P(CO”iSiOﬂ(AU AZ) I letSto ’QZ,tStu) = z P(Hi | Ql,tSto )P(Hj | Qz,tsto )eiﬁ (2)
i

where P(H;|Q,,,) is the probability of road user A, to move according to extrapolation hypoth-
esis H, (same for A, and HJ.). The sum is done over a variety of extrapolation hypotheses, although
this number must be limited to maintain reasonable computation times. This formula is illustrated
in a simplified example in Figure 1. In a traditional TCT, one could choose a threshold on collision
probability and other indicators to define traffic conflicts. In the new approach described in this
paper, road safety can be automatically analyzed in detail by computing continuously the collision
probability of all interactions.
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Figure 1.  In this simplified situation, two vehicles approach a T intersection at time t,. Only two extrapola-
tion hypotheses are considered for each vehicle. Vehicle 1 is expected to turn left or right, with respective
probabilities 0.4 and 0.6. Vehicle 2 is expected to go straight or turn left, with respective probabilities 0.7 and
0.3. There are two potential collision points, that can happen at times t, and t,. The collision probability at
time t, is computed as

_ (-t5) (t-t)°

P(Collision)=04x 0.7xe 2 +04x03xe 27 |

3.3 Aggregating over time

The previous definitions deal only with one road user or one interaction between two road users
at a given instant. The collision probability for two road users in interaction can be used for the
detection of traffic events relevant to safety. However, to characterize a given period of time at a
location, one needs a method to accumulate the indicators over all interactions that occurred in the
monitored area during this period of time, or over all road users that went through the monitored
area during this period of time.

The first aggregation level is the interaction or the road user. This indicator should reflect the
highest collision probability over time, but also the amount of time during which this collision
probability was high. This should therefore be similar to an integral of the instantaneous colli-
sion probability over time. However, the tracking errors and the noise produce unstable measures
of collision probability over time which are truncated and noisy. This would make difficult to
compare fairly the interactions. Consequently it is preferred to use the average of the n largest
values. Let Severitylndex(A,, A)) and Severitylndex(A,) be the averages of the n largest values
taken respectively by the collision probability P(Collision(A, A,)|Q, ., ,Q, ., ) Over the time
that the two road users A, and A, interacted in the monitored area, and by the collision probability
P(Collision(A) | Q, 1, s Qs r<t, »++1 Qursr, ) OVer the time that the road user A, has spent in the moni-
tored area. The values can subsequently be summed over time for all interactions or road users.
The severity indices for the time interval [t, t,] are

InteractionSeveritylndex([t; t,]) = z Severitylndex(A, A;) 3)

(i, j)suchthat Aand A; areobserved
inInteractionduring [t; t, ]

UserSeverityIndex([t, t,]) = Y Severitylndex(A) 4

i suchthat A isobserved
during [t; t,
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4 OVERVIEW OF A VISION-BASED AUTOMATED SYSTEM

This framework is used in a complete automated system for road safety analysis. Such a system
requires a high level understanding of the scene and is traditionally composed of two levels of
modules (see Figure 2):

1. A video processin